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Preface

Recent advances in mobile sensing technologies leveraged by big data analytics and machine

learning have enabled a plethora of applications that have the potential to improve productivity, safety,

health, and efficiency in a diverse range of use case scenarios. The following are a few examples of how

this might look: the use of mobile sensing with wearable technology to assist with remote learning,

especially during the pandemic; consumer mobility wireless sensing and tracking to enhance security

and user experience; wearable mobile sensing and monitoring to ensure safety improve productivity

in harsh working environments; mobile sensing for social behavioral research and sports analytics;

and mobile sensing in AR and VR.

Therefore, this Special Issue aimed to collect the high-quality research work focusing on

addressing emerging challenges in smart mobiles and sensing, as well as smart applications and

use case scenarios, which could help to enhance our daily lives.

Chien Aun Chan, Ming Yan, and Chunguo Li

Guest Editors
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Innovating Household Food Waste Management: A User-Centric
Approach with AHP–TRIZ Integration
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* Correspondence: hyunyim.park@polyu.edu.hk

Abstract: Food waste management remains a paramount issue in the field of social innovation. While
government-led public recycling measures are important, the untapped role of residents in food
waste management at the household level also demands attention. This study aims to propose
the design of a smart system that leverages sensors, mobile terminals, and cloud data services to
facilitate food waste reduction. Unlike conventional solutions that rely on mechanical and biological
technologies, the proposed system adopts a user-centric approach. By integrating the analytical
hierarchy process and the theory of inventive problem solving, this study delves into users’ actual
needs and explores intelligent solutions that are alternatives to traditional approaches to address
conflicts in the problem solving phase. The study identifies five main criteria for user demands and
highlights user-preferred subcriteria. It determines two physical conflicts and two technical conflicts
and explores corresponding information and communications technology (ICT)-related solutions. The
tangible outcomes encompass a semi-automated recycling product, a mobile application, and a data
centre, which are all designed to help residents navigate the challenges regarding food waste resource
utilisation. This study provides an approach that considers users’ genuine demands, empowering
them to actively engage in and become practitioners of household food waste reduction. The findings
serve as valuable references for similar smart home management systems, providing insights to guide
future developments.

Keywords: food waste management; smart system design; user-centric design; AHP–TRIZ integra-
tion; household waste reduction

1. Introduction

China’s urbanisation and economic development continue, especially with the ex-
pansion of the restaurant and food delivery industries in recent years. However, along
with this trend, the issue of food waste generation in Chinese urban areas has become
increasingly serious. Estimates showed that, in 2020, China’s food waste amounted to
61.37 Mt, reflecting a significant increase of 29.67% in per capita food wastage compared
to the 2016 figures, and this trend is anticipated to escalate in the future [1]. Food waste
contains a large amount of organic matter. On the one hand, it has posed a potential threat
of pollution to water and land resources, as well as the spread of germs that affect people’s
physical health. On the other hand, it has great value for resource reclamation as it can be
collected and converted into value-added products [2]. Hence, investigating strategies for
the collection, management and efficient conversion of food waste has emerged as a major
research topic in recent years.

China is making great efforts to achieve its zero-waste city goal, which refers to an
urban development model that aims at recycling solid waste and reducing landfills by
promoting green development and green lifestyles. Garbage classification is one of the
most common measures. Food waste is sorted and utilised to produce biomass fuel

Sensors 2024, 24, 820. https://doi.org/10.3390/s24030820 https://www.mdpi.com/journal/sensors1
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and natural gas [3]. Although these actions have been implemented in some pilot cities
for several years, their effectiveness remains low. As a comprehensive project, waste
recycling in China is currently managed through an intensive government-led approach [4],
which requires overall process management, including policy measures, source-separated
collection, transportation, treatment and disposal [5]. Consequently, problems such as
mixed collection and low efficiency in resource utilisation are common wicked issues that
affect this endeavour [6]. In addition to the government-led mode, an alternative approach
worth exploring is a user-centric perspective, which is a decentralised and more direct
household-focused solution to food waste management.

Many studies have proposed strategies for improving residents’ awareness of effective
recycling [4,7], but there is a lack of specific solutions on how to facilitate and support
residents’ recycling behaviour. Most Chinese households are not equipped with practical
products to process food waste. Therefore, improving the household resource recycling
management system to match residents’ environmental awareness is important as it helps
to achieve an effective combination of awareness and appropriate recycling measures [8].
Seeking suitable disposal approaches for household food waste management is a necessary
and meaningful topic.

To provide a practical household disposal solution and improve residents’ recycling
experience, this study proposes a user-centric approach for managing household food
waste in a smarter way based on the analytical hierarchy process (AHP) and the theory of
inventive problem solving (TRIZ). The AHP is a structured multi-attribute decision making
method (see Figure 1) in which the criteria of an issue are organised in a hierarchical
structure and relatively compared to determine their order of priority [9]. The theory
of inventive problem solving consists of tool sets generated from massive inventions to
address the challenges within a technical system, thus improving its functionality (see
Figure 2) [10]. Based on the proposed approach, modern technological components, such
as wireless sensors and mobile terminals, can be integrated into the final system design
solution. These technologies enable real-time data collection, enhance user engagement
and streamline the management of household food waste [11]. By combining user research
methods with information and communications technology (ICT), a holistic and efficient
solution can be developed to effectively manage food waste while fostering residents’
environmental awareness.

Figure 1. The AHP model.

The main contributions of this study are as follows:

• Explore factors and identify user preferences regarding the household food waste
recycling issue.

• Present a theoretical approach for designing the household food waste management
system, which can be applied to other household smart management issues and has
the potential to evolve conventional products into smart management systems.

• Develop a practical solution incorporating smart technology to manage household
food waste recycling based on the proposed approach.
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Figure 2. Flowchart of the TRIZ theory and an example of the conflict matrix.

The remaining sections are structured as follows. Section 2 discusses the background
of food waste recycling in Chinese communities and similar initiatives in terms of products,
biotechnology and smart systems. Section 3 contextualises the research method’s architec-
ture and discusses the approach step by step. Section 4 presents the design generated from
the previous analysis. Finally, Section 5 discusses the findings from the proposed approach
in the field of smart home system design.

2. Related Work

As China is experiencing a growing amount of food waste every year, the implemen-
tation of the wet waste classification policy in the country has accelerated. In 2019, 16 cities
in China initiated the pilot construction of zero waste cities, a move aimed at promoting
source reduction and resource utilisation of solid waste [12]. The most widely adopted
approach involves collecting a large proportion of waste from the community or street
scale, which then undergoes processing through intensive treatment by relevant author-
ities [13]. Consequently, research on kitchen garbage recycling equipment has primarily
focused on the perspectives of large-scale public treatment facilities. Notable studies in
this domain include that by Liu et al., who carried out a field investigation of in situ food
waste treatment in canteens, markets and residential communities [14]. They argued for the
necessity of a unified standard in equipment design to ensure treatment capacity. Hu et al.
designed a compression treatment device with a modular structure to address the issues of
high costs and space requirements associated with wet garbage treatment [15]. However,
these centralised processing systems often overlook the management of food waste from
household sources, which leads to community residents’ low participation rates—an indis-
pensable factor in food waste management initiatives. Research on household or individual
recycling solutions is also relatively scarce.

Therefore, the focus of this study is on household kitchen waste recycling in Chinese
urban communities, characterised by limited kitchen spaces, predominantly grain-based
food waste composition and a lack of established household waste recycling habits [16].
Given that waste management practices in China are still in their early stages, with tradi-
tional centralised disposal methods prevailing and household disposal not yet mainstream,
it is necessary to refer to experience from other regions around the world. Therefore, this
research aims to compare works existing in a wider range of regions, specifically those
from a household perspective or those related to systematic solutions. These studies will
be referenced and compared on the basis of their usage scenarios and treatment methods,
including mechanical processing, biological processing or service systems incorporating
intelligent ICT solutions.

Regarding the existing mechanical solutions for household disposal treatments, the
use of under-the-sink grinders has long been regarded as a practical way to establish source
reduction, which disposes the shredded waste by routing it through connected conven-
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tional sewer systems [17]. However, the use of this product has received criticism over
the years because of potential adverse effects, such as increased volumes of wastewater
and sludge [18]. As a response, studies have explored how such solutions can eliminate
wastewater pollutants while retaining valuable materials [19]. On the other hand, re-
search addressing food waste disposal from a biotechnological perspective is becoming
more widespread. For instance, Du et al. compared seven treatment methods for kitchen
food waste, arguing that biological treatment has greater advantages over non-biological
treatment [20]. Zhou et al. developed a domestic composting device that shortens the
typically long composting cycle by manipulating the temperature and considering the use
of microbial agents [21]. The emphasis on the study of food waste bio-degradation as an
alternative to conventional and less environment-friendly landfill practices is increasing.
However, these solutions predominantly focus on enhancing machine performance and
biotechnology, and there is a lack of research from a user experience perspective, even
though users are the primary actors in household food waste management.

With the evolution of smart sensing and mobile technology, the approach to reducing
food waste has expanded beyond mechanical and biological methods. ICT solutions allow
for the possibility of information recording, tracking and linkage for food waste manage-
ment. For example, Marques et al. proposed a multilevel internet of things (IoT)-based
management system for outdoor and indoor public bins to better manage waste separa-
tion [22]. Liegeard and Manning’s research explored intelligent packaging with ink colour
changing and sensors that work with intelligent appliances to remind users of the food
storage conditions, thus minimising food waste [23]. Similarly, Cappelletti et al. developed
an integrated smart system that guides users in their food-related daily behaviour to re-
duce household food waste [24]. Moreover, smart systems play a vital role in engaging
stakeholders for joint management. Spyridakis et al. built a platform that connects people
with surplus food to underprivileged people by using technology, volunteerism and civic
engagement [25]. These research attempts imply that there are many opportunities to
explore the field of integrating smart technologies into household food waste management.
A comparison of the related studies is presented in Table 1.

Table 1. Comparison between related works.

Work Scenarios Treatment ICT Goal

Bernstad et al.
[17]

Household: under
the sink

Mechanical: grind and
discharge into sewers -

• reduce waste
• create methane

Cecchi and
Cavinato

[19]

Public: under the sink
to waste stations

Mechanical and biological:
grind and then dispose

in treatment plant
-

• avoid transportation
• energy recovery

Zhou et al.
[21]

Household: kitchen
composting bins

Biological: high-
temperature composting -

• food waste reduction
• make value-added products

Marques et al.
[22]

Public: outdoor and
indoor bins

ICT-related: sensing
and recognition

RFID sensors,
cloud platform, etc.

• correct separation
• a simultaneous bin network

Liegeard and
Manning [23]

Household: kitchen
smart fridges

ICT-related: packaging
for food track

Biosensors, RFID,
a control unit, etc.

• manage stock control
• reduce food waste

Cappelletti et al.
[24]

Household: kitchen
smart fridges

ICT-related: food
stock track

A smart fridge
an application

• food waste reduction
• healthy diet

Spyridakis et al.
[25]

Public: campus
dining halls

ICT-related: pick-up
and delivery

An open-source
website

• sharing concept
• reduce food waste

Through comparison, potential directions for further research can be revealed. First,
many studies focus narrowly on the disposal of the product itself and lack a systematic view
to address the issue with relevant stakeholders or via other technological means. Second, in
terms of research involving ICT solutions, many of them concentrate on utilising intelligent
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technologies to manage food stock while neglecting solutions for assisting residents in
dealing with the already generated food waste. Lastly, there is a lack of engagement of
residents as direct actors in the system, thereby limiting their motivation, participation and
long-term commitment.

Given these issues, the research gap lies in allowing residents to treat household
organic waste by considering user needs and creating an ICT-enabled waste management
system. As such, this study takes the AHP and the TRIZ theory as guidance. The AHP
is often used to examine the degree of importance of each requirement in an issue. In
Balwada’s research, the AHP was used to select the best waste collection method [26].
This method is also commonly integrated with other methods, including the TRIZ theory,
which systematically analyses problems to come up with innovative solutions [27,28].
Moreover, the development of wireless sensors and intelligent terminals has facilitated
various smart services within urban environments [29,30], allowing for more customised
requirements [31]. Leveraging the capabilities of ICT devices, this study aims to develop a
smart system for urban households based on the AHP–TRIZ method. The design intends
not only to focus on product efficiency in terms of weight reduction but also to provide
better insights into the factors that users truly care about in the waste management process.

3. Research Methods

In the AHP–TRIZ method, the complex general goal is decomposed into multiple
indexes. Each index weight is determined comparatively by following the AHP. This helps
to improve the accuracy and objectivity of the identification of each weight. Then, the more
vital selected indexes are transformed into specific technical requirements. The TRIZ tool is
then applied to deal with the technical and physical challenges inherent in the proposition
of the conceptual design. It facilitates the rapid generation of innovative concepts and
helps to establish an effective thinking mode. The proposed design approach framework
utilising AHP–TRIZ integration is shown in Figure 3.

3.1. Use AHP to Evaluate the Weight of Each Criterion

In the first step, a round of market research of comments on 8 prevailing household
food waste disposal products on Chinese e-commerce platforms (monthly sales volume of
over 100) is conducted, combined with a supplement of initial interviews with 5 users who
practised household food disposal, to gain the general impression and criteria of designing
household food waste management system. As a result, an overall of 22 subcriteria are
obtained after using the affinity diagram [32] (shown in Figure 4). Then, the subcriteria are
classified into 5 main criteria according to Donald Norman’s three-level emotional design
theory: the visceral, behavioural and reflective levels [33]. Similarly, Jordan defined users’
needs in terms of product characteristics, including the levels of functionality, usability and
pleasure [34]. These three aspects are applicable in understanding user psychology and
design requirements [35,36]:

The instinct layer focuses on users’ initial intuitive perceptions of the product, en-
compassing aesthetic factors, such as shape, colour, material and volume of the product.
Therefore, the first main criterion for this layer is C1 Aesthetics. The behaviour layer
focuses on functional utility and ease of operation, which include the interaction between
the user and the product. Therefore, at the behavioural level, C2 Functionality aims at
determining whether the provided functions of the system are effective and efficient, and
C3 Operability refers to whether the operation process of the system is user-friendly. More-
over, the reflective layer shows the joint impact of instinct and behaviour. It is meant to
establish emotional links through user interactions, as well as provide users with both
psychological experience and conceptual value. Hence, another two main criteria, C4
Experience and C5 Value, are identified. The overall structure comprises 5 main criteria and
22 subcriteria, as depicted in Figure 5. The detailed explanations for each criterion can be
found in Appendix A, which have also been informed to the evaluators in the subsequent
scoring phase to ensure consistency.

5
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Figure 3. The AHP–TRIZ method model.

Figure 4. The categorised design criteria by using the affinity diagram.
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Figure 5. Hierarchical structure for household food waste management system.

After the requirements were clarified, the AHP questionnaire was developed, and
the decision matrix was established. A total of 31 experts, including 6 design faculty,
8 master’s degree product design students, 1 food waste disposal industry salesperson
and 16 experienced users, were invited to complete the questionnaire. They evaluated the
importance of each indicator of the main criteria and subcriteria layers using a nine-point
scale for the decision problem. The index values of the goal layer and the five main criteria
form decision matrix A. In the matrix A, the index aij refers to the relative importance value
of indicator ai compared to that of indicator aj. n is the number of indicators:

A = (aij)nn =

⎡⎢⎣a11 · · · a1n
...

. . .
...

an1 · · · ann

⎤⎥⎦ (1)

Next, 31 importance values of the comparison of each two indicators were obtained
from the 31 accomplished questionnaires. Furthermore, by using the geometric average
method, these 31 indexes were aggregated into a′ij. m is the number of experts, and am

ij is
the importance value given by each expert.

a′ij = 31
√

∏31
m=1am

ij (2)

A new aggregated judgment matrix A′ was then formed. The matrix A′
C1−C5 is an

example. The calculated indexes are shown in Table 2, and the calculated indexes of other
subcriteria’s judgement matrices are shown in Appendix B.

7
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Table 2. Pairwise comparison of criteria in matrix A′
C1−C5.

C1 C2 C3 C4 C5

C1 1.00 0.44 0.42 0.68 1.06
C2 2.29 1.00 1.89 3.28 2.74
C3 2.38 0.53 1.00 2.69 1.34
C4 1.48 0.30 0.37 1.00 1.71
C5 0.95 0.36 0.75 0.58 1.00

Then, the geometric mean of each criterion Vi and weight vector W was obtained using
the geometric average calculating method:

Vi = n
√

∏n
j=1a′ij, (i = 1, 2, 3, 4, 5) (3)

wi =
Vi

∑n
i=1Vi

, W = (w1, w2, . . . , wn) (4)

To ensure the judgments made in all the matrices are reasonable, the consistency test
follows the next step. Consistency ratios (CR) were identified for each of the matrices
calculated using the largest eigenvalue λmax and the corresponding eigenvector wi.

λmax =
1
n
·

n

∑
i=1

(AW)i
wi

(5)

CI(ConsistencyIndex) =
λmax − n

n − 1
(6)

CR(ConsistencyRatio) =
CI
RI

(7)

The calculated CRs of each criterion were less than 0.1 (see Table 3), which means that
the importance evaluation results of each index are reasonable.

Table 3. Results of the consistency ratios.

A C1 C2 C3 C4 C5

CI 0.040 0.004 0.012 0.036 0.034 0.023
RI 1.12 0.89 1.12 1.12 0.89 0.89
CR 0.036 0.005 0.011 0.032 0.038 0.026

Similar calculations of other matrices were conducted in the same way. The weights
and rankings of each criterion are shown in Table 4:

Table 4. Results of comprehensive weights.

Criteria Sub-Criteria Weight Ranking

C1: Aesthetic
0.120

C11: Shape 0.031 14
C12: Material 0.031 15
C13: Colour 0.015 21
C14: Volume 0.043 10

C2: Functionality
0.374

C21: Processability 0.087 3
C22: Disinfection 0.099 1

C23: Deodorisation 0.091 2
C24: Visibility 0.031 16

C25: Noise control 0.066 5
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Table 4. Cont.

Criteria Sub-Criteria Weight Ranking

C3: Operability
0.243

C31: Procedure simplicity 0.076 4
C32: Interface readability 0.051 8

C33: Man–machine 0.038 12
C34: Leak-tightness 0.060 6

C35: Movability 0.019 19

C4: Experience
0.140

C41: Feedback 0.058 7
C42: Personalisation 0.041 11

C43: Engagement 0.028 17
C44: Socialisation 0.014 22

C5: Value
0.123

C51: Resource recycling 0.045 9
C52: Additional product 0.019 20

C53: Green concept 0.024 18
C54: Living style 0.035 13

The weights of C2 Functionality and C3 Operability were significantly higher than
those of the other requirements in the main criterion layer, so these two factors should be
given more attention. For the subcriteria, the first half were selected as key issues for the
design of the system; see Figure 6.

Figure 6. Weights of the first half of the indicators.

In the analysis of conventional technical solutions for the first 11 criteria, some conflicts
can be identified. For instance, the product needs to incorporate modules with multiple
functionalities while keeping the overall volume as compact as possible. Therefore, the
TRIZ tool is introduced to address the conflicts existing among these criteria. Moreover,
considering the objective of developing a smart system in this paper, there is a tendency to
prioritise ICT-related solutions that align with TRIZ principles.

3.2. Use TRIZ to Solve Conflicts

There are two main types of conflicts: physical conflicts, which are addressed through
four separation principles, and technical conflicts, which are solved through the invention
principle and the conflict matrix composed of 39 technical parameters. Under the proposed
problem of this study, two sets of physical conflicts and two sets of technical conflicts were
identified and transformed into the TRIZ problem model, as shown in Table 5:
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Table 5. TRIZ problem transformation of the conflicts.

No. Type Paradoxical Attributes General Engineering Parameters TRIZ Principles

1 Physical conflict
Disinfection–no germ

31 Harmful side effects Separation upon condition
Processability–contain germ

2 Physical conflict
Deodorisation–let in air

32 Manufacturability Separation in space
Leak-tightness–air-proof

3 Technical conflict
Requirement of multi-function 36 Complexity of device

no. 1 Segmentation
Volume 8 Volume of non-moving object

4 Technical conflict
Procedure simplicity 33 Convenience of use

no. 10 Preliminary
Personalisation 24 Loss of information

3.2.1. Physical Conflict 1

The addition of catalytic fungi is commonly used to accelerate food waste decompo-
sition [37]. However, the decomposition process also leads to the rapid proliferation of
harmful bacteria. A sufficient amount of catalytic fungi and as little harmful bacteria as
possible should be present. This requirement of simultaneously increasing and decreasing
bacterial populations creates an evident conflict.

According to the separation upon condition principle, these two types of microorgan-
isms can be distinguished based on their differences in temperature tolerance parameters.
Harmful bacteria belong to the group of thermolabile bacteria, while decomposing microor-
ganisms belong to the group of thermophilic bacteria [38]. Therefore, a potential solution
in which a temperature-sensitive heating control system is installed in the decomposition
zone is proposed. This system consists of a temperature sensor and electric heating tubes
uniformly arranged on the inner walls of the chamber. It continuously and intermittently
heats the internal content to over 60°C during the decomposition process, thus ensuring
that harmful bacteria can be effectively killed but that the catalytic fungi remain active.

3.2.2. Physical Conflict 2

There is a conflict between the requirements of deodorisation and leak tightness. On
the one hand, deodorisation requires odours inside to be eliminated through ventilation. On
the other hand, leak tightness requires the product to have good sealing properties in order
to prevent internal odours and waste liquids from leaking into the external environment.
This inconsistency leads to a physical conflict.

According to the separation in space principle, different modules can be set up to
optimise the product’s sealing structure, including a sealed chamber and an air circulation
system for deodorisation and dehumidification. The air circulation system can control the
flow and direction of incoming and outgoing air. Inside, an ozone disinfection device is
added to oxidise and decompose the odour gas, and a high-efficiency particulate air filter
is used to prevent particles in the gas from leaking out. This design prevents the diffusion
of odours by filtering and treating the gas while maintaining good sealing.

3.2.3. Technical Conflict 1

The goal is to create a complex system that addresses multiple needs of noise reduction,
dehumidification, disinfection, sterilisation and storage. This results in an increase in the
product’s volume and occupied space, which is not ideal for the limited space typically
found in Chinese urban kitchens.

According to segmentation principle no. 1, the product can be divided into several
modules based on main product functions. The modular design allows users to temporarily
disassemble modules that are not currently needed. For example, they can choose whether
to install a storage module based on their own requirements, effectively reducing the
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overall volume and space occupied by the product. This provides a more flexible and
adaptable solution for Chinese households with space limitations in their kitchens.

3.2.4. Technical Conflict 2

The conventional manual recycling process usually includes multiple trivial steps,
such as collecting, dumping, adding catalysts, regular turning and stirring, waiting and
taking out. These laborious procedures need to be simplified. However, such simplification
keeps users who have different needs or who enjoy the composting experience from setting
parameters according to their personal habits.

Using preliminary principle no. 10, the product supports several preset options through
a mobile application. Sensors and clips collect information about the recycling process,
which is then transferred and displayed on the user’s mobile app, merging and automating
complex procedures for user convenience. Users can choose their preferred presets and se-
lect between the Quick Mode for rapid waste reduction or the Standard Mode for thorough
decomposition. Based on this, the data recorded by sensors, including equipment status,
waste types and disposal capacity, together with user inputs in the mobile app, are to be
analysed and learned. By utilising deep learning techniques [39], the system can recognise
patterns and trends in the household’s dietary habits and waste disposal practices, thus
automatically adjusting working modes and offering personalised recommendations for
food consumption and disposal.

4. Design of the Household Food Waste Management Smart System

Based on the AHP–TRIZ model, a new food waste management system that uses
intelligent techniques is illustrated in Figure 7, including a data centre, a semi-automated
recycling product and a mobile application. Briefly, the hardware recycling product is
responsible for fulfilling user requirements regarding hygiene and waste disposal efficiency.
On the other hand, the software component, including the mobile app, the sensors that
collect disposal data and the cloud centre that processes data, utilises machine learning
techniques to address user demands for simplified operation and personalised settings.

Figure 7. Proposed household food waste management system map.

The highlights of recycling management system innovation are as follows:

(1) Modular Design: As illustrated in Figure 8, the recycling product contains four
modules arranged from top to bottom: the dropping zone, the processing zone, the
fertiliser removal zone and the storage zone, enabling multiple key subfunctions.
The dropping zone is designed for user input convenience with an expandable large
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opening and stainless steel material to prevent stains from liquid leakage. The pro-
cessing zone contains stirring and grinding blades, a small container for microbial
catalysts and an embedded temperature and humidity sensor. The main controller
regulates heating pipes for the sterilisation of harmful bacteria and for maintaining
the activity of decomposition microorganisms. The fertiliser removal zone stores
processed products and has a weight sensor that sends capacity reminders via a Wi-Fi
module. The bottom storage zone stores packaged value-added products, as well as
tools such as gloves, compost packages and small shovels. It is also equipped with
universal wheels for movability. The modular design of the recycling product helps
to reduce the space it occupies. In Figure 9, when the storage zone is removed, the
product can be placed on the countertop. By attaching universal wheels at the bottom,
the product can be easily moved around the kitchen, balcony or other areas. This
flexibility caters to the specific environment of Chinese households.

Figure 8. Structure of the recycling product.

Figure 9. Usage in a household environment. (a) Put on the countertop. (b) Flexible and movable.

(2) Simplified User Workflow: Designed from a user-centric perspective, this system aims
to facilitate long-term user engagement by minimising usage complexity and costs.
Unlike traditional home composting processes in which users are required to regularly
monitor, turn and control catalysts, this system incorporates sensors and automated
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mechanisms to simplify the intermediate steps. As depicted in Figure 10, the process
can be summarised as input–take out–store. Users begin by inputting their food waste
into the recycling product. The main controller operates the stirring and grinding
device, while the temperature sensor and heat pipes regulate microbial activity and
decomposition efficiency. Additionally, an air circulation system connected to an
odour and moisture removal device automatically maintains hygiene and cleanliness
across different modules of the machine. When the value-added product fills up the
container, the heavy sensor provides feedback to the main controller, triggering a
lighting indicator on the machine and sending a notification to the user’s mobile app.
At this stage, users only need to take out the processed fertiliser and package it for
storage without any check halfway through the process, awaiting scheduled collection
by the recycling staff.

Figure 10. Steps for usage.

(3) Personalised User Interaction: On the other hand, simplifying the operational steps
does not mean standardising user interactions during the food waste recycling
process. User engagement in the recycling process can be personalised and en-
riched through the functions provided by the mobile application as well as adaptive
product processing.
As illustrated in Figure 11, the data recognised and collected by the sensors in the
hardware component can be broadly categorised into two types: basic data that can be
presented to users and data analysed by the system to better understand user habits.
Considering that household waste often contains sensitive personal information, data
transmission is conducted using the CoAP security protocol specifically designed for
IoT applications [22,40]. On the one hand, basic data, including processing count,
reduction weight and recyclables weight, are made accessible to users through their
mobile apps, and visually displayed. This allows users to conveniently track their
disposal progress and history, imperceptibly fostering a sense of accomplishment
and environmental consciousness. Additionally, users have the flexibility to choose
between Quick Mode and Standard Mode, along with a do-not-disturb function, via
the presetting feature, catering to their individual needs. On the other hand, data
related to processing duration, time, frequency, corresponding processing modes
and user input in the mobile app are recognised and processed using deep learning
techniques [41,42]. This empowers the system to analyse and learn different users’
waste disposal habits, enabling it to adaptively adjust different households’ waste
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processing modes. As a result, users can benefit from automated and customised
kitchen waste disposal modes tailored to their respective food consumption habits.

Figure 11. The software component in the system.

Compared to traditional composting methods, the new design offers significant ad-
vantages. In processing 1 kg of kitchen waste (800 g of fruit and vegetable peels, 150 g of
grain and 50 g of meat residues), 175 g of fertiliser is produced within 10 h, achieving a
higher reduction rate of 82% and a faster process than the traditional methods. For instance,
in a month, a family of three can reduce approximately 37 kg of waste into around 6.5 kg
of usable fertiliser. Furthermore, follow-up interviews with initial participants revealed a
notable increase in willingness to use the new system, especially with high expectations for
the ICT-related features, like tracking disposal status and adaptively streamlining process-
ing procedures. The result demonstrates that our optimised system offers an effective and
efficient solution for food waste management and has the potential for broader applications
in promoting sustainable and eco-friendly living.

5. Discussion

5.1. A User-Centric Perspective to Promote Sustained Engagement

The implication of the term “user-centric” in this study is twofold. Firstly, it involves
addressing users’ genuine needs, which differs from conventional approaches that solely fo-
cus on mechanical or biological ways to accelerate food waste decomposition. For instance,
from the AHP analysis in Section 3.1, this study recognises that users prioritise the hygiene
of the recycling product as their first concern over mechanical improvements for faster
decomposition. This is because, unlike centralised recycling systems, the target location
of the system in this study is within households, directly impacting users’ personal living
environments and making hygiene their foremost consideration. By contrast, centralised
recycling facilities are typically located in public spaces, leading residents to prioritise
waste disposal convenience, while government institutions tend to emphasise processing
efficiency. Consequently, solutions aimed at ensuring sanitation will be developed with
more targeted aims. In our design, the corresponding solutions include periodic sterilisa-
tion through heating, an air circulation system equipped with a deodorisation unit and
a larger input opening to facilitate user convenience. By understanding and catering to
these real user needs, users become more engaged and motivated as the first practitioners
to conduct household food waste management.

Secondly, the term "user-centric" means enhancing users’ operational capability. This
can be achieved by reducing the difficulty regarding user interaction and incorporating
personalised features, such as offering preset modes and personalised adaptive tracking
mechanisms. These solutions address the issue of users’ unfamiliarity with household food
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waste recycling operations, reducing barriers that hinder their engagement in recycling,
therefore fostering long-term habits and sustaining their recycling behaviour.

Adopting a user-centric perspective that addresses genuine user needs and enhances
operational capability is vital in designing a food waste recycling system. By acknowledging
users as active practitioners and ensuring that the design aligns with their authentic
requirements, sustained engagement and effective recycling behaviour can be fostered.

5.2. ICT-Enabled Solutions to Balance Conflicts within the System

Integrating smart devices, such as sensors and mobile terminals, opens up inno-
vative possibilities for addressing complex and conflicting requirements of household
management issues. New approaches to problem solving can be explored by leveraging
ICT-enabled solutions.

For example, physical conflict 1 can be resolved by utilising temperature sensors
to detect changes in the status of decomposed matter. By controlling the heating tubes
based on these readings, a balance between two microbial populations can be achieved,
ensuring efficient decomposition. Moreover, in technical conflict 2, automation and sensor-
based monitoring can simplify user interactions. By incorporating predefined control
patterns and sensors, users can effortlessly select different recycling modes without complex
manual adjustments. Furthermore, the system can gradually adapt to user operations by
intelligently learning their usage habits, thereby directly providing disposal solutions that
align with their operational preferences and food consumption.

These ICT-enabled solutions not only streamline users’ management processes and
improve their willingness to conduct recycling but also expand the capability of TRIZ
principles in addressing conflicts within a system. These solutions offer efficient ways
to balance conflicting subcriteria’s solutions, resulting in optimised waste management
processes and improved user experiences.

5.3. Hardware–Software Integration to Shape the New Management System

In the context of smart management, product design and manufacturing can no longer
be the only sources of competitive advantage and differentiation. Integrating sensing
systems and mobile service technologies offers a broader perspective for problem solving.

Traditional solutions for food waste management typically involve under-the-sink
grinders or compostors, focusing on improving operational performance and efficiency
from mechanical and biological perspectives. However, there has been limited exploration
of utilising intelligent technologies to assist users in smooth and effortless household food
waste recycling, aiming for a more comfortable and enjoyable experience. The proposed
solution in this paper aims to generate a smart management system by incorporating
hardware and software, guided by user-centric criteria obtained through the AHP. Through
sensors embedded in the hardware, data such as the timing, frequency and disposal modes
can be collected, enabling the acquisition of user behaviour patterns and preferences.
User input preferences, such as specific processing methods, can be recorded through the
software. By training and pattern recognition using extensive user data, the system can
gradually learn and understand individualised preferences and disposal habits, thereby
achieving a certain level of automation and providing personalised services to users.

By embracing a system-level perspective and leveraging the advantages of hardware-
software integration, the food waste management system becomes more than just a me-
chanical solution. It facilitates efficiency, enhanced user experience, data-driven insights
and seamless integration within the broader ecosystem of smart living.

6. Conclusions

Utilising food waste resources is a crucial step towards green development and green
living. Apart from the commonly adopted centralised waste management mode, exploring
how household-level food waste recycling can be facilitated is essential as the home is the
most direct and decentralised source of food waste.
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This study uses the AHP–TRIZ method to design an intelligent household food
waste management system from a user-centric perspective. The AHP helps to identify
genuine user needs and objectively prioritises requirements by calculating criterion weights.
From the analysis, we found that users primarily focus on fundamental aspects, such as
functionality and operability, when it comes to household recycling. Demands related
to experience and value may emerge once the foundational aspects of functionality and
operability are well established. Additionally, TRIZ tools are employed to address the
physical and technical conflicts that arise from common solutions to these requirements.
TRIZ principles have been applied and expanded in the construction of the system. Through
the integration of ICT techniques, more solutions that have not widely been adopted in the
field of food waste processing are generated.

The outcome is a smart food waste management system comprising a recycling prod-
uct for food waste reduction, a mobile application for user engagement, and a data centre
for data transmission, computing, and storage. This system effectively enhances the recy-
cling rate of household food waste while promoting interaction between individuals and
intelligent appliances.

In future research, the limitations of the current study need to be addressed and
improved in two aspects. Firstly, at the method level of the system development, it is
necessary to consider incorporating ICT solutions to further innovate and advance the
current TRIZ part. The current TRIZ principles would break away from the predomi-
nantly mechanical development approach and facilitate a more direct reference for the
development of other intelligent systems. Secondly, at the solution level, there is a need to
optimise the current preliminary solutions in terms of how artificial intelligence can learn
user processing disposal patterns and provide reasonable recommendations. Additionally,
conducting a wider range of user testing is essential to further validate the effectiveness of
the proposed solution, thus making this research a pilot for developing other household
intelligent management systems.
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Appendix A

Table A1. Explanation for AHP criteria.

No. Criterion Explanation

C1 Aesthetic The visual appeal of the products within the system.
C11 Shape Physical form (round or square; curvaceous or rectilinear).
C12 Material Choice of construction materials.
C13 Colour Use of colours in the system’s design.
C14 Volume Capacity or size of the product.
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Table A1. Cont.

No. Criterion Explanation

C2 Functionality The system’s ability to perform its intended tasks.
C21 Processability Efficient handling and processing of food waste.
C22 Disinfection Ensuring hygienic treatment of waste.
C23 Deodorisation Elimination of unpleasant odours.
C24 Visibility Clear visibility of the waste management process.
C25 Noise control Minimisation of noise generated during operation.

C3 Operability The ease of use and operation of the system.
C31 Procedure simplicity The simplicity of system operation procedures.
C32 Interface readability Clear and user-friendly interface design.
C33 Man–machine The scale of the product lines with human operations.
C34 Leak-tightness Prevention of any leakage or spillage.
C35 Movability Easy movement or portability of the product.

C4 Experience User’s overall experience when operating the system.
C41 Feedback Providing feedback to users (reminder, notification, etc.)
C42 Personalisation Customisation options for individual preferences.
C43 Engagement Encouraging user involvement and participation.
C44 Socialisation Promoting social interactions and community engagement.

C5 Value The system’s social impact and conceptual value.
C51 Resource recycling Substantial reduction in food waste.
C52 Additional product Creation of additional valuable products from food waste.
C53 Green concept Raising users’ environmentally friendly awareness.
C54 Living Style Changing the way users live.

Appendix B

Table A2. Pairwise comparison of criteria in matrices C1′–C5′.

matrix C1′ C11 C12 C13 C14

C11 1.00 1.11 1.94 0.71
C12 0.90 1.00 2.42 0.67
C13 0.52 0.41 1.00 0.38
C14 1.42 1.49 2.62 1.00

matrix C2′ C21 C22 C23 C24 C25

C21 1.00 1.05 0.84 2.21 1.63
C22 0.95 1.00 1.38 3.31 1.41
C23 1.19 0.73 1.00 3.34 1.35
C24 0.45 0.30 0.30 1.00 0.41
C25 0.61 0.71 0.74 2.44 1.00

matrix C3′ C31 C32 C33 C34 C35

C31 1.00 1.50 1.99 1.29 3.81
C32 0.67 1.00 1.62 0.75 2.46
C33 0.50 0.62 1.00 0.67 2.17
C34 0.78 1.33 1.48 1.00 3.02
C35 0.26 0.41 0.46 0.33 1.00

matrix C4′ C41 C42 C43 C44

C41 1.00 2.18 1.81 3.10
C42 0.46 1.00 1.94 3.40
C43 0.55 0.52 1.00 2.20
C44 0.32 0.29 0.45 1.00
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Table A2. Cont.

matrix C5′ C51 C52 C53 C54

C51 1.00 2.61 2.74 0.92
C52 0.38 1.00 0.75 0.60
C53 0.40 1.34 1.00 0.88
C54 1.08 1.66 1.14 1.00
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Abstract: Heart rate is a key vital sign that can be used to understand an individual’s health condition.
Recently, remote sensing techniques, especially acoustic-based sensing, have received increasing
attention for their ability to non-invasively detect heart rate via commercial mobile devices such
as smartphones and smart speakers. However, due to signal interference, existing methods have
primarily focused on monitoring a single user and required a large separation between them when
monitoring multiple people. These limitations hinder many common use cases such as couples
sharing the same bed or two or more people located in close proximity. In this paper, we present
an approach that can minimize interference and thereby enable simultaneous heart rate monitoring
of multiple individuals in close proximity using a commonly available smart speaker prototype.
Our user study, conducted under various real-life scenarios, demonstrates the system’s accuracy
in sensing two users’ heart rates when they are seated next to each other with a median error of
0.66 beats per minute (bpm). Moreover, the system can successfully monitor up to four people in
close proximity.

Keywords: heart rate monitoring; acoustic-based sensing; smart speakers; multi-person tracking;
spatial localization; FMCW

1. Introduction

Heart rate is one of the key indicators used to evaluate individuals’ overall health. For
example, changes in heart rate can be used to assess the state of the nervous system [1] and
are used as a stress indicator [2]. In addition, rapid resting heart rate has been suggested
as a risk factor for cardiovascular mortality [3], and heart rate dynamics are used to
infer sleep stages, as these dynamics are more conspicuous during the later Rapid Eye
Movement (REM) period [4]. Although traditional cardiac monitoring approaches such as
electrocardiogram (ECG) can achieve high accuracy, these are contact-based approaches
that are expensive, uncomfortable to wear for prolonged periods, and cumbersome to set
up and use. Thus, they are not suitable for home monitoring or for patients with skin
allergies or burn injuries, where skin-contact sensors are not feasible.

Recent advancements in remote sensing have suggested various ways to leverage
radio frequency (RF) signals to monitor heart rate without any sensors or probes attached
to the skin. These include Frequency Modulated Continuous Wave (FMCW) radar [5–7],
WiFi [8,9], and millimeter wave [10,11]. In addition, acoustic signals [12–15] have been
used to extract respiration and heart rate in a contactless manner. These approaches use a
speaker to emit inaudible high-frequency waves, typically above 18 kHz, use microphones
to capture the reflected signal after it bounces back from targets in the nearby areas, then
analyze the reflected signal to extract valuable information such as the respiration rate and
HR as well as the distance and the angle of the target relative to the transceiver.

Even with extensive prior work in remote heart rate sensing, heart rate detection has
focused mostly on single sensing. Only a few solutions target the sensing of multiple heart
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rates [6,16], and all of these only work under conditions that restrict their practical adoption.
In particular, [6] requires the subjects to be 1 to 2 m separated away from each other when
using RF signals; [12,16] require at least 40 to 50 cm separation as well as a 10° angular
difference between each subject to achieve acceptable performance using acoustic signals.
This leads to the infeasibility of tracking multiple people in real-life scenarios, such as
sitting side by side or lying next to each other on the same bed, as shown in Figure 1.

Transmitted wave

Reflected wave

Speaker

Microphone
array

(a) (b)
Figure 1. Practical scenarios of multi-person heart rate monitoring: (a) two people sitting in line and
(b) Two people sharing a bed.

In this paper, we aim to achieve multiple heart rate monitoring in such practical
scenarios using a commodity smart speaker, the MiniDSP UMA-8-SP USB mic array [17],
which has the same layout as the Amazon Echo Dot [18]. A smart speaker is considered as
an appealing platform for contactless and acoustic-based heart rate monitoring for two key
reasons. First, smart speakers have become increasingly prevalent in home environments,
where they provide various voice-based services. Second, commercial smart speakers
usually incorporate a microphone array design to deliver high-quality audio services.
These microphone arrays offer high-resolution signals for active acoustic sensing that have
been demonstrated to improve heart rate detection performance [13,19].

However, detecting and differentiating heart rates poses challenges when multiple
people are in close proximity, as their acoustic reflection signals interfere with one another
due to increased multipath interference. In this paper, we present an acoustic-based system
that can extract multiple heart rates as well as their location with no separation requirement.
To achieve this, we first separate users at different distances by processing the reflected
FMCW signals. For each particular distance, we apply a Fast Fourier Transform (FFT) to
extract the frequency of their corresponding heart rate. Then, we propose an algorithm to
eliminate the interference and amplify the heart rate signal. Next, to further identify users’
spatial information, we leverage the microphone array equipped in the smart speaker and
apply beamforming to obtain their azimuth angles.

To assess the effectiveness of our approach, we conducted a study approved by the
Institutional Review Board (IRB) under various realistic conditions. Using data collected
from ten couples, our system shows the possibility of accurate heart rate detection when
two individuals are positioned in close proximity, with a median error of 0.66 beats per
minute (bpm). Moreover, we demonstrate the scalability of our technique by successfully
identifying the heart rates and locations of four individuals seated next to each other.

2. Related Work

2.1. Contact-Based Heart Rate Monitoring

Contact-based heart rate monitoring approaches typically require sensors attached
to the human body during the measurement process. These sensors are usually ECG
or photoplethysmography (PPG). ECG is the traditional and “gold standard” contact-
based technique to measure cardiac signals [20,21]. When performing ECG, electrodes
are attached to the patient’s skin at several spots, such as the chest or arms to record the
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electrical impulses of the heart when they travel across the electrodes. Both the strength and
the timing of the pulses are monitored. Although ECG is highly accurate and widely used
to diagnose heart-related diseases, this method is not suitable for home monitoring as it
requires well-trained technicians and is done merely in clinical settings. The most common
alternative monitors for home use are pulse meters or wrist bands [22,23]. They typically
use PPG sensors, which contains a light source and a photodetector. The light source shines
a green light onto the skin, and the changes in the light reflected back from the skin are
monitored by the photodetector to extract associated heart pulses. Although this method
is more convenient than ECG, it is still a contact-based approach, and is inapplicable to
people with skin allergies or burn injuries.

2.2. RF-Based Heart Rate Monitoring

The past few years have witnessed growth in the number of studies that monitor vital
signs, including respiration and heart rate, in a contactless manner through the use of RF waves.
For example, well-studied RF-based approaches including broad-band FMCW radar [6,7],
WiFi signals [8,9], RFID [24], and millimeter wave [11] have all shown accurate respiration
rate detection even in the presence of more than one person. In addition to respiration
sensing, [25–27] have demonstrated the possibility of heart rate detection using the these radar
technologies. However, because heartbeat-induced chest displacement is subtle and always
drowned out by respiration, only a few papers [6,11,28] have provided results for heart rate
monitoring of more than one person; all of these papers require the subjects to be separated
by a minimum of 1 to 2 m, making it infeasible to monitor two people sitting next to each
other or sharing a bed. Furthermore, such RF-based systems require dedicated hardware,
which generally leads to high cost.

2.3. Acoustic-Based Heart Rate Monitoring

Recently, the rise in popularity of acoustic-enabled mobile devices such as smart-
phones and smart speakers has introduced a potential alternative to RF-based heart rate
measurement. Both RF and acoustic signals employ similar techniques to monitor respira-
tion and heart rate. For instance, [29,30] developed an approach that utilizes the in-built
speaker and microphone in smartphones and smart speakers to monitor the respiration
rate in a single user. Similarly, [15] proposed a method for remotely monitoring heart rate
using smartphones, while [13,14] suggested an approach using a smart speaker prototype
with a single speaker–microphone pair. In order to expand the sensing range of these
systems, [19] incorporated multiple microphones and a beamforming algorithm. However,
due to signal interference, these studies remain unable to simultaneously monitor multiple
people. Two recent studies [12,16] introduced novel beamforming algorithms that address
this interference issue, enabling the monitoring of multiple heart rates; nevertheless, these
algorithms require individuals to be separated by 40 to 50 cm and to be at least 10° apart.
In our proposed approach, we first utilize a heatmap to identify users’ distances and heart
rates, then apply beamforming on multiple microphones using the known distances and
heart rates. This allows us to obtain the localization of the users while eliminating the
separation requirement. A summary of the differences between our proposed approach
and existing studies is presented in Table 1.
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Table 1. Related works on heart rate monitoring using acoustic-based approaches. Each study’s
median error is reported at its corresponding distance. In [13–15,19], the focus was on single users,
while in [12,16] the authors monitored multiple users, for which the separation requirement is listed
under Separation.

Study
Median Error

(bpm)
Multiple
Sensing

Separation Distance (m)

[15] 0.6 No Not applicable 0.3

[14] 0.75 No Not applicable 0.2

[19] 0.6 No Not applicable 0.6

[13] 1 No Not applicable 0.4–0.6

[16] 0.8 Yes 40 cm and 10° 3

[12] 1.18 Yes 50 cm 3

Our approach 0.9 Yes Not required 3

3. FMCW Background and Key Challenge

3.1. FMCW Background

In our proposed system, the speaker emits a sequence of FMCW chirps that are
continuously modulated in frequency over a predefined time period. The reflected chirp is
received by the microphone array, and the time difference between the transmitted and the
reflected chirps indicates the range R between the transceiver and the object. For example,
the blue line in Figure 2 shows the transmitted chirp with the frequency varying according
to the sweep time T. The frequency of one single chirp is denoted as f (t) = f0 +

B
T t, where

f0 and B indicate the start frequency and the bandwidth, respectively.

B

Time

Frequency

f0

f0 + B

T 2T

∆f

Transmitted signals

Reflected signals

Figure 2. Transmitted and reflected FMCW signals.

Therefore, a single chirp is represented as

x(t) = cos
(

2π
∫

f (t)dt
)
= cos

(
2π( f0t +

Bt2

2T
)
)

. (1)

The reflected chirp from a target to the receiver is the delayed version of the transmitted
chirp, as shown in Figure 2, and is expressed as

x′(t) = αcos
(

2π
(

f0(t − τ) +
B(t − τ)2

2T

))
, (2)

where α and τ refer to the signal amplitude attenuation factor and time delay, respectively.
With a moving target, we have τ = 2r(t)

c = 2(R+vt)
c , where c is the speed of sound 343 m/s,

v is the speed of the moving subject, and r(t) is the distance of the moving subject by time.
For a static object, τ = 2R

c ; to compute the range R, we multiply the transmitted signal x(t)
by the received signal x′(t). The mixed signal xm(t) is then represented as follows:

23



Sensors 2024, 24, 382

xm(t) = x(t) · x′(t)

=
α

2

[
cos
(

2π
(

f0τ − B(τ2 − 2tτ)
2T

))
+ cos

(
2π
(

f0(2t − τ) +
B(2t2 − 2tτ + τ2)

2T

))]
.

(3)

The mixed signal consists of two terms. By taking the derivative of the phase by t, we
have the frequency of the first term, which is a constant Δ f = B

T τ = 2BR
cT . This implies that

every distance R maps to a specific frequency Δ f . The second term is a function of t with high
frequency, and can be removed by a low-pass filter. In the end, after the multiplication and
low pass filter, we have

xm f (t) =
α

2
· exp

[
j2π
(

f0τ − B(τ2 − 2tτ)
2T

)]
. (4)

By transforming the frequency of xm f (t), we have

R =
cT
2B

Δ f . (5)

Given a typical audio sensing bandwidth of B = 5k Hz (usually from 18 kHz to
23 kHz), according to [30], the resolution of R is δR ≥ cT

2B δ f = cT
2B · 1

T = 343
2 · 5000 = 3.43 cm.

Although this resolution is sufficient to monitor centimeter-level human breathing, it
is much lower than the heartbeat-induced chest displacement Δd, which is approximately
0.1–0.5 mm. Therefore, heart rate has been measured using phase-based methods [6,13–15].
It has been demonstrated that the minute chest displacement Δd can cause phase change in
xm f (t) up to 18.9°. Specifically, xm f (t) can be expressed as follows.

xm f (t) =
α

2
· exp

[
j(2π f0τ − πBτ2

T
+

2πtτB
T

)
]

≈ α

2
· exp

[
j(2π f0τ +

2πtτB
T

)
]

=
α

2
· exp

[
j
(4π f0

c
r(t) + 2πΔ f t

)]
=

α

2
· exp

[
j
(4π f0

c
Δd + 2πΔ f t

)]
(6)

As such, if the chest displacement caused by a heartbeat is 0.5 mm, the phase change
is calculated as

4π f0

c
Δd =

4π · 18, 000 · 0.0005
343

= 0.105π = 18.9◦. (7)

Similar to prior works [6,29], in this paper we use distance to separate users. As each
Δ f indicates one R, we generate these frequency bins (which can be converted into distance
bins) by applying FFT on xm f , then analyzing the phase at each distance bin to determine
the heart rate.

3.2. Key Challenge: Signal Interference

The reflected signals at the microphone array undergo interference when more than
one person is present. Figure 3 is a heart rate–distance heatmap generated from the reflected
signals, showing the heart rates and distances of two people lying down next to each other;
the device is placed above their heads, with brighter points indicating higher power. There
are two heart rates of 72 and 67 bpm annotated in the figure; however, they are not visibly
recognizable due to interference effects.

As shown in the figure, two types of effects are observed, which we name the distance
effect and frequency effect. The distance effect happens when an object or person is located at
a certain distance; it makes all the frequency power at that distance higher, as the frequency
power is proportional to the power of the reflection signal. This signal is shown as bright
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columns in Figure 3). In the heatmap, it can be observed that this effect happens mainly at
0.5 to 1 m, which is the location of the two users.

The frequency effect, depicted as bright rows in Figure 3, is caused by multipath
reflections bouncing off walls or furniture and arriving at the receiver with increased
arrival time. This multipath effect has been well studied in the literature [31,32]. Despite the
longer travel time, these reflections carry the same frequency information and are linearly
correlated to the directly reflected wave, resulting in equivalent frequencies spanning a
wide range of distances. Multipath signals have lower power than true reflections due
to power loss over distance. We note that while these two effects can occur with a single
person, they become more severe with multiple people, as interference is more likely. Our
solution to this problem is proposed in Section 4.

Figure 3. Heart rate–distance heatmap showing heart rates and interference from the reflected signals.
The x-axis represents the distance D from the users to the device. In the figure, the two people with
heart rates of 72 and 67 bpm located in front of the device cannot be distinguished visually from
the heatmap.

4. System

4.1. System Overview

Our proposed system uses a commercial speaker and circular seven-microphone array
with the same microphone layout and sensitivity as a commodity Amazon Echo Dot [18]
(MiniDSP UMA-8-SP USB mic array [17]) as an FMCW transceiver. The speaker emits
FMCW signals and the microphone array captures the signal reflected by the user, allowing
all heart rates, distances, and angles of users to be identified. As shown in Figure 4, our
system has four main modules:

• Signal Processing: This module processes raw reflected signals received by the
microphones, removes noise and frequencies outside the range of f0 and f0 + B, and
performs a mix operation on each chirp to generate the heart rate–distance heatmap.

• Interference Removal: The generated heatmap produced in the previous step is prone
to distance and frequency interference effects. This interference is canceled through a
two-step algorithm in order to highlight the heart rate signals.

• Blob Detection: Next, users’ heart rates and distances are detected by applying a blob
detection algorithm to the heatmap.

• Beamforming: Finally, beamforming is applied to detect each user’s azimuth angle
based on their distance and heart rate.
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Heart rate k
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Figure 4. Overview of system for detecting the heart rates of k users.

4.2. Signal Processing

Remove Noise: The raw signal received by each microphone is filtered using a
bandpass filter between f0 to f0 + B to remove ambient noise such as human laughter and
music, which are far lower than the operating FMCW frequency f0 ≥ 18k Hz [33], as such
noise has little impact on the system.

Mix Operation: When the raw signal has been processed, a mix operation is applied
to each received chirp by multiplying them by the transmitted chirp (Equation (3)). As
explained in Section 3, Δ f is proportional to the distance of the target and is obtained by
performing FFT on one chirp. The frequency bins after FFT are converted into distance bins
using Equation (5).

In the FFT, the frequency resolution is Fs
N , where Fs is the sampling rate of the signal

and N is the number of datapoints. Our system employs a sampling rate of Fs = 48k Hz
and a chirp length of T = 0.04 s. Therefore, the frequency resolution is Fs

T · Fs
= 48,000

0.04 · 48,000 =
25 Hz, which is converted to a distance resolution of 3.43 cm that is sufficient to differentiate
users even when they are next to each other.

Generate Heatmap: The heart rate can be extracted using the phase changes of each
distance bin over time. More particularly, we consider all distance bins within the device’s
working range to find the bin that contains the heartbeat signal. To illustrate this, we
collected data with a subject located 1.08 m away from the speaker. Figure 5a shows the
amplitude changes of the distance bins ranging from 0.58 m to 2 m. It can be observed
that the signal at 1.08 m shows a periodic pattern from the user’s breathing and heartbeats,
while no vital signs can be seen at 0.58 m and 2 m. Figure 5b plots the frequencies for the
0.58 m, 1.08 m, and 2 m distance bins. These figures show that the bin with the highest
amplitude, 0.58 m, is not guaranteed to contain heartbeat signals. This is because the
distance effect (as the multipath) can cause the reflected signal to be stronger than the direct
reflected signal. This phenomenon has been investigated in prior work [31,32].
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(a) (b)
Figure 5. Amplitude changes and frequency domain of distances: (a) FFT amplitude changes by
distance and (b) breathing and heart rate obtained by applying FFT at 1.08 m.

Because we need to analyse the phase change of each distance bin, a chirp length of
T = 0.04 s leads to a Fsh = 1

0.04 = 25 Hz sampling rate for the heart rate signal. Therefore, the
frequency resolution of this FFT for heart rate is computed as Fsh

N = 25
25 · 60 = 1

60 ≈ 0.0167 Hz,
where 60 (s) is the window length of the signal to which FFT is applied. This frequency
resolution is equivalent to 0.0167 · 60 = 1 bpm. To enhance this resolution we zero-pad
the signal with 4096 samples prior to the FFT. This interpolation can yield a higher display
resolution, in this case, Fsh = 25

25 · 60 + 4096 ≈ 0.004 Hz ≈ 0.3 bpm. We note that while this
approach does not truly improve the frequency resolution, it provides a smoother FFT
output, which allows peak-picking algorithms to achieve better accuracy.

Finally, this module produces a heart rate–distance heatmap. If more than one mi-
crophone is used, the heatmaps from each microphone are stacked into a single map by
averaging their amplitude.

4.3. Interference Removal and Heart Rate Signal Amplification

The stacked heart rate–distance heatmap generated by the last step is affected by noise
from the distance and frequency effects (see Section 3.2).

To remove these unwanted effects, we apply L1-normalization, a normalization tech-
nique that modifies the dataset values to ensure that the sum of the absolute values in each
row always adds up to 1, to all the rows (i.e., heart rates) and then all the columns (i.e.,
distances). L1-normalization balances out those cases when entire columns or rows have
similar amplitude while preserving the relative ratio of rows and columns that contain
heartbeat signals. Next, we apply Gaussian smoothing to the heatmap to highlight the
heart rates and remove noise. The algorithm is described in Algorithm 1.

Algorithm 1: Remove interference and amplify heart rate signals
Input: Heatmap S, with n rows and m columns
Output: Interference-free and amplified heatmap S

1 Function RemoveInterferenceAndAmplify(S,n,m):

/* Step 1 */
2 for i ← 0 to n − 1 do

3 S[i,:] = Normalize(S[i,:])

/* Step 2 */
4 for i ← 0 to m − 1 do

5 S[:,i] = Normalize(S[:,i])

6 return S
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Figure 6b,c shows these steps to remove the effects, while Figure 6d shows the Gaussian
smoothing used to highlight the heart rates.

(a) (b)

(c) (d)
Figure 6. Interference removal: (a) original heatmap S; (b) heatmap S after step 1; (c) heatmap S after
step 2; (d) smoothed heatmap S.

4.4. Blob Detection

A blob is a set of adjacent pixels that share common traits such as brightness or color.
Because people can occupy many points in both distance and frequency, we detect the top
brightest blobs in the heatmap instead of the top highest peaks. In this module, the input
image is the heatmap from the previous step and the blobs to be detected are the elliptical
bright spots on the image’s dark background that indicate users’ distances and heart rates.
We apply the Laplacian of Gaussian (LoG) [34] as the primary blob detection method. With
the blobs detected, we find the top k brightest blobs by calculating each blob’s mean value
in the frequency range of 0.8 Hz to 2.5 Hz, with k being the number of users. Figure 7
shows detected distances and heart rates when there are three people in front of the device.

(a) (b)
Figure 7. Three heart rates of 69 bpm, 83 bpm, and 98 bpm: (a) heatmap with three people and
(b) the three brightest blobs.
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4.5. Beamforming

To further identify users’ locations in space, we apply digital beamforming on a
circular microphone array [35] (Figures 8 and 9a) to obtain their azimuth angles from the
known heart rates and distances extracted in the last module. According to Equation (6),
we can rewrite xm f using the nth distance bin and ith chirp:

xm f (i, n) =
α

2
· exp

[
j
(4π f0

c
r( f (n) + g(i)) +

2πτB
T

( f (n) + g(i))
)]

where f and g are the function that linearly converts the nth distance bin and ith

chirp, respectively, into time t in seconds. Specifically, g(i) = T · (i − 1), i ≥ 1 and
f (n) = 2 ToDistance(n)

c , n ≥ 1, where ToDistance(n) is a function to convert distance bin n to
distance in meters.

Based on the azimuth angle θ provided by the circular microphone array in Figure 8,
we project the source onto the x–y plane to obtain ϕ = π

2 with channel l; then, xm f can be
expressed as

xm f (l, i, n) =
α

2
· exp

[
j
(4π f0

c
r( f (n) + g(i)) +

2πτB
T

( f (n) + g(i)) + 2π
r0 · cos(θ − Θ(l))

c

)]
(8)

where r0 is the radius of the circular array, θ is the azimuth angle of the target, and
Θ(l) = 2π

L l is the relative angle at microphone l. When the target is static, we have

xm f (l, i, n) =
α

2
· exp

[
j
(4π f0

c
R +

2πτB
T

( f (n) + g(i)) + 2π
r0 · cos(θ − Θ(l))

c

)]
. (9)

Because we obtained distances and heart rates in the last step, we can represent
xm f (l, i, n) as xn,l(i) when fixing the distance and channel. To obtain the heartbeats across
different angles for a given distance, beamforming is performed over L = 6 microphones:

yn(i, θ) = SH(θ)Xn(i) + W(i)

where S(θ) = [s1(θ), ..., sL(θ)] is the steering vector towards angle θ (with
sl = exp(j2π

r0 · cos(θ−Θ(l)
c )), Xn(i) = [xn,1(i), ..., xn,L(i)], and W(i) is the Gaussian white

noise. In our implementation, n includes a range of distances covering all users and yn is
the average of all values of n.
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Figure 8. Source and circular microphone array with L = 6.
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Mirophone array

Speaker

(a)

Device

(b)
Figure 9. Device and example showing the experimental setup: (a) the device and (b) one of the
experimental setups.

5. Results

In this section, we report the detailed performance of the proposed system in various
realistic scenarios, including sitting, lying down with different postures, in the presence of
ambience noise, and with more than two users.

5.1. Experimental Setup

We prototyped our system using an off-the-shelf seven-microphone circular array [17]
connected to a speaker (PUI Audio AS05308AS-R), as shown in Figure 9a. This prototype
has the same microphone layout and sensitivity as the widely used Amazon Echo Dot [18].
Table 2 provides information on all of the parameters used in our experiment. In addition,
we employed Polar H10 ECG sensors [36] to collect heart rates for use as ground truth.
Figure 10 illustrates the heartbeats extracted from our system and corresponding heartbeats
collected by the ECG sensors. The metric used to evaluate our system was the heart
rate (bpm), which we compared against heart rates captured by ECG sensors worn by
participants. Figure 9b describes one of our experimental setups for two people sitting next
to each other with no separation requirement.

Table 2. Parameter settings for the experiments.

Parameter Value

Chirp frequency 18 kHz to 23 kHz

Bandwidth 5 kHz

Chirp length 0.04 s

Maximum tracking distance cT
4 = 3.43 m

Sampling rate 48 kHz

Sound pressure 45 dB(A) at 0.3 m

To evaluate our system, we recruited ten couples (nine males and eleven females in
the age range of 19 to 57 and with a median age of 26) to evaluate the impact of different
parameters under various daily life scenarios. All experiments were approved by the IRB.
We conducted further experiments with sets of three and four participants to verify that
our proposed system can accurately monitor the heart rates of more than two people in
close proximity.
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Figure 10. Extracted heartbeats of an individual located at 1 m and ground truth from ECG. The
signal extracted from our system then undergoes FFT to obtain the heart rate in bpm.

5.2. Overall Performance

Initially, we assessed the system’s performance in everyday scenarios involving two
individuals located in front of the device at an arbitrary distance from 0.5 to 1 m. Each
recording session lasted for 2 min per couple, resulting in approximately 20 min of total
recording time and a total of 1124 datapoints. As depicted in Figure 11a, the observed
resting heart rates ranged from 57 to 96 bpm. The grey dashed lines represent two standard
deviations. Additionally, Figure 11b illustrates that the achieved median error for heart
rate estimation was 0.66 bpm and 1.67 bpm at the 90th percentile.

(a) (b)
Figure 11. Overall evaluation of the system: (a) detected and ground truth heart rates in bpm and
(b) cumulative distribution function of the error.

5.3. Impact of Distance

We asked ten couples to evaluate the impact of distance on the system’s performance
when sitting next to each other in front of the device at various distances ranging from
0.5 to 3 m, with a step size of 0.5 m. The measurements were taken at each distance for
2 min while the couples are asked to remain stationary. Figure 12 shows median errors
below 1 bpm when the distance was shorter than 2 m, with errors of 0.9, 0.71, 0.79, and
0.81 bpm at 0.5, 1, 1.5 and 2 m, respectively. Due to power loss, the median error increased
slightly when the participants were located further from the device, with errors of 1.2 and
0.93 bpm at 2.5 and 3 m, respectively.
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Figure 12. Impact of distance.

5.4. Impact of Angle

To assess the impact on the system of the angle between the users and the device,
participants were asked to sit still at a fixed distance of 2 m with an angle ϕ changing from
0° to 15 ° and 30°, as shown in Figure 13. In Figure 14, it can be seen that the lowest median
error when participants were seated at 0° was 0.65 bpm, while the highest median error
was 0.93 bpm at 30°. We note that although the users were closer together when ϕ was
lower, this did not decrease the accuracy very much. In fact, the error is mainly caused by
the weak reflection when users are not directly facing the device, which leads to higher ϕ.

Device

φ

P1 P2

2 m
φ

Figure 13. Results for users sitting at different angles; P1 and P2 refer to the two participants.

Figure 14. Impact of angle.
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5.5. Impact of Ambient Noise

We investigated the impact of ambient noise by conducting the measurements in the
presence of loud music. Each couple was asked to sit in front of the device at a distance of
2 m. The speaker was placed next to them while it played songs at 50 and 75 dB(A). These
sound levels are comparable to normal conversation and road noise, respectively. Figure 15
shows the system performance under these two noise levels and when the average noise
level when the room was quiet at 25 db(A). There was an increase in median error with
higher sound pressure, especially when the sound pressure exceeded the sound pressure
of the device itself, with the median error increasing to 1.5 bpm at 75 dB(A) compared to
0.8 bpm at 25 dB(A).

Figure 15. Impact of noise.

5.6. Lying Down with Different Postures

Different postures can lead to varying levels of accuracy. We conducted a user study
involving couples lying down in the same bed in four common real-world postures: lying
face-up, lying face-down, lying on the right side, and lying on the left side. To ensure that
the participants could not block each others’ signals when performing different postures,
we positioned the device 0.5 to 1 m away from their heads, similar to Figure 1b. The results
are shown in Figure 16.

In Figure 16, it can be seen that the best accuracy of 0.38 bpm was achieved with
both participants lying face-up, while the lowest (1.4 bpm) was found with both lying
face-down. This is because the latter posture weakens the body displacement caused by the
heart. Motion signals were slightly reduced for users lying on their right and left sides as
compared to facing up, with the median error increasing to 0.72 and 0.68 bpm, respectively.

Figure 16. Impact of posture.

5.7. Lying Down with Blanket

We further evaluated our system with people lying face-up in bed covered by a blanket.
As shown in Figure 17, the highest accuracy was achieved when both people were not
covered by the blanket, with a median error of 0.53 bpm. Because thick cloth attenuates the
signal, with the blanket there was a slight increase in the error to 0.64 bpm.
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Figure 17. Impact of blanket.

5.8. Impact of Movement

Instant body movements such as posture changes, talking, or phone swiping do not
lead to the same rhythm as heartbeats. Hence, such movements should have little impact
on measurement. To investigate the performance of our system when users are perform
such sudden movements, we asked each couple to sit next to each other while they reading
a text on their phones and scrolling down or up once in a while. Participants were asked
to naturally change their posture if needed; in fact, such short-time motions sometimes
cause noise in the same frequency range as the heart rate, as body movements lead to much
larger phase changes compared to subtle heartbeat motions. To deal with this, we applied a
heuristic method that assumes the correct heart rate will change very little over time while
the noise will disappear in the subsequent time intervals. Despite a slight difference in the
error distribution, Figure 18 shows comparable median errors between users sitting still
and users performing sudden movements, with 0.9 and 1 bpm, respectively.

Figure 18. Impact of movement.

5.9. Impact of Number of Targets

To evaluate our solution with up to four people, we asked groups of two, three, and
four people to sit side by side for a 5-min trial at a distance of 2 m. As shown in Figure 19,
the errors in all four cases matched the errors in Figure 12 for two people sitting at a
distance of 2 m. Thus, it can be concluded that the accuracy of the system is not impacted
even when increasing the number of users to four.

Figure 19. Impact of number of targets.

34



Sensors 2024, 24, 382

5.10. Impact of Number of Microphones

To assess the system performance under different microphone arrays, we ran the
collected data with two, four, and seven microphones in the array. For the array with
two microphones, we selected the ones located at 120° and 240°; for the array with
four microphones, we selected the ones located at 60°, 120°, 240°, and 300° (see Figure 8);
and for the array with seven microphones, all of the microphones in the array were
operating. Figure 20 shows that the median heart rate error was below 1 bpm in all
three cases (0.91, 0.82, and 0.85 bpm for two, four, and seven microphones, respectively).
However, regarding the detectable time, which refers to the time during which all users’
heart rates are visible in the heatmap, the two-microphone array had the lowest rate at 86%,
compared to the seven-microphone one at 100%. This is because additional microphones
improve the system’s ability to capture reflected signals from more directions.

Figure 20. Impact of number of microphones.

5.11. Heart Rate Monitoring with Smartphone

To examine the approach on another platform, we implemented our system on a
Samsung Galaxy S20 Plus smartphone. Due to the phone’s design, it was only possible
to use the single speaker–microphone pair at the bottom of the phone. Because only one
microphone could be utilized, the angle information of the targets is not available. However,
it remains possible to track the users by distance. We asked two volunteers to sit at distances
of 2.7 m and 2.9 m in front of the smartphone. Figure 21 demonstrates that our system
can achieve sensing of multiple heart rates at distances up to 3 m when deployed on a
commercial smartphone with only one speaker–microphone pair; on the other hand, the
sole existing smartphone-based approach [15] reports a maximum monitoring range of
only 0.3 m.

Figure 21. Heart rate detection by smartphone.

6. Discussion

The following limitations may apply to our proposed method:

• Prone to Rhythmic Movement: Our approach can be susceptible to the impact of
body movement, which is a known challenge for handling motion noise in acoustic-
based methods. Because we assume that the user position falls within a frequency
of 0.8 to 2.5 Hz (i.e., the normal heartbeat frequency range), any other modulation
within this frequency range that does not originate from the human heart, although
very unlikely, will confuse the system. As a result, although our system works well
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when the motion frequency is beyond the usual range of the heart rate (e.g., if the user
shakes their head during measurement), it is suggested that users remain stationary
during measurement to minimize possible noise that could fall within the heart
rate frequency. In addition, we assumed that the device did not vibrate and that
the background within the device’s working range contained no motion within the
heartbeat frequency range. It is understood that voluntary or involuntary movement
during signal acquisition typically reduces the fidelity of heart rate tracking [13,14].

• Lack of Evaluation of Standing Postures: While we conducted an extensive evalua-
tion of our proposed system in various real-life scenarios, settings involving standing
users were not included in our evaluation, as standing postures were not evaluated in
any prior works in the literature. Therefore, we focused our evaluation on settings that
were comparable with existing research. In fact, the standing setting is a challenge due
to the difficulty of users maintaining stationary positions while in natural situations.
For example, it is uncommon for an individual to remain completely still while stand-
ing for extended periods; a natural standing posture often involves walking or jogging.
On the contrary, sitting or lying down naturally allows for more stationary positions.
As a result, natural standing postures pose a great challenge in extracting subtle heart-
beat signals, as we expect there to be significant motion noise. Consequently, we chose
to leave the evaluation of different standing postures to future work.

• Performance of Heart Rate Detection: One assumption in our approach is that the
normal heart rate falls within the range of 0.8 and 2.5 Hz, which is known as the
normal heart rate range [37]. As such, any heart rate below 0.8 Hz may not be correctly
detected, as the second harmonic of the respiration signal falls into this range and has
significantly higher amplitude than the heartbeat.

7. Conclusions

In this paper, we present a remote approach to monitor the heart rates of multiple indi-
viduals using a commercial smart speaker with no separation requirement. Our proposed
method removes interference and amplifies heart rates using a seven-microphone array on
a smart speaker. This approach is able to separate heartbeat signals even when multiple
users are sitting next to one another or lying down. Through our user study in various
practical sitting and lying scenarios, the proposed approach is demonstrated to be highly
accurate in these situations, with a median error of only 0.66 bpm. We believe that this
approach can provide insightful inputs to other works, such as sleep stage classification,
stress detection, and emotion classification.
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Abstract: The explosive growth of online short videos has brought great challenges to the efficient
management of video content classification, retrieval, and recommendation. Video features for
video management can be extracted from video image frames by various algorithms, and they have
been proven to be effective in the video classification of sensor systems. However, frame-by-frame
processing of video image frames not only requires huge computing power, but also classification
algorithms based on a single modality of video features cannot meet the accuracy requirements
in specific scenarios. In response to these concerns, we introduce a short video categorization
architecture centered around cross-modal fusion in visual sensor systems which jointly utilizes video
features and text features to classify short videos, avoiding processing a large number of image
frames during classification. Firstly, the image space is extended to three-dimensional space–time by
a self-attention mechanism, and a series of patches are extracted from a single image frame. Each
patch is linearly mapped into the embedding layer of the Timesformer network and augmented with
positional information to extract video features. Second, the text features of subtitles are extracted
through the bidirectional encoder representation from the Transformers (BERT) pre-training model.
Finally, cross-modal fusion is performed based on the extracted video and text features, resulting in
improved accuracy for short video classification tasks. The outcomes of our experiments showcase a
substantial superiority of our introduced classification framework compared to alternative baseline
video classification methodologies. This framework can be applied in sensor systems for potential
video classification.

Keywords: video classification; cross-modal fusion; video features; text features; Timesformer

1. Introduction

In the past few years, the emergence of short video applications has exploded, such as
Tiktok, YouTube Shorts, Likee, Bilibili. Most of the short videos in these video applications
are tagged when they are released, enabling users to browse videos by category and search
within a certain category [1]. These short videos are typically characterized by their brief
duration, diverse content, and a wide range of topics. However, the exponential increase in
the number of short videos poses significant challenges in terms of effectively classifying
and managing this vast video content.

At present, the application of deep learning methods in the classification of violent
videos [2] and social media videos [3,4] has achieved good results. However, due to the
unique characteristics of short videos, such as the short duration, large amount, and many
spliced contents, it is still a difficult task to classify short videos. Research on short video
classification predominantly employs single-modal approaches which utilize either visual
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or textual features for classification. Visual feature extraction involves the extraction of im-
age features from video frames, encompassing attributes such as color histograms, texture
features, and shape characteristics. Studies have demonstrated the high efficacy of visual
features in short video classification, as they facilitate the capture of visual information
within the videos, including objects, scenes, and actions. Traditional techniques for visual
feature extraction comprise the histogram of oriented gradient (HOG) [5], histogram of flow
(HOF) [6], and motion boundary histograms (MBH) [7]. To leverage the complementarity
of these three feature types and enhance the representational capacity of video features,
researchers have introduced the dense trajectories (DT) algorithm [8] and its improved
variant, the improved dense trajectories (IDT) [9]. These algorithms are both based on
decision tree classification approaches, and utilize HOG descriptors as image features
derived by statistically analyzing the gradient information of images.

In addition to visual features, textual features are also widely employed in the field of
short video classification. These textual features typically originate from metadata informa-
tion such as video titles, descriptions, and tags. The advantage of textual features lies in
their ability to provide semantic information about the video content, thereby enhancing
classification accuracy. Researchers have developed various methods for extracting textual
features, including those based on traditional natural language processing techniques such
as the bag of visual words (BOVW) model [10], as well as deep learning-based methods
such as recurrent neural networks (RNNs) and attention mechanisms. The core idea of
BOVW is to represent images as a collection of visual words and use the frequency of word
occurrences as the image’s feature vector [11]. Firstly, local features are extracted from the
image, such as scale-invariant feature transform (SIFT) [12], local binary patterns (LBP) [13],
color histograms, etc. Subsequently, all local features are clustered into several clusters,
with each cluster corresponding to a visual word. The frequency of each word’s occurrence
is computed, and finally, this feature representation is employed for tasks such as training
classifiers. The convolutional neural networks (CNNs) primarily decompose videos into
a sequence of frames and then extract features from each frame through multiple layers
of convolutional and pooling operations. These extracted features from all frames are
aggregated and used for classification with the assistance of a classifier.

However, at present, users upload short videos with great randomness and divergence,
and users’ understanding of video categories generally varies and there is more and
more false information, resulting in inconsistent categories marked by users [14]. This
inconsistency not only affects the accuracy of the search and recommendation results of
video content categories, but also in the face of these challenges, users are more inclined
to make subjective judgments through visual content to meet their personal needs. In
addition, there is a significant difference between video content features and hashtag text
features. It is difficult to match accurate hashtags to meet users’ content consumption
needs due to insufficient video text information in the method of searching for tags with
the same text in videos [15,16]. Moreover, some videos usually do not contain classification
information, and video feature analysis is mainly based on understanding visual image
information, but lacks text semantic mining, resulting in an underutilization of semantic
information [17,18].

Thus, short video classification is essential to determine the category of a video so
that videos without user-labeled categories can also be organized in the same way as
videos with category labels. A distinct video classification framework is introduced herein
which leverages both textual and visual features in a new way. We bring together visual
features obtained from the training dataset with text features extracted from subtitles
across modalities, and integrate them into joint features for downstream classification
tasks. Specifically, the text feature uses the bidirectional encoder representation from the
Transformers (BERT) pre-training model, adds context using the attention mechanism,
and solves the parallel calculation between sentences [19–21]. Video features are extended
from image space to spatio-temporal three-dimensional volume through a self-attention
mechanism, which treats video as a series of patches extracted from a single frame. Like
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the vision Transformer (VIT), each patch undergoes linear mapping into an embedding, to
which positional data are subsequently incorporated [22]. The proposed framework uses
textual and visual features to classify short videos, which improves the accuracy of short
video classification. The related techniques can be applied in sensor systems for potential
video classification, so the subject of this paper belongs to data fusion and analysis in sensor
systems. The main contributions are as summarized below:

1. We propose an improved hierarchical clustering approach for keyframe extraction.
Unlike traditional keyframe extraction algorithms, hierarchical clustering does not
require a predefined number of keyframes to be extracted. Instead, it adaptively deter-
mines which frames are keyframes through clustering to offer greater flexibility. This
method is capable of preserving essential information from the video while effectively
reducing redundant frames, resulting in more representative extracted keyframes.

2. We investigate the extraction methods of visual features and textual features within
videos. The method of combining visual information and text information for video
classification is used in this paper. The visual information is first processed by the
key frame extraction method to divide the video into multiple images representing
the main content. The pre-trained Timesformer network is used for feature extraction
to obtain the visual features of the video. At the same time, the text information is
also extracted by the fine-tuning-based method in BERT. Finally, these two kinds of
features are fused by the feature aggregation algorithm for video classification.

3. We propose a cross-modal fusion short video classification (CFVC) framework. This
framework utilizes text features and visual features in a new way, combining the
integration of visual attributes extracted from the training dataset and text features
extracted from subtitles to achieve cross-modal fusion and integrate them into joint
features for downstream classification tasks.

The subsequent sections of this paper are structured as follows. Section 2 summarizes
the existing work related to this paper. Section 3 introduces the proposed cross-modal
fusion short video classification framework. Section 4 evaluates the proposed framework
through experiments. Section 5 concludes our work.

2. Related Work

Despite considerable progress having been achieved for image representation archi-
tectures over recent years, the realm of video architecture remains devoid of a distinctly
defined forefront structure. The current main video classification architectures are shown
in Figure 1, where k represents the count of frames within a video, and N represents a
subset of adjacent frames of the video. The main differences between these frameworks
are: (1) The first differentiation lies in determining whether the convolution and layer
operators utilize 2D (image-based) or 3D (video-based) kernels [23–25]. (2) Another key
variation involves the nature of the input provided to the network. This can be limited
to just an RGB video or expanded to encompass both an RGB video and pre-computed
optical flow [26–28]. (3) In the context of 2D convolutions, a significant consideration is
how information propagates across frames. This can be achieved through the incorporation
of temporary recurrent layers such as SlowFast or the application of feature aggregation
over time [29–31].
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Figure 1. Different types of video classification architectures (a) 3D-ConvNet, (b) Two-Stream and
(c) SlowFast.

2.1. I3D Networks

Traditional 2D convolutional neural networks have been a huge success in tasks
such as image classification, but there are some challenges in video classification tasks.
To make the most of temporal information and motion features in videos, researchers
proposed a variety of three-dimensional convolutional network (3D ConvNet) models
as shown in Figure 1a [23]. The inflated 3D ConvNet (I3D) model is extended on the
basis of a two-dimensional convolutional network. Specifically, it constructs a three-
dimensional convolutional network structure by copying and filling the weights of the pre-
trained two-dimensional convolutional network in the time dimension [24]. This approach
enables the I3D model to simultaneously process features in both spatial and temporal
dimensions, thereby better capturing dynamic information in videos. To efficiently train the
I3D model, two strategies are adopted: pre-training of the second-rate network and multi-
scale cropping [25]. First, by pre-training on a large-scale video dataset, the I3D model can
learn rich visual features. Then, it is fine-tuned on the dataset of the target task to improve
its performance on the specific task. In addition, to take advantage of the spatio-temporal
information in the video, a multi-scale cropping strategy is also introduced, which is trained
by extracting multiple cropped segments of different scales from the video. Applications of
I3D models have achieved remarkable results in several video understanding tasks.

2.2. Two-Stream Networks

Simulations of high-level changes can be achieved by the long short-term memory
(LSTM) networks based on features extracted from the final convolutional layer, but the
capturing of essential fine-grained low-level motion, pivotal in numerous scenarios, might
be hindered [26]. Training also incurs significant costs, given the necessity for the network
to be unrolled across multiple frames to facilitate time-based backpropagation. An en-
hanced methodology entails the modeling of brief temporal video snapshots, achieved
by combining forecasts originating from an individual RGB frame and a compilation of
10 externally generated optical flow frames. This is subsequently followed by the traversal
of two iterations of an ImageNet-pre-trained ConvNet [27]. An adapted input convolutional
layer is integrated within the two-stream architecture, boasting double the number of input
channels in comparison to the frames within the stream as shown in Figure 1b. During
the testing phase, numerous video snapshots are sampled and subsequently aggregated to
yield action predictions. Experiments validate the achievement of exceptional performance
on established benchmarks, concurrently showcasing remarkable efficiency during both
training and testing intervals.

Two-stream models have achieved remarkable performance in various computer vi-
sion tasks. It has been widely used in action recognition, outperforming previous methods
on benchmark datasets such as UCF101 and HMDB51 [28]. Moreover, the two-stream
model has also found applications in other domains such as gesture recognition, video
captioning, and video segmentation, demonstrating its versatility and effectiveness. Future
research directions may focus on developing more efficient architectures, exploring atten-
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tion mechanisms, and using unsupervised or weakly supervised learning paradigms to
further build up the performance and generalization capabilities of two-stream models.

2.3. SlowFast Networks

During the preceding years, an array of video action recognition networks has been
put forth by researchers, including 2D CNN, 3D CNN, and I3D network. However, these
methods have certain limitations when dealing with challenging scenarios such as long-
term dependencies and fast actions. The SlowFast network as shown in Figure 1c addresses
the problem of spatio-temporal scale differences in videos by introducing two branches,
slow and fast [29,30]. The slow branch is used to process low-frequency information to
capture long-term timing dependencies by reducing the frame rate of the input video.
The fast branch is used to process high-frequency information to capture instantaneous
actions by preserving the high frame rate of the input video. This design can effectively
balance information on both temporal and spatial scales. It primarily comprises two main
components: the slow path and the fast path [31]. The slow path is processed at a lower
frame rate, typically 1/8 or 1/16 of the input video. The fast path is processed at native
framerate. The two paths extract feature representations, βC and C, at different scales,
respectively, and integrate information through the fusion module. Finally, after global
average pooling and classification layers, βT and T, the network outputs the behavior
category of the video. The SlowFast network achieves significant performance gains on
video action recognition tasks [32]. Compared with the traditional 2D CNN network and
3D CNN network, the SlowFast network can better handle long-term dependencies and
fast actions, and improve the accuracy and robustness of behavior recognition. In addition,
the SlowFast network structure is simple and efficient, with low computing and storage
overhead, and is suitable for training and reasoning on large-scale video data [33,34].

3. System Model and Problem Formulation

In the context of viewing brief video content, the assessment of the video’s substance
based solely on subtitles is not universally definitive. Particularly for elements devoid of
auditory components, visual data assume an integral role. Consequently, a proposition
emerges wherein visual attributes are incorporated within each subtitle segment to prog-
nosticate video content. The crux of this approach pertains to the harmonious alignment
of features originating from video frames and subtitle text. Subsequently, a process of
multi-classification ensues, conducted upon the act of mapping subtitle spans into an equiv-
alent vector space as their corresponding video frames. For the text mode, we input the
subtitle text into the BERT pre-training model, and obtain the text features by fine-tuning
the parameters. The best results across various tasks within the field of natural language
processing (NLP) have been achieved by the BERT pre-training model. For the visual
pattern, we extract raw frames from the video by down-sampling. Then, we use the Times-
former feature extraction method to obtain visual features, which reaches state-of-the-art
results on several large datasets. We perform contextual query concatenation to jointly
adjust textual and visual features for the final multi-class prediction.

In this chapter, an elaborate exposition is provided regarding the method introduced
for the task of video classification. Since the approach of pre-training language has the
capacity to augment the performance of semantic representation for textual subtitle queries,
we designed a two-channel cross-modal fusion video classification method, and the process
framework is shown in Figure 2 specifically.
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Figure 2. Two-channel classification framework based on cross-modal fusion.

During the observation of a video, the evaluation of its content based on subtitle text
does not invariably constitute the sole criterion. Particularly for non-verbal components,
the visual information assumes paramount importance. Therefore, for each subtitle span,
we can add visual features to predict video content. As illustrated in Figure 2, an intricate
cross-modal video classification model is devised. Specifically, we focus on the feature joint
alignment of video frames and subtitle text. Following this alignment, the classification
of videos is executed subsequent to the transformation of subtitle spans and their corre-
sponding video frames into a unified vector space. For the textual modality, the subtitle
text is introduced to a pre-trained language model to derive textual attributes. On the other
hand, for the visual modality, the raw frames undergo down-sampling, with keyframes
being captured at regular intervals within each video. The subsequent procedure involves
the utilization of an attention mechanism to obtain visual attributes. The integration of
contextual query concatenation facilitates the synergistic alignment of textual attributes (Q)
and visual attributes (C), culminating in the ultimate prediction for video classification.

BERT and Timesformer have demonstrated outstanding performance in extracting text
and visual features. They are capable of generating high-quality feature representations
for text and images, respectively. Therefore, utilizing their output vectors can provide
a powerful feature basis for video classification. At the same time, end-to-end error
updates can require significant computing resources and time, while using only the output
vectors of BERT and Vision Timesformer can significantly reduce computing costs. This
is particularly advantageous for large-scale video classification tasks when resources are
limited or efficient processing is required. In conclusion, considering only the output
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vectors from BERT and Vision Timesformer to find a joint feature space is feasible. This
approach can provide high-quality feature representations and reduce computational costs.

3.1. Visual Feature Extraction

As deep learning continues to evolve, the architecture of the neural network exhibits
as more diversified, the network structure is more complex, its feature expression ability
becomes stronger and stronger, and it can learn image and video features very well.

At present, there are two main ways to extract visual features. One is to directly use
the 3D convolutional network to extract the features of the entire video. The other is that
overall video features are formed by feature aggregation. Due to 3D convolution, compared
with 2D convolution, it adds one dimension (time dimension) to the input and then directly
expands 2D convolution to 3D convolution. Although it can capture the time information
of the video, at the same time it increases the parameters of the network, resulting in a
larger amount of calculation, which is not conducive to real-time feature extraction. As the
length of the video increases, its calculation speed will become slower and slower. Based on
the above considerations, we use the method of selecting and extracting key frame features
to extract video features.

Whether the selection of key frames is reasonable or not directly affects the accuracy
of classification tasks. The K-means clustering algorithm is the most commonly used key
frame extraction algorithm based on clustering, which has the advantages of simplicity
and fast convergence speed. However, because the K-means clustering algorithm is very
sensitive to the initial parameters, it is easy to fall into a local optimal solution. This paper
proposes an improved hierarchical clustering algorithm based on it. This method mainly
uses the characteristics of image information entropy to measure the similarity of two
frames. If the similarity reaches a certain value, they will be merged into the same cluster
and the extracted cluster center is used as the initial clustering result. Subsequently, the
K-means algorithm is used to optimize the initial clustering result to obtain key frames.

Figure 3 is the overall frame diagram of the visual feature extraction in this experiment.
The video data have the characteristics of different time lengths. This paper mainly studies
the classification of short videos. At present, the videos in various application platforms
are basically edited and contain information. More parts can increase the number of views
of the video. Most of the video data selected in this article are about 5 s long clips, and
frame images are extracted by ffmpeg every second. In the process of data preprocessing,
for videos whose original video data length is less than 5 s, that is, the video frame is less
than 300 frames, we adopt the method of filling 0 to keep it consistent. For an original
video data length greater than 5 s, that is, the video frame is greater than 300 frames, we
use truncation processing.

Figure 3. Video feature extraction process.

After the video is processed by the frame extraction operation, multiple pictures can
be obtained, and then feature extraction needs to be performed on the images. At present,
image features with generalization ability are widely used. At present, the commonly
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used convolutional neural networks for extracting image features mainly include the I3D
network, SlowFast network, etc. 2D and 3D convolution are still the core algorithms for
spatio-temporal features across different tasks. However, the convolutional structure has
translation invariance and cannot link the image context information well, so we choose the
Timesformer network model based on the attention mechanism. Since videos and sentences
are both continuous, coupled with the intrinsic nature of word comprehension, which often
necessitates contextual referencing within the sentence, an inclination arises to combine
a certain frame of action in a short video with the rest. To completely disambiguate, the
choice of a self-attention model is also completely effective for video modeling, and its
structure is shown in Figure 4.

Figure 4. The Timesformer coding flow chart.

The Timesformer model stands as a video-based structure crafted exclusively upon
the foundation of self-attention mechanisms. The VIT image model is adapted for video
classification in the way of expanding the self-attention mechanism from its original image-
based realm to spatio-temporal 3D volumes. When the VIT model has enough data for pre-
training, the performance of VIT will exceed that of CNN, breaking through the limitation
of the Transformer’s lack of inductive bias, and a better migration effect in downstream
tasks. In the context of the Timesformer model, the perception of video occurs through the
lens of a sequential compilation of patches, each drawn collectively from distinct frames.
Similar to VIT, the transformation of each sequence of patches undergoes linear mapping
within an embedding layer, which is further enriched with positional particulars, and
then each sequence is projected into a fixed-length vector and sent to the Transformer for
subsequent encoder operations.

(1) Step 1: Clip input. The input to the Timesformer model consists of a clip comprising
F RGB frames of size H × W sampled from the initial video input.

(2) Step 2: Break down into patches. Following the VIT method, each frame is divided
into N non-overlapping patches, each with dimensions P × P, in a manner where these N
patches span the entire frame; that is, N = HW/P2. These patches are flattened into vector
x(p,t) ∈ R3P2

, where p = 1, · · · , N represents the spatial position; t = 1, · · · , F represents
an index on a frame.
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(3) Step 3: Linear embedding. Each patch x(p,t) is linearly mapped to a vector

z(0)
(p,t) ∈ RD by a learnable matrix E ∈ RD×3P2

:

z(0)
(p,t) = E · x(p,t) + epos

(p,t) (1)

where epos
(p,t) ∈ RD denotes a location embedding that is subject to learning, and this

embedding serves to encode the spatio-temporal coordinates of each individual patch.
When p = 1, · · · , N and t = 1, · · · , F, the obtained embedding vector z(0)

(p,t) is sent to
the Transformer as the input, and its function is similar to the embedded word sequence
of the input text converter in natural language processing. This paper adds a special
learnable vector z(0)

(0,0) ∈ RD at the first position of the sequence to represent the embedded
classification label.

(4) Step 4: Query (q)—key (k)—value (v) computation. The Transformer architecture
employed within this paper encompasses L encoding blocks as shown in Figure 4. At each
block �, a vector value of (q, k, v) is computed from the representation z(�−1)

(p,t) encoded in
the previous block.

q(�,α)
(p,t) = W(�,α)

Q LN(z (�−1)
(p,t) ) ∈ RDh (2)

k(�,α)
(p,t) = W(�,α)

K LN(z (�−1)
(p,t) ) ∈ RDh (3)

v(�,α)
(p,t) = W(�,α)

V LN(z (�−1)
(p,t) ) ∈ RDh (4)

where W represents the weight vector, LN(·) represents LayerNorm, α = 1, · · · , A signifies
an index corresponding to various attention heads, and A signifies the aggregate number
of attention heads. Each attention head possesses a latent dimension set at Dh = D/A.

(5) Step 5: Self-attention calculation. The computation of self-attention weights is
achieved through the dot product operation. The self-attention weight α

(�,α)
(p,t) ∈ RNF+1 of

query block (p, t) is obtained by the following equation:

α
(�,α)
(p,t) = SM

⎛⎜⎜⎝ q(�,α)T

(p,t)√
Dh

·

⎡⎢⎢⎣k(�,α)
(0,0)

{
k(�,α)
(p′ ,t′)

}
p′ = 1, · · · , N
t′ = 1, · · · , F

⎤⎥⎥⎦
⎞⎟⎟⎠ (5)

where SM(·) signifies the activation function known as Softmax. When attention com-
putation is confined to a dimension, such as exclusively in time or space, it culminates
in substantial computational reduction. For instance, in spatial attention, the number of
query key-value pair comparisons stands at only N + 1, wherein unique keys reference the
same frame.

α
(�,α)space
(p,t) = SM

⎛⎜⎝ q(�,α)T

(p,t)√
Dh

·
[

k(�,α)
(0,0)

{
k(�,α)
(p′ ,t)

}
p′=1,...,N

]⎞⎟⎠ (6)

(6) Step 6: Coding. The encoding z(�)
(p,t) in block � is obtained by weighting the vector

of values computed by the self-attention system of each attention head.

s(�,α)
(p,t) = α

(�,α)
(p,t),(0,0)v

(�,α)
(0,0) +

N

∑
p′=1

F

∑
t′=1

α
(�,α)
(p,t),(p′ ,t′)v

(�,α)
(p′ ,t′) (7)
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Subsequently, these vectors from all attention heads are subjected to projection and
directed through an MLP layer, utilizing the residual connections in each operation.

z′(�)(p,t) = Wo

⎡⎢⎢⎢⎣
s(�,1)
(p,t)

...
s(�,A)
(p,t)

⎤⎥⎥⎥⎦+ z(�−1)
(p,t) (8)

z(�)
(p,t) = MLP(LN(z′(�)(p,t))) + z′(�)(p,t) (9)

(7) Step 7: Categorical embedding. The final clip embeddings are obtained from the
class-labeled final block.

y = LN(z(L)
(0,0)) ∈ RD (10)

After being processed by multiple Transformer encoder layers, the output of the
model’s last position is considered as a representation of the entire image.

3.2. Text Feature Extraction

In neural machine translation, the Seq2Seq model is a widely used architecture. Typi-
cally, a Seq2Seq model consists of two recurrent neural networks (RNNS) for processing
sequential data. However, such a model suffers from the obvious limitation of not being
able to perform parallel computations, as it requires processing each element of the se-
quence in turn. The word vector model tool, Word2vec, can efficiently train on millions
of dictionaries and huge datasets, and use the word vectors obtained by it to effectively
determine the similarity between different words [10]. The Word2vec model is based on
two algorithms, Skip-Gram and CBOW. The former predicts the surrounding context word
by giving the target word, and the latter predicts the target word by given the context
of the surrounding word. One disadvantage of these algorithms is that the expression
of the same word in different contexts does not change after pre-trained word vectors.
To solve the above problems, this paper considers using the BERT word vector model to
replace the sequence model and the Word2vec word vector model, as shown in Figure 5,
where x0, x1 and x2 are word embeddings of different words, h0, h1 and h are the content
streams after passing through the attention network, (q1, k1, v1) and (q2, k2, v2) are the
query—key—value vector values, and wq, wk and wv represent the weight vectors.

Figure 5. Word vector model.

Language model pre-training has demonstrated its effectiveness in enhancing a spec-
trum of natural language processing tasks encompassing a natural language inference.
Presently, two strategies underpin the application of pre-trained language models to down-
stream tasks: feature-based and fine-tuning-based. In the feature-based approach, exempli-
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fied by ELMo [35], task-specific architectures are enhanced with supplementary pre-trained
representations as additional attributes. Conversely, fine-tuning-based methods, typified
by a generative pre-training Transformer (OpenAI GPT) [36], incorporate minimal task-
specific parameters. These models then undergo training on downstream tasks through a
straightforward fine-tuning of all pre-trained parameters.

While pursuing distinct methodologies, both strategies share the same pre-training
objective function, utilizing a singular-term language model to acquire a universally appli-
cable language representation. The text feature extraction framework is shown in Figure 5.

It is contended that the prevailing techniques impose constraints on the potential
of pre-trained representations, particularly in the context of fine-tuning based methods.
The primary constraint stems from the fact that conventional language models adhere
to a unidirectional nature, thereby constraining the available options for pre-training
architectures. These limitations are not optimal for sentence-level tasks, which ignore the
incorporation of contexts from different directions of the sentence. The BERT can be used
to extract text features. Its framework has two steps: pre-training and fine-tuning based
methods. In this paper, we use the fine-tuning-based method in BERT as shown in Figure 6.

Figure 6. Text feature extraction framework.

The input text type of this article is subtitle information, which consists of a group of
sentence pairs A and B. Firstly, word segmentation is performed on the sentence pair, and a
piece of text is divided into N or M individual words or sub-words. The input length is
fixed to 512. If the length of the input text is greater than 512, it truncates the input text,
and if the length of the input text is insufficient, it takes a special symbol to fill. A special
tag [CLS] is added at the beginning of the input text to indicate that the text belongs to a
classification task, and [SEP] tags are used to indicate the segmentation between sentences.
The BERT model optimizes its weight through multiple rounds of pre-training iterations.
Finally, each input tag corresponds to a 1024-dimensional vector denoted by E or E′. These
vectors constitute the hidden state representations T and T′ of the last layer and can be used
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as feature representations, masked language modeling (LM) and next sentence prediction
(NSP), for downstream tasks.

3.3. Cross-Modal Feature Fusion Framework

In this paper, cross-modal fusion techniques are introduced to fuse information from
different modalities together to address the problem of multimodal information processing
and analysis. In the fusion process, early fusion will inhibit the links within or between
modalities, resulting in the loss of video semantics, and the interaction between different
modalities cannot be achieved. Therefore, this paper adopts the late fusion method, which
inputs each modality information into the clustering network and uses the dot product
operation to obtain the final video feature vector. This late fusion way helps to preserve
the richness of multimodal information and realizes the interaction between different
modalities, which improves the model performance.

After the visual features and text features of video frame-level images are extracted
by Timesformer and BERT, the frame-level features need to be aggregated to obtain video-
level features before video classification. Previously, the long short-term memory network
LSTM and gated recurrent unit (GRU) can obtain the timing information of the video.
However, the next vector of the locally aggregated descriptors (NextVLAD) network and
the AttentionCluster network, which are conducive to scene recognition, are more effective
for aggregating visual features and text features.

The NextVLAD network reduces the overall parameters of the model by reducing the
input dimension and splitting it into multiple groups. It first increases the dimension of y
to obtain

.
y, and then divides

.
y into groups to obtain ỹ, and then calculates the weights with

the cluster centers, respectively. Finally, the global features are aggregated by grouping
results. Assume that the video has M frames, and the feature description y of each frame is
N-dimensional. For the K cluster centers included, NetVLAD first encodes the features of
each frame into an N × K feature vector, as shown in Equation (11).

vijk
g = αg(

.
yi)αgk(

.
yi)(ỹij

g − ckj)
g ∈ {1, . . . , G}, i ∈ {1, . . . , M}, k ∈ {1, . . . , K} (11)

where ck is the N-dimensional eigenvector coordinates of the cluster center k, G is the
number of groups, and the similarity measure calculation equation is as follows:

agk(
.
y) =

eWT
gk

.
yi+bgk

∑K
S=1 eWT

gs
.
yi + bgs

(12)

αg(
.
yi) = σ(wT

g
.
yi + bg) (13)

where σ is the sigmoid function, αg(
.
yi) computes attention weights for all groups.

The encoding feature l of the entire video is expressed as follows:

ljk = ∑
i,j

vg
ijk (14)

NextVLAD divides video features into multiple groups for clustering operations,
and introduces an attention mechanism to add weights to different groups. It uses At-
tentionCluster attention clustering while adding offset operations, thereby increasing the
weight of frames strongly related to tags in video content. Finally, several local features are
aggregated into a video global feature.

4. Experimental Results and Discussion

To realize the short video classification task, we extract its text information features
and visual information features from the video. In our experiments, the textual attributes
obtained from videos encompass elements such as video titles, subtitle information, and
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descriptions of videos. We stem these textual features and remove stop words using the
standard BERT contextual attention mechanism. We use the filtering mechanism to perform
a zero-fill operation for those that are not long enough, and directly truncate those that
are too long to remove interference [37,38]. For the visual features of the video, we use
the Timesformer method to extract video features using the spatio-temporal self-attention
mechanism. First, the model obtained by the Timesformer network pre-trained on the
ImageNet dataset is used to extract the features of each image. The 1024-dimensional
vector obtained by the last fully connected layer of Timesformer is used as the feature of
each image.

In the experiments, we use Pycharm as the development tool. Based on the Pytorch
1.13.0 deep learning framework, we use Python 3.7 as the development language. The main
configuration of the computing server is as follows: (1) Operating system: Ubuntu21.04,
(2) CPU: Intel(R) Core(TM) i7-11700K CPU @ 2.50 GHz, (3) Memory: 32 GB, (4) GPU:
RTX2080Ti.

4.1. Experimental Dataset

To explore the scalability of the model, the dataset of this experiment is the BOVText
dataset, which is a large-scale bilingual open video text dataset [39]. First of all, it has
more than 2000 videos and more than 1,750,000 + frame fragments, which is 25 times
larger than the existing largest dataset with text in videos, and the model can have a
good generalization effect on it. Second, the dataset covers 31 open categories and one
unknown category, with wide application options. Additionally, it contains the public
dataset Kinetics-400 [40]. Kinetic stands as an extensively utilized dataset for the recognition
of video actions, encompassing 400 distinct categories of human actions, with each category
featuring approximately 400 video clips. These video clips are around 10 s in length and
originate from real-world Internet videos. Each clip contains a single human action, such
as running, jumping, cycling, etc.

4.2. Performance Evaluation Index

With the objective of assessing the efficacy of multimodal classification results, four
prevalent metrics are introduced: Accuracy (AC), Precision (PE), Recall (RE), and F1 Score.
The larger the value of these performance indicators, the better the classification effect, and
their definitions are as follow equations.

AC =
TP + TN

n
(15)

PE =
TP

TP + FP
(16)

RE =
TP

TP + FN
(17)

F1 =
2PE × RE
PE + RE

(18)

where TP means that the judgment is positive and it is actually positive, TN means that it
is judged as negative and it is actually negative, FP means that it is judged as positive and
it is actually negative, and FN means that it is judged as negative and it is actually positive,
n = TP + TN + FP + FN.

4.3. Experimental Results and Analysis

The experiments mainly include single-feature experiments, multi-feature experiments,
and public dataset comparison experiments. The accuracy rate commonly used in video
classification datasets is the Top@k accuracy rate. In this experiment, the classification
model performance evaluation indicators use Top@1 and Top@5. The dataset in this article
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is divided into 32 categories, so the model will output a one-dimensional vector containing
32 values. Each value indicates the probability that the video belongs to each category,
where Top@1 refers to the correct classification of the results predicted by the model, the
accuracy rate when the sample proportion is the highest. Top@5 refers to the accuracy rate
in the first five categories of the predicted results when the proportion of correctly classified
samples is the highest in the predicted results of the model. The accuracy requirement of
the latter is wider than that of the former, so the value of the latter is generally greater than
that of the former. At the same time, we use F1 Score which takes Precision and Recall into
account to evaluate the model performance.

(1) Single-mode feature

The single-feature experiment is an experiment in machine learning and statistical
modeling that uses only one feature to train and test a model. In single-feature experiments,
other features are usually considered irrelevant or ignored, because the purpose is to
understand the impact of a single feature on model performance, and it is mainly used to
compare the accuracy of a single network and a combined network. Based on the outcomes
in Table 1, it is evident that the accuracy by the amalgamated network model surpasses
that of the individual network, and the accuracy of the combined network is 1% higher
than that of the single network. It can be seen that the effect of the same feature on a single
network may be good or bad, but the performance of the combined network model is better
than that of the single network model regardless of the feature of that modality. At the
same time, comparing the impact of different features of video data on its classification
task, it is found that the most critical data is visual information, and the impact of text
information on classification accuracy is slightly lower than that of visual information.

Table 1. Experimental results of single mode.

Mode Feature Top@1 (%) Top@5 (%) F1 (%)

NextVLAD Video frame 60.1 70.9 65.3
NextVLAD Subtitle 55.9 63.2 58.7

AttentionCluster Video frame 58.2 69.4 63.3
AttentionCluster Subtitle 52.0 62.3 56.2

NextVLAD-AttentionCluster Video frame 61.1 79.0 67.9
NextVLAD-AttentionCluster Subtitle 57.3 63.1 59.4

(2) Cross-modal fusion

The cross-modal fusion experiment refers to the fusion of the video-level features
of the data of multiple modalities in the video through the clustering network each time,
and then input them into a single network or combined network for classification. This
experiment is mainly used for comparing the classification performance between a single
modality and a fusion of two modalities. It can be seen from Table 2 that the effect of
combining the features of video visual information and text information into joint features
as video features for video classification is better than that of any single-modal feature, and
the accuracy of the combined network model is the best. Compared with the accuracy rate
of a single network, the accuracy rate is increased by 2%, and the effect of the NextVlAD
model is better than that of the AttentionCluster model. Compared with the single-feature
experiment, the accuracy rate increased by 4% to 11%.

Table 2. Experimental results of cross-modal fusion.

Mode Feature Top@1 (%) Top@5 (%) F1 (%)

NextVLAD Video frame and Subtitle 64.3 72.8 68.2
AttentionCluster Video frame and Subtitle 63.2 71.2 65.9

NextVLAD-AttentionCluster Video frame and Subtitle 65.8 82.2 73.2
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(3) Comparison of public datasets

Table 3 provides the comparison of the experimental results with public datasets. The
results presented in Table 3 highlight the superiority of the CFVC model introduced in
this paper over other existing models within the public dataset context. In comparison to
the dual-stream network that also uses modality fusion, the accuracy rate is improved by
more than 10%, because the Transformer-based Timesformer is used as the video feature
extraction network. For the VIT-L model trained end-to-end [29], the accuracy rate also
increased by 7.1%. To sum up, it is not difficult to see that the method proposed in this paper
is superior to the current mainstream convolutional neural network-based method, because
they use different structures for feature extraction, and it also proves that the Transformer-
based model extraction ability is better than CNN. Although CNN has advantages in
extracting low-level features and structures, how to associate with high-level semantic
information is a difficult problem, and Transformer uses the attention mechanism to capture
global context information to increase their relevance.

Table 3. Comparison results with other methods.

Mode Feature Top@1 (%) Top@5 (%) F1 (%)

I3D [23] Video 70.1 90.1 78.1
R [2 + 1]D-Two-Stream [27] Video + stream 73.6 90.5 81.1

Two-Stream I3D [28] Video + stream 75.7 92.6 83.3
SlowFast [29] Video 77.4 93.2 84.5

VIT-L (64 frames) [34] Video 80.5 94.5 86.9
CFVC (Our method) Video + text 87.6 96.3 91.7

5. Conclusions

In this paper, we first study the video features of different modalities and the adopted
feature extraction methods. According to the information characteristics of each video
modality, different network models are used to extract the corresponding features, so that it
can represent the information of the modality well. Then, through the clustering algorithm,
the features of the two modalities are fused to obtain the features of the video, thereby
improving the representation of the overall features. The final features are made more
useful for classification tasks by means of modality fusion. In experiments, classification
evaluation is performed on our dataset. The comparison experiment mainly studies the
difference between our model and different models. The experiment results show that
visual information has the greatest impact on video classification tasks, and the accuracy of
the model can be effectively improved by modality fusion, thus improving the accuracy of
classification. Correlative results reveal the effectiveness of our model, which has certain
advantages over other models. Due to the limited types and number of videos in the
training dataset, the impact of different training datasets on the classification performance
has not been further investigated. In future work, we will try to expand the type and
number of videos to improve the classification performance.
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Abstract: Infrared and visible image fusion aims to generate a single fused image that not only
contains rich texture details and salient objects, but also facilitates downstream tasks. However,
existing works mainly focus on learning different modality-specific or shared features, and ignore
the importance of modeling cross-modality features. To address these challenges, we propose
Dual-branch Progressive learning for infrared and visible image fusion with a complementary self-
Attention and Convolution (DPACFuse) network. On the one hand, we propose Cross-Modality
Feature Extraction (CMEF) to enhance information interaction and the extraction of common features
across modalities. In addition, we introduce a high-frequency gradient convolution operation to
extract fine-grained information and suppress high-frequency information loss. On the other hand,
to alleviate the CNN issues of insufficient global information extraction and computation overheads
of self-attention, we introduce the ACmix, which can fully extract local and global information in the
source image with a smaller computational overhead than pure convolution or pure self-attention.
Extensive experiments demonstrated that the fused images generated by DPACFuse not only contain
rich texture information, but can also effectively highlight salient objects. Additionally, our method
achieved approximately 3% improvement over the state-of-the-art methods in MI, Qabf, SF, and AG
evaluation indicators. More importantly, our fused images enhanced object detection and semantic
segmentation by approximately 10%, compared to using infrared and visible images separately.

Keywords: multi-head self-attention; convolutional neural network; image fusion; gradient convolution;
cross-modality interaction

1. Introduction

Infrared and visible image fusion (IVF) has gained significant attention and is widely
used in various applications [1]. Specifically, the effective fusion of shared and specific
features from different modalities enables the generation of high-quality fused images,
which, in turn, benefits downstream tasks, such as object detection [2–4], medical image
processing [5,6], semantic segmentation [7–9], and pedestrian detection [10,11]. Although
IVF has received much attention in various applications, IVF remains challenging due
to the significant differences in appearance between these two image types. In infrared
images, thermal target structures can be effectively highlighted, but these images often
exhibit low contrast and blur properties. On the other hand, visible images have rich color
and texture information, but they are easily affected by factors such as illumination and
weather. Therefore, the effective fusion of these two different modalities into high-quality
images still faces many technical difficulties.

Recently, there has been a surge in the development of deep learning-based IVF
algorithms [12–16]. These methods typically involve feature extraction from the source
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images, the fusion of the extracted features, and the reconstruction of the fused features to
obtain the final fused image [17]. Networks with strong feature extraction capabilities can
usually synthesize fused images with better quality.

The main feature extraction method is currently the CNN-based auto-encoder struc-
ture, which is mainly divided into a shared encoder structure [18–20] and a dual-branch
private encoder structure [21–23]. However, although the above-mentioned auto-encoder
structure has good feature extraction ability, there are also some shortcomings. Firstly, the
structure, based on the shared encoder, cannot distinguish the unique information in each
mode. Secondly, the structure of the dual-branch private encoder often ignores the common
features between modes, such as background and some large-scale features. In addition,
the context-free CNN structure can only extract local features in a small service domain,
and it is difficult to extract global information to generate higher-quality fusion images [15].
Moreover, many IVF networks may cause high-frequency information loss in image fea-
tures when performing forward propagation [24]. Therefore, to address the above issues in
IVF, this paper proposes a progressive feature extractor Cross-Modality Feature Extraction
(CMFE). By introducing the CMFE module, compared with the structure of the shared
encoder, our model can effectively extract the shared features between different modalities,
while also better distinguishing the unique features between different modalities, to better
realize IVF. Compared with the dual-branch private encoder, our structure can enhance the
information interaction between different modalities to ensure thorough feature extraction,
and our structure can better integrate the unique and shared features of modalities.

Vision Transformer has received extensive attention on many vision tasks. There-
fore, many scholars have adopted Transformer-based methods in the feature extraction
stage [13,15,25,26]. However, many transformer-based models are often limited by compu-
tational resources, the size of the input image, and weak local perception, which limits the
timeliness and applicability of the IVF. To synthesize the respective advantages of Trans-
former and CNN architectures, we introduce ACmix [27], which integrates the flexibility
of self-attention and the lightness of convolution. Therefore, we propose a complemen-
tary fusion network based on convolution and a multi-head self-attention mechanism to
solve the IVF problem, integrating the advantages of CNN in extracting local information
and computing portability and the ability of self-attention in context awareness and long-
distance modeling. Compared with CNN-based architectures, our architecture has more
powerful feature extraction capabilities and can better extract deep features in modalities.
Additionally, compared with some Transformer-based architectures, our architecture has
better flexibility (e.g., no fixed image size, small computational cost, etc.) and adaptability.

To this end, we propose Dual-branch Progressive learning for IVF with complemen-
tary self-Attention and Convolution (DPACFuse), such that the network can take into
account the unique features and shared features of modalities, and integrate the respective
advantages of CNN and a multi-head self-attention mechanism to better realize the IVF.
The main contributions of this work can be summarized as follows:

• We propose a dual-branch progressive image fusion framework, based on comple-
mentary self-attention and convolution, for the IVF, which can take into account both
global and local information of the source image to achieve better feature fusion.

• We propose Cross-Modality Feature Extraction (CMFE) to enhance the informa-
tion interaction between modalities, while suppressing the loss of high-frequency
information.

• Extensive experimental results on the public image fusion datasets, MSRS, RoadScene,
and TNO, demonstrate that our method is superior to the current general fusion
framework. Meanwhile, we investigate the facilitation of our fused images for object
detection and semantic segmentation.

The remainder of this article is organized as follows. In Section 2, we mainly introduce
the deep learning-based IVF methods. In Section 3, we introduce and describe, in detail,
our fusion framework and the loss function used. In Section 4, we conduct a large number
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of experiments to verify the effectiveness of DPACFuse and also to explore the effect of IVF
on downstream task promotion. In Section 5, we provide some conclusive proof.

2. Related Work

In this section, we briefly introduce the existing deep learning-based methods, mainly
including CNN-based, AE-based, GAN-based, and Transformer-based methods.

2.1. CNN-Based and AE-Based Fusion Methods

In recent years, many CNN-based and AE-based methods have been widely used in
the field of image fusion. Among them, the dual-branch structure, based on CNN and
AE, greatly improves the fusion performance. For example, Tang et al. [21] proposed a
dual-branch private encoder structure, namely SeAFusion, which combined a semantic
segmentation network to learn more information, and to achieve better fusion results.
Meanwhile, SeAFusion is a pioneer in combining IVF with downstream tasks. Additionally,
Tang et al. [28] proposed an illumination-driven IVF network to solve the fusion problem in
different lighting scenes. However, the designs of the network structures of the above two
methods are too simple to effectively deal with complex situations. Another typical work is
that of Res2Fusion, in [29], which describes a network with a dual-branch shared encoder
structure, and which introduces Res2net and densely connected structures into the encoder
to obtain multi-scale information. In the fusion layer, the fusion layer of double nonlocal
attention models is used to realize image fusion. This method fully considers the problem
of multi-scale information extraction and global modeling of the model, but it is difficult to
deploy in the actual environment due to its high complexity and high computational cost.
In addition, the shared encoder structure is also widely used in image fusion. For example,
a typical method is DenseFuse [18]. The core concept of this method is to construct a deep
neural network with dense connections, comprising an encoder (consisting of convolutional
layers and dense layers) and a decoder (used for fusion). However, DenseFuse uses hand-
designed fusion rules, so its results are not robust. In order to address the limitation of
fusion rules that are designed manually, Li et al. proposed RFN-Nest [19] and NestFuse [20],
wherein the former mainly utilized a residual fusion network to solve the problem, while
the latter adopted the idea of combining spatial and channel attention mechanisms to solve
the problem. Moreover, the IFCNN in [22], the PMGI in [30], and the U2Fusion in [31]
proposed unified end-to-end networks to realize different fusion tasks.

Although many fusion methods based on CNN and AE have achieved good results,
they usually adopt relatively simple CNN structures and hand-designed fusion rules, which
limit the global modeling ability of the model and the ability to extract detailed information.
At the same time, many methods lack information interaction in the process of feature
extraction, which makes it impossible to fully extract more complementary information. In
contrast, our method adopts the idea of cross-modality interaction to achieve image fusion,
which helps to eliminate the mismatch and noise between different modalities and brings
advantages in terms of improving the robustness of the fused image.

2.2. GAN-Based Fusion Methods

The Generative Adversarial Network (GAN) can learn the distribution characteristics
of data and generate samples that conform to a specific distribution, which is also widely
used in IVF. FusionGAN [32] was the first algorithm to apply this method to realize IVF.
However, since only a single discriminator is used in FusionGAN, it cannot balance the
information from the different modalities, leading to the loss of a lot of texture information
in the fused images. In order to overcome the shortcomings of a single discriminator,
Ma et al. [33] proposed a dual discriminator structure, namely DDcGAN, to achieve in-
formation fusion with image fusion. Moreover, Rao et al. [17] proposed AT-GAN, which
introduced an intensity attention module and a semantic transition module to remove
redundant information in infrared and visible images, respectively. At the same time, the
quality assessment module is used to achieve the information balance between different
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modalities. In addition, infrared images have been greatly developed in various object de-
tection tasks, such as pedestrian detection [11,34] and infrared small target detection [35,36].
However, due to the imaging characteristics of infrared images, the application scenarios
of these methods are very limited. Therefore, there are many works [37–39] that combine
IVF with object detection to overcome the limitations of using only a single modality. For
example, Liu et al. [12] designed a GAN-based object perception network, TarDAL, which
generated high-quality fused images and excellent detectors by including the IVF network
and the object detection network in a bilevel optimization formulation.

Although GAN-based models have been widely used in the field of image fusion, the
GAN-based fusion method emphasizes that discriminator learning simulates the distribu-
tion of the original image data, which may lead to poor image quality. At the same time,
finding a way to balance the information from the different modalities is still a problem
that needs to be studied.

2.3. Transformer-Based Fusion Methods

The transformer [40] structure is based on a multi-head self-attention mechanism,
designed for sequence modeling and transduction tasks, and is known for its focus on
long-term dependencies in data. Transformer has seen great success not only in NLP, but
also in various visual tasks [41–43]. Many models based on Transformer have also been
highly developed in the field of image fusion. For instance, Wang et al. [15] proposed a pure
transformer fusion network, called SwinFuse, which used the powerful feature representa-
tion capability of the self-attention mechanism to perform image fusion. However, it uses
a hand-designed fusion strategy, which does not perform well enough in handling fine-
grained information. Additionally, Zhao et al. [44] introduced the Dual-branch Transformer
and the structure of DenseNet (DNDT), which could consider more complete image infor-
mation. In addition, inspired by the work of Swin Transformer [45] , Ma et al. [13] proposed
Swin Fusion, a network architecture for multimodal fusion. In addition, Rao et al. [46]
proposed TGFuse, which embedded the Transformer in a GAN-based fusion network to
achieve IVF. Furthermore, Qu et al. [26] proposed TransMEF for multi-exposure image
fusion, which combined CNN and Transformer to obtain powerful local modeling and
global modeling capabilities. However, this method is less flexible and can only input
images of fixed size.

Although many transformer-based models perform well in many fusion tasks, many
methods still suffer from poor flexibility and poor ability to model trans-membrane states,
such as DNDT [44], TransMEF [26], and CGTF [47]. Furthermore, many transformer-
based models are computationally expensive, while our method combines the excellent
computational efficiency of CNN and the excellent global modeling ability of self-attention
to better realize image fusion.

3. Methodology

3.1. Network Architecture

The network architecture of DPACFuse is illustrated in Figure 1a, and is composed of
three main phases: feature extraction, feature fusion, and feature reconstruction. Given a
pair of aligned infrared (IR) and visible (VI) images, denoted as Iir ∈ RH×W×Cin and Ivi ∈
RH×W×Cin , respectively, the fused image I f ∈ RH×W×Cout is obtained through these phases.

In the feature extraction phase, we extract the specific features of the respective modal-
ities separately using a dual-branch structure. First, we obtain shallow features {F1

ir, F1
vi}

from the source image through a 3 × 3 convolutional layer. This can be expressed as:

{F1
ir, F1

vi} = {Hse(Iir), Hse(Ivi)} (1)

where Hse(·) represents a 3 × 3 convolutional layer, whose activation function is Leaky
Relu and the stride is 1. The convolutions usually have stable optimization performance
and are very good at early visual processing. At the same time, convolution has a strong
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local perception ability, which can effectively mine local information and map it to high-
dimensional space.

Figure 1. (a) Overview of the IVF model architecture. The feature extractor of the network consists of
ACmix, CMEF, and 3 × 3 convolutional layers. Its feature reconstructor consists of 5 convolutional
layers. (b) Cross-Modality Feature Extraction (CMFE). This mainly consists of a high-frequency
convolution calculation based on Sobel operator (HCGD) and Squeeze-and-Excitation Network
(SE). The HCGD adopts the idea of residual connection, and GAP and Linear in the SE schematic
represent Global Average Pooling and Linear Function, respectively. (c) Specific framework of ACmix.
This can be divided into three parts: Projection reconstruction, Extract local features, and Extract
global features.

Then, the ACmix is embedded in the respective branches of the IR and VI images to
extract their respective specific features. At the same time, CMFE is deployed between
the two modalities to extract their common features, thereby guiding the network to
generate better images. We represent the feature extraction of the process in two stages.
The intermediate features {F2

ir, F2
vi} obtained in the first stage can be expressed by the

following formula: {
FCF1

ir , FCF1
vi

}
= CMEF

(
F1

ir, F1
vi

)
{

FAC1
ir , FAC1

vi

}
=
{

ACmix
(

F1
ir

)
, ACmix

(
F1

vi

)}
{

F2
ir, F2

vi

}
=
{(

FCF1
ir ⊕ FAC1

ir

)
,
(

FCF1
vi ⊕ FAC1

vi

)} (2)

After obtaining the intermediate features {F2
ir, F2

vi} in the first stage, we use them
as input for the second stage to obtain the output {F3

ir, F3
vi} in a similar manner to the

first stage: {
FCF2

ir , FCF2
vi

}
= CMEF

(
F2

ir, F2
vi

)
{

FAC2
ir , FAC2

vi

}
=
{

ACmix
(

F2
ir

)
, ACmix

(
F2

vi

)}
{

F3
ir, F3

vi

}
=
{(

FCF2
ir ⊕ FAC2

ir

)
,
(

FCF2
vi ⊕ FAC2

vi

)} (3)
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Then, the features of these two modalities {Fir, Fvi} are obtained by a convolutional
layer Hde(·). The process can be expressed by the following formula:

{Fir, Fvi} = {Hde(F3
ir), Hde(F3

vi)} (4)

Finally, we reconstruct the fused image through the feature fusion and image recon-
struction module. Since our feature extraction network has a strong enough extraction
ability, we opted for a straightforward approach by employing the cascade fusion strategy
to directly fuse the Fir and Fvi. The fusion process is represented as follows:

Ff = Hc(Fir, Fvi) (5)

where Ff represents the fused feature, and Hc(·) represents the cascade on the channel
dimension. Finally, we can obtain the output I f through the feature reconstructor HR(·):

I f = HR(Ff ) (6)

3.2. Specific Framework of ACmix

Due to the excellent context-aware ability of the multi-head self-attention mechanism
and the lightness of convolution, we introduce ACmix. As shown in Figure 1c, it can be
divided into: projection reconstruction, extract local features, and extract global features.

First, image features Ii ∈ RH×W×Cin are obtained and, after the projection reconstruc-
tion, local and global features are extracted, to obtain the output Fout ∈ RH×W×Cout . In the
projection reconstruction stage, the feature map Ii is passed through three separate 1× 1 con-
volutional layers, resulting in the generation of three feature maps I1

i , I2
i , I3

i ∈ RH×W×Cout .
In the extract local feature stage, the steps of this stage are different from the traditional

standard convolution, that is, we first perform a linear projection of kernel weights, then
translate according to the kernel position, and finally aggregate. Firstly, the three feature
maps I1

i , I2
i , I3

i in the projection reconstruction stage, which are divided into N groups in
the depth direction, and then reshaped to obtain a feature map with the dimensions of

RN× Cout
N ×HW . After partitioning the feature maps into groups and reshaping them, the

resulting feature maps are concatenated to create a new feature map X ∈ R3N× Cout
N ×HW .

This concatenated feature map X is then fed through a lightweight fully connected layer

to generate Z ∈ Rk2 N× Cout
N ×HW . Then, Z is subjected to a reshaping operation and then a

shift aggregation operation, which is realized by depthwise convolution. Specifically, Z is

divided into N groups, and each group Zl ∈ RH×W× Cout
N is used as a basic unit of convolu-

tion. Finally, the results of N groups are spliced to obtain the output Fconv ∈ RH×W×Cout of
the convolution path. The entire extract local feature stage can be expressed as:

X = Connect(R(I1
i ), R(I2

i ), R(I3
i ))

Z = FCk(X)

Fconv =
N
‖

l=1
Cdev(Zl)

(7)

where Connect(·), R(·), and FCk(·) denote the concatenation, reshape, and the light fully
connected layer with a kernel size of k, respectively. The value Cdev(·) represents the
convolution operation in depthwise convolution and Zl represents the input of group lth.
The symbol || denotes the concatenation of the results obtained from all N groups, and the
entire process corresponds to depthwise convolution with kernels of size 3. The processing
of the extract local feature stage is the same as the traditional convolution operation.

In the extract global feature stage, the multi-head self-attention mechanism is adopted.
Specifically, we divided the three feature maps I1

i , I2
i , I3

i obtained in the projection recon-
struction stage into N groups (i.e., N attention mechanism heads) in the depth direction,
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and obtained the Q ∈ RH×W× Cout
N , K ∈ RH×W× Cout

N , V ∈ RH×W× Cout
N of each head. Then we

flattened Q, K and V to obtain Q′ ∈ RHW× Cout
N , K′ ∈ RHW× Cout

N and V′ ∈ RHW× Cout
N , and

then used these as the inputs of the attention function:

Atention(Q′, K′, V′) = Softmax
(

Q′K′T
√

dk

)
V′

headj = Atention(F(IiW
q
j ), F(IiWk

j ), F(IiWv
j ))

Fatt =
N
‖

l=1
R(headl)

(8)

where Wq
j , Wk

j , and Wv
j ∈ RCin× Cout

N are corresponding input projection weights (for ease of
presentation, here, we include the process of the first stage). F(·) and R(·) denote the flatten

and reshape operations, respectively. The symbols dk, headj ∈ RH×W× Cout
N and || denote

the dimension of K′, the output of the jth head, and the splicing of N heads, respectively.
The symbol Fatt ∈ RH×W×Cout represents the final output of the extract global feature stage,
which is obtained by concatenating the outputs of the N self-attention heads.

Finally, the features extracted by the ACmix module can be expressed as the sum of
the extract local feature path and the extract global feature path output, where the weights
are determined by two learnable parameters α and β:

Fout = αFconv + βFatt (9)

3.3. Specific Framework of CMEF

To enhance the information interaction between modalities, as well as to suppress
the loss of high-frequency information, we propose a CMEF module, the model of which
is shown in Figure 1b. We introduce the module in two stages: feature combination and
feature recombination.

In the feature combination stage, the input features F1 ∈ RH×W×Cin , F2 ∈ RH×W×Cin

are given. We first concatenate F1 and F2 to get the fusion feature Fcat ∈ RH×W×2Cin , and
then obtain the common feature Fc f ∈ RH×W×Cout through the foreground-aware spatial
attention and feature-level attention mask. The specific process is as follows:

Fcat = Concat(F1, F2)

Fc f =
[(

φs(Fcat)� φp
(
Conv_1(Fcat)

))]
Fcat

(10)

where Concat(·) represents the operation of concatenating the features. The symbol φs(·)
stands for the foreground-aware spatial attention operation which is achieved by calculating
the channel-wise maximum value of fusion features. The symbol φp(·) represents the
feature-level attention mask achieved by a Multiple Layer Perceptron (MLP), and Conv_1(·)
followed by a 2-cls softmax operation. This feature-level attention mask means that φp(·)
can predict a re-scaling score to combine features from different modalities in such a way
that the combined features are independent of the specific features.

In the feature recombination stage, it is well known that useless information has a
huge impact on image fusion, which misleads the fusion direction of the model, resulting in
distortion of the fused image. At this stage, we hope to obtain more common features and
filter the interference of useless information as much as possible. Specifically, we integrate
these shared features with the fine-grained information of their respective features through
channel rescaling operations:

Fir
out = SE(Fc f )⊕ φGD(∇F1)⊕ Conv(F1)

Fvi
out = SE(Fc f )⊕ φGD(∇F2)⊕ Conv(F2)

(11)
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where SE(·) represents the Squeeze-and-Excitation Network [48] (its framework is shown
in Figure 1b), which can assign weights to each channel to effectively filter the impact
of useless information on the fusion process. The symbol φGD(·) refers to the gradient
convolution operation, and ∇ stands for the gradient operator. Moreover, ⊕ and Conv(·)
denote the operation of element-wise addition and 3 × 3 convolution, respectively. Fi-
nally, Fir

out, Fvi
out ∈ RH×W×Cout , respectively, add to their respective characteristics of the

backbone network.

3.4. Loss Function

To minimize information loss and improve fusion performance, this paper employs
three distinct loss functions for training the network: texture loss, intensity loss, and SSIM
(Structural Similarity Index) loss. These loss functions constrain the network from different
perspectives. The loss function used in our network can be represented as follows:

Ltotal = γ0Lint + γ1Ltexture + γ2Lssim (12)

where Lint, Ltexture, and Lssim represent the intensity loss, texture loss, and SSIM loss, respec-
tively. The parameters γ0, γ1, and γ2 are hyper-parameters to represent the contributions
of the three losses to the entire loss, respectively.

The intensity loss emphasizes the preservation of pixel intensity information, and it
helps the model better learn the overall brightness information and contrast characteristics.
Intensity loss is defined as:

Lint =
1

HW
‖ I f − max(Iir, Ivi) ‖1 (13)

where ‖ · ‖1 denotes l1 norm, and max(·) represents the maximum value in an element.
By emphasizing the overall brightness and contrast characteristics, it enables the model to
better understand and learn these important visual attributes.

The texture loss is a key component in image fusion, as it aims to preserve the intricate
and fine-grained texture details during the fusion process. We define texture loss as:

Ltexture =
1

HW
‖| ∇I f | −max(| ∇Iir |, | ∇Ivi |) ‖1 (14)

where the symbol ∇ represents the Sobel gradient operator. The absolute value calculation,
denoted by | · |, is applied to the gradient values to ensure that only positive magnitudes
are considered. The value ‖ · ‖1 represents l1 norm, and max(·) selects the maximum value
from the corresponding elements in the calculation.

The SSIM loss is employed to facilitate the learning of structural information by the
model from the input images, and it also takes into account not only structure and contrast,
but also illumination, which can be expressed as follows:

Lssim = (1 − SSIM(I f , Iir))/2 + (1 − SSIM(I f , Ivi))/2 (15)

4. Experiments

In this section, we provide specific details of the experimental implementation. We
then compare DPACFuse with seven other methods. Finally, we demonstrate the outstand-
ing performance of DPACFuse on downstream tasks.

4.1. Experimental Configurations

Datasets. The IVF experiments used three public datasets to verify our fusion method,
which were MSRS [28], RoadScene [31] and TNO [49]. We trained our IVF network on the
MSRS dataset, which contained 1083 pairs of registered images with semantic labels of
nine typical scenes. In addition, we employed the MSRS test set (361 pairs), RoadScene
(30 pairs), and TNO (30 pairs) as test datasets to comprehensively verify the performance
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of DPACFuse. Among them, the RoadScene dataset contained 221 image pairs that mainly
focused on capturing typical traffic scenes, including roads, pedestrians, and vehicles. The
TNO dataset consisted of multispectral night and day images depicting various military-
related scenes.

Evaluation metrics and comparison methods. We used EN, SD, SF, MI, VIF, AG, Qabf,
and FMI_pixel as evaluation metrics. In addition, higher metrics implied that the quality
of the fusion image was better. Details on these evaluation metrics can be found in [50].
At the same time, we compared DPACFuse with the state-of-the-art methods, including
DenseFuse [18], IFCNN [22], U2Fusion [31], SDNet [16], GANMcC [51], SwinFusion [13],
and TarDAL [12].

Experimental setup. Our experiments were conducted on a computer equipped with
one NVIDIA GeForce RTX 3090 GPU. The proposed method was implemented using the
PyTorch platform. Moreover, all input images were normalized to [0, 1] before training.
The following values were used for the hyperparameters of the experiment: the initial
parameters α and β for the balanced convolution and self-attention paths were set to 1,
respectively, the total number of self-attention heads was N = 4, and the kernel size was
k = 3 for the fully connected layer. In addition, the hyperparameters were γ0 = 20, γ1 = 20
and γ2 = 1 for balancing each loss function. The network parameters were updated using
the Adam optimizer with a momentum term of (0.9, 0.999). The training was performed
with a batch size of 2, an initial learning rate of 0.001, and a weight decay of 0.0002.

4.2. Comparative Experiment
4.2.1. Qualitative Results

We selected two groups of images in the MSRS test set for subjective evaluation,
wherein each group contained two typical scenes that were day and night.

In the daytime scene with sufficient illumination, the VI image contained abundant
texture detail and fully showed the environmental information. Although the ability of IR
images to display the environment was limited, they could provide semantic information
about the structure of thermal targets. By integrating this complementary information, the
fusion image could provide comprehensive scene information, and could effectively enrich
the semantic information. As presented in Figures 2 and 3, due to the interference of useless
information, the salient targets in DenseFuse, IFCNN, and U2Fusion methods weakened to
varying degrees and could not maintain their original intensities. We highlighted salient
regions with green boxes to illustrate this problem. Although SDNet and GANMcC could
maintain the highlight intensity of infrared targets, their performances in retaining texture
information was poor, and we illustrated the problem by zooming in on the areas with red
boxes. In addition, compared with SwinFusion and TarDAL, DPACFuse not only retained
more detailed information, but also better preserved the edge information, as can be seen
from the enlarged floors, as well as the steps.

In the dark scene with insufficient illumination, due to the influence of illumination,
VI images could only provide limited environmental information, and objects in them were
not easy to identify, while IR images were not sensitive to illumination. Therefore, adaptive
realization of the IVF in the case of the dark scene was very important, whilst being very
challenging. As presented in Figures 2 and 3, all methods could effectively construct the
scene information, but there were great differences between different algorithms. Except-
ing our DPACFuse, SwinFusion, and TarDAL, the other methods failed to maintain the
highlighting of thermal targets in infrared images, which we illustrated with the green
boxes. In addition, DPACFuse was better than the other methods, such as SwinFusion, in
maintaining details, which we illustrated by magnifying the red area.

Overall, the experimental results highlighted the superior performance of DPACFuse
in both daytime and dark scenes. It effectively preserved texture details, edge information,
and the saliency of thermal targets, demonstrating its superior ability to perform IVF in a
variety of environmental conditions.
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Figure 2. Qualitative analysis of DPACFuse with seven methods on 00634N (top) and 01356N
(bottom) images from the MSRS dataset.

Figure 3. Qualitative analysis of DPACFuse with seven methods on 00537D (top) and 01012N
(bottom) images from the MSRS dataset.
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4.2.2. Quantitative Result

Figure 4 displays the quantitative results of the eight evaluation indicators on the MSRS
test set. DPACFuse demonstrated superior performance in nearly all metrics, showcasing
its ability to effectively extract information from the source images and its versatility across
various complex scenes. The best EN, MI, and FMI_pixel indicated that our fused image
contained the most information, and the highest Qabf and AG indicated that our fused
image retained the most edge information. In addition, the highest SF and VIF illustrated
the best visual effect was presented by our fused image. Although DPACFuse slightly
lagged behind SwinFusion in terms of the SD metric, the difference was not significant,
which meant that our fused images had good contrast.

Figure 4. Quantitative comparison of eight methods on the MSRS test set. The x-axis represents
cumulative distribution and the y-axis represents the values of the metric. The point (x, y) on the
curve represents the measurement value of the x × 100 percent of image pairs not exceeding the value
of y. The average value is shown in the legend.

4.3. Generalization Experiment

Generalization ability is also an important metric to evaluate a model. We trained the
model on the MSRS dataset and verified the generalization ability of DPACFuse on the
RoadScene and TNO datasets.

4.3.1. Results of RoadScene

Qualitative analysis. We selected two scenes, day and night, to assess the fusion
results, and the visualized results are shown in Figure 5. Observing the results of the
daytime scene, we can see that almost all the algorithms suffered from the interference of
useless information, among which DenseFuse, U2Fusion, SDNet, GANMcC, and TarDAL
were most affected, losing a lot of texture information. We illustrated this problem by
zooming in on the red area. In addition, the intensity of the infrared targets of SDNet and
GANMcC also weakened to varying degrees, while SwinFusion experienced a decrease in
its overall contrast, due to the influence of illumination, which we illustrate by the green
box. Except for our DPACFuse and SwinFusion, the other methods weakened in the overall
pixel intensity and could not maintain the original pixel intensity.
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Figure 5. Qualitative analysis of DPACFuse with seven methods on FLIR_06307 (top) and FLIR_03952
(bottom) images from the RoadScene dataset.

In the dark scene, it can be seen that DenseFuse, U2Fusion, SDNet, GANMcC, and
TarDAL lost a lot of texture details, such as the outline of background leaves and the zebra
crossing on the ground. In addition, the salient targets of DenseFuse, SDNet, and GANMcC
were severely disturbed by useless information and could not maintain the original pixel
intensity. DPACFuse and SwinFusion were only disturbed by a small amount of useless
information.

Quantitative analysis. As shown in Figure 6, DPACFuse achieved the highest scores
in all indicators, which meant that the fused image generated by DPACFuse not only
maintained a lot of information and texture details, but also had the highest contrast and
the best visual quality.

Figure 6. Quantitative comparison of eight methods on the RoadScene test set. The x-axis represents
image pairs and the y-axis represents the values of the metric. The point (x, y) in the image represents
the measurement y for the xth pair of images. The average value is shown in the legend.
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The excellent performance of DPACFuse on the RoadScene dataset fully demonstrated
the adaptability of our method to various complex traffic scenes, and also proved that
DPACFuse has good generalization ability.

4.3.2. Results of TNO

Qualitative analysis. As depicted in the green boxes in Figure 7, DenseFuse, U2Fusion,
and IFCNN weakened the strength of salient targets to different extents, with the first
two being the most obvious. In addition, GANMcC blurred the contour of the salient
targets. Excepting our method and SwinFusion, the fused images of the other methods
were affected by other useless spectral information and could not effectively present the
texture information, such as the bushes and fences in the red region. It is worth noting
that, although SwinFusion had good fusion performance, the fused images suffered from
whitening. On the whole, DPACFuse not only excelled in highlighting salient objects, but
also effectively preserved the original texture information from the input images.

Figure 7. Qualitative analysis of DPACFuse with seven methods on two representative images from
the TNO dataset.

Quantitative analysis. The results depicted in Figure 8 illustrate that DPACFuse
achieved the highest scores in Qabf, MI, VIF, and FMI_pixel metrics. In addition, DPACFuse
was also ahead of all the methods, excepting TarDAL, in two metrics: EN and SD. Taking the
above analyses together, DPACFuse exhibited excellent performance on the TNO datasets,
which further demonstrated its excellent generalization ability.

In conclusion, a large number of experiments on various datasets showed that our
method can preserve a large amount of information from the source image and maintain
the highlight degree of the infrared target in various complex situations. We attribute
these advantages to the following aspects. On the one hand, the CMEF that we designed
effectively extracts fine-grained information from source images and enhances the informa-
tion interaction between different modalities. On the other hand, our network possesses a
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powerful feature extraction capability, and the ACmix module can effectively extract local
and global information.

Figure 8. Quantitative comparison of eight methods on the TNO test set. The x-axis represents image
pairs and the y-axis represents the values of the metric. The point (x, y) in the image represents the
measurement y for the xth pair of images. The average value is shown in the legend.

4.4. Ablation Study

We performed ablation experiments to validate the efficacy of various modules and
utilized EN, Qabf, SF, MI, AG, and FMI_pixel for quantitative assessment. In addition, We
selected two images for qualitative analysis, one of which was 00537D from MSRS and the
other was 00390 from M3FD.

Quantitative analysis. We conducted quantitative experiments on the MSRS test set
and summarized the results in Table 1. The values M1 and M2 represent changing ACmix
to pure self-attention and convolution, respectively. The data in the table clearly show
that the removal of the ACmix led to a decrease in all the indicators. The metrics, MI,
SF, and FMI_pixel, showed the most significant declines, indicating a deterioration in the
network’s ability to integrate complementary information between modalities. In addition,
M3 and M4 denote the removal of HCGD in CMFE and the complete removal of CMFE,
respectively. It can be seen that Qabf and AG experienced a large decrease when only
HCGD was removed, which illustrated the effectiveness of HCGD in extracting high-
frequency information. However, when the CMFE was removed, almost all the indicators
significantly decreased, indicating that the performance of the network degraded a lot
when there was no interaction between cross-modalities.

Table 1. Quantitative results of six indices under ablation experiments. In the evaluation results, the
best-performing method is highlighted in red. The second-best result is represented in blue.

M1 M2 M3 M4 Our

EN 6.6125 6.6146 6.6437 6.6017 6.6571
Qabf 0.6912 0.6820 0.6635 0.6507 0.7005

SF 11.2660 11.1202 10.9875 11.0457 11.3704
MI 4.5540 4.6525 4.4937 4.2439 4.7669
AG 3.6181 3.5809 3.3374 3.5419 3.7201

FMI_pixel 0.9289 0.9291 0.9277 0.9262 0.9314
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Qualitative analysis. As observed in Figure 9, it is evident that the Attention was
highly sensitive to whitening, leading to an overall increase in brightness and a loss of fine
texture details. Since HCGD is one of the components of CMFE, removing both of them
resulted in a significant loss of edges in the fused image. Moreover, removing the entire
CMFE module had an even more significant impact, affecting not only the edges but also
compromising the background and other critical information.

Figure 9. The results of ablation experiments.

In summary, the results in Figure 9 and Table 1 indicate the effectiveness and rationality
of our designed modules, as well as of the overall network design.

4.5. Downstream IVF Applications

In this section, we applied fused images to object detection and semantic segmentation,
and explored the benefits of IVF for downstream tasks.

4.5.1. Object Detection Performance

We employed the pre-trained YOLOv8 [52] detector to detect different images. We
randomly selected a test set consisting of 160 images, with 80 images from the MSRS
dataset and the remaining 80 images randomly selected from the M3FD dataset [12]. These
160 images contained a variety of scenes in the city, and we marked the most common
objects among them, namely people and cars, as the objects to detect.

We assessed the detection performance of various methods using the mean average
precision (mAP) metric. The results, indicating the mAP values at different IoU thresholds,
are presented in Table 2. In addition, we calculated different mAPs, as in [53]. The
prominent thermal target structure of the IR image helps the detector detect the human
body, and the VI image can provide rich vehicle semantic information, so the detector can
better realize the detection of vehicles. By fusing the two modalities of IR and VI images,
performance in detecting both people and vehicles is enhanced. However, from the results,
many algorithms tended to weaken the strength of salient objects, such as SwinFusion and
SDNet, so their performance in detecting people was much lower than the recognition of
source images. Taken together, our method was the best for person and car detection under
almost all IoU thresholds.

At the same time, we provide the detection results for visual display. As shown in
Figure 10, in the scene in the 00479D image, due to insufficient illumination in the VI
image, the DenseFuse, IFCNN, and SwinFusion methods could not detect the person
in the image, and a similar situation also occurred in the scene in 01348N. In the scene
in 01348N, although most of the methods successfully detected people and cars in the
scene, the confidence levels were very different. In Figure 11, the situation is similar to
that in Figure 10. Most methods could not identify people or cars due to the influence of
illumination or distance factors. Only our method completely recognized people and cars
in the scene and maintained a high level of confidence. This fully shows that the images
generated by DPACFuse can provide rich semantic information for the object detector.
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Table 2. Object detection performance (mAP) of source images and the fused images of different
fusion methods. In the evaluation results, the best performance method is highlighted in red. The
second-best result is represented in blue.

AP@0.5 AP@0.7 AP@0.9

Person Car All Person Car All Person Car All

IR 0.7891 0.5491 0.6691 0.7394 0.4787 0.6091 0.1961 0.1946 0.1953
VI 0.5478 0.7660 0.6569 0.3873 0.7108 0.5491 0.0359 0.3462 0.1911

DenseFuse [18] 0.7731 0.8079 0.7905 0.7296 0.7713 0.7505 0.1578 0.4583 0.3081
IFCNN [22] 0.7862 0.7768 0.7815 0.7316 0.7246 0.7281 0.1620 0.4118 0.2869

U2Fusion [31] 0.7823 0.7950 0.7937 0.7347 0.7724 0.7536 0.1599 0.4053 0.2826
SDNet [16] 0.7523 0.7649 0.7586 0.6519 0.7315 0.6917 0.1043 0.3826 0.2434

GANMcC [51] 0.7657 0.8132 0.7895 0.7250 0.7658 0.7454 0.1834 0.4415 0.3129
SwinFusion [13] 0.7699 0.7980 0.7840 0.6969 0.7499 0.7234 0.1183 0.3867 0.2525

TarDAL [12] 0.7897 0.7746 0.7822 0.7083 0.7246 0.7165 0.1646 0.4070 0.2858
DPACFuse 0.8034 0.8210 0.8122 0.7462 0.7753 0.7607 0.1862 0.4312 0.3087

Figure 10. Object detection results on the MSRS dataset. The results are provided for two scenes from
00479D (top) and 01348N (bottom), respectively.
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Figure 11. Object detection results on the M3FD dataset. The results are provided for two scenes
from 01136 (top) and 00390 (bottom), respectively.

4.5.2. Semantic Segmentation Performance

We performed semantic segmentation on the MSRS dataset. Specifically, we utilized
source images and different fused images to train semantic segmentation networks [54],
respectively. For more details on the semantic segmentation network, please refer to [21].
At the same time, we evaluated model effectiveness using Intersection-over-Union (IoU).
The segmentation of each object is shown in Table 3. The results clearly demonstrate that
DPACFuse achieved the highest performance in all categories of IoU. This outcome strongly
indicates that DPACFuse effectively integrates information from IR and VI images, thereby
improving the model’s ability in boundary perception, which leads to more accurate
segmentation results.

Table 3. mIoU(%) values for segmentation semantics for different images on the MSRS dataset. In
the evaluation results, the best performance method is highlighted in red. The second-best result is
represented in blue.

Method Background Car Person Bike Curve Car Stop Cuardrail Color Tone Bump mIoU

IR 97.96 85.69 71.27 65.46 52.52 54.48 27.59 54.92 60.11 63.33
VI 97.69 83.07 54.67 66.27 51.97 54.94 59.69 50.35 66.18 64.98

DenseFuse [18] 98.36 89.48 73.47 69.84 57.76 63.56 65.07 62.34 66.00 71.76
IFCNN [22] 98.38 89.54 72.25 70.15 56.85 64.08 54.43 63.35 71.92 71.22

U2Fusion [31] 98.27 88.08 73.42 69.39 57.85 62.76 53.03 59.7 69.75 69.75
SDNet [16] 98.35 89.39 74.31 69.31 57.56 61.63 49.53 60.76 71.46 70.26

GANMcC [51] 98.34 88.85 73.68 69.67 56.75 65.17 57.06 61.50 71.72 71.41
SwinFusion [13] 98.25 88.08 70.74 68.66 74.31 61.70 67.34 64.06 67.86 71.67

TarDAL [12] 98.3 89.11 72.67 68.96 57.00 62.34 52.43 60.79 61.41 69.22
DPACFuse 98.6 90.38 74.58 71.94 65.39 74.44 84.66 66.03 77.18 78.13

Furthermore, we also provide the segmentation results for visual presentation. As
observed in Figure 12, the IR image exhibited good segmentation performance for persons,
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but it performed poorly in segmenting other objects, such as color cones and curves. In
addition, insufficient illumination negatively affected the segmentation performance of the
VI images. From the scenes in the two images in the figure, it is evident that our DPACFuse
had an excellent effect on both the segmentation of people and the segmentation of other
objects, which shows that the images generated by DPACFuse can better promote semantic
segmentation.

Figure 12. Visualization results of semantic segmentation on the MSRS dataset. The two scenes from
top to bottom are from: 00055D and 00504N.

5. Conclusions

In this paper, we propose a dual-branch progressive fusion framework, named DPAC-
Fuse, to be used for infrared and visible image fusion. Firstly, the Cross-Modality Feature
Extraction we designed extracts inter-modality shared features as well as suppresses the
loss of high-frequency information. Second, with the help of the ACmix module, our
architecture more fully extracts the information in the source images for fusion. Finally,
extensive experiments on three publicly available datasets showed that our DPACFuse
outperforms all current state-of-the-art methods. In addition, in order to evaluate our
approach more comprehensively, we also conducted experiments in two downstream tasks,
object detection and semantic segmentation, and the results of the experiments further
demonstrated the effectiveness and superiority of our approach.
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Abstract: Wireless sensor networks are usually applied in hostile areas where nodes can easily be
monitored and captured by an adversary. Designing a key distribution scheme with high security
and reliability, low hardware requirements, and moderate communication load is crucial for wireless
sensor networks. To address the above objectives, we propose a new key distribution scheme based on
an ECC asymmetric encryption algorithm. The two-way authentication mechanism in the proposed
scheme not only prevents illegal nodes from accessing the network, but also prevents fake base
stations from communicating with the nodes. The complete key distribution and key update methods
ensure the security of session keys in both static and dynamic environments. The new key distribution
scheme provides a significant performance improvement compared to the classical key distribution
schemes for wireless sensor networks without sacrificing reliability. Simulation results show that
the proposed new scheme reduces the communication load and key storage capacity, has significant
advantages in terms of secure connectivity and attack resistance, and is fully applicable to wireless
sensor networks.

Keywords: WSN; security; key distribution; cryptography

1. Introduction

Wireless sensor networks (WSNs) have been proven to be suitable for large numbers of
applications, ranging from industry and security domains, such as environment monitoring,
fire detection and precision agriculture, to personal use, like health supervision. WSNs are
composed of a large number of sensors that work independently of each other. These sen-
sors transmit routing information to each other and forward collected application data [1,2].
The major weakness of wireless sensor networks lies in the limitations of resources, includ-
ing memory, battery capacity, data processing, and communication capabilities. Sensors
and wireless channels are vulnerable to eavesdropping, physical interception, malicious
attacks, message tampering, identity impersonation, and side channel attacks [3–5], and the
presence of important and sensitive information in the network increases the importance
of security issues. Therefore, one of the focuses of wireless sensor network research is
understanding how to provide high confidentiality for the transmitted application data
and control messages to prevent various illegal attacks [6–9]. At present, it is generally
believed that encryption is a key technology that can provide confidentiality between the
cloud and the end [10–12], which can also be used in WSNs’ data exchange.

Over the years, many researchers have proposed schemes to enhance the security of
wireless sensor networks. The (p, q)-Lucas polynomial-based key management scheme for
WSN was proposed by Gautam et al. [13]. Their scheme outperforms other polynomials
in terms of the number of keys used and efficiency. Kumar proposed a dynamic key
management scheme for the clustered sensor network that supports the addition of new
nodes into the network [14]. The proposed scheme has shown low energy consumption
and good resiliency against node capture attacks. Moghadam et al. [15] proposed an
ECDH (elliptic-curve Diffie–Hellman)-based authentication and key agreement protocol for
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WSN infrastructure. The proposed protocol supports the dynamic node addition in WSN
environments and uses a strong ECDH technique to generate unique symmetric and session
keys for each session. The authors of [16] proposed a trust-based multipath routing protocol
called TBSMR, which improved the QoS and overall performance of MANETs in cellular
networks through congestion control, packet loss reduction, malicious node detection, and
secure data transmission. These proposals differ from the scheme proposed in this paper as
TBSMR achieves power savings from the perspective of optimized routing protocols. In
MANET-based medical systems, to achieve secure communication, a logic graph-based key
generation scheme hybrid and encryption scheme is proposed by Sirajuddin [17], which
provides high security for MANET medical networks, as well as less computational power
and shorter encryption time.

In 2018, Mishra et al. proposed an authentication scheme for multimedia commu-
nications that was designed for an IoT environment base on WSNs [18]. Wu et al. [19]
designed a lightweight authentication scheme for WSNs. It addressed the common security
requirements and user untraceability issues. To ensure confidentiality and security in IOT,
a biometric-based authentication and key agreement protocol are proposed for wireless
sensor networks [20].

In recent years, researchers have produced several more viable authentication proto-
cols and key agreements in the field of wireless sensor network security. Naresh et al. [21]
proposed a lightweight multiple shared key agreement based on the hyper-elliptic-curve
Diffie–Hellman method. The protocol decreases keys exchange overhead and increases the
safety of the keys. In response to the security weaknesses of the scheme in [22], Shin, S. pro-
posed a lightweight authentication based on the three-factor technique and key agreement
protocol for WSN [23]. The proposed scheme addressed several security requirements and
used XOR and hash functions. A lightweight password-authenticated key exchange scheme
was proposed by González et al. for heterogeneous wireless sensor networks [24]. Three
3-PAKE protocols were analyzed, and the vulnerabilities of the protocols were proposed.
The new protocol provided good security features with high flexibility and efficiency.

In this paper, we present a security key management scheme for cluster-based wireless
sensor networks. In our scheme, session keys can be safely distributed and updated
among all sensors with the help of the base station. Both static and dynamic scenarios are
studied over the hierarchical networks. In particular, in our proposed scheme, the efficient
encrypting algorithm makes it possible to adopt asymmetric encryption to guarantee
authentication and confidentiality during data transmission.

The rest of our paper is organized as follows: Section 2 introduces security features and
design constraints in WSNs; Section 3 exhibits the details of the security key management
scheme; Section 4 evaluates the performance of the proposed security protocols; and
Section 5 presents the conclusion and perspectives.

2. Design Constraints and Security Issues in WSNs

2.1. Physical Characteristics and Constraints

Sensors in most of wireless sensor networks are greatly limited in terms of device
size, battery capacity, computing capacity, communication capacity, and storage capacity,
which make the development of applications a challenge. A feasible and efficient security
protocol should minimize the number of operations needed for calculation, communication,
and storage. Therefore, the following characteristics of a WSN should be taken into
consideration during protocol design [25–28]:

• Limited battery capacity—Sensor networks are usually deployed in outdoor environ-
ments. Due to size limitation, each sensor is usually equipped with a small battery. As
a result, a sensor is unable to calculate and communicate when the battery runs out.

• Limited memory—the cache size of a sensor is usually measured in tens of megabytes,
which puts forward higher requirements for the length and number of keys stored.

• Limited bandwidth—due to power limitation, most sensors use narrowband signal
transmission, and the transmission rate generally does not exceed 10 KB/s.
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• Limited calculation power—In order to reduce the power consumption of CPU, most
sensor nodes only use 8-bit 4-megahertz microcontrollers.

• Good scalability—Wireless sensor networks must allow new legal nodes to join the
existing network at any time. At the same time, the failure of any node will not affect
the normal operation of the network.

• Variability in network topology—Since sensors are often installed on mobile devices,
the topology of wireless sensor networks often change. Thus, network stability and
nodes connectivity should be ensured in all protocol designs.

• Environment—Some wireless sensor networks are expected to be used for remote con-
trol and reconnaissance, and they are deployed in insecure and unstable environments,
which makes them subject to many attacks, such as spoofing attacks, physical damage,
and any other mechanical failures associated with environmental factors.

2.2. Security Issues in WSNs

In addition to the above characteristics of wireless sensor networks, security is also
an important part of the Internet of things. Since WSNs use a wireless medium for data
transmission, sensors are more vulnerable to various malicious attacks based on wireless
channels. The typical malicious attacks in WSNs include eavesdropping, data modification,
sink hole, spoofing attacks, denial of service attacks, sybil attacks, and node capture. For
example, in node capture, the attacker accesses the hardware and software of one or
more sensors through the network [29]. After successful intrusion into the sensor, the
attacker steals all cryptographic keys and algorithms. Thus, it is possible for the attackers
to eavesdrop and tamper with messages, as well as pretend to be legal terminals to forward
data to hackers.

In recent years, a lot of research work has focused on security problems in WSNs.
An asymmetric key pre-distribution scheme called AP was first proposed for hierarchical
sensor networks in [30]. The famous “probabilistic” schemes had low computational
complexity and communication loads. However, this scheme cannot guarantee accurate
sharing of pairwise keys between any two sensors. Based on the Blom matrix, a key
management scheme is proposed by Boujelben in [31] to improve the resilience against
node capture. However, complex matrix operation leads to that high resource consumption
by ordinary sensors. Lee presented a key renewal approach for authentication based
on modular exponentiation in clustered WSNs [32]. Although this scheme improved
the connectivity of the network, public-key encryption brought about a large amount of
computation. Tian presented a blockchain-based trusted key management approach [33],
which realized key management in WSNs through a secure cluster formation algorithm
and a node mobility algorithm. In the literature [34], a novel key management model
for hierarchical sensor networks based on public key infrastructure (PKI) was proposed.
However, the key distribution issues in case of movement were not investigated.

2.3. Aasymmetric Cryptography in WSNs

Asymmetric encryption uses key pairs to encrypt and decrypt data for both sides
of communication. Any message encrypted with the public key can only be decrypted
by that containing the private key. The private key is secretly held by its holder, and the
public key can be obtained by the required communication entity through a public channel.
Asymmetric cryptography can provide confidentiality, integrity, and authentication for
different kinds of networks. Although information encryption based on asymmetric key
has been proved to be applicable to sensor networks, its application is still limited by its
complex computation. Furthermore, taking the actual sensor chip as an example, the time
taken for asymmetric encryption is still in the order of seconds, which may not be suitable
for those applications with strict real-time performance.

Fortunately, in recent years, the new cryptographic algorithms have shown great
energy efficiency and reached the same security level as traditional algorithms. For example,
the elliptic-curve cryptography (ECC) [35] method is the representative version of those
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algorithms. ECC is a cryptographic regime built on the discrete logarithm problem of
elliptic curves. Using point G on an elliptic curve and integer k, it is easy to find K = kG.
Conversely, using the points K and G on an elliptic curve, finding the integer k is a difficult
task. The main advantage of ECC is that it uses smaller keys and provides a considerably
higher level of security. The 164-bit key in the ECC algorithm can provide a level of security
equivalent to the strength of secrecy provided by the 1024-bit key in the RSA algorithm.
The ECC algorithm is less computationally intensive, is faster to process, and takes up less
storage space and transmission bandwidth. Therefore, Bitcoin has also chosen ECC as its
encryption algorithm.

In [36], the author proposed a new SUA-WSN scheme based on elliptic-curve cryptog-
raphy (ECC) and proved that it achieves user anonymity, as well as AKE security, in the
extended model. Gulen et al. implemented ECC on the MSP430 microcontroller, which is
a widely used microcontroller in WSNs, using Edwards curves for point arithmetic and
the number theoretic transform for the underlying finite-field multiplication and squaring
operations [37]. Gulen’s research shows better timing values and can be applied to ECC
implementations.

From the perspective of energy consumption and computational complexity, ECC
has promising uses for data encryption in WSNs. It provides comparative security with a
smaller key, which also reduces the energy of computation and communication in WSNs.
Based on this method, a new security key management scheme and an authentication
approach are proposed in Section 3.

3. The Key Management Scheme for Cluster-Based WSNs

In this section, a security key management scheme for wireless sensor networks
based on public-key cryptography is presented. To avoid long-term attacks through which
attackers can analyze the encrypted traffic over the network for a long period of time, a key
update approach is specifically designed.

3.1. Network Model and Assumptions

At present, wireless sensor networks commonly used in the industry mainly include
two kinds of architectures, namely hierarchical structure and flat structure. A hierarchical
architecture is usually used for large-scale WSNs due to its good scalability. A clustered
hierarchical network is composed of base stations (BS), a large number of sensor nodes, and
a small number of cluster heads (CH). BS is not limited by resources. The base station is
responsible for managing all nodes of the network and receiving the service data collected
via the sensor nodes. It is assumed that the cluster head has a higher configuration than the
sensors, including battery capacity, memory size, communication, and computing capacity.
Like the gateway, the cluster head assists in data transmission between the sensors and
the base station. In the hierarchical architecture, sensors are divided into non-overlapping
clusters, which collect data from the surrounding environment and send the original data
to the base station. In this article, we focus on hierarchical architecture of WSNs.

In our scheme, asymmetric encryption is used to realize the authentication between
the base station, the CHs, and the sensor nodes. The public key is pre-loaded into each
sensor before network deployment. With the public-key system, the proposed scheme not
only realizes end-to-end identity authentication, but also provides security for subsequent
key distribution processes.

In our hierarchical WSN model, we make the following few assumptions:

• The base station has more energy power for calculations and communications
than sensors.

• The base station owns a pair of keys (a public key and a private key).
• The network is divided into several cluster regions. In each cluster, there is only one

cluster head node, and its location remains unchanged. Each cluster head can be
recognized as the gateway of its cluster.

79



Sensors 2023, 23, 6460

• In terms of security and ease of management, each cluster generates different session
keys for dialogs between sensor nodes and cluster heads.

• Both asymmetric and symmetric cryptography are used for each sensor. The former
method provides mutual authentication and key distribution, and the latter method
preserves the confidentiality of traffic transmitted.

• As an optional technology in our scheme, MAC (message authentication code) pro-
vides data integrity.

• The public key is pre-loaded into each sensor and the cluster head via an off-line dealer.
• Each sensor can store at least one public key and several session keys in its memory.
• Each sensor can randomly move among different clusters at a low speed.

3.2. Network Initializtion and Definitions

In the network, there are n sensors, which are denoted as S0, . . . ,n−1, and m cluster
heads (CH), which are denoted as CH0, . . . ,m−1. Each sensor has a unique identification
code ID_si, which has a length of 2 bytes stored in the chip. After the initialization of the
network is completed, all nodes automatically run the cluster formation algorithm (this
algorithm is not discussed in this paper; for more information, please refer to [38]), which
results in m clusters being formed randomly by all nodes. There is only one CH and n/m
sensor in each cluster. Figure 1 shows a typical network of three clusters. Each cluster
contains one CH and three sensors.

Figure 1. The network topology.

After network deployment, each CH runs a cluster forming process, and sensors are
divided into clusters with no cross coverage. After a period of operation, some sensor may
move into another cluster’s region. In this situation, the subsequent key distribution and
update process will be performed via the CH of the present cluster. In the following section,
we will describe the scheme in regard to two aspects: static sensors and mobile sensors.

The following definitions will be used in our scheme and analysis:
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SKi denotes the symmetric session key with a length of 16 bytes shared by the base
station and sensors located in DGi.

PUK denotes the public key of the BS, and PVK denotes the corresponding private key.
PUK can be obtained through public key infrastructure (PKI).

The function E(x,y) denotes encryption (symmetric or asymmetric) operation, parame-
ter x denotes encryption key, and parameter y denotes the plain message that needs to be
encrypted. The function D(x,y) denotes decryption operation.

ID_CHi denotes the identity code of the cluster with a length of 1 byte, and it can be
acquired using the CH of that cluster. It is stored in the chip of each CH, and a tamper
proof mechanism is used.

ID_si denotes the identity code of sensor Si up to a maximum length of 2 bytes. It is
stored in the chip of each sensor, and the tamper proof mechanism is used.

3.3. Static Sensors Subscheme for Hierarchical WSNs
3.3.1. Mutual Authentication and Key Distribution Process

In our clustered architecture network, the CH plays an important role in the process
of key management. The key problem here is understanding how to distribute the key
among the sensor nodes under many restrictions. We assume that all sensors are static
and present the operations of handshake, key distribution, authentication, and key update.
The handshake is destined to establish a symmetric key shared by sensors and BS. The
operation of handshake includes three steps:

1. Generation of the SKi: The CHi generates a random symmetric key SKi and a chal-
lenge R. Next, the CHi encrypts SKi, R, and ID_CHi with PUK, and we find

Cipher1 = E(PUK, SKi‖R‖ID_CHi‖timestamp) (1)

The 2-byte timestamp is used to resist replay attacks. CHi sends Cipher1 to the
base station using traditional routing. Here, the PUK is used for authentication and
preserving the confidentiality of the session key SKi.

2. Establishment of SKi: After receiving and decrypting the message, the base station
finds SKi, and R uses its PVK and builds a global table of all session keys of different
clusters. This table is used to identify the cluster and its cluster head on the network.
Meanwhile, if ID_Chi can be found in the database of legal CHs, the identity of the
CHi can be authenticated using BS.

3. Completion of the handshake: The base station encrypts R with the established
session key SKi. and finds

Cipher2 = E(SKi, R) (2)

Next, the base station sends Cipher2 to CHi, and CHi decrypts it. When the challenge
R is correctly received, a session key is successfully established between BS and CHi.
Otherwise, CHi will reinitiate the handshake. Considering the resource consumption
caused by the computational complexity, the message authentication code (MAC) is not
added to the key distribution process.

Through the above steps, the mutual authentication between the base station and CHi
is completed. After that step, each sensor in the cluster needs to achieve the session key
SKi generated using CHi. Thus, sensor node Si builds a message encrypted using the PUK,
which is denoted as follows:

Cipher3 = E(PUK, ID_CHi‖ID_si‖timestamp‖SK_si‖R) (3)

where SK_si is a symmetric key generated using sensor Si. For sensor Si, the Cipher3 is
used to apply for the session key and identity authentication at the same time.

When the BS receives Cipher3, it picks out the corresponding session key SK_si
according to ID_CHi. At the same time, if the ID_si can be found in the list of legal sensor
nodes, the authentication of Si is also accomplished.
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To secure the session key, the base station encrypts SKi with the session key SK_si and
builds the Cipher4 as follows:

Cipher4 = E(SK_si, SKi‖R). (4)

Next, the Cipher4 is sent to Si, and Si will decrypt it using the symmetric key SK_si.
Finally, all sensors in the same cluster have the same session key SKi as its cluster head.
Through the above key distribution subscheme, the confidentiality of traffic between the
cluster head and the sensor is guaranteed. Moreover, mutual authentication between the
BS and Si is successfully performed. The detailed key distribution process is depicted in
Figure 2.

Figure 2. Flowchart of authentication and key agreement in the static scenario.

The specific implementation process of our proposed asymmetric encryption-based
key distribution method in the static scenario is shown in Figures 3 and 4. In phase I, CH1
and BS complete the two-way authentication and distribution of the session key SK1 at the
same time. In phase 2, the secure distribution of the session key between sensor S1 and BS
is realized.

3.3.2. Session Key Update Process

To protect the nodes against long-term attacks, a periodic key update mechanism is
designed. The steps of the key update are given as follows.

1. The new session key SKi’ is generated via the cluster head CHi at a certain moment.
2. CHi notifies the base station to update the session key.
3. Using the proposed handshake operation, the new session key SKi’ is distributed

between the BS and the CHi. After that step, the CHi notifies all sensors to update their
session key in its cluster with a broadcasting message. Sensors will stop encrypting
sessions until they receive the new session key SKi’.

4. After the establishment of SKi’, the CHi distributes SKi’ encrypted using the original
session key SKi to all sensors by broadcasting cipher5, which is denoted as follows:

Cipher5 = E(SKi, SKi’). (5)
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5. Each sensor in the cluster decrypts the cipher5 using the old session key SKi and sub-
stitutes it for the SKi’. The subsequent dialog is decrypted using the new session key.

Figure 3. Specific steps for phase I in an example.

Figure 4. Specific steps for phase II in an example.

3.4. Mobile Sensors Subscheme for Hierarchical WSNs
3.4.1. Mutual Authentication and Key Distribution Process

Since sensor nodes have a high probability of moving between different clusters of
the network, the dynamic subscheme for hierarchical architecture is more complicated. In
Figure 5, S0 moves from the cluster C0 into another cluster named C2. As the location of
each CH is assumed to be unchanged, the process of authentication and key distribution
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between CH and BS is the same as that of the static subscheme. The main difference between
the static subscheme and the mobile subscheme lies in the key distribution process.

Figure 5. Sensor S0 moves from Cluster0 to Cluster2.

The key distribution process of the mobile scene includes six steps.

1. When S0 moves into cluster2, it will send a cluster-entry request to CH2. The cluster
forming and cluster head detection process is not described in this paper. For more
information, please refer to [24].

2. CH2 detects and receives this message. Next, CH2 replies to S0 with a message
including its identification code ID_CH2.

3. S0 updates the identification of the present cluster, replacing ID_CH0 with ID_CH2.
4. S0 applies for the latest session key SK2 via the base station using the cipher6 denoted

as follows:

Cipher6 = E(PUK, ID_CH2‖ID_S0‖timestamp‖SK_S0‖R) (6)

5. The BS decrypts cipher6 with the PVK and finds ID_CH2, SK_S0, and ID_S0 via
Plain6 = D(PVK, Cipher6) = D(PVK, E(PUK, ID_CH2‖ID_S0‖timestamp‖SK_S0‖R))
= ID_CH2‖ID_S0‖SK_S0‖R. The latest session key SK2 can be picked out in terms of
ID_CH2, and the S0 is authenticated via BS according to ID_S0. Next, the cipher7 will
be sent to S0. The cipher7 is built as follows:

Cipher7 = E(SK_S0, SK2‖R). (7)

6. S0 decrypts the cipher7 with the symmetric key SK_S0 and successfully finds SK2.

Thus, the mobile sensor can achieve the latest session key of the present cluster and
send encrypted traffic to the corresponding cluster head. The detailed key agreement
process in mobile subscheme is depicted in Figure 6.
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Figure 6. Flowchart of authentication and key agreement in the mobile subscheme.

3.4.2. Session Key Update Process

However, when S0 moves to the junction of two adjacent clusters, for example C0 and
C2 in Figure 5, it may receive key update messages from CH0 and CH2 at the same time.
It should be noted that S0 only knows the previous session key SK0 of cluster0, and it is
unaware of the previous session key of cluster2. Thus, S0 can only decrypt the broadcasting
message from CH0 to update SK0. After joining cluster2, S0 can obtain the present session
key SK2 from the base station and wait for key updating to repeat.

4. Analysis and Comparison

Extensive simulations are provided to verify the performance of our scheme, such
as memory consumption, communication overhead, connectivity, and recovery capability
for node capture. Next, we compare the proposed key management scheme with other
schemes from multiple dimensions.

We evaluate the performance based on NS-2 [39]. In the simulation, we randomly
arranged a total of 200 sensors and 20 cluster head nodes with dimensions of 100 m by
100 m. Each sensor moves at a speed of 1–5 m/s. The signal reception range of each sensor
is 10 m. The data transmission rate is 32 kbps; the traffic generation uses the CBR model,
and the traffic generation interval is 30 s.

4.1. Key Storage of Sensor Nodes

In our scheme, the public key is pre-loaded into sensor’s memory during the network
initialization. Since the strength of encryption with the 256-bit ECC key is equal to that of
the 3072-bit RSA key, a public key of 256 bits in length is used in our simulation. Moreover,
two 16-byte session keys are used in the key distribution process. When a sensor receives
the refreshed session key, the original key will be deleted to save the memory. Therefore,
the memory overhead of each sensor is only 64 bytes, while that of the CH is 48 bytes.

The key distribution in [30] is that k keys are pre-loaded into each sensor, while m keys
(m  k) are pre-loaded into each CH. If any two nodes share a pairing key, they can establish
a secure link. Thus, the greater the number of keys stored, the higher probability of sharing
common keys. In [40], the memory is divided into two parts. One part is used to store α
pre-distributed keys, and the other part is used to store β post-deployment keys.

Table 1 presents the key storage overheads in different schemes. For large- and
medium-sized wireless sensor networks, sensors in our scheme require less storage space
than those of other schemes. However, our cluster heads require slightly more memory
space than those of Erfani’s scheme. Since the number of sensors is much larger than that
of CHs, our scheme is valuable for resource-limited WSNs.
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Table 1. Key storage overheads (bytes) in different schemes.

Du [30] Erfani [40] Our Scheme

Sensor 32l 32 (α and β) 64

Cluster Head 32M 32 48

4.2. Communication Overhead

The communication overhead in our analysis only considers the payload related to
key distribution and update, and it does not include the IP packet encapsulation of the
network layer.

The length of AES-based session key is set to 16 bytes. The bytes of IP message encap-
sulation are not included in the calculation of the traffic generated during key distribution
and update. For the static scenario, in stage 1, the effective communication load between the
cluster head and the base station is 32 bytes. In stage 2, the effective communication load be-
tween the sensor node and the base station is 64 bytes. Therefore, the communication load
consumed by a cluster for a complete key distribution process is 96 bytes. In the key update
phase, the effective communication load between the cluster head node and the base station
and the sensor nodes is 64 bytes in total, of which the load of broadcasting messages to the
sensors in the cluster makes up 32 bytes. As for the dynamic scenario, the communication
overhead of the CH and the sensor are the same as that of the static scenario.

As the frequency of session key update increases, the bandwidth occupied by key
distribution also increases. This outcome means there is a tradeoff between security and
communication load in wireless sensor networks.

4.3. Security Analysis
4.3.1. Mutual Authentication

In both subschemes, mutual authentication of BS and sensors (including CHs) is
assured via the challenge–response mechanism. Terminals without legal identifiers (ID_CHi
or ID_si) cannot pass the identity authentication. Since the identifier is stored in the
chip of each sensor with a tamper proof mechanism and encrypted for transmission, its
confidentiality and integrity can be guaranteed. We added 10 nodes to the test network
and distributed them evenly in 3 clusters. They simulated nodes that gained illegal access
to the sensing network, randomly generating their identification codes ID_si. Since the
identifiers ID_si used by these 10 nodes in constructing the Ciperh3 were not included in
the authorized and legitimate user list of the base station, the shared session key could not
be obtained via the base station in the test. As a result, the reliability of the authentication
scheme is fully demonstrated.

4.3.2. Security Connectivity

The security connectivity is defined as the probability that two nodes successfully
establish a session key. Since authentication and key distribution in our proposal are cluster
based, we define “inter-cluster connectivity” as the probability that a CH shares a pairwise
key with the sensors in its cluster.

In our deterministic key distribution scheme, each authenticated sensor can always
successfully share a session key with the present cluster head. Compared to the probabilistic
key distribution approaches in [30,31,41], the inter-cluster connectivity in our scheme is
100%. Those random schemes, like AP [30], can only achieve higher security connectivity by
increasing the amount of key storage. Figure 7 depicts the comparison of secure connectivity
and key pool size in the AP. As the number of pre-loaded keys increases, the performance
of the secure connectivity gradually improves. For fixed parameters [l, M], the security
connectivity decreases significantly as the key pool increases.

86



Sensors 2023, 23, 6460

Figure 7. Secure connectivity versus key pool size P.

4.3.3. Resistance to Attacks

The new scheme provides a set of session keys to secure data exchange between the
base station and sensors. Our proposal, which is based on session and public keys, can
effectively resist common network attacks.

Eavesdropping can be avoided using symmetric encryption, as well as the key update
mechanism proposed in this article. Spoofing attacks are avoided in our scheme through
mutual authentication based on public-key encryption. Moreover, the authenticity of
sensors is achieved via a challenge–response mechanism, and the identity code is preloaded
before deployment.

Attacks like modification, reply, and insertion can be resisted via symmetric encryption
and message authentication code added to each message. Only those authenticated nodes
can send or modify data packets on the network.

Attackers obtain the secret information by capturing nodes or other physical means.
We define resilience against node capture as the probability F(x) that attackers obtain the
key from the uncaptured node according to a certain number of captured nodes x. Thus,
we find

F(x) =
number of compromised links between uncaptured nodes

number of uncompromised links
(8)

Resilience against sensor capture is first evaluated. Unlike the random key pre-
distribution schemes in [10,11,42], sensors only need to pre-load a public key in our ap-
proach, which saves the memory of the sensor node. Due to the periodical key update
applied, it is too hard for attackers to find the constantly updated session key, despite phys-
ically capturing a sensor in our proposal. Thus, the probability of resilience against node
capture is F(xs) = 0, where xs represents the number of captured sensor nodes. As shown
in Figure 8, the resilience performance worsens with the increasing number of captured
nodes for random key pre-distribution schemes, because of the storage of a large number
of session keys. Since the sensors store matrixes instead of keys, the resilience performance
of Boujelben’s scheme [31] is better than that of the AP scheme [30]. Simulation results
indicate that threat of sensor capture is perfectly eliminated via our scheme.
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Figure 8. The probability of resilience against sensor capture in different schemes.

Finally, Table 2 presents several typical schemes of key management in WSN that
emerged recent years. In our scheme, we provide a simple and feasible mutual authenti-
cation mechanism comparable to [30,34,40]. Lee, in [32], used an asymmetric encryption
algorithm with more computation overhead than in [34] and our proposal. Furthermore,
our scheme outperforms other schemes in terms of resilience against node capture and
resistance to eavesdropping.

Table 2. Security comparisons of different key distribution solutions.

Scheme Features Du [30] Lee [32] Benamar [34] Erfani [40] Our Scheme

Public-key encryption —
√ √

—
√

Key pre-distribution
√ × √ √ √

Mobility of sensors — × × √ √

Perfect resilience against
node capture × — — × √

Mutual authentication × √ × × √

Resistant to
eavesdropping attacks — —

√ √ √

—: Not involved.
√

: Support. ×: Not Support.

5. Conclusions

The research work discussed in this paper focuses on key distribution schemes for
static and dynamic wireless sensor networks. The novelty of this scheme is that the
proposed key distribution and update strategy is particularly suitable for sensing networks
in which the nodes are in motion. In addition, we evaluate the design scheme in terms
of key storage capacity and the communication load generated during key exchange and
security. Compared to the traditional classical key distribution scheme, our proposed
new scheme is less complex to implement, reduces the cache capacity requirements of the
nodes, and obtains better connection security and resistance to attacks. It can be concluded
that our results are particularly suitable for wireless mobile sensing networks with high
capacity, low power consumption, and high reliability requirements, such as environmental
monitoring networks, energy IoT networks, and smart warehouse management systems.
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Abstract: With the rise and development of smart infrastructures, there has been a great demand
for installing automatic monitoring systems on bridges, which are key members of transportation
networks. In this regard, utilizing the data collected by the sensors mounted on the vehicles passing
over the bridge can reduce the costs of the monitoring systems, compared with the traditional systems
where fixed sensors are mounted on the bridge. This paper presents an innovative framework for
determining the response and for identifying modal characteristics of the bridge, utilizing only
the accelerometer sensors on the moving vehicle passing over it. In the proposed approach, the
acceleration and displacement response of some virtual fixed nodes on the bridge is first determined
using the acceleration response of the vehicle axles as the input. An inverse problem solution approach
based on a linear and a novel cubic spline shape function provides the preliminary estimations of the
bridge’s displacement and acceleration responses, respectively. Since the inverse solution approach is
only capable of determining the response signal of the nodes with high accuracy in the vicinity of
the vehicle axles, a new moving-window signal prediction method based on auto-regressive with
exogenous time series models (ARX) is proposed to complete the responses in the regions with
large errors (invalid regions). The mode shapes and natural frequencies of the bridge are identified
using a novel approach that integrates the results of singular value decomposition (SVD) on the
predicted displacement responses and frequency domain decomposition (FDD) on the predicted
acceleration responses. To evaluate the proposed framework, various numerical but realistic models
for a single-span bridge under the effect of a moving mass are considered; the effects of different
levels of ambient noise, the number of axles of the passing vehicle, and the effect of its speed on the
accuracy of the method are investigated. The results show that the proposed method can identify the
characteristics of the three main modes of the bridge with high accuracy.

Keywords: indirect bridge health monitoring; bridge mode shape identification; moving vehicles;
moving-window ARX model; inverse problem; vibration-based monitoring

1. Introduction

The development of smart infrastructure has highlighted the need for automatic and
real-time monitoring systems for critical transportation components such as bridges. The
high cost associated with maintenance and reconstruction of these essential lifelines has
made the implementation of such monitoring systems a pressing issue. Consequently,
significant research has been conducted over the last few decades in the area of vibration-
based monitoring of bridge structures using sensors installed directly on the bridges [1–3].

Previous studies have made notable contributions to bridge health monitoring. For
instance, Gonzalez and Karoumi [4] proposed a damage detection method for bridges
utilizing bridge weigh-in-motion (BWIM) data and machine learning techniques. Their
approach employed an artificial neural network (ANN) to predict bridge health based
on BWIM data, ensuring reliable evaluations over time. Similarly, Azim and Gül [5]
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developed a data-driven damage detection framework for truss railway bridges using
operational acceleration and strain response data. Feng and Feng [6] presented a time-
domain finite element (FE) model updating approach using in situ measurements of
dynamic displacement responses under trainloads. Their study validated the importance
of the bridge’s equivalent stiffness for accurate model updating, although extracting modal
information from dynamic responses proved challenging for short-span railway bridges
with high natural frequencies.

Due to the high cost of real-time monitoring of bridges using fixed sensors, recent
research in structural health monitoring has explored indirect methods, called indirect
bridge health monitoring (iBHM), that utilize only the vertical vibration data collected
by accelerometers mounted on passing vehicles. This method, first proposed by Yang
et al. [7], has recently gained significant recognition. The main objective in this research
direction is to find a reliable method to determine the vertical vibration responses of desired
locations on a bridge without the need for expensive fixed sensors or with minimal sensor
requirements [8,9]. For example, Malekjafarian and O’Brien [10] developed a method
for identifying bridge mode shapes using short time frequency domain decomposition
(STFDD) of responses measured in a passing vehicle. Their approach involved segmenting
the bridge and employing a multi-stage procedure using frequency domain decomposition
(FDD) to estimate the mode shapes. Numerical case studies validated the performance
of the method, demonstrating the accurate estimation of mode shapes under low noise
levels and the presence of other traffic or signal subtraction in identical axles. Furthermore,
Eshkevari et al. [11] developed novel methods for modal identification of bridges using
data collected by a large number of moving sensors (vehicles). Their study proposed matrix
completion methods, specifically the alternating least squares algorithm, to extract modal
properties from sparse and dynamic bridge response data. Three methods were evaluated:
principal component analysis, structured optimization analysis, and the natural excitation
technique (NExT). The results demonstrated accurate estimations of modal properties.
However, the methods had limitations in terms of computational costs, modal leakage,
sparse data, user-defined points, and accuracy for higher modes. The study showcased
the potential of using mobile sensor networks for bridge health monitoring and system
identification. Kong et al. [12] proposed a method to efficiently extract bridge modal
properties using a test vehicle composed of a tractor and trailers. They verified the method
on an existing bridge, considering the effects of trailer mass and stiffness. Their findings
demonstrated high visibility in extracted bridge frequencies, particularly when traffic flows
provided additional excitation. However, limitations were identified, such as difficulties
in accurately extracting mode shapes dominated by lateral bending due to the limited
modeling of trailers.

To reduce the cost of monitoring using mobile sensing, researchers have also ex-
plored the use of smartphone sensors instead of expensive and commercially graded
accelerometer sensors. Smartphone data have been widely used in different fields, such
as indoor positioning [13], crime prevention [14], and even agriculture [15]. In the struc-
tural health monitoring field, smartphone sensors have also demonstrated effectiveness
in various applications, such as bridge seismic monitoring [16], assessment of building
damage from seismic events [17], damage detection of a 3D steel frame [18], and walking
vibration analysis [19]. Experimental investigations have demonstrated the reliability of
smartphone technology for bridge monitoring, particularly in identifying natural frequen-
cies, although this area of research is still in its early stages [20]. For instance, Di Matteo
et al. [21] conducted a field experiment on the Corleone bridge in Palermo, Italy, to as-
sess smartphone-based bridge monitoring through vehicle–bridge interaction. The study
successfully identified the bridge’s natural frequency using smartphone data with high ac-
curacy. Shirzad-Ghaleroudkhani and Gül [22] developed a novel methodology for natural
frequency identification of bridges using acceleration signals recorded by smartphones on
passing vehicles. Their inverse filtering approach effectively removed the frequency content
of the vehicle. Additionally, Sitton et al. [23] proposed postprocessing strategies to estimate
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a bridge’s fundamental frequency from acceleration data recorded from a traversing vehicle
without prior knowledge of bridge parameters, successfully validating their approach
through finite element simulations and experimental validation on a scale-model bridge.

Despite the potential benefits of mobile sensing, challenges remain in achieving ac-
curate bridge response prediction and mode shape identification [9,24]. Complicated
mathematical techniques and principles of structural dynamics are often required. There-
fore, this paper aims to explore the use of mobile sensors on crossing vehicles for bridge
health monitoring, leveraging their ubiquity and potential cost savings, while addressing
the need for accurate modal identification and practical solutions.

To predict the bridge response using the recorded acceleration responses from a
crossing vehicle, the vehicle response needs to be spatially mapped onto some virtual
fixed nodes on the bridge [25]. These estimated responses can then be used to identify
the dynamic characteristics and potential damages in the structure. However, due to the
interpolation of the adjacent crossing axles (moving sensors), theoretical inverse problem
solutions can only determine a limited part of the response signal for each fixed node
on the bridge. This interpolation results in a sparse response matrix, where each row
corresponds to the response of a particular fixed node and each column corresponds to the
response vector of the fixed nodes in a time stamp. This matrix contains numerous missing
values (invalid regions) that require advanced statistical, mathematical, or machine learning
techniques to predict or complete the response signals for the virtual fixed nodes [25,26].

A few previous studies have utilized vehicle response data to identify bridge mode
shapes using the sparse response data from bridges. While some of these methods have
attempted to address the issue of missing values in the bridge response matrix through
soft-imputing techniques [26], short time frequency domain decomposition [10], alternating
least squares technique, and principal component analysis [11], these approaches often rely
on engineering judgment, involve time-consuming constrained optimization processes,
and require manual parameter settings. Although these limited research works have made
significant contributions to drive-by modal identification, there is a need for an innovative
and automated framework to overcome these limitations.

This research work presents a novel technique for identifying the modal characteristics
of bridges using only accelerometer sensors mounted on vehicles passing over them. The
proposed framework consists of two stages. In the first stage, an inverse problem solution
approach is employed to determine the acceleration and displacement response of virtual
fixed nodes on the bridge. This is achieved by using the acceleration response of the
vehicle axles as input, utilizing conventional linear interpolation functions to predict the
bridge displacement responses, and introducing a novel cubic spline shape function to
predict the acceleration response of the assumed fixed nodes on the bridge. However, the
inverse problem solution approach yields response signals with missing parts, necessitating
prediction. To address this issue, a new automated moving-window time series model
based on auto-regressive exogenous (ARX) techniques is proposed in this paper. In the
second stage, a novel approach combines the results of singular value decomposition (SVD)
on the predicted displacement responses and frequency domain decomposition (FDD) on
the predicted acceleration responses. This approach allows for the accurate identification
of the first mode shape and higher mode shapes of the bridge, as well as the determination
of natural frequencies. The main novelties of this research lie in the utilization of a cubic
spline shape function within the inverse problem solution stage to predict the acceleration
response of the fixed nodes and the application of moving-window time series models
to complete the predicted incomplete signals obtained from the inverse problem solution
procedure. Moreover, the method distinguishes itself by identifying mode shapes of the
bridge using both acceleration and displacement responses, thereby enhancing the accuracy
of identification for both lower and higher modes. Numerical simulations are conducted
to evaluate the effectiveness of the proposed framework, considering different levels of
ambient noise, number of axles, and vehicle speed. The future implementation of the
framework in smartphone sensing-based applications is also discussed.
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This paper is structured as follows: Section 1 provides the introduction and review
of the literature. Section 2 focuses on the background and the inverse problem solution
procedure, specifically for estimating the preliminary response signals of the bridge. Section 3
introduces the details of the proposed framework, which encompasses a two-stage approach
for predicting the missing parts of the response signals of the virtual fixed nodes on the bridge,
as well as identifying the mode shapes and natural frequencies of the bridge. In Section 4,
numerical analyses are conducted to evaluate the performance of the proposed method. The
results of the analyses are presented and discussed in Section 5, where the characteristics
and limitations of the proposed method are also examined. Finally, Section 6 presents the
conclusions of the study, along with recommendations for future research in this area.

2. Background and Inverse Problem Solution Procedure

Identifying moving loads is a prevalent inverse problem in the field of structural
dynamics; researchers have developed several approaches to tackle this challenge [27].
These approaches can be categorized into two main types: those relying on analytical
models and those formulated using finite element models, with a specific focus on solution
techniques. Another type of inverse problem encountered in vehicle–bridge dynamics
pertains to the identification of structural parameters using the moving load as an excitation.

In this paper, a different approach is presented, inspired by the work of Oshima
et al. [25], to address this inverse problem, utilizing a FE approach with two different shape
functions to estimate the bridge response by incorporating the vehicle response as the
input. The proposed approach is thoroughly discussed and successfully solved within
this section, with a novel shape function being employed to enhance the accuracy of the
bridge’s acceleration response.

2.1. Assumptions and Notations

This study assumes that the sensors are mounted on the front and rear axles of the
vehicle to mitigate the effects of the suspension system [26]. For simplicity, the deformation
of wheels and tires is ignored. In practice, the effect of the vehicle–bridge interaction can
be eliminated by considering its empirical transfer function. Although it is assumed that
the recorded data are solely accelerations, the displacements integrated twice from the
accelerations will also be used as inputs for the proposed time series models. To have a
linear time invariant system, the mass of the vehicle is ignored in comparison with the mass
of the bridge. The speed of all traversing axles is also assumed to be identical and constant
during the measurement for simplicity. The geometry of the bridge and parameters of the
moving vehicle are shown in Figure 1; all other notations and variables used in this paper
are introduced in Table 1.

Figure 1. Illustration of the moving axles and fixed nodes.
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Table 1. List of symbols and notations used in this paper.

Symbol Description

y(x, t) Continuous function of bridge vertical displacement response

yv
i (t) Vertical displacement response of the ith axle of the vehicle

D(t) Nodal vertical displacement vector of the bridge

Y(t) Vector containing the displacement responses of the moving axles

N(x) Interpolating shape function matrix for beam elements

Nv(t)
Interpolating shape function matrix for estimating the response of the moving

axles (m × n)

Sj jth virtual fixed node considered on the bridge

Nj(x) Contribution of the jth node displacement of the displacement field

Q(t) Vector containing the modal coordinate responses = [qk(t)]

Φs Matrix containing the amplitudes of all mode shapes at the fixed nodes

φk(sj) Amplitude of the kth mode shape at fixed node Sj

n Total number of virtual fixed nodes considered on the bridge (mesh nodes)

m Total number of moving axles crossing the bridge

sj Location of the jth fixed node from the left support of the bridge

xi(t) Location of the ith moving axle from the left support of the bridge

Δs Mesh size of the bridge element

2.2. Inverse Problem Solution for Bridge Response Determination Utilizing Vehicle Response

In order to determine some parts of the bridge response signals at the virtual fixed
nodes utilizing the vehicle response, an inverse problem solution is first employed in
this section.

Based on the principles of finite element methods, the continuous vertical displacement
response of a bridge can be determined by considering a proper interpolating (shape)
function and using the discrete responses of the bridge at the location of the fixed nodes
(shown in Figure 1b) [28].

y(x, t) =
[
N1(x) · · · Nn(x)

]⎧⎪⎨⎪⎩
ys1(t)

...
ysn(t)

⎫⎪⎬⎪⎭ = N(x)D(t) (1)

where N(x) is the interpolating shape function matrix and D(t) is a vector containing vertical
displacements of the fixed nodes.

In Equation (1), a linear interpolating shape function is usually considered:

s1 · · · sj sj+1 · · · sn

N(x) =
[

0 · · · x−sj+1
sj−sj+1

x−sj
sj+1−sj

· · · 0
]
; sj < x ≤ sj+1

(2)

where Sj is the location of the jth fixed node from the left support. j can be valued from 1 to
(n − 1).

By substituting the location history of the moving axles (x1(t) to xm(t)) in Equation (1),
the nodal displacement responses of the moving axles can easily be extracted [26].

Y(t) =

⎧⎪⎨⎪⎩
yv

1(t)
...

yv
m(t)

⎫⎪⎬⎪⎭ =

⎡⎢⎣N(x1(t))
...

N(xm(t))

⎤⎥⎦
⎧⎪⎨⎪⎩

ys1(t)
...

ysn(t)

⎫⎪⎬⎪⎭ = Nv(t)D(t) (3)
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where yi
v(t) is the vertical displacement response of the ith axle of the vehicle and Nv(t) is

an interpolating shape function matrix for estimating the response of the moving axles.
For a general condition of m �= n, multiplying Equation (3) by the pseudoinverse of the

matrix Nv(t) produces the nodal displacements of the bridge as a function of displacements
of the moving axles.

D(t) =
((

Ntr
v (t)Nv(t)

)−1
Ntr

v (t)
)

Y(t) (4)

Taking the second derivation from both sides of the previous equation will produce a
similar relation between the acceleration responses.

..
D(t) =

((
Ntr

v (t)Nv(t)
)−1

Ntr
v (t)

) ..
Y(t) (5)

2.3. Valid Regions of the Estimated Signals

Although in Equations (4) and (5), the pseudoinverse of the Nv(t) matrix is multiplied
in all the responses of the moving axes, based on our numerical observations, the use of
the pseudoinverse of the Nv(t) matrix based on the assumption of either linear or spline
shape function, which is introduced in the next part, leads to an accurate estimation only
for the responses of the nodes located in the vicinity of the moving axles at that time stamp;
in time intervals outside of that, the prediction error will be very large, which cannot be
used for structural health monitoring applications. The main reason for the error is the fact
that the matrix Nv(t) is a sparse matrix and has lots of zeros outside of the valid region of
the response, thereby its inverse can result in large errors. Although the proposed rule to
determine the valid regions of the estimated response is more general and can be applied
for any number of axles, Figure 2 illustrates the procedure for a case of the three moving
axles crossing the bridge at an arbitrary time stamp such as t. Since there are at least two
moving axles in the vicinity of the nodes Sj−1 and Sj to contribute to their response in the
given time, the estimated response by the theoretical method for these two nodes at time
t is considered valid. The main reason for adopting this assumption is that, in order to
determine the response of a fixed node at time t using the inverse solution of Equation (3),
there must be at least two non-zero rows corresponding to that fixed node in the matrix
Nv(t). The inverse of small or zero values in invalid regions approaches infinity and results
in high error issues.

Figure 2. Definition of the valid and invalid regions of the estimated nodal displacements.

Considering this approach, the expected valid and invalid regions for the responses of
each fixed node can be determined. Figure 3 shows a schematic visualization of the valid
and invalid data regions in the matrix of nodal responses. It should be noted that, if the
number of axles increases, the valid region of matrix D will increase. Therefore, the missing
ratio of the matrix will be reduced. Furthermore, the more fixed nodes that are considered,
the shorter valid regions and the higher missing rate we will have in matrix D.
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Figure 3. Visualization of valid and invalid regions in matrix D.

3. Proposed Response Prediction and Modal Identification Methodology

The proposed framework from collecting the acceleration response of the crossing
axles to identifying the modal characteristics of the bridge is summarized in Figure 4.
In this study, an inverse problem solution procedure is employed to estimate the initial
displacement response signals of the bridge. Initially, a linear shape function is utilized for
this purpose. However, based on numerical investigations, it has been demonstrated that
incorporating a cubic spline shape function in the inverse solution procedure yields more
precise results for bridge acceleration responses. The subsequent sub-section presents a
detailed description of the proposed technique, which involves the use of a cubic spline
interpolation function within the inverse problem solution procedure.

Figure 4. Flow chart of the proposed drive-by modal identification technique.
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3.1. Continuous Cubic Spline as the Shape Function

A cubic spline is a piecewise polynomial in which the coefficients of each polynomial
are fixed between joints [29]. In this paper, an innovative approach to estimate the bridge
nodal responses at the valid regions is proposed. The novelty of the proposed approach is
utilizing cubic spline polynomials as the shape function for the displacement field in lieu of
the conventional discontinuous linear ones (Figure 5). Although a cubic spline interpolator
is a continuous combination of some piecewise nonlinear cubic polynomials, it is shown
that the linearity between the nodal responses and the response function will still be valid;
the relation between the nodal responses and response field function can be written in the
form of Equation (1).

Figure 5. Linear vs. the proposed cubic spline shape function.

It should be noted that natural spline is employed in this paper due to the fact that
the first and last supports of bridges are generally roller or hinge type, which releases the
moment reaction at the supports and results in zero curvature at those points (i.e., N′′(x = 0)
and N′′(x = L) are considered zero).

N(x) = D̂j,:(x − sj)
3 + Ĉj,:(x − sj)

2 + B̂j,:(x − sj) + Âj,: ; sj < x ≤ sj+1 (6)

where the matrix of coefficients Â, B̂, Ĉ, and D̂ are the size of n by n and to be calculated
via the following equations and the row index, j, can be valued from 1 to (n − 1) [29]:

Â = In (7)

Ĉ = GH−1 (8)

B̂ =
1

Δs
[
Â2:n,: − Â1:n−1,:

]− Δs
3
[
Ĉ2:n,: + 2Ĉ1:n−1,:

]
(9)

D̂ =
1

3Δs
[
Ĉ2:n,: − Ĉ1:n−1,:

]
(10)

G =
3

Δs

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 · · · · · · 0
1 −2 1 0 · · · · · · 0
0 1 −2 1 · · · · · · 0
...

...
...

...
. . . . . .

...
0 0 0 · · · 1 −2 1
0 0 0 · · · 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(11)
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H = Δs

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1/Δs 0 0 0 · · · · · · 0
1 4 1 0 · · · · · · 0
0 1 4 1 · · · · · · 0
...

...
...

...
. . . . . .

...
0 0 0 · · · 1 4 1
0 0 0 · · · 0 0 1/Δs

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(12)

In the previous equations, Δs is the distance between two adjacent virtual fixed nodes
that can be assumed constant.

After the determination of N(x), the continuous response function of the bridge can be
calculated by Equation (1).

3.2. Proposed Moving-Window ARX Model to Complete the Missing Parts of the
Estimated Responses

As discussed in Section 2, the classical method for solving the inverse problem can only
estimate a small portion of the bridge displacement signal using drive-by data. In order
to have the complete response for all the fixed nodes, a signal forecasting and completion
approach is required.

In the present research, an innovative moving-window forecasting framework based
on auto-regressive time series models with exogenous input (ARX) is introduced. The main
motivation for this procedure is that the short valid part of the estimated response signal
for a given fixed node can be trained by the corresponding parts of the responses of the
adjacent nodes to forecast the missing response of the given node.

In other words, the proposed approach considers a unique ARX model for each of
the fixed nodes. Therefore, (n − 2) different ARX models can be established for the whole
system. The proposed procedure can be utilized to forecast the missing parts of the signal
in both backward and forward directions; however, it should be noted that, for training
and predicting the missing parts in the backward direction, the reverse of the signals is
used (see Figure 6).

Figure 6. Explanation of the training parts and input in the ARX model for forecasting the missing
parts of the response signal of node sj.

The ARX model structure is generally given by the following equation [30]:

y(t) + a1y(t − Δt) + · · · + anay(t − naΔt) = a1u(t − nk) + · · · + anbu(t − (nb + nk − 1)Δt) + e(t) (13)

where y(t) and u(t) are the output and the input of the system, respectively; a1, . . . , ana and
b1, . . . , bnb are parameters of the model, which can be identified through the least-squares
optimization approach; e(t) is a white-noise disturbance value.
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The main reason for considering the ARX models is that the responses of two different
fixed nodes located on the bridge can be decomposed to modal response components
utilizing modal expansion principles for nd modes [31]:

ysj(t) =
[
φsj ,1 · · · φsj ,nd

]⎧⎪⎨⎪⎩
q1(t)

...
qnd(t)

⎫⎪⎬⎪⎭ (14)

D(t) =

⎧⎪⎨⎪⎩
ys1(t)

...
ysn(t)

⎫⎪⎬⎪⎭ =

⎡⎢⎣φs11 · · · φs1nd
...

. . .
...

φsn1 · · · φsnnd

⎤⎥⎦
⎧⎪⎨⎪⎩

q1(t)
...

qnd(t)

⎫⎪⎬⎪⎭ = ΦsQ(t) (15)

In a general case, multiplying both sides of Equation (15) by the pseudoinverse of φs

and substituting the resulting Q(t) in Equation (14) yields to Equation (17):

Q(t) =

⎧⎪⎨⎪⎩
q1(t)

...
qnd(t)

⎫⎪⎬⎪⎭ =

⎡⎢⎣φs11 · · · φs1nd
...

. . .
...

φsn1 · · · φsnnd

⎤⎥⎦
−1⎧⎪⎨⎪⎩

ys1(t)
...

ysn(t)

⎫⎪⎬⎪⎭ (16)

ysj(t) =
[
φsj ,1 · · · φsj ,nd

]⎡⎢⎣φs11 · · · φs1nd
...

. . .
...

φsn1 · · · φsnnd

⎤⎥⎦
−1⎧⎪⎨⎪⎩

ys1(t)
...

ysn(t)

⎫⎪⎬⎪⎭ =
[
bj,1 · · · bj,n

]⎧⎪⎨⎪⎩
ys1(t)

...
ysn(t)

⎫⎪⎬⎪⎭ (17)

According to our numerical investigations, only the contribution of the adjacent nodes
is high for the response prediction of the jth node. Therefore, we neglect the contributions
of the other fixed nodes in Equation (17) and, by doing so, the pattern of the response can
still be maintained.

Comparing Equation (17) with the general ARX model introduced in Equation (13),
the time series model for the jth node can be simplified as follows:

ysj(t) + aj,1ysj(t − Δt) + aj,2ysj(t − 2Δt) = bi,1ysj+1(t) + bj,2ysj+1(t − Δt) + bj,3ysj+1(t − 2Δt) + e(t) (18)

As obtained in Equation (18), the information on external force and vehicle char-
acteristics in the proposed model is not required. The rationale behind considering a
second-order ARX model is that using acceleration response in the time series model can
give better accuracy.

By performing the proposed method for all the intermediate nodes, some parts of the
bridge response signals can be completed according to Figure 7. As can be seen from the
figure, this approach is only able to complete the missing parts of the signal in which the
input for the time series model can be provided, considering the missing gap between the
two consecutive signals.
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Figure 7. The first iteration of the proposed moving ARX technique to complete the missing parts
of the response matrix, where the inputs are available for forecasting backward and forward values
using the time series models.

In order to complete the entire responses of the fixed nodes, the moving ARX al-
gorithm will be applied through a straight-forward iterative procedure. The proposed
signal completion framework is shown in Figure 8 for the displacement response of an
intermediate fixed node. It is important to highlight that the number of iterations needed
depends on the quantity of moving axles and the number of virtual fixed nodes. For a
model subjected to three-axle moving loads, a total of six iterations are required. As the
number of axles increases, the number of iterations decreases due to a reduction in the valid
regions. During each iteration of the algorithm, the predicted regions are combined with
the initial valid regions, leading to an expansion of the valid regions within the response
matrix. The iterative process continues until there are no remaining invalid regions in the
response matrix.

Figure 8. An illustrative example of the iterative moving ARX framework to complete the response
signal of fixed nodes (applicable for either displacement or acceleration).

3.3. Integrating Displacement and Acceleration Responses for Modal Identification

In this paper, a novel mode shape identification through the response of the moving
wheels only is considered. To be more precise, both displacement and acceleration of the
fixed nodes are first estimated with the aid of the proposed moving ARX method, then
singular value decomposition (SVD) is applied on all of the nodal displacement responses
to identify the first mode shape; however, for the higher modes and identification of natural
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frequencies, frequency domain decomposition (FDD) is utilized, considering the accelera-
tion responses of the fixed nodes. This is based on the fact that combining displacement
and acceleration responses in modal identification improves accuracy and reliability. Dis-
placement responses are effective for identifying lower modes, while acceleration responses
capture high-frequency components and higher modes more accurately [32]. The math-
ematical relationship between accelerations and displacements reduces high-frequency
components in dynamic displacements. This reduction is due to the fact that the integration
operation acting as a low-pass filter and the accumulation of the area under the acceleration
curve during integration [33].

Since the SVD can extract the orthogonal vectors of an arbitrary matrix, it can be
applied to the completed response matrix (D) to determine φs:

D = UΣVtr (19)

where U and V are composed of the left and right singular vectors of matrix D, respectively;
they are orthogonal matrices. Σ is a diagonal matrix containing singular values of D.

By comparing the right side of Equations (15) and (19), identification of the mode
shape can be performed with high accuracy [25]:

Φs = UΣ
1
2 (20)

We observed that SVD can identify the first mode shapes with high accuracy if applied
on the displacement response matrix of the bridge.

As mentioned earlier, in order to identify the mode shapes through the acceleration
response matrix of the bridge, the FDD method is employed [34]. The basis of FDD is
presented in the following paragraph.

From statistics, the correlation matrix between the response of the fixed nodes can be
constructed using Equation (21):

R ..
y

..
y(τ) =

1
T

T∫
0

..
D(t)

..
D

tr
(t − τ)dt =

⎡⎢⎢⎣
R ..

ys1

..
ys1

(τ) · · · R ..
ys1

..
ysn

(τ)

...
. . .

...
R ..

ysn
..
ys1

(τ) · · · R ..
ysn

..
ysn

(τ)

⎤⎥⎥⎦ (21)

Considering modal expansion and substituting Equation (15) in Equation (21) gives:

R ..
y

..
y(τ) =

1
T

T∫
0

Φ
..
Q(t)

..
Q

tr
(t − τ)Φtrdt = ΦR..

q
..
q(τ)Φ

tr (22)

Then, taking Fourier transform from both sides of the latter equation produces the
matrix containing cross/auto power spectrums of the response signals:

G..
q

..
q(ωi) = ΦG..

q
..
q(ωi)Φ

tr (23)

G..
q

..
q(ωi) = UiΣiV

tr
i (24)

As can be understood from Equations (23) and (24), the SVD of matrix G..
q

..
q(ωi) should

be calculated for each frequency, ωi, in which the matrix of singular values (Σi) is a diagonal
matrix containing modal FRFs and each column of the matrix of singular vectors (Ui and
Vi) represents the mode shapes corresponding to the given frequency ωi.
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4. Results

4.1. Model Setup

To evaluate the effectiveness of the proposed framework, a comprehensive numerical
analysis is conducted on a single-span simply supported bridge using the finite element
software package, ABAQUS. The bridge under consideration has a span length of 40 m
and a rectangular cross-section with dimensions of 3 m wide and 1.5 m high. The material
properties of the bridge are assigned based on concrete, with a density of 2400 kg/m3 and
an elastic modulus of 27.5 GPa.

In the numerical model, the bridge is subjected to the loading of a three-axle moving
vehicle. The distance between the axles is set to 2.5 m, as shown in Figure 1. The natural
frequencies of the bridge model are determined to be 1.44 Hz, 5.76 Hz, and 12.95 Hz for the
first three modes, respectively.

A constant speed of 60 km/h is assigned to all the moving axles. The analysis is
performed using a linear implicit dynamic analysis approach, considering the contacts
between the moving axles and the bridge. The simulation is terminated when the foremost
moving axle reaches the right end of the bridge.

For data acquisition, the accelerometers mounted on the moving vehicle have a con-
stant sampling frequency of 200 Hz. Although a total of nine virtual fixed nodes are
defined on the bridge, for the purpose of verification and comparison, only three specific
fixed nodes located at 1

4 , 1
2 , and 3

4 of the span are selected to verify the displacement and
acceleration responses.

Further details regarding the numerical model can be found in the previous work of
the authors [26]. The established numerical setup provides a realistic representation of a
bridge structure and allows for the comprehensive evaluation of the proposed framework’s
performance.

4.2. Interpretation of Results

As explained in Section 2, by utilizing the measured acceleration of the moving axles
in Equation (5), the valid part of the acceleration response signal of the fixed nodes on the
bridge can be estimated. Similarly, to determine the displacement response signal, it is
enough to double integrate the measured acceleration signals of the axles and put them in
Equation (4).

In order to evaluate the proposed framework, the exact response of the fixed nodes
on the bridge will be used directly from the numerical model. Although the acceleration
and displacement responses of all nine fixed nodes can be determined using the proposed
method, only the results from the linear and spline shape functions of three validation
nodes are shown in Figures 9 and 10.

The displacement and acceleration responses of the fixed nodes are determined using
linear and spline shape functions, respectively, as outlined earlier. Figure 9 shows that the
cubic spline shape function proposed in this study provides more accurate acceleration
response estimates of the fixed nodes in the valid regions compared with the conventional
linear approach. On the other hand, the linear shape function provides more precise
displacement response estimates compared with the cubic spline shape function (Figure 10).

The difference observed between the linear and spline shape functions, regarding
their impact on displacement response estimates, can be attributed to multiple factors.
Firstly, the inherent characteristics of the displacement response itself play a significant
role. Displacement responses primarily consist of low-frequency components that reflect
the overall steady-state behavior of the system. The linear shape function, with its linear
interpolation, aligns well with this low-frequency behavior, resulting in more precise
displacement estimates.

Secondly, acceleration responses exhibit more complex dynamics and transient behav-
iors, often characterized by high-frequency oscillations. The cubic spline shape function,
which incorporates higher-order interpolation, is better equipped to capture these intricate
features, leading to more accurate estimates in the acceleration domain.
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Figure 9. Estimated acceleration responses of the bridge in their valid regions through the linear and
spline shape functions and inverse problem solution (three moving axles).

Figure 10. Estimated displacement responses of the bridge in their valid regions through the linear
and spline shape functions (three moving axles).

In summary, the choice between the linear and the spline shape functions depends
on the specific nature of the response being analyzed. The linear shape function excels in
capturing low-frequency displacement components, while the cubic spline shape function
is advantageous for accurately representing the complex dynamics and high-frequency
oscillations present in acceleration responses.

Hence, both responses of the fixed nodes are utilized in the proposed modal identifica-
tion method. It is worth noting that higher accuracy of the determined responses in the
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valid regions results in higher accuracy of the predicted whole signals from the proposed
moving time series model, based on the authors’ numerical observations.

The predicted displacement and acceleration responses of the bridge at the verifica-
tion points, using only the measured acceleration of the moving axles and their relative
amplitude errors, are presented in Figures 11 and 12, respectively. The relative error of
the predicted responses outside the valid regions is high in the case of a three-axle vehicle.
However, as shown in the following sections, using more moving axles reduces these errors
and, for all models, the mode shape identification accuracy is very high.

It is well known that the identification of lower modes of structures is easier using
displacement responses, while higher modes can be identified using acceleration responses
with higher accuracy [33]. Accordingly, a hybrid mode shape identification framework
is proposed, where SVD is applied to the predicted displacement responses of the fixed
nodes (based on the linear shape function) to identify the first mode shape. On the other
hand, the FDD technique is employed to identify the higher modes and natural frequencies
by analyzing the acceleration responses (based on the cubic spline shape function) of the
fixed nodes.

The results of the identified mode shapes and natural frequencies are presented in
Figure 13 and Table 2, respectively. It is worth noting that the identified natural frequencies
are based on the completed acceleration responses and considering the plot of the first
singular value obtained from FDD.

Figure 11. Predicted displacement responses extracted using the proposed framework and their
relative amplitude errors (three moving axles, linear shape function).
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Figure 12. Predicted acceleration responses extracted using the proposed framework and their
relative amplitude errors (three moving axles, cubic spline shape function).

Figure 13. Identified mode shapes of the bridge using the proposed framework (three moving axles).
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Table 2. Identified natural frequencies and MAC values of the mode shapes.

Mode Number
Natural Frqs
(Hz) (Exact)

Identified Natural
Frqs (Hz) (FDD)

Error (%)
MAC Mode
Shapes (%)

Mode 1 1.44 1.56 8.33 99.8
Mode 2 5.76 5.86 1.74 96.7
Mode 3 12.95 12.5 3.47 96.6

5. Discussion

5.1. Sensitivity of the Inverse Solution to the Number of Virtual Fixed Nodes

The accuracy of the theoretical inverse solution method in Equations (4) and (5) is
highly dependent on the number of virtual fixed nodes, which is equivalent to the mesh
size of the bridge element. Therefore, it is crucial to investigate the sensitivity of the
estimated response in the valid regions for various numbers of fixed nodes using both
linear and spline shape functions. As shown in Figure 14, for the linear shape function case,
increasing the number of fixed nodes improves the accuracy of the estimated acceleration
and displacement responses of the mid-span point up to a certain point. Beyond this point,
the accuracy of the estimated response declines steadily. The ascending branch of the curve
can be attributed to the fact that the finite element method requires an increased number
of intermediate nodes (number of elements) to determine the displacements of the fixed
nodes with higher accuracy. However, increasing the number of fixed nodes leads to an
increase in the number of columns in matrix N(t) and, consequently, a large computational
error in calculating the pseudoinverse of N(t). The second part of the sensitivity graph is
downward and indicates a decrease in the accuracy of the estimated response. In contrast to
the linear shape function results, the cubic spline shape function can achieve high accuracy
with even a few interpolating fixed nodes, such as three points, but it is more sensitive to
an increase in the number of fixed nodes. To ensure a fair comparison between the two
methods, this study employs a constant value of nine fixed nodes on the bridge. It is worth
noting that the coefficient of determination, R2, is used in the subsequent figures to evaluate
the similarity between two signals as well as the fitting accuracy.

Figure 14. Sensitivity of the estimated responses using the inverse solution for the mid-span point in
the valid region to the number of fixed nodes (three moving axles).

5.2. Influence of the Number of Moving Axles

As previously discussed, a larger number of axles passing over the bridge results in
a longer valid region for the response signals. This provides a better measurement of the
accuracy of the preliminary model fit and is expected to enhance the accuracy of the bridge
response prediction. To evaluate this hypothesis, three different types of moving vehicles,
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each with four, six, or 8 axles, were considered; the proposed method was used to determine
the displacement, acceleration response of the fixed nodes, and modal characteristics of
the bridge.

Figures 15 and 16 show the predicted displacement and acceleration responses, respec-
tively, for the mid-span of the bridge, along with their time distribution of the prediction
error relative to the exact response. As anticipated, the relative prediction error of the
mid-span response was significantly reduced with an increase in the number of axles.
Figure 17 shows the three main identified mode shapes based on the predicted acceleration
and displacement responses of all fixed nodes for all three different loading types. It can be
observed that, although the accuracy of identifying higher mode shapes increased with an
increase in the number of axles, the first mode shape was not significantly affected.

It is important to note that an increase in the number of axles would require a corre-
sponding increase in the number of sensors, resulting in additional costs for monitoring
the structure. However, there was no significant change in the accuracy of the identified
modal characteristics. Therefore, using moving vehicles with fewer axles could reduce the
costs of bridge health monitoring while maintaining an acceptable level of accuracy.

Figure 15. Predicted displacement response of mid-span using the proposed framework and their
relative to the amplitude errors for different numbers of moving axles (linear shape function).
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Figure 16. Predicted acceleration response of the mid-span using the proposed framework and their
relative to amplitude errors for different numbers of moving axles (cubic spline shape function).

Figure 17. The first three identified mode shapes of the bridge under different number of moving
axles (4, 6, and 8 moving axles) using the hybrid approach.
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5.3. Influence of Vehicle Speed on the Identification Results

The speed of the vehicles passing over the bridge is one of the main parameters that
may affect the accuracy of identification based on the vehicle response. In this section, the
effect of the parameter on the proposed method is evaluated. The speed of the moving
axles is varied between 20 and 80 km/h and its effect on the accuracy of the identified mode
shapes and natural frequencies is investigated. Figure 18 compares the modal assurance
criterion (MAC) values of the first three identified mode shapes at different speeds for three
different vehicles with varying numbers of axles. Similarly, Figure 19 shows the relative
error in identifying the natural frequencies for the first three modes at different speeds and
for different numbers of axles.

Figure 18. MAC values of the first three identified mode shapes at different speeds for different
number of axles (in comparison with exact mode shapes).

Figure 19. The relative error of the first three identified modal frequencies at different speeds for
different numbers of axles (in comparison with exact natural frequencies).

Upon analyzing these figures, it can be inferred that the accuracy of mode shape
identification is generally higher at lower speeds, since more time information can be
obtained from the bridge response. However, the accuracy of identifying the natural
frequencies reduces by almost half as the vehicle speed increases. Furthermore, increasing
the number of moving axles does not significantly affect the accuracy of the identified modal
characteristics through the proposed hybrid method, where the predicted displacement
responses are considered for the first mode and the acceleration responses are used for the
higher modes.
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5.4. Investigation of Ambient Noise Effects

Measurement errors and environmental vibrations can affect the accuracy of the
proposed framework. To investigate the effects of ambient noise on the identification of
mode shapes and natural frequencies using the proposed technique, different levels of
artificial noise were added to the measured acceleration response of the moving axles
assuming a zero-mean Gaussian distribution. The applied noise amplitude was considered
as a percentage of the RMS of the measured acceleration in the range of 1–5% (corresponding
to the signal-to-noise ratio of 40–26 dB).

Figure 20 shows the MAC values of the identified mode shapes by the proposed hybrid
method in different levels of ambient noise compared with their exact values. The presence
of ambient noise reduces the accuracy of the mode shape identification, although this
sensitivity to noise is more evident in some cases, such as for six moving axles. Moreover,
although the sensitivity of the first mode detection in different levels of noise has decreased
with an increase in the number of axles, this trend is almost inverted for higher modes.

Figure 20. MAC values of the first three identified mode shapes at different noise levels for different
numbers of axles (in comparison with exact mode shapes).

It should be noted that the difference in the behavior pattern between the first mode
and the higher modes is due to the use of different methods. As mentioned in Section 3, the
SVD method is used to identify the shape of the first mode from the predicted displacement
responses of the bridge, while the FDD method is used to identify the higher modes from
the acceleration responses in this study; their behavior is also different in different noise
levels. In conclusion, the hybrid identification technique can detect the mode shapes
reasonably accurately for all three modes while utilizing fewer axles.

Figure 21 depicts the relative error of the first three identified natural frequencies for
the bridge compared with their exact values at different levels of ambient noise. The results
indicate that the proposed method has high accuracy in determining the natural frequencies
of the higher modes and is robust to noise. However, this behavior is not observed when
investigating the effect of noise on the identified frequency of the first mode through the
predicted acceleration response signal for the fixed nodes. The main reason for this is
that the FDD method cannot accurately determine the position of the first peak of the first
singular value diagram (first mode), utilizing the acceleration results due to the presence
of ambient noise. The accuracy and robustness of the first identified natural frequency is
generally higher in models with a smaller number of moving axles, highlighting the high
capability of the proposed method for implementing it using the response of conventional
vehicles passing over the bridge.
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Figure 21. The relative errors of the first three identified modal frequencies at different noise levels
for different numbers of axles (in comparison with exact values).

Overall, the average detection error at different levels of ambient noise for the fre-
quency of the first mode shape is less than 10%, while for the frequency of higher modes it
is less than 5%. These results indicate the promising efficiency of the proposed framework,
which utilizes only the response of the axles of the moving vehicle, in identifying the mode
shapes and natural frequencies of the bridge, even in the presence of ambient noise.

6. Conclusions

This paper contributes to indirect bridge health monitoring through the introduction
of an automated and comprehensive framework based on an inverse problem solution
approach and a novel moving-window time series model for response prediction. The
major findings and contributions of this research can be summarized as follows:

• Accurate modal characteristics’ identification: The proposed method demonstrates
accurate identification of the modal characteristics for the first three modes of bridges
within normal traffic speeds ranging from 20 to 70 km/h. This capability is crucial for
assessing the structural health and integrity of bridges.

• Novel use of cubic spline shape function and moving-window time series models:
The research introduces the use of a cubic spline shape function within the inverse
problem solution for predicting acceleration responses. Additionally, the application of
moving-window time series models to complete the predicted signals further enhances
the accuracy of the framework.

• Novel approach for mode shape identification: The framework utilizes predicted
displacement and acceleration responses to identify the first and higher mode shapes
of the bridge, respectively. This approach enhances the accuracy and robustness of
mode shape identification for lower and higher modes.

• Cost-effective solution: The method requires only one vehicle with a limited number
of axles, which significantly reduces the number of sensors compared with traditional
fixed sensor setups. This offers a cost-effective solution for bridge health monitoring
without compromising accuracy.

However, there are certain limitations that should be acknowledged:

• Influence of the number of moving axles: The accuracy of identification improves
with an increase in the number of axles passing over the bridge. However, there is no
significant effect on the identification of the first mode shape. This finding highlights
the need to optimize the number of axles (vehicles) used in bridge monitoring systems.

• Influence of vehicle speed on identification: Mode shape identification is more accurate
at lower speeds, while the accuracy of identifying natural frequencies decreases with
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higher vehicle speeds. Considering vehicle speed is important for designing effective
bridge monitoring strategies.

• Sensitivity to ambient noise: As expected, the presence of ambient noise reduces the
accuracy of mode shape identification, particularly for the higher modes. The accuracy
and robustness of the first identified natural frequency is generally higher in models
with fewer moving axles.

Further research and improvements can be pursued in the following areas:

• Enhancement of the response prediction models: exploring different models or tech-
niques to improve the accuracy of predicted responses can lead to more precise
identification of modal characteristics and better performance in the presence of noise.

• Multi-vehicle scenarios: investigating the applicability of the proposed method in
scenarios with multiple vehicles of varying speeds crossing the bridge can provide a
more comprehensive understanding of its capabilities and limitations.

• Experimental validation: conducting experimental investigations on real-life structures
will be crucial to validate the accuracy and effectiveness of the proposed framework
in practical applications.

In summary, while the proposed framework presents a promising approach for indirect
bridge health monitoring, further research is needed to address the limitations and to refine
the method for broader applicability and improved accuracy in real-world scenarios. These
advancements will contribute to the field of bridge health monitoring, ensuring the safety
and longevity of transportation infrastructure.
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Abstract: Changes in pig behavior are crucial information in the livestock breeding process, and
automatic pig behavior recognition is a vital method for improving pig welfare. However, most
methods for pig behavior recognition rely on human observation and deep learning. Human ob-
servation is often time-consuming and labor-intensive, while deep learning models with a large
number of parameters can result in slow training times and low efficiency. To address these issues,
this paper proposes a novel deep mutual learning enhanced two-stream pig behavior recognition
approach. The proposed model consists of two mutual learning networks, which include the red–
green–blue color model (RGB) and flow streams. Additionally, each branch contains two student
networks that learn collaboratively to effectively achieve robust and rich appearance or motion
features, ultimately leading to improved recognition performance of pig behaviors. Finally, the
results of RGB and flow branches are weighted and fused to further improve the performance of
pig behavior recognition. Experimental results demonstrate the effectiveness of the proposed model,
which achieves state-of-the-art recognition performance with an accuracy of 96.52%, surpassing other
models by 2.71%.

Keywords: pig breeding; behavior recognition; computer vision; two stream mutual learning;
animal welfare

1. Introduction

Behavior changes play a crucial role in the pig breeding process. Accurately monitoring
and understanding pig behavior is essential for improving pig welfare [1], predicting their
health status, and facilitating the development of intelligent farming. To achieve promising
pig behavior recognition performance, numerous researchers have conducted extensive
studies. These studies can be broadly classified into two categories: sensor-based and
computer vision-based approaches.

The first group of techniques relies on sensor-based monitoring of pig behavior. Several
researchers have designed automatic monitoring systems that use sensors, such as infrared-
sensitive cameras for real-time monitoring of pig activities [2] and behavior measurement.
Other methods employ high-frequency radiofrequency identification (HF RFID) systems
for monitoring individual drinking behavior [3] or pressure pads to track lame behavior in
pigs [4]. However, these techniques involve physical contact with the pigs that can lead to
stress and inaccurate measurements.

The second group of methods is based on computer vision. For instance, Zhang et al. [5]
proposed a two-stream convolutional neural network for pig behavior recognition, where
the feature extraction network is either a residual network (ResNet) or an inception network.

Zhuang et al. [6] developed a pig feeding and drinking behavior recognition model
based on three models: VGG19, Xception, and MobileNetV2. They also designed two
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Sensors 2023, 23, 5092

systems to monitor pig behaviors. Their final results demonstrated that the MobileNetV2-
trained model had a significant advantage in pig behavior recognition, with a recall rate
above 97%.

Wang et al. [7] implemented an improved HRNet-based method for joint point detec-
tion in pigs. By employing CenterNet to determine the posture of pigs (whether they are
lying or standing), and then implementing the HRST approach for joint point detection in
standing pigs, they achieved an average detection accuracy of 77.4%.

Luo et al. [8] proposed a channel-based attention model for real-time detection of pig
posture. They compared their model with other popular network models, such as ResNet50,
DarkNet53, and MobileNetV3, and showed that their proposed model outperformed the
other models in terms of accuracy. They proved that the channel-based attention model is a
promising approach for real-time pig posture detection [9].

Zhang et al. [10] presented an SBDA-DL, which is a deep learning-based real-time
behavior-detection algorithm for sows. They designed it to detect three typical behaviors
of sows: drinking, urinating, and sitting. The algorithm utilizes a combination of convolu-
tional neural networks (CNN) and recurrent neural networks (RNN), along with a transfer
learning approach, to achieve a high level of accuracy in behavior detection.

The experimental results showed that the average detection accuracy, measured by
mean average precision (mAP), reached 93.4%, indicating the effectiveness of the proposed
approach. The SBDA-DL algorithm provides a non-invasive method for monitoring sow
behavior, which can reduce labor costs and enhance animal welfare in pig farming.

Li et al. [11] proposed a multi-behavioral spatio-temporal network model for pigs.
By comparing it with a single-stream 3D convolutional model, the proposed model achieved
a top-one accuracy of 97.63% on the test set. This multi-behavioral spatio-temporal network
model provides a new approach for recognizing pig behaviors [12]. It has the potential to
improve the efficiency of pig farming and to ensure animal welfare [13].

In summary, sensor-based methods are vulnerable to collision damage, resulting
in inaccurate recognition and causing stress to the pigs both mentally and physically.
Meanwhile, although deep-learning-based methods have achieved successful recognition
results, their large parameter sizes lead to lengthy training and testing times, limiting their
practical deployment on low-memory and low-capacity devices.

To overcome these challenges, we propose a novel two-stream mutual-learning (TSML)
model for pig behavior recognition, aiming at improving the efficiency of pig farming and
ensuring animal welfare. In comparison to other methods, TSML is more accurate and
efficient in recognizing pig behavior. Our method is characterized by the cooperation
between the RGB and flow streams that enables it to extract both appearance and temporal
information efficiently. It also allows the model to extract critical feature information while
avoiding irrelevant interference. Moreover, the mutual learning strategy improves the
accuracy of behavior recognition by enabling the two student networks in each stream to
learn collaboratively, gaining more robust and richer features in a shorter time. Compared
with other methods that use either single-stream convolutional networks or multi-stream
networks, our proposed model outperforms them in terms of accuracy, while being more
efficient with a smaller number of parameters. This makes it more feasible to deploy on
low-memory and low-capacity devices. Additionally, our unique dataset of pig behavior
videos allows for more precise and reliable behavior detection and analysis, making our
method practical for use in pig farming applications. Overall, our proposed two-stream
mutual-learning method offers significant improvements over existing methods in terms of
accuracy and efficiency while being practical for real-world applications.

The impact of our research on pig breeding is significant. Efficient monitoring of pig
behavior is essential for improving pig welfare and for increasing the economic benefits
of pig farms. Accurately monitoring and understanding pig behavior also allows for the
prediction of their health status and facilitates the development of intelligent farming.
The proposed TSML model offers a non-invasive and efficient method for monitoring pig
behavior. In addition, by utilizing our unique dataset of pig behavior videos, future pig
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farming can be modernized with more precise and reliable behavior detection and analysis.
Overall, our proposed method and dataset could significantly impact the pig breeding
industry and enhance animal welfare.

Overall, the contributions of this paper can be summarised below:

• We established a novel dataset of pig behavior recognition dataset, which contains six
categories. To provide a comprehensive understanding of pig behavior recognition, we
have included six categories in our dataset, with each category consisting of roughly
600 videos. Each video varies in length from 5 to 10 s, providing sufficient footage
to detect and analyze behavior patterns in pigs. These videos were collected over
a period of one month utilizing six Hikvision cameras capturing over 85 pigs on a
farm. All of the factors mentioned above have contributed to the creation of a unique
and diverse dataset, collected on this farm, that exhibits better diversity in terms
of illumination, angles, and other variables. This approach ensures that the dataset
accurately represents the various scenarios and environments in which pigs behave,
thereby resulting in more precise and reliable behavior detection and analysis.

• We first propose a novel pig behavior recognition method based on a two-stream
mutual-learning framework. This model can efficiently extract more robust and richer
features via mutual learning in RGB and flow paths separately and will extract both
appearance and temporal information. Simultaneously, the decisions of the RGB and
flow branches can be merged to gain improved pig behavior recognition performance.
Specifically, our model achieves the best performance for pig behavior recognition
task, with about a 2.71% improvement in the existing model.

• Several experiments were conducted to validate the superiority of the proposed
model. The experiments included evaluating the performance of the proposed models,
evaluating the behavior recognition performance of different models with or without
mutual learning, evaluating the performance of the proposed model based on two
identical networks, and evaluating the performance of the proposed model based on
two different networks.

The rest of this paper can be organized as follows: Section 2 provides a detailed de-
scription of the methods and dataset used in the study. Section 3 presents the experimental
results and analysis. In Section 4, we discuss the findings of our research. Finally, we
conclude the paper in Section 5.

2. Materials and Methods

2.1. Datasets

The video data were collected from a pig farm located in Xiangfen County Agricul-
tural Green Park Agricultural Company Limited, Linfen City, Shanxi Province. The farm
encompasses 20 pig barns, each of which contains drinking water and feeding equipment
as shown in Figure 1. For this study, six barns were selected, housing a total of 85 three-
yuan fattening pigs. To ensure effective data collection, one camera was installed on each
of the six barns at a height of approximately 3 m from the ground. The cameras were
angled at 45 degrees diagonally toward the aisle and recorded videos at 25 fps with a
resolution of 1920 × 1080 pixels. The specific camera utilized in this research was Hikvision
DS-2DE3Q120MY-T/GLSE, and the whole data collection process lasted for 45 consecutive
days, from 12 August 2022 to 25 September 2022.

The final pig behavioral recognition dataset contains six categories, including fighting,
drinking, eating [14], investigating, lying, and walking (as shown in Figure 2). Specifically,
each category consists of approximately 600 videos, each lasting between 5 and 8 s. In total,
the dataset contained 3606 videos, of which 80% (2886 samples) were utilized for training,
and 20% (720 samples) were employed for testing. Further, the detailed distribution of the
collected videos of different behavioral categories is shown in Table 1.
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Table 1. Number of videos of different pig behaviours.

Behavior Number

Fighting 605
Drinking 597

Eating 607
Investigating 602

Lying 601
Walking 594

Total 3606

Figure 1. Environment of the pig farm.

Figure 2. Sample of pig behavioural recognition dataset.
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2.2. Problem Definition

This paper presents a novel TSML approach for pig behavior recognition. The model
comprises two branches, spatial and temporal, each of which contains two student networks
that perform mutual learning. The spatial branch extracts appearance features from still
image frames while the temporal branch focuses on the optical flow motion in the video
frames. The results of the two branches are subsequently weighted and fused to yield
the final recognition result for pig behavior. The two-stream strategy employed in this
approach effectively captures the complementary nature of the appearance and motion
information underlying the video [15], while the mutual learning design further enhances
the efficiency and accuracy of the model in recognizing pig behavior [16].

The framework of the proposed TSML is presented in Figure 3. The input to the
framework are M videos V = {vi}M

i=1 from C classes, with the corresponding video
behavior label set denoted as Y = {yi}M

i=1, where yi ∈ {1, 2, . . . , C}.
The probability, pc

s1(xs
i ), of the RGB image xs

i from the ith video vi belonging to class c
in the first student network of the spatial stream can be calculated as follows:

pc
s1(xs

i ) =
exp(Sc

s1(xs
i ))

∑C
c=1 exp(Sc

s1(xs
i ))

(1)

Here, Sc
s1(xs

i ) represents the logit output of the softmax layer from the first student
network in the spatial stream for input xs

i .
The probability, pc

s2(xs
i ), of the RGB image xs

i from the ith video vi belonging to class c
in the second student network of the spatial stream can be written as follows:

pc
s2(xs

i ) =
exp(Sc

s2(xs
i ))

∑C
c=1 exp(Sc

s2(xs
i ))

(2)

Similarly, Sc
s2(xs

i ) represents the logit output of the softmax layer from the second
student network in the spatial stream for input xs

i .
The probability, pc

t1(xt
i ), of flow image xt

i corresponding to the RGB image xs
i from the

ith video vi belonging to class c in the first student network of the temporal stream can be
described as follows:

pc
t1(xt

i ) =
exp(Sc

t1(xt
i ))

∑C
c=1 exp(Sc

t1(xt
i ))

(3)

On the other hand, Sc
t1(xt

i ) denotes the logit output of the softmax layer from the first
student network in the flow stream for input xt

i .
The probability, pc

t2(xt
i ), of flow image xt

i corresponding to the RGB image xs
i from the

ith video vi belonging to class c in the second student network of the temporal stream can
be calculated as follows:

pc
t2(xt

i ) =
exp(Sc

t2(xt
i ))

∑C
c=1 exp(Sc

t2(xt
i ))

(4)

Similarly, Sc
t2(xt

i ) represents the logit output of the softmax layer from the second
student network in the flow stream for input xt

i .
The loss functions for the spatial and temporal two branches in the TSML can be

defined as:

Ls = (1 − α)× Ls1 + α × Ls2

Lt = (1 − α)× Lt1 + α × Lt2
(5)

Here, Ls and Lt represent the loss of the spatial stream and the temporal stream,
respectively. The hyperparameter α controls the balance between these two loss terms. Fur-
thermore, Ls1 and Ls2 denote the losses for the two student networks in the spatial stream,
while Lt1 and Lt2 denote the losses for the two student networks in the temporal stream.
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The formulations for Ls1 and Lt1 are as follows:

Ls1 = Lc_s1 + DKL(ps1||ps2)

Lt1 = Lc_t1 + DKL(pt1||pt2)
(6)

Here, Lc_s1 and Lc_t1 represent the cross-entropy loss that measures the difference
between the predicted value and the actual value. DKL(ps1||ps2) represents the Kullback–
Leibler (KL) divergence between the probability distributions ps1 and ps2. Lc_s1 and Lc_t1
can be calculated using the following equation:

Lc_s1 = −
M

∑
i=1

C

∑
c=1

yc
i log(pc

s1(xr
i ))

Lc_t1 = −
M

∑
i=1

C

∑
c=1

yc
i log(pc

t1(xt
i ))

(7)

Among them, yc
i is an indicator, if yi = c, yc

i = 1; and if yi �= c, yc
i = 0.

In the spatial stream, to enhance the generalization capacity of the first student network
on testing samples, another peer network is employed to provide training experience via
its posterior probability p2. The KL divergence is used to quantify the matching degree
between the predictions p1 and p2. DKL(ps2||ps1) indicates the KL distance from ps1 to ps2
and can be calculated using the following formula:

DKL(ps2||ps1) =
M

∑
i=1

C

∑
c=1

pc
s2(xr

i )log
pc

s2(xr
i )

pc
s1(xr

i )
(8)

Here, ps1 and ps2 represent the predicted probability distributions from the first and
second student networks, respectively, in the spatial stream.

In the temporal stream, DKL(pt2||pt1) indicates the KL distance from pt1 to pt2 and
shares a similar meaning with DKL(ps2||ps1) in the spatial stream.

Moreover, the meanings of Ls2 and Lt2 are similar to those of Ls1 and Lt1.

Figure 3. The structure diagram of the two-stream network model based on the idea of mutual learning.

2.3. The Implementation Details

The software and hardware system settings used in this paper are presented in Table 2.
For fair comparison, we optimized all experimental models with a gradient descent algo-
rithm using a momentum of 0.9, a batch size of 16, a learning rate of 0.001, and an Alpha
value of 0.5, and we trained them for 500 epochs.
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Table 2. Experimental environment configuration information.

Categories Type or Version

Operating system Ubuntu 18.04.5 LTS 64-bite
CPU Intel Core i7-7800X @ 3.5 GHz*12
GPU NVIDIA TITAN Xp

Memory 128 GB
Hard Disk 4TB SSD*3

Python 3.6.9
Pytorch 1.2.0
CUDA 11.2

CUDNN 10.0.130

2.4. Evaluation Criteria

In order to compare the performance of different models, several evaluation criteria
were used, including accuracy, parameters, FLOPs (floating point operations per second),
and loss. The accuracy reflects how well the model performs, while the number of param-
eters indicates the efficiency of the model—a smaller number of parameters is generally
better. The FLOPs metric also indicates efficiency—again, a smaller number is better. It
specifies the number of floating point operations required per second. All experiments
were conducted on TITANX GPUs.

3. Experimental Results and Analysis

In this section, we will provide a detailed report on the experimental results and
analysis. The overall experiment consists of several design parts, including evaluating
the superiority of the proposed model, evaluating the efficiency of two stream mutual
learning based on two identical networks, and evaluating the efficiency of two-stream
mutual learning based on two different networks.

3.1. Evaluating the Superiority of the Proposed Model

To validate the superiority of the proposed TSML, several models were utilized for
comparison, including ResNet18, ResNet34, ResNet50, Vgg16 [17] and MobileNetv2 [18].
The results are shown in Table 3.

Table 3. Comparison of different network models for pig behaviour recognition.

Model Accuracy (%)

ResNet18 92.35
ResNet50 95.69

MobileNetv2 94.45
Vgg16 94.44
Ours 96.52

Table 3 shows that the proposed model outperforms other common models in pig
behavior recognition. Specifically, the proposed model achieves 96.52% accuracy, which is
4.51%, 0.87%, 2.19%, 2.18% better than the accuracy rates of ResNet18 [19], ResNet50 [19],
MobileNetV2, VGG16, respectively. These results demonstrate the superiority of the
proposed model.

Furthermore, to provide readers with a more intuitive understanding of the superiority
of TSML in pig behavior recognition, we report the accuracies and losses of different
comparison models under different epochs in Figure 4. Here, Figure 4a shows the accuracy
of different models under different epochs, while Figure 4b shows the loss of different
models under different epochs.

The results in Figure 4 demonstrate that the accuracy and loss of TSML exceed those
of other models, which further validates the effectiveness of the proposed TSML.
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The outstanding performance of the TSML model can be attributed to its ability to
effectively capture richer appearance and motion features [20], resulting in improved
accuracy in pig behavior recognition tasks [21].

Figure 4. Comparison accuracies and losses of different models under different epochs for pig
behavior recognition. (a) Accuracy for different models under different epochs. (b) indicates the Loss
of different models under different epochs.

3.2. Evaluating the Efficiency of the Two-Stream Network in Pig Behavior Recognition

To validate the effectiveness of the two-stream network setting in the pig behavior [22]
recognition framework, we compared the single RGB stream, single flow stream, and the
fusion of two streams for several models [23], including ResNet18, ResNet34, ResNet50,
Vgg16, MobileNetv2. The results of the comparison are displayed in Table 4.

Table 4. Comparison of pig behavior recognition accuracy based on two mutual learning models of
the same network.

Model Flow (%) RGB (%) Two-Stream Fusion (%)

ResNet18 61.47 91.24 92.35
ResNet50 86.37 93.18 95.69

MobileNetv2 86.23 93.88 94.45
Vgg16 83.31 94.02 94.44

Table 4 clearly demonstrates that the two-stream network setting consistently outper-
forms the single RGB and the flow networks by a significant margin.

To be more specific, the two-stream version of the ResNet18 model achieved an
accuracy of 92.35%, which is 1.22% and 50.23% higher than its corresponding RGB and flow
versions, respectively. The two-stream version of the ResNet50 model achieved an accuracy
of 95.69%, which is 2.70% and 10.79% better than its corresponding RGB and flow versions,
respectively. The two-stream version of the MobileNetv2 model achieved an accuracy of
94.45%, which is 0.60% and 9.52% better than its corresponding RGB and flow streams.
The two-stream version of the Vgg16 model achieved an accuracy of 94.44%, which is 0.45%
and 13.36% better than its corresponding RGB and flow versions, respectively.

Furthermore, to provide readers with a more intuitive understanding of the two-
stream network, we include Figure 5. These figures illustrate the accuracies and losses of
the RGB, flow, and two stream settings of different basic models at various epochs. Here,
of Figure 5a denotes the comparison results based on ResNet18; Figure 5b indicates the
comparison results based on ResNet50; Figure 5c represents the comparison results based
on MobileNetv2; Figure 5d is the comparison results based on Vgg16.

122



Sensors 2023, 23, 5092

Figure 5. Comparison accuracies of RGB stream, flow stream and fusion of two streams based on
different basic networks. (a) Comparison results based on ResNet18. (b) Comparison results based on
ResNet50. (c) Comparison results based on MobileNetv2. (d) Comparison results based on Vgg16.

As depicted in Figure 5, the fusion of RGB and flow into two streams consistently
achieved better results compared to using the RGB or flow streams alone. These results
clearly demonstrate the superiority of the two-stream settings in the pig behavior recogni-
tion task. The use of both streams provides complementary information, allowing for more
accurate and robust recognition of pig behaviors [24]. The fusion of multiple modalities
has been a popular trend in many computer vision tasks, and our results provide evidence
supporting this trend in the field of pig behavior recognition.

The results of these comparisons provide evidence of the superiority of the two-stream
network in the pig behavior recognition task. The reason for this is that the two-stream
network is capable of capturing both the appearance and motion information in the video,
so that effective spatiotemporal features can be extracted, ultimately facilitating improved
performance in pig behavior recognition. The RGB stream is capable of capturing ap-
pearance features such as color and texture, while the flow stream focuses on motion
features such as the intensity and direction of movement. By combining both streams, our
proposed two-stream network can effectively capture the complex spatiotemporal informa-
tion for more precise and reliable recognition of pig behavior. Compared with traditional
single-stream convolutional networks [25], using two streams allows for more efficient
extraction of information. This approach reduces noise and irrelevant information while
improving the accuracy of the recognition process. As a result, our proposed two-stream
network provides a practical and viable approach for reliable pig behavior recognition in
real-world applications.

In summary, the two-stream network is considered superior for pig behavior recogni-
tion tasks due to its ability to capture both appearance and motion information effectively.
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By processing this information jointly, our TSML model can generate more robust and
accurate feature representation, making it a promising choice for pig behavior recognition.

3.3. Evaluating the Efficiency of TSML Based on Two Identical Networks

In this section, we evaluate the performance of our proposed TSML approach based
on two identical student networks. Specifically, TSML utilized different backbone architec-
tures, including ResNet18, ResNet50, MobileNetV2, to validate the generalization of the
proposed approach. To simplify the explanation, we refer to these models as Res18, Res50,
and Mobilev2, respectively. The comparison results are shown in Table 5. Among Table 5,
SigRes18 refers to the RGB and flow two-stream networks that comprise a single Res18
network. MulRes18(Res18) indicates that both the RGB and flow networks consist of two
student networks that perform mutual learning, with each branch of the student network
based on the Res18 architecture. Other single models (SigRes50 and SigMobv2) and other
mutual models (MulRes18, MulRes50 and MulMobv2) share similar meanings with those
of Sig18 and MulRes18 (Res18). Furthermore, MulRes18(18)-i, denotes the index of two
mutual-learning [26] models.

Table 5. Comparison of pig behavior recognition accuracy based on two mutual-learning models of
the same network.

Model Flow (%) RGB (%) Two-Stream Fusion (%)

SigRes18 61.47 91.24 92.35
MulRes18(Res18)-1 66.20 93.60 94.44
MulRes18(Res18)-2 66.62 94.02 94.58

SigRes50 86.37 93.18 95.69
MulRes50(Res50)-1 87.67 95.97 96.52
MulRes50(Res50)-2 87.26 95.41 96.24

SigMobv2 86.23 93.88 94.45
MulMobv2(Mobilev2)-1 87.02 93.32 94.71
MulMobv2(Mobilev2)-2 87.07 92.49 94.58

Table 5 illustrates that the TSML with two identical networks achieves significantly
and consistently superior performance than those of the single network. Specifically,
MulRes18(Res18)-1/MulRes18(Res18)-2 obtain 2.26%/2.41% better accuracy than that of
sigRes18; MulRes50(Res50)-1/MulRes50(Res50)-2 obtain 0.86%/0.57% better accuracy
than that of sigRes50; and MulMobv2(Mobilev2)-1/MulMobilev2(Mobilev2)-2 obtain
0.29%/0.15% better accuracy than that of SigMobilev2. These results validate the su-
periority of the TSML approach, which is based on two identical student networks for both
the RGB and optical flow branches.

Additionally, in order to provide readers with a more intuitive understanding and
visualization of the superiority of TSML based on two identical networks, we include
Figures 6 and 7 that show the accuracies and losses of the different comparison models
with and without mutual learning at various epochs.

Specifically, (a1)/(a2)/(a3) of Figure 6 represent the accuracy of the RGB/flow/fusion
stream on the SigRes18 and MulRes18(Res18) models under different epochs; (b1)/(b2)/(b3)
of Figure 6 present the accuracy of the RGB/flow/fusion stream on the SigRes50 and
MulRes50(Res50) models under different epochs.

Furthermore, (a1)/(a2) of Figure 7 represent the loss of the RGB/flow/fusion stream
on the SigRes18 and MulRes18(Res18) models under different epochs; (b1)/(b2) of Figure 7
present the Loss of the RGB/flow/fusion stream on the SigRes50 and MulRes50(Res50)
models under different epochs. These figures provide useful insights into the performance
of each stream on different backbone networks and how they evolve over time.
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Figure 6. Comparison between accurate values of pig behaviour recognition based on mutual
learning models of the two same networks. (a1–a3) represents the accuracy of the RGB/flow/fusion
stream on the SigRes18 and MulRes18(Res18) models under different epochs. (b1–b3) presents
the accuracy of the RGB/flow/fusion stream on the SigRes50 and MulRes50(Res50) models under
different epochs. (c1–c3) denotes the accuracy of the RGB/flow/fusion stream on the SigMobilev2
and MulMobilev2(Mobilev2) models under different epochs.

Figures 6 and 7 demonstrate that the accuracy and the loss of MulRes18(Res18) and
MulMobilev2(Mobilev2) outperform that of SigRes18 and SigMobilev2, which validates
the effectiveness of the TSML based on two identical student networks.

The reason why the TSML model based on two identical student networks achieves
better performance is as follows. Although the two student networks in the TSML model
have the same network structure, their initial parameter values differ, resulting in the
acquisition of different knowledge. Therefore, during the training process, they can obtain
diverse knowledge and experience from each other, leading to the model producing better
and more efficient behavior recognition performance.

3.4. Evaluating the Efficiency of TSML Based on Two Different Networks

In this section, we evaluate the performance of the proposed TSML approach using
two different student networks.TSML utilized different backbone architectures, includ-
ing ResNet18, ResNet34, and ResNet50. For ease of reference, we will refer to these
models as Res18, Res34, Res50, and Mobilev2. The comparison results are shown in
Table 6. In Table 6, the SigRes18 model refers to both the RGB and optical flow streams
of TSML comprising a single Res18 network. Other single models share similar mean-
ings as SigRes18. MulRes18(Res34) and MulRes34(Res18) indicate the two different
mutual-learning student networks in the two streams of TSML that share the same struc-
ture with that of ResNet18 and ResNet34. Other mutual-learning models, such as Mul-
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Res18(Res50)/MulRes50(Res18) and MulRes34(Res50)/MulRes50(Res34), share similar
meanings as MulRes18(Res34)/MulRes34(Res18).

Figure 7. Comparison of loss values for pig behaviour recognition in mutual-learning models
based on the two same networks. (a1,a2) represents the loss of the RGB/flow/fusion stream
on the SigRes18 and MulRes18(Res18) models under different epochs. (b1,b2) presents the Loss
of the RGB/flow/fusion stream on the SigRes50 and MulRes50(Res50) models under different
epochs. (c1,c2) denotes the Loss of the RGB/flow/fusion stream on the SigMobilev2 and MulMo-
bilev2(Mobilev2) models under different epochs.

Table 6 demonstrates that TSML with two different networks consistently achieves
significantly superior performance compared to the corresponding single networks. Specif-
ically, MulRes18(Res34)/MulRes34(Res18) achieve 2.41%/1.61% better accuracy than Si-
gRes18/SigRes34; MulRes18(Res50)/MulRes50(Res18) demonstrate 2.71%/0.52% supe-
rior accuracy than SigRes18/SigRes34; and MulRes34(Res50)/MulRes50(Res34) achieve
1.77%/0.72% better accuracy than SigRes18/SigRes34. These results highlight the superior-
ity of the TSML approach that employs two different student networks for both the RGB
and optical flow branches.
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In some cases, smaller student networks with mutual learning can outperform larger
single neural networks.

Table 6. Comparison of the accuracy of pig behaviour recognition based on mutual-learning models
of two different networks, ResNet18 and ResNet34.

Model Flow (%) RGB (%) Two-Stream Fusion (%)

SigRes18 61.47 91.24 92.35
SigRes34 65.23 93.74 94.16

MulRes18(Res34) 64.67 94.44 94.58
MulRes34(Res18) 67.87 94.99 95.68

SigRes18 61.47 91.24 92.35
SigRes50 86.37 93.18 95.69

MulRes18(Res50) 71.22 94.71 94.85
MulRes50(Res18) 87.36 95.55 96.19

SigRes34 65.23 93.74 94.16
SigRes50 86.37 93.18 95.69

MulRes34(Res50) 72.34 95.55 95.83
MulRes50(Res34) 88.63 95.69 96.38

The above experimental results indicate that the TSML model based on different stu-
dent networks has superiority. This is attributed to the fact that in this model, two student
networks have different network structures and initial parameter values, resulting in differ-
ent knowledge. Consequently, their collaborative learning allows them to obtain different
knowledge and experience from their peers, thereby achieving superior performance.

4. Discussions

The proposed TSML approach leverages both the mutual-learning and two-stream
network strategies to gather enhanced appearance and motion information underlying
video in an interactive manner. The cooperation between the RGB and flow streams
enables the TSML to achieve promising accuracy and efficiency. The mutual-learning
strategy allows the two student networks in each stream to learn collaboratively, gaining
more robust and richer features in a shorter time, which further enhances the accuracy of
pig behavior recognition. Our approach not only improves the accuracy of pig behavior
recognition, but it also enhances the efficiency of the recognition process. To validate
the superiority of TSML, several experiments were designed and conducted, including
evaluation of the superiority of the TSML model and evaluation of the TSML model based
on two of the same or different student networks.

The experiments demonstrated that our proposed TSML model outperforms other
models for pig behavior recognition, achieving an improvement of about 2.71% in accuracy.
Specifically, the TSML model achieved 96.52% accuracy, which is 4.51%, 0.87%, 2.19%,
2.18% better than those of ResNet18, ResNet50, MobileNetV2, and Vgg16, respectively.
To sum up, the experimental results demonstrate that our TSML model outperforms the
competition in terms of accuracy when applied to the pig behavior recognition task.

The outstanding performance of the TSML model can be attributed to its ability
to effectively capture richer appearance and motion features. By leveraging the two-
stream mutual-learning framework, the model can efficiently extract both appearance
and temporal information, leading to enhanced feature representation and improved
accuracy in pig behavior recognition tasks. The RGB stream captures appearance features
such as color and texture, while the flow stream captures motion features such as the
intensity and direction of movement. By combining both streams and by collaboratively
learning between them, our TSML model is better able to capture the complex visual
cues that are critical for pig behavior recognition. In contrast to other approaches, our
TSML model is specifically designed to balance the performance and efficiency trade-off
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in pig behavior recognition tasks. By utilizing mutual-learning and two-stream network
strategies, the model can capture more robust features with fewer parameters, making
it more practical for real-world applications. This approach provides a comprehensive
understanding of pig behavior and further insights on the creation of a robust deep network
that can be applied to various tasks.

Furthermore, our experimental results demonstrate that the TSML model with two
different or same networks in both the RGB and flow streams consistently achieves sig-
nificantly superior performance compared to their corresponding single network. This
improvement can be attributed to several factors. Firstly, by using two student networks
with unique initial parameter values or network structures, the TSML model can gain
different knowledge and acquire a more comprehensive understanding of the appearance
or flow of information in the videos. This approach allows the networks to learn from each
other, leading to a more robust and comprehensive feature representation that enhances
the accuracy of pig behavior recognition. Additionally, the collaborative learning of the
student networks allows them to acquire different knowledge and experience from their
peers. This approach enhances their ability to recognize pig behavior more accurately
and efficiently. By combining these mechanisms, our proposed model achieves a high
level of performance in pig behavior recognition. In summary, our experimental results
suggest that using multiple student networks within the TSML model can significantly
improve pig behavior recognition accuracy and efficiency. The benefit of mutual learning
and information fusion between different networks provides a substantial gain that can be
performance-driven in various domains.

However, one potential disadvantage of our TSML model is that it requires a larger
amount of training data to achieve optimal performance. Nonetheless, given the significant
improvement in accuracy, this method is considered suitable for practical applications in
pig farming.

To further improve the accuracy and efficiency of the model, future work could
explore the use of other advanced machine learning techniques such as reinforcement
learning, transfer learning, and attention mechanisms. Additionally, future studies could
apply our proposed approach to other domains such as wildlife conservation for animal
behavior recognition.

5. Conclusions

This paper proposes a novel approach for pig behavior recognition, named TSML,
which combines mutual learning with two stream neural networks that separately learn
both appearance and motion information from videos. The mutual-learning strategy
ensures that the basic student neural networks in the model update parameters collabora-
tively and gain information from each other throughout the training process. Furthermore,
the two-stream network collects both appearance and motion information via its RGB
and flow branches. Leveraging mutual learning and the two-stream network, the TSML
model achieves excellent pig behavior recognition performance with higher efficiency and
effectiveness. The experimental results show that the TSML model can greatly improve
pig behavior recognition performance, delivering 2.71% higher accuracy in comparison to
other models.

In terms of future work, we will explore the application of the proposed model to
behavior recognition tasks for other livestock such as cattle and sheep. Additionally, we
will continue to investigate more efficient and effective network structures to enhance
the accuracy and efficiency of pig behavior recognition. Lastly, we will explore effective
methods for identifying complex group pig behaviors.
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Abstract: Tremor is a movement disorder that significantly impacts an individual’s physical stability
and quality of life, and conventional medication or surgery often falls short in providing a cure.
Rehabilitation training is, therefore, used as an auxiliary method to mitigate the exacerbation of
individual tremors. Video-based rehabilitation training is a form of therapy that allows patients
to exercise at home, reducing pressure on rehabilitation institutions’ resources. However, it has
limitations in directly guiding and monitoring patients’ rehabilitation, leading to an ineffective
training effect. This study proposes a low-cost rehabilitation training system that utilizes optical
see-through augmented reality (AR) technology to enable tremor patients to conduct rehabilitation
training at home. The system provides one-on-one demonstration, posture guidance, and training
progress monitoring to achieve an optimal training effect. To assess the system’s effectiveness,
we conducted experiments comparing the movement magnitudes of individuals with tremors in
the proposed AR environment and video environment, while also comparing them with standard
demonstrators. Participants wore a tremor simulation device during uncontrollable limb tremors,
with tremor frequency and amplitude calibrated to typical tremor standards. The results showed that
participants’ limb movement magnitudes in the AR environment were significantly higher than those
in the video environment, approaching the movement magnitudes of the standard demonstrators.
Hence, it can be inferred that individuals receiving tremor rehabilitation in the AR environment
experience better movement quality than those in the video environment. Furthermore, participant
experience surveys revealed that the AR environment not only provided a sense of comfort, relaxation,
and enjoyment but also effectively guided them throughout the rehabilitation process.

Keywords: optical see-through augmented reality; rehabilitation; tremor; yapa-PBGA; movement sensing

1. Introduction

A tremor is a type of involuntary muscle contraction that results in shaking or trem-
bling. It is a common symptom of movement disorders that affects a large number of
people [1]. There are various types of tremors, but the most prevalent ones are essential
tremors (ET) and Parkinson’s tremors (PT). ET affects 0.9% of the population, whereas PT
is estimated to affect 0.3% of individuals under the age of 60, increasing to 1% in those over
60 years old [2]. ET is characterized by rhythmic body movements that have a frequency
of 4–7 Hz [3]. On the other hand, PT typically affects non-active body parts and tends to
worsen when the limbs are straightened and placed in a resting position [4].

Tremors can significantly impact an individual’s quality of life by affecting their ability
to perform everyday activities such as eating, writing, and using a phone. These challenges
can lead to feelings of frustration and a loss of independence. Therefore, it is crucial to
invest in research and technological support to develop effective treatments, Rehabilitation,
and support technologies that can alleviate the effects of tremors.
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Pharmacotherapy has long been the conventional approach for managing tremors
in patients with ET and PT, but its effectiveness is often hindered by various factors,
including drug-drug interactions, intolerable side effects, and inadequate therapeutic
response. For example, dopaminergic drugs, which are commonly prescribed for PT,
only alleviate tremors in about half of the patients [5]. Similarly, anticonvulsants such
as gabapentin and paracetamol, as well as beta-blockers and benzodiazepines, which
are often used for ET, have limited success rates, particularly for moderate to severe
cases [6–8]. Surgical interventions, such as deep brain stimulation, thalamotomy with
radiofrequency, radiosurgery, and focused ultrasound, have shown limited long-term
efficacy, which makes them a less popular option among patients [9]. Furthermore, many
individuals with mild tremors view medications as detrimental to their health, which
leads them to abandon treatment, while those with mild to moderate tremors are generally
hesitant to undergo surgery. For patients with severe and advanced tremors, surgery is
often not a viable option due to the risks and complications associated with the procedure.
Therefore, non-pharmacological interventions, such as regular exercise, must be considered
as an alternative treatment approach.

Rehabilitation is an important adjunct to clinical medical treatment for tremors,
particularly in patients with mild to moderate disease who are reluctant to undergo
surgery and can benefit from physical therapy programs. Various approaches have been
studied, including flexibility and strength training. Sajjad Farashi et al. [10] conducted a
meta-analysis of a large body of literature and found that exercise significantly reduced
tremor in patients with Parkinson’s disease, with hand exercises showing promise for
reducing distal limb tremors. Strength training involves applying resistance to the
limbs of patients with tremors to stimulate neural control of muscles, and studies by
G. Sequeira et al. [11], J. Kavanagh et al. [12], and M. Bilodeau et al. [13] have shown
that a generalized upper limb strength program has the potential to improve stability
and flexibility in patients with PT or ET. However, these studies also found that patients
may experience fatigue during training and that functional capacity does not always
improve after training [13]. Flexibility training is another useful method for improving
execution and control in patients with tremors and gradually enhancing their self-
confidence. Mona Kadkhodaie et al. used eccentric-based rehabilitation training and
found a significant reduction in the amplitude of resting tremor after exercise in the
intervention group, although the study had limitations in terms of assessing tremor
fluctuation [14]. N.E. Vance et al. [15] used yoga to rehabilitate patients with primary
tremor and demonstrated improvement in tremor assessment scales after an eight-week
intervention. W. Chung et al. [16] provided behavioral relaxation training to ET and
PT patients and found that regular relaxation training can reduce the effects of tremor,
but noted the limitations of general rehabilitation training due to a lack of long-term
follow-up. H. Rajalin [17] found that home rehabilitation training can improve not only
the physical function of patients with Parkinson’s disease but also their activities of daily
living, but noted the lack of interventions available for use at home by patients with PT.
Overall, rehabilitation has the potential to improve the quality of life of patients with
tremors, but further research is needed to develop effective and accessible interventions
for all types of patients. In order to promote daily rehabilitation for Parkinson’s patients
and reduce the pressure on rehabilitation institutions, Xiangya Hospital in China has
developed a video exercise program called Yapa-PBGA (Yapa Parkinson balance and gait
aerobics). This exercise program increases muscle control, improves gait and balance
disorders, and upper limb flexibility in Parkinson’s patients [18]. It is cost-effective and
convenient for patients to perform daily rehabilitation at home. However, its limitations
are that this video format cannot provide direct rehabilitation training guidance and
monitoring to patients, especially considering the uncontrollable situation of Parkinson’s
patients. It is difficult to achieve the ideal training effect through this training method.

Virtual reality or augmented reality technology can overcome the limitations of video-
based rehabilitation training methods by providing interactive visuals and personalized
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guidance, thus increasing patient engagement and motivation during the rehabilitation
process. Hueso et al. [19] developed a virtual reality remote assistance system that allows
therapists to create customized treatment plans and automatically record the patient’s
movement. However, the system lacks flexibility and is not suitable for developing tremor
rehabilitation training. J. Cornacchioli [20] studied the use of the Oculus Rift grip as a
tool to detect Parkinson’s symptoms by measuring involuntary hand movements. The
study tested the effectiveness of Parkinson’s symptoms and concluded that the accuracy
of Oculus Rift was sufficient for measurement needs but did not develop the technology
for tremor rehabilitation training. G.C. Burdea et al. [21] reviewed the advantages and
disadvantages of virtual reality rehabilitation applications and summarized the benefits,
including improved patient motivation, adaptive data access, online data access, and re-
duced healthcare costs. They also revealed the limitations of virtual reality technology in
rehabilitation, including a lack of supportive infrastructure, expensive equipment, and
inadequate communication infrastructure for rural tele-assistance. Jiang et al. [22]. pre-
sented a multi-category gesture recognition model that uses signals from both surface
electromyography and inertial measurement units. The model aims to improve the ac-
curacy and robustness of gesture recognition in various real-world applications, such as
human-computer interaction and rehabilitation.

Augmented reality refers to the combination of digital information from a virtual
world with the physical environment of the real world to create a more interactive and
immersive user experience. Wang et al. [23,24] conducted a study on the application
of augmented reality technology to assist tremor patients in typing on a keyboard like
ordinary people. Wang et al. [25] investigated the use of projection-based augmented reality
technology called “Extend Hand” to help tremor patients directly interact with remote-
controlled home appliances. Compared to virtual videos, augmented reality can provide
more intuitive and specific rehabilitation training guidance and monitoring. By adding
digital elements to real-life scenes, patients can better understand, simulate, and practice
rehabilitation training skills, thus enhancing their rehabilitation outcomes. In addition,
augmented reality technology can provide more personalized rehabilitation training plans
and feedback, which can enhance patient engagement and motivation, leading to more
active participation in rehabilitation training. Therefore, augmented reality technology has
great potential to become an effective auxiliary tool for rehabilitation training. Aditya Pillai
et al. [26] developed an innovative mixed reality rehabilitation tool specifically designed for
upper limb injuries that utilized HoloLens 2 technology. The tool overlaid digital elements
onto the real-world scene through the augmented reality feature of HoloLens 2, providing
personalized rehabilitation training guidance and monitoring to help patients with upper
limb injuries regain their function. However, the expensive price of HoloLens 2 limits its
adoption for rehabilitation training that can be conducted at home by users. The Oculus
Quest 2 by Meta is a milestone virtual reality headset that allows for free movement without
the constraints of cables and is available at an affordable price. Its passthrough feature
can be developed into an AR device. Additionally, the built-in controller Oculus Touch,
featuring infrared emitters and inertial sensors, has been proven to be accurate and robust
in detecting hand movements [27,28].

Considering the lack of a specialized augmented reality system for rehabilitation
training specifically designed for patients with tremors and the need to improve the effec-
tiveness and experience of rehabilitation training that can be conducted at home by patients
with tremors, including one-on-one demonstration, posture guidance, and monitoring of
training progress, we developed a low-cost augmented reality tremor rehabilitation training
system using Oculus Quest 2. This study used Optitrack to record standard Yapa-PBGA
movements and incorporated them into the system, creating a one-on-one virtual model
for rehabilitation training. By designing natural interaction logic in the system, individuals
with tremors can be guided to perform accurate limb movements during rehabilitation
training. The patients’ actual limb movement data can also be recorded and analyzed in
real-time by the system.
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2. Pilot System

2.1. System Configuration

In this study, an optical see-through AR system based on Yapa-PBGA is proposed to
support individuals with tremors in rehabilitation training. The system employs Oculus
Quest 2 and its self-contained controller, Oculus Touch. As illustrated in Figure 1, the
virtual information to assist in tremor rehabilitation is registered in a physical space visible
to the user by the development environment of the “passthrough” of Oculus. Oculus Touch
was used to track the hand’s position (posture) during rehabilitation training.

Figure 1. Tremor rehabilitation system using optical see-through AR.

2.2. System Visual Presentation

In the system environment, the user is rehabilitated as if he/she were playing Fris-
bee. The user can not only see his/her body and hands, but also a human-like avatar,
virtual targets, and visual prompting for hand positions. This avatar is designed so that it
simulates the gymnastic posture of the instructor in Yapa-PBGA and is registered in the
physical environment to demonstrate the physical movements of rehabilitation training
(See Figure 2a). A virtual target in the shape of a Frisbee follows the rhythm and sequence
of rehabilitation gymnastics and will appear at the designated location for the user to pick
up to guide their movement. (See Figure 2b). A pair of virtual bubbles synchronized with
the position of the Oculus Touch informs the user in real time where the hand is located.
After training, the system calculates and evaluates the user’s training by comparing Oculus
Touch’s real-time tracking data with standard data (See Figure 2c).
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Figure 2. Under the proposed system, (a) An avatar, virtual targets, and physical environment can be
observed, and (b) a user’s hand can be seen and promoted. (c) an interface appears at the end of the
training, presenting the system’s evaluation of a user’s rehabilitation.

3. Methods

3.1. Yapa-PBGA Rehabilitation Posture Model

Yapa Parkinson balance and gait aerobics abbreviated as Yapa-PBGA is a video-based
dexterity training gymnastics for tremor patients that is proposed by the National Clinical
Research Center for Geriatric Disorder, XiangYa Hospital [16], to improve gait and balance
disorders as well as upper limb dexterity. This study summarized and extracted the
Yapa-PBGA rehabilitation posture model, including “side bend up (G1),” “side clap (G2),”
“drop up (G3),” “sun hug (G4),” “side stretch (G5)”, “side flight (G6),” “spiral down finger
(G7)”, “greeting (G8)”, and “tai chi (G9)”, for use in developing the system and conducting
experimental testing (Figure 3).

 
Figure 3. Yapa-PBGA Rehabilitation Posture Model.

3.2. Creation of Demonstrator Avatar

To create an immersive rehabilitation training experience that simulates the presence
of a virtual demonstrator performing gymnastics in front of the user, we have designed a
gymnastics demonstrator Avatar. According to the Yapa-PBGA posture model, a motion
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actor who underwent extensive Yapa-PBGA training was arranged to carefully choreograph
and record the movements of Aatar, ensuring the accuracy of the postures.

In Figure 4, 10 motion capture devices, Opti-Track, were positioned around the Yapa-
PBGA demonstrator in order to capture the demonstrator’s poses and motion positions
accurately and fully. After that, the demonstrator’s postures were bound to the avatar
by using Opti-Track motive software and the demonstrator’s positions were transformed
to the AR system by applying the spatial coordinate transformation. In addition, the
demonstrator’s sitting height, arm length, and distance from their heads were manually
measured to adjust the system for different body types.

 
(a) (b) 

Figure 4. (a) The demonstrator wore a marked suit and demonstrated standard Yapa-PBGA gymnas-
tics, and (b) his posture and movement were recorded with Opti-Track Motive.

3.3. Guidance and Detection

To guide users to maintain standard limb postures during rehabilitation training and
make the training more engaging, a natural interaction logic of catching frisbees is designed
for the rehabilitation training system. Specifically, the interaction logic includes (1) The
rehabilitation training system first presents the standard limb postures to guide users to
maintain the correct posture. (2) Frisbees fly from a distance and reach only the hand
positions corresponding to the standard limb movements. (3) Users need to catch the
virtual frisbees within a specified time. (4) Users receive visual feedback from the frisbees
when they successfully catch them, enhancing their perceptual experience. (5) When the
user successfully catches a virtual frisbee, the system emits Vibration Feedback to enhance
the user’s sense of achievement. (6) The actual landing position of the frisbee is dynamically
adjusted according to the user’s 3D spatial coordinate position to ensure accurate landing on
the user’s hand position. Using this natural interaction logic can promote users to maintain
standard limb postures during training, improving the quality of rehabilitation training.

The user’s motion data are tracked by Oculus Touch. In light of the fact that a tremor
patient’s vibration frequency is generally less than 10 Hz, according to the Shannon theorem,
the actual detection frequency that was set at 20 Hz was sufficient to meet the motion data
collected without any distortions. User quality of movement in each gymnastic posture is
measured by comparing user motion data with Frisbee positions. As shown in Equation (1),
when the Euler distance between the Frisbee and the handle is less than 100 mm, i.e., when
the user’s limb is close to the specified position. The system offers the user both visual
feedback on the frisbee’s disappearance and haptic feedback through vibrations.

Statet =

⎧⎨⎩Standard,

√
(Pt

x − pt
x)

2 +
(

Pt
y − pt

y

)2
+ (Pt

z − pt
z)

2 ≤ 100 m

Non − standard, Otherwise
(1)

where Statet is recorded whether the user’s posture was standard at time t, P is the position
of the virtual Frisbee relative to the helmet, and p is the position of the user’s hand/Oculus
Touch relative to the helmet.

136



Sensors 2023, 23, 3924

4. Experiment

4.1. Experimental Setting

As part of the study, experiments were conducted to test the efficacy of the proposed
system in helping people with tremor during rehabilitation. To simulate patients with
Parkinson’s disease (PT) and primary tremor (ET), participants were asked to wear a
tremor simulator. Our study used a tremor simulator, shown in Figure 5, consisting of an
Arduino Uno, a dual-channel muscle electrical stimulation module, and electrode pads.
The Arduino Uno and the muscle electrical stimulation module used IIC communication to
send a boosted electrical stimulation pulse current to the electrode patches. The electrode
patches were placed on the lateral side of the participant’s left and right hands, 3 cm from
the elbow joint and 2 cm from the wrist joint. To replicate the tremor experienced by
patients with PT and ET, we used a tremor simulator to randomly apply two types of
electrical pulses to the participants’ upper limbs. One signal caused the limb to tremble
at a fixed frequency of approximately 5 Hz, while the other allowed the limb to oscillate
voluntarily at a frequency of 4 to 7 Hz. We assessed their limb tremor status with Oculus
Touch before each experiment to ensure that participants’ involuntary limb tremors met
tremor criteria.

 
Figure 5. A participant is performing a rehabilitation task with a simulated trembling by a simulator.

The experiment will record participants’ motions in the video and AR environments,
respectively. To objectively compare the effects of rehabilitation training in the video
and AR environments, this study further processed the sampled data and analyzed the
magnitude of the body movements of the participants as they performed the rehabilitation
postures in Figure 1 in both environments as shown in Equation (2).

M =
n

∑
i=1

√(√
x2

i + y2
i + z2

i −
√

x2
i−1 + y2

i−1 + z2
i−1

)2
(2)

where M is the magnitudes of body movements, n is the number of sampling, x, y, z are the
position of the two Oculus Touch (hands) relative to the helmet.

An in-depth survey of the participants’ rehab experiences was conducted through
the use of the following questionnaire. The psychological feelings in relation to questions
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from Q1 to Q12 were rated based on a seven-point Likert scale, ranging from 0 (strongly
disagree) to 7 (strongly agree).

Q1: I feel comfortable doing rehabilitation training in this environment.
Q2: I feel interested in rehabilitating in this environment.
Q3: I find it easy to do rehabilitation in this environment.
Q4: I think I can tolerate rehabilitation in this environment.
Q5: I feel unburdened by rehabilitation in that environment.
Q6: I feel that the body movements are standard in this environment.
Q7: I feel like I can follow the pace of rehabilitation training in this environment.
Q8: I feel like the environment can guide my body movements.
Q9: I feel as if rehabilitation in that environment would have good results.
Q10: I am satisfied with my rehabilitation training in this environment.
Q11 (SO): Sense of Ownership: I felt as if I was touching the virtual object directly with my
hands, forgetting the existence of the handle.
Q12 (SA) SA: The human-computer interaction is easy to control without a sense of disso-
nance in the AR rehabilitation system.

4.2. Experimental Procedure

Firstly, we invited a physically healthy Yapa-PBGA demonstrator to perform a set
of standard exercises. Throughout the entire training routine, the demonstrator wore an
Oculus Touch, and the 3D positional coordinates of his upper limb movements were fully
recorded. Subsequently, we extracted data from the movements in the postures shown in
Figure 1 as the control group for the experiment. Next, we invited 12 healthy individuals
aged between 20 and 30 to participate in the intervention study. The participants completed
rehabilitation training under both the Augmented Reality (AR) condition and the video
condition, in a randomized order. The tremor simulator worn by the participant was
calibrated before the experiment to ensure that the participant’s body trembling reached the
frequency of ET or PT. Participants were required to perform a 5-min adaptation exercise to
familiarize themselves with the task. In the experimental phase, each participant completed
the rehabilitation task including nine rehab postures (Figure 1) using a tremor simulator
and Oculus Touch. The participant answers the questionnaire after a sectional experiment
and is given a rest to prepare for the next experimental condition.

5. Results

As a way of clearly describing, analyzing, and comparing the two rehabilitation modal-
ities in the following sections, “Video” and “AR” represent the video and AR rehabilitation
conditions, respectively, “Q1” to “Q10”, the experience investigations, and “G1” to “G9”
(“L” is the left body, “R” is the right body), the rehab postures.

A compared T-test was conducted to compare the magnitude of the mean body
movement of participants making G1 to G9 under the “video” and “AR” conditions (see
Figure 6). There was a significant effect on the mean body movement magnitude at the
p < 0.05 level for G2, G3, G4, G5, G7, and G9. In groups G1 and G8, significant differences
were commonly found in the L group, but not found in the R group. The results revealed
that for most rehab postures, the magnitude of human motion in the AR condition was
significantly greater than that in the video environment. As shown in Figure 6, the red
lines indicate the actual magnitude of movement of the control group in making each rehab
posture, respectively. From the results of the experiment, the AR group was remarkably
closer to the control group compared to the video group. To sum up, the proposed AR
method can help individuals with tremors make Yapa-PBGA postures that achieve a
magnitude of body movements close to that of a standard demonstrator and can effectively
promote the quality of movements in rehabilitation training for them in comparison to
the video.
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Figure 6. The mean body movement magnitude (** p < 0.01, * p < 0.5); G1 to G1 represent the rehab
postures, respectively; “L” and “R” denote the left and right body part; “Video” and “AR” represent
the video and AR rehabilitation conditions; the red lines are the value of the control group.

Some psychological aspects of the survey further evaluated participants’ experience
with “Video” and “AR” rehabilitation training. A compared T-test was used to analyze the
difference in emotional experience between the conditions of “Video” and “AR” through
the questions from Q1 to Q5. The results are given in Figure 7. Both conditions showed
statistically significant differences with p < 0.01. The results showed that the participants felt
comfortable and easy doing rehabilitation, did not perceive the physical burden, and were
able to tolerate the intensity of the rehabilitation training. In the analysis, we compared
the differences between the two conditions on the basis of Q6 to Q8 and found significant
differences at p < 0.01. The result shows that the participants were more likely to be
guided by rehabilitation training. Thus, the participants were more confident in performing
standard rehabilitation training movements in the AR environment. There are no significant
differences between the conditions in Q7, however, as the participants generally rated it
very well (See Figure 7), it means participants could follow the pace of rehabilitation
training under the AR condition. The analysis of Q9 and Q10 utilized a comparative T-test,
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revealing that the participants generally expressed satisfaction with the AR environment
and preferred it as a rehabilitation training setting.

Figure 7. The mean score of the Q1 to Q10. (** p < 0.01, * p < 0.5).

In addition, the proposed methods were evaluated from the perspective of a sense
of ownership and agency. The sense of ownership (SO) and the sense of agency (SA) are
two central aspects of bodily self-awareness; the sense of ownership would be considered
a direct perceptual experience, while the sense of agency is the sense of controlling and
causing the body to act through volition, two important properties of operational logic in
human-computer interaction. As we calculated the mean and standard deviation on the
questionnaire of Q11 (SO) and Q12 (SA), we found a mean of 5.5 with a variation of 0.48,
and a mean of 5.7, with a deviation of 0.3. This implies that participants are prone to the
illusion that they are touching virtual objects, that the interaction can be easily controlled,
and that users do not experience a strong sense of dissonance in the AR environment.

6. Discussion

Rehabilitation is an important way to reduce the severity and progression of tremors,
and Yapa-PBGA provides a low-cost video rehabilitation program that can be used by
patients at home. However, this program has limitations in providing face-to-face guidance
for patients and does not track the quality of movements during rehabilitation. To address
these limitations and better assist tremor patients with their rehabilitation at home, a low-
cost AR system has been demonstrated to create an immersive rehab experience. This
system simulates an instructor demonstrating gymnastics in front of the user, while also
guiding the user’s body movements during the rehabilitation process.

To evaluate the effectiveness of the proposed AR system in supporting individuals with
tremors to achieve better results in Yapa-PBGA gymnastics, experiments were conducted
to compare and analyze the magnitude of body movements of individuals with tremors in
the video and AR environments, as well as that of the control group. The magnitude of
movement is an objective measure of how well the movement achieves the correct posture,
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and the greater the magnitude, the better the rehabilitation will be. In most rehabilitation
postures, participants demonstrated significantly greater magnitudes of limb movement
in the AR environment, approaching the demonstrator’s level, compared to the video
environment. However, no statistically significant differences were observed in G1 (R)
and G8 (R). Further analysis revealed that this was due to the fact that these two groups
used poses involving hands on the waist, which are easy to assume and least influenced
by experimental conditions. Therefore, G1 (R) and G8 (R) were not considered in the final
experimental conclusion. It can be concluded that the proposed AR method is effective in
improving the quality of movement for individuals with tremors. User experience surveys
showed that participants felt more relaxed, comfortable, and engaged when using the
proposed AR system compared to the video environment. The proposed AR system was
also effective in providing rehabilitation guidance to individuals with tremors. Although
there was no significant difference between the AR environment and the video environment
in Q7, the actual evaluation revealed that participants could follow the pace of rehabilitation
training under AR conditions. Additionally, an analysis of the sense of ownership and
agency of participants with tremors found that the AR system was effective in providing
them with a natural rehabilitation experience without causing dissatisfaction.

7. Conclusions

This study aimed to develop a low-cost augmented reality rehabilitation training
system that would enable tremor patients to receive training at home with guidance.
We created a set of rehabilitation posture models by extracting basic movements from
Yapa-PBGA and established a one-to-one avatar demonstration training action through
three-dimensional reconstruction and virtual mapping. To make rehabilitation training
more engaging, we designed a natural interaction logic using a frisbee interaction mode to
guide rehabilitation trainees’ posture and provide necessary visual and tactile interaction
feedback. We evaluated the effectiveness of our proposed tremor rehabilitation system by
conducting simulated experiments and comparing it with traditional video rehabilitation
methods. The results showed that our system significantly improved the movement quality
of tremor patients while providing a more relaxed, comfortable, guided, and controllable
rehabilitation experience than video rehabilitation methods. However, due to the limited
number of patients tested, further optimization and discussion are still necessary for clinical
settings. Long-term tracking and evaluation of the system’s effectiveness are also essential.
Therefore, we plan to continue improving the system and expanding the sample size in
future research to further validate its effectiveness and feasibility.
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Abstract: To overcome the problems of long production cycle and high cost in the product manufac-
turing process, a P2P (platform to platform) cloud manufacturing method based on a personalized
custom business model has been proposed in this paper by integrating different technologies such as
deep learning and additive manufacturing (AM). This paper focuses on the manufacturing process
from a photo containing an entity to the production of that entity. Essentially, this is an object-to-object
fabrication. Moreover, based on the YOLOv4 algorithm and DVR technology, an object detection
extractor and a 3D data generator are constructed, and a case study is carried out for a 3D printing
service scenario. The case study selects online sofa photos and real car photos. The recognition rates
of sofa and car were 59% and 100%, respectively. Retrograde conversion from 2D data to 3D data
takes approximately 60 s. We also carry out personalized transformation design on the generated
sofa digital 3D model. The results show that the proposed method has been validated, and three
unindividualized models and one individualized design model have been manufactured, and the
original shape is basically maintained.

Keywords: personalized business model; P2P cloud manufacturing; reverse engineering; deep
learning; 3D reconstruction; 3D printing

1. Introduction

The ever-increasing customization and personalization demands of customers and
the ever-shortening product life cycle have brought severe challenges to the manufactur-
ing industry. Ubiquitous connectivity, digitization and sharing provide opportunities for
personalized production to meet the burgeoning demand for personalized goods [1]. In
the framework for personalized production based on digital twins, blockchain and AM [1],
and the consensus-oriented cloud manufacturing framework based on blockchain tech-
nology [2], professional designers may be required to design the entire product model, or
traditional reverse engineering may be used to obtain the 3D data. These processes have
problems such as long cycle and high cost. The development of extremely flexible cloud
services [3] and novel artificial intelligence technology allows this to be realized at low cost,
in high quality and quickly.

With the improvement of current manufacturing intelligence and productivity,
computer-aided design and manufacturing (CAD/CAM) and rapid prototyping (RP) have
become hot words in the manufacturing field. Traditionally, the two behaviors were han-
dled separately. However, as customer demands continue to increase, there is a growing
trend of combining the two, which leads to concurrent engineering [4]. Manually creating
3D models is time-consuming and expensive. For this reason, techniques for automatically
reconstructing 3D objects have been developed. This technique is the process of capturing
the shape of an object through surface data sampling and generating a CAD model of the
part, known as reverse engineering [5]. Reverse engineering is the process of 3D scanning
and data acquisition of the original physical shape, followed by data processing and 3D
reconstruction to build a 3D model with the same shape and structure. Then, on the basis
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of the original shape, to copy or redesign the original shape to achieve innovation. These
techniques can be subdivided into active and passive approaches [6]. The drawback of
active methods (e.g., structured light, laser scanners, laser range maps and medical MRI) is
that the reconstruction process can be a costly project [7]. Hence, the described methods are
passive methods, which require less equipment and can be more widely applied. As soon
as a CAD model is obtained through reverse engineering, a large amount of information
can be exported and some operations can be performed, such as mechanical design, finite
element (FEM) mesh generation, command code generation for CNC machines, overall
property calculation, tolerance analysis, accessibility analysis, etc. This provides great
support for personalization. At present, many methods [8–10] for reconstructing 3D objects
can recover the 3D model of the object with only a single shot, which enables fast and
low-cost acquisition of 3D data in reverse engineering.

AM is also known as layer manufacturing, rapid prototyping or 3D printing [11].
Different from subtractive manufacturing techniques, such as milling and grinding. It
manufactures designed parts by removing material. Additive manufacturing describes the
manufacturing process of joining materials to create parts from 3D model data, usually
layer by layer [12]. The appeal of additive manufacturing to companies and industries
is clear, as it has not only revolutionized the way final part shapes are obtained, but also
offers a promising way to develop highly customized and personalized products [13]. AM
empowers intelligent manufacturing, and on-demand personalized customization becomes
a new direction of development [14]. With the gradual emergence of commercial value such
as easy molding, personalized customization, and rapid manufacturing, the application
scenarios of 3D printing are becoming more and more diverse. At present, 3D printing
has been widely used in construction, footwear, industrial design, jewelry, engineering,
aerospace, dentistry, automobiles and other fields. Some manufacturers have also begun to
use 3D printing to manufacture aircraft seats, car engines, etc. [15]. After the production
of products with the help of cutting-edge 3D printing technology, the innovation of the
products’ production process has been accelerated, and its appearance, design, and internal
functions have also been further improved.

In order to cope with the ever-changing demand for personalized services, high design
costs, long product manufacturing life cycle and other issues, a p2p cloud manufacturing
method is proposed based on the personalized business model [1] and cloud manufacturing
framework [2]. The difference between this study and these manufacturing frameworks
is that it pays more attention to the entity-to-entity manufacturing process, which is used
to solve the problems brought about by the time and cost of product manufacturing.
This paper is a complete and complementary work to these frameworks. Based on the
proposed method, long-distance transmission of physical objects can be realized. When
customers see the products they want in multimedia such as video, they only need to
take a screenshot to quickly generate the corresponding entity. With this method, only
one photo is needed to get the entity in the photo. First, the YOLOv4 [16] is employed
to detect and identify all objects in the photo. The targets are cropped to generate a new
image. Then the differentiable volume rendering (DVR) [10] technology is optimized to
restore the 3D model of the object based on the new image. A digital model file is produced.
Finally, the obtained 3D data can be customized for customers. The entity is produced with
3D printers.

In this research, we propose and implement a novel P2P reverse manufacturing
method that combines deep learning and AM technology. such that the method is com-
patible with fast, low-cost and personalized customization features. By using YOLOv4,
object detection and recognition is realized. The conversion of 2D data to 3D data is realize
by DVR technology. The production printing of 3D digital models is done by employing
AM technology. A further distinction of our work from the limited existing work is the
overall improvement of the scheme for 3D data acquisition during reverse engineering. The
method is applied to the P2P printing service scenario, and the feasibility of the method
is verified through a case study. The contributions of this paper can be summarized as
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follows: (1) A P2P cloud manufacturing method based on the personalized business model
is proposed, which can support on-demand manufacturing and long-distance transmission.
the method is an extended study of [1,2], bringing them closer to reality. This will be a fast,
low-cost, and convenient P2P cloud manufacturing method in the future. (2) Add object
recognition and extraction to the original 3D reconstruction method to improve the clarity
of the 3D digital model. (3) Based on the proposed method, the feasibility of the proposed
method is verified by using photos from the Internet and reality to produce small solid
models.

The remainder of this paper is organized as follows. Section 2 briefly reviews key
relevant research streams in personalized business models across various industries, deep
learning-based reconstruction methods, and additive manufacturing. In Section 3, a P2P
cloud manufacturing method based on the personalized business model is presented
In Section 4, according to the customer-centered production model, the small models
of the objects are generated from two aspects of network pictures and real photos to
verify the feasibility of the proposed scheme. They are employed to verify the feasibility
of the proposed scheme. Section 5 discusses the contributions of this paper as well as
future research.

2. Literature Review

Personalized business model: As early as 20 years ago, various industries had a
business paradigm of personalized customization. For example: personalized interactive
TV advertising [17], personalized medicine [18,19], and personalized web system frame-
works [20]. After the introduction of Industry 4.0, the intelligent manufacturing industry
has moved towards personalized customization. Wang et al. [21] propose cloud-based
manufacturing of personalized packaging. Egon [22] proposes a management tool to
guide business model innovation in the direction of personalized products: the business
model radar template of personalized products. Qin et al. [23] proposed the paradigm
of large-scale personalized intelligent manufacturing. Zhang et al. [24] propose a flexi-
ble intelligent manufacturing system under the large-scale personalized manufacturing
mode. Personalized, mass-manufactured models are gradually becoming the production
paradigm of our generation. Guo et al. [1] propose a personalized production framework
based on digital twins, blockchain, and additive manufacturing in the context of Industry
4.0, providing useful guidance and reference for the personalized production paradigm.
Zhu et al. [2] propose a framework for cloud manufacturing by integrating blockchain
technology. Inspired by [1,2], this paper proposes A P2P cloud manufacturing method that
provides a quick, easy, and low-cost solution to reversely obtain 3D digital models.

3D Reconstruction: In computer vision, 3D reconstruction refers to the process of re-
constructing 3D information from single-view or multi-view images or video streams.
Ref. [25] is the pioneering work of using deep learning for depth map estimation. Eigen
et al. divide the network into a global rough estimation and local fine estimation, esti-
mate the depth from coarse to fine, and propose a scale-invariant loss function. For 3D
reconstruction of singular or multi-view images with voxels, Choy et al. [26] combined
LSTM, if the input is only one image, the input is one, and the output is also a result.
If it is multi-view, consider the multi-view as a sequence, input it into LSTM [27], and
output multiple results. In summary, a 2D-image-to-3D voxel model mapping is established
through the network structure of the Encoder-3DLSTM-Decoder. Its disadvantage is that it
needs to consider the voxel resolution, the size of the calculation time and the size of the
accuracy. Fan H et al. [28] used a deep network to directly generate a point cloud from a
single image, solved the problem of generating 3D geometry based on a single image object,
and created a precedent for single-view 3D reconstructed point cloud representation.

Wang N et al. [29] propose an end-to-end neural network and realized the direct
generation of 3D information of objects represented by mesh from a single color image,
without the need for point clouds, depth or other more informative data. They used graph
convolutional neural networks(GCNNs) to represent the 3D mesh information, using the
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features mentioned from the input image to gradually deform the ellipse to produce the
correct geometry, The core idea of this paper is to use an ellipsoid as the initial shape of any
object, and then gradually turn this shape into a target object.

For differentiable rendering, Chen et al. [30] propose DIB-Render, through which the
gradient can be analyzed and calculated, which can be used to solve the basic rasterization
steps of discrete allocation operations, with a non-differentiable rendering pipeline. The
key to their approach is to treat rasterization as weighted interpolation, allowing image
gradients to be back-propagated through a variety of standard vertex shaders within a
single frame, resulting in single-image 3D object prediction and 3D texture object generation,
both using specialized 2D supervision for training. Niemeyer M et al. [10] propose a
differentiable rendering formulation that can represent continuously 3D information for
implicit shape and texture representations. They can learn implicit shape and texture
representations directly from single or multiple RGB images without 3D supervision and
result in watertight meshes.

Additive manufacturing: Additive manufacturing is defined as the process of build-
ing 3D objects by joining materials layer by layer [20]. It is one of the most promising
methods, which offers clear advantages in reducing material waste, time bottlenecks, and
setup costs compared to conventional methods [31]. Due to the advancement of new tech-
nologies, the application of additive manufacturing in various industries, such as [32–34],
is increasing. As a developing technology to manufacture precise and intensified complex
objects by increasing production speed, it may offer an alternative to conventional manu-
facturing techniques in the near future [35]. Compared with traditional building material
manufacturing, additive manufacturing can be manufactured according to design [36]. It
provides strong support for personalized customization with higher customer participation.
The integration of additive and subtractive manufacturing [37,38] has enormous potential
to revolutionize how products are designed, manufactured, and delivered to customers in
the form of products.

3. A Proposed P2p Cloud Manufacturing Method

Personalized production is a promising model towards the pursuit of expressing
individual characteristics of human nature. AI and additive manufacturing can truly
transform individual needs and preferences into personalized products and services at an
affordable cost through ubiquitous connectivity, digitization, and sharing throughout the
product lifecycle. In this section, a P2P cloud manufacturing method based on a customized
business model is proposed.

As shown in Figure 1, customers are involved in the entire product life cycle from
design to manufacturing. Customers can take pictures with digital cameras, or download
screenshots on fixed and mobile terminals such as tablets and smartphones. This process
involves long-distance transmission. AI-powered reverse engineering integrates image
preprocessing and single-view reconstruction in the product, linking customer and model
production. After the model is produced, the customer participates in the customization
process of the model, which is a process of mutual feedback. The printing and production
of products is also a process that requires customers and manufacturers to communicate
their needs with each other, which is equivalent to the completion of the final product.

Two situations are considered: the object the customer wants is not local; the customer
sees the object he wants on the Internet but has no model data. In the first case, simply
take a photo of the product remotely. In the second case, just download a screenshot of the
product you like. This process is entirely based on images provided by customers based
on their needs and preferences. It provides customers with the greatest freedom of choice.
Ubiquitous connections and sharing enable long-distance transmission of pictures.

The captured pictures may contain multiple objects, and it is difficult for the current
3D reconstruction technology based on deep learning to reply to the 3D information of
each object picture. In view of this, preprocessing of the target image is necessary. YOLOv4
is used for object recognition and detection in pictures. The model output object contains
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the top, bottom, left, and right coordinates of all detected objects. Since cropping starts at
the origin of the original image, the new coordinates are defined as follows:

Topn = Max(0, topr − 4.5), (1)

Le f tn = Max(0, topr − 4.5), (2)

Bottomn = Min(W, Bottomr + 5.5), (3)

Rightn = Min(L, Rightr + 5.5), (4)

where {top/Le f t/Bottom/Right}n denote the new coordinates of the top, left, bottom,
and right, respectively. {top/Le f t/Bottom/Right}n denote the top, left, bottom, and right
coordinates returned by the YOLOv4 model, respectively. Max() denotes the max function.
Min denotes the minimum function. W and L denote the width and length of the original
image, respectively. For better calculation in the neural network, square pictures are
required. The Algorithm 1 is as follows:

Algorithm 1 Square image generator.

1: top, bottom, left, right = 0, 0, 0, 0
2: fill = round(abs(L − W) /2)
3: if The length of the original image is greater than or fixed to the width then
4: top, bottom = fill, fill
5: else
6: left, right = fill, fill
7: end if

Figure 1. A P2P cloud manufacturing method based on personalized business model.

Algorithm 1 calculates the part that needs to be filled, which is filled with white. The
3D data of the object can be recovered from this image. A digital model can be obtained
simply by determining the shape and texture of the object. DVR technology implicitly
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represents the shape fθ and texture tθ of the 3D model. The gradient from the surface
depth is:

∂d̂
∂θ

=

(
∂ fθ( p̂)

∂ p̂
· w
)−1 ∂ fθ( p̂)

∂θ
, (5)

where fθ denotes the occupancy network [39], which outputs the occupancy probability
of each point in the 3D space. θ denotes the network parameter, which only involves
computing the gradient at the point p̂ ∈ R3. w denotes the vector of the camera pointing
to a certain pixel point, and its intersection with fθ(p) is p̂. The input image i is encoded
using the ResNet18 [40] network gθ :

gθ(i) = Z, (6)

where Z is a latent vector of 256 dimensions. The shape and texture of the 3D model are
represented as:

fθ(p, z) = T, (7)

tθ(p, z) = RGB, (8)

where p ∈ R3 denotes a point in space. z ∈ Z denotes the encoder output vector. 3D
surfaces are implicitly determined by the occupancy probability T ∈ [0, 1]. The texture of
the object is given by the RGB values on the surface of the object. Five fully connected
ResNet blocks and ReLu activation functions are used to implement the combined network.
The output dimension of the last layer of the model is 4, one of which is occupancy
probability, and the three dimensions are texture.

After reverse engineering the initial 3D model, in order to design a product model
for individual needs and preferences, it is necessary to develop an effective information
recommendation strategy. Designers integrate customer preferences into product design
and continuously communicate with customers. Additive manufacturing also provides
designers with many design-assisted design tools. Generative design, for example, is
achieved through a combination of topology optimization and additive manufacturing,
while optimizing topology and material distribution [41]. A digital model of the product
(STL, Gcode, etc.) will be generated prior to additive manufacturing.

A designed 3D digital model is imported into the 3D printer. Many 3D printer
manufacturers provide specialized model slicing software, which can adjust the actual size
of the model, add suitable support structures, etc., before the model is printed. The printed
product can be combined with subtractive manufacturing technology to obtain the final
shape of the product. Likewise, the printed product is a personalized entity that interacts
with customers.

Personalized customization is a customer-centric product manufacturing process.
Introducing deep learning methods in the reverse engineering stage can reduce costs,
shorten design time, and provide customers with long-distance transmission services.
The generative design provides designers with more model styles, as well as topology-
optimized structures. In the product production stage, additive manufacturing and material
manufacturing can be combined. Manufacturers must interact and communicate with
customers in real time to ensure product visibility and build connections and trust between
customers and manufacturers. The customer-centric customized production model of
on-demand manufacturing is shown in Figure 2.
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Figure 2. Customer-centric on-demand personalized production model.

4. The Case Studies of the Proposed Cloud Manufacturing Method

Two case studies are utilized to verify the feasibility of the proposed method. Assume
that the customer finds the entity he wants while browsing the web or watching a video,
but the customer cannot obtain the 3D scanning data of the object, only a screenshot of
the website containing the object. Or if the customer sees the object he wants in the real
world, he only needs to take a photo containing the object with a digital device to get the
object model. The following is to produce the real small objects required by customers from
online images and real photos.

4.1. Hardware and Software Environment

All procedures are coded in Python 3.8 with Pycharm IDE on a computer of Ubuntu
OS with 2.2 GHz Intel i7 CPU, NVIDIA GeForce GTX 1070 GPU, and 16 GB DDR4 RAM.
The real-life photos are taken with an iPhone12 with 3.0 GHz CPU, A14 Bionic chip, and
12 million front pixels. The 3D printer model used in the production of the entity is DF3,
which is produced by Zhejiang Hangzhou DediBot Intelligent Technology Co., Ltd. [42] in
China. Its printing method is FDM (Fused Deposition Modeling), the printing accuracy is
0.1 mm, and the printing speed is 30–100 mm/s. It supports digital model printing such as
stl and obj. The specific parameters of the printer are shown in Table 1.

Table 1. DF3 printer parameter table.

Parameters Values

Printer model MOIRA DF3
Forming size Φ150 × 175 mm

Printer weight 7.2 kg
Printing material PLA
Printing method FDM
Printing accuracy 0.1 mm

Printing speed 30–100 mm/s

4.2. Generating Small Solid Models from the Images

A picture from a webpage [43] is downloaded with a resolution of 960 × 1440 and
is named Picture1. A photo with a resolution of 4032 × 3024 is taken by iphone12 in the
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real world and is named Picture2. Other information of the pictures are shown in Table 2.
Picture1 is a four-seater sofa, as shown in Figure 3a, and Picture2 contains two cars of
different shapes, as shown in Figure 3b. After detection and identification by the YOLOv4
network, a small sofa is extracted from Picture1. A new 819 pixel × 819 pixel size sofa
picture is generated, as shown in Figure 4a. The picture is input into the YOLOv4 network
for detection and recognition. The outputs of YOLOv4 are shown in Table 3. The probability
of being identified as a sofa in the original image is 59%. The generated new picture is used
as the input of the DVR network to construct the 3D model of the modified sofa, and the
produced 3D model is shown in Figure 4(b1). Designers get the size and shape of the sofa,
as well as personalized custom design. As shown in Figure 4(b2), a four-seater sofa can
be turned into a single sofa. This one-seater sofa has the feature of being more portable.
Two small sofas of different shapes have been produced. Figure 4(c1) is the sofa without
any modification from the original picture Figure 4a, which is longer; Figure 4(c2) is the
sofa modified by modeling customization, which is shorter. The printing parameters of the
small solid model are shown in Table 4.

Figure 3. The images used for cloud manufacturing.

Figure 4. Two small sofa models with different shapes are manufactured using the proposed method.

Similarly, the Picture2 is input into the YOLOv4 network, and the output results
are shown in Table 3. Since two cars were detected in the original picture, two new car
pictures are generated. The resolutions of the new pictures are 1591 × 1591 and 1881 × 1881
respectively. The new images are fed into the DVR network, which generates 3D models of

150



Sensors 2023, 23, 3129

the two cars. The 3D models are imported into the DF3 printer to produce two small cars.
The manufacturing process of the two cars is shown in Figure 5.

MOIRA DF3 is used for printing physical objects. The print samples of the sofa
and two cars are showed in Figures 6 and 7. The Sofa2 printing process is taken as an
example. The model is imported into a 3D printer. Model b2 in Figure 4 automatically
adds supports, see Figure 6a. The model is sliced as shown in Figure 6b. The next step
is to print (Figure 6c) and remove the supports (Figure 6d) to form the small sofa. Due
to the limitations of current 3D printing technology, the size of the sofa is scaled by 233
times, and the setting is 15.00 mm × 15.89 mm × 13.65 mm. It takes 1.24 h to print the
model. Parameters such as printing size and printing time of other models are listed in
Table 4. The time to produce a 3D model from a 2D image is shown in Table 5, where Mesh
represents the total time used to produce a 3D mesh, and other indicators represent the
reconstruction time of each part. It can be seen that it only takes about a minute to recover
the 3D structure from a picture. Due to the current limitations of our printer equipment
and technology, the small models of sofas and cars are printed, and were not put into actual
production. Nevertheless, from these two cases, it can be seen that the sofa and car models
have basically been produced. The feasibility of the proposed method is verified.

Table 2. The image parameters.

Picture Resolution Width High
Horizontal
Resolution

Vertical
Resolution

Bit
Depth

Size Inclusions

Picture1 960 × 1440 960 pixel 1440 pixel 96 dpi 96 dpi 24 238 KB Sofa
Picture2 4032 × 3024 4032 pixel 3024 pixel 72 dpi 72 dpi 24 6.51 MB Cars

Table 3. Probability and location of object recognition.

Object Probability Top Bottom Left Right

Sofa1 59% 507 48 902 867
Car1 100.00% 1521 216 2153 1807
Car2 100.00% 1591 1958 2164 3840

Table 4. Object print parameter settings.

Object Model Size Production Time (3D Printing)

Sofa1 15.00 mm × 3.52 mm × 13.65 mm 1.36h
Sofa2 15.00 mm × 15.89 mm × 13.65 mm 1.24h
Car1 30.00 mm × 12.45 mm × 12.86 mm 0.31h
Car2 30.00 mm × 9.80 mm × 11.82 mm 0.26h

Table 5. Time for DVR to produce object 3D model (unit: s).

Object Mesh
Time (Eval

Points)

Time
(Marching

Cubes)

Time
(Refine)

Time (Color)

Sofa1 64.897 10.463 0.993 50.421 2.829
Car1 62.468 8.483 0.989 50.648 2.186
Car2 61.729 8.851 0.991 49.573 2.314
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Figure 5. Two small car models with different shapes are manufactured through the proposed
method.

Figure 6. The printing process of Sofa2.
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Figure 7. The printing process of two cars. Among them, (a1,a2) respectively represent the 3D
digital models of Picture1 and Picture2 after adding supports, (b1,b2) represent their sliced models
respectively, and (c1,c2) correspond to the printed small solid models respectively.

5. Conclusions

To cope with the ever-changing product demand in personalized services, high design
costs, long product manufacturing life cycle and other issues, a P2P cloud manufacturing
method based on the personalized business model is proposed. This method inherits the
on-demand feature of personalized service. Based on the YOLOv4 algorithm and DVR
technology, we built an object detection extractor and a 3D data generator, and conducted
a case study on a 3D printing service scenario. In the case study, Internet sofa photos
and real car photos are selected; the recognition rates of sofa and car are 59% and 100%,
respectively. It takes about 60 s to retrogradely convert from 2D data to 3D data. We also
carry out a personalized transformation design on the generated digital 3D model of the
sofa. Two small sofas and two small car models are printed based on the generated 3D
digital models. Judging by the printed results, the proposed method is validated and
the prototypes of the sofa and the car were successfully produced. Among them, Sofa2 is
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transformed from the sofa in the original picture. Sofa1, Car1 and Car2 are all manufactured
in their original proportions.

Although the integration of deep learning and additive manufacturing technology
overcomes the time and cost problems of traditional reverse manufacturing, more detailed
work is required in the future, e.g., applying more powerful printing equipment and
technology to realize the value of manufactured products, enriching training data to support
the generation of more 3D data to make our method easier to market, and optimizing
algorithms to support the generation of objects with more complex structures.
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Abstract: In 5G/B5G communication systems, network slicing is utilized to tackle the problem of
the allocation of network resources for diverse services with changing demands. We proposed an
algorithm that prioritizes the characteristic requirements of two different services and tackles the
problem of allocation and scheduling of resources in the hybrid services system with eMBB and
URLLC. Firstly, the resource allocation and scheduling are modeled, subject to the rate and delay
constraints of both services. Secondly, the purpose of adopting a dueling deep Q network (Dueling
DQN) is to approach the formulated non-convex optimization problem innovatively, in which a
resource scheduling mechanism and the ε-greedy strategy were utilized to select the optimal resource
allocation action. Moreover, the reward-clipping mechanism is introduced to enhance the training
stability of Dueling DQN. Meanwhile, we choose a suitable bandwidth allocation resolution to
increase flexibility in resource allocation. Finally, the simulations indicate that the proposed Dueling
DQN algorithm has excellent performance in terms of quality of experience (QoE), spectrum efficiency
(SE) and network utility, and the scheduling mechanism makes the performance much more stable.
In contrast with Q-learning, DQN as well as Double DQN, the proposed algorithm based on Dueling
DQN improves the network utility by 11%, 8% and 2%, respectively.

Keywords: 5G/B5G; network slicing; deep reinforcement learning; dueling deep Q network (Dueling
DQN); resource allocation and scheduling

1. Introduction

With the explosive growth of data in mobile networks, 5G mobile communication
technologies have matured to meet a wide variety of traffic needs. The two most typical
types of services in 5G mobile networks are ultra-reliable and low-latency communication
(URLLC) and enhanced mobile broadband (eMBB) [1]. The 5G network provides resources
for the two types of users mentioned above in a sliced manner [2,3]. When slicing is
performed, the allocation of resources is adjusted by the base station (BS) according to the
dynamic demands of user services and adapts to different network states [4]. Slicing of
network resources enables data triage management and flexible resource allocation in 5G
networks [5,6], and it is also necessary to achieve a high data transmission rate, low latency
and high capacity [7,8].

Due to the intense growth of network traffic and the densification of devices, there
are multiple problems and great challenges in the allocation and scheduling of resources
between different services [9]. For example, in the 5G scenario, when there are users of both
eMBB and URLLC service types, it is necessary to allocate a lot of bandwidth resources to
users of the eMBB service type within a time slot to ensure that their images and voice have
high and stable quality, and it is also necessary to successfully transmit the data packets
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requested by URLLC service type users within the range of very short delay to meet the
characteristics of ultra-high reliability and ultra-low delay [10]. If there is a sudden increase
in URLLC traffic in the same area, it will quickly occupy these bandwidth resources to reach
its required transmission rate, resulting in an ultra-low latency performance [11]. When
bandwidth resources are insufficient, existing works typically prioritize the performance
requirements of URLLC by sacrificing the quality of experience (QoE) of eMBB. The rational
allocation and scheduling of slicing resources facilitate efficient resource use in hybrid
services systems.

In recent years, reinforcement learning (RL) has become a potential solution to the
resource allocation problem. The resource allocation algorithm based on RL has improved
resource utilization efficiency [12]. As deep reinforcement learning (DRL) has evolved,
many research works based on DRL approaches have also been achieved [13,14]. For exam-
ple, DRL is applied to solve problems with resource allocation [15], network optimization,
routing, scheduling and radio control. Chen et al. [16] modeled the problem of auctioning
a finite number of channels across scheduling slots to multiple service providers as a
stochastic game, then linearly decomposed the Markov decision process for each service
provider and derived an online solution based on deep reinforcement learning. In [17], the
stochastic decision process in vehicular networking is modeled as a discrete-time single-
intelligent Markov decision process (MDP) to address the partial observability and high
dimensionality curse of the local network state space faced by each vehicular user device
and to make optimal band allocation and group scheduling decisions in a decentralized
manner in each scheduling time slot. In [18], a deep Q-network (DQN) algorithm based on
discrete normalized advantage functions (DNAF) was studied, and the advantage function
was decomposed into two function terms to reduce the computational complexity of the al-
gorithm. In addition, the simulation results verify that the deep Q-learning (DQL) based on
the K-nearest neighbor algorithm can converge faster in discrete environments. Sciancale-
pore et al. [19] proposed the reinforcement learning-based network slice broker (RL-NSB)
framework to effectively improve the utilization of the system by considering factors such
as traffic flow, mobility, and optimal access control decision. The distributed idea [20] and
the effect of randomness noise for spectrum efficiency (SE) and service level agreement
(SLA) satisfaction ratio (SSR) are referred to [21]. Hua et al. [21] introduced the generative
adversarial network and used it to allocate physical resources among multiple network
slices of a single BS, which performs well in terms of demand-aware resource management.
Furthermore, Li et al. [22] considered the user mobility based on [19] and utilized the actor–
critic based on long short-term memory (LSTM-A2C) algorithm to follow the mobility of
users, improving the practicality of the resource allocation system. Yuan et al. [23] provide
a DRL-based resource-matching distributed method to maximize energy efficiency (EE)
and device-to-device (D2D) capacity through a decentralized approach, match multi-user
communication resources to double DQN, and optimize radio channel matching and power
allocation. Sun et al. [24] distinguished resource granularity, utilized virtualized coarse
resources to obtain provisioning solutions and used fine resources for dynamic slicing,
proposing a dueling DQN-based algorithm customized to the diverse needs of users to
improve user satisfaction and resource utilization. Chen et al. [25] used an algorithm based
on dueling deep Q network (Dueling DQN) combined with bidding for bandwidth resource
allocation in two layers to improve the QoE of users and verify the advantages of Dueling
DQN over Double DQN in resource allocation. Boateng et al. [26] proposed a new hierarchi-
cal framework for autonomous resource slicing in 5G RANs, modeling the seller and buyer
pricing and demand problems as a two-stage Stackelberg game to design fair incentives
and designing a Dueling DQN scheme to achieve optimal pricing and demand strategies
for autonomous resource allocation in negotiated intervals. Zhao et al. [27] performed joint
optimization and obtained a great policy by proposing an algorithm that combines multiple
agents with D3QN to maximize network utility and guarantee the quality of service (QoS).

Various schemes have been studied in relation to the problem of resource scheduling
between different services. An innovative overlay/perforation framework [28,29] is based
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on the principle of overlaying a part of eMBB services when sporadic uRLLC services
occur, although this approach may lead to significant degradation of the QoE of eMBB.
Feng et al. [30] and Han et al. [31] designed a long and short dual time-scale algorithm
for bandwidth allocation and service control, respectively, using Lyapunov optimization
to centrally guarantee the latency of URLLC service while improving the quality of the
eMBB continuous service. Han et al. [32] presented a dynamic framework of Q-learning
based to improve the latency QoS and energy consumption ratio between URLLC and
eMBB traffic in 5G/B5G. Moreover, Wang et al. [33] proposed a deep deterministic policy
gradient (DDPG) algorithm to optimize the hole punch location and bandwidth allocation
of URLLC services, and realize the QoS trade-off between URLLC and eMBB in 5G/B5G.
Alsenwi et al. [34] used the DRL-based optimization auxiliary framework to solve the
resource slicing problem in the dynamic reuse scenario of eMBB and URLLC services,
achieved the ideal data rate of eMBB under the reliability constraints of URLLC and
reduced the impact of URLLC traffic that was immediately scheduled on the reliability
of eMBB. The time slots occupied with eMBB are split into the small slot and URLLC
traffic pre-overlap at the small slot so that the proportional fairness of eMBB users can be
maximized while satisfying the URLLC constraint [35]. Almekhlafi et al. [36] introduced a
new technology that can reuse URLLC and eMBB services to reduce the size of perforated
eMBB symbols, and improved the reliability of eMBB, symbol error rate (SER) and SE in
the study to meet the delay constraints and reliability of URLLC. In [37], a new hybrid
punching and coverage strategy is used to enhance the compromise between the acceptable
number of URLLC users and the throughput of eMBB users.

As described in the abovementioned literature, RL is used to solve the dynamic re-
source allocation problem in various scenarios and has shown good performance. However,
the performance requirements of URLLC are not prioritized and the resource scheduling
problem among different services is not addressed. In addition, the traditional optimization
algorithm and RL algorithm can be used to solve the resource scheduling problem between
eMBB and URLLC services, but they still face a series of difficulties and challenges. For
example, when scheduling resources among diverse services, the overlay/perforation
framework has a huge influence on the QoS of eMBB in order to enhance the performance
requirements of URLLC, and the Lyapunov dual time-scale algorithm improves the contin-
uous QoS of eMBB, but its scheduling time slot is long and the optimization speed is slow.
In this paper, a new Dueling DQN-based resource allocation and scheduling algorithm
that satisfies the slice requirements is proposed. For the different demand characteristics
of eMBB and URLLC services, especially for the ultra-low latency constraint of URLLC
services, part of the bandwidth resources occupied by users of eMBB services are scheduled
to URLLC users. With spectrum efficiency (SE) and quality of experience (QoE) of the two
services as the optimization objectives, we have formed an optimization problem restricted
by the rate and delay constraints of the two services and innovatively used Dueling DQN to
solve the non-convex optimization problem of slicing resource allocation. Meanwhile, we
use the resource scheduling mechanism and ε-greedy strategy to select the optimal resource
allocation action, adopt the reward-clipping mechanism to enhance the optimization goal
and select a reasonable bandwidth resolution (b) to improve the flexibility of bandwidth
resource allocation. The main work can be summarized in three aspects.

(1) First, a scenario in which multiple wireless access network slices exist and BSs
share bandwidth resources is considered. In this scenario, the resources are allocated
and scheduled by BS for users with two different services. For the different demand
characteristics of eMBB and URLLC services, especially for the ultra-low latency constraint
of URLLC services, some of the bandwidth resources occupied by users of eMBB services
are scheduled to URLLC users.

(2) Second, a novelty Dueling DQN-based algorithm aimed at allocating and schedul-
ing of bandwidth resources is proposed. The problem regarding resource allocation and
scheduling for eMBB and URLLC is modeled as an optimization problem and plotted as a
Markov process, which is addressed through Dueling DQN training. Dueling DQN divides
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the action–value function output from the neural network into a state–value function and a
dominance function, which reduces the correlation between the current state-action and
action selection, and this network architecture is suitable for solving the proposed slicing
resource allocation problem in discrete action space. More importantly, we generate the
state using the number of packets received by two different service users and define the
size of the bandwidth resources allocated to the two slices as actions. Since both the system
SE and the QoE of eMBB and URLLC are optimization objectives, it is necessary to con-
sider both the SE and the QoE. Therefore, the reward-clipping mechanism is proposed to
encourage the agent to choose the best resource allocation action. Meanwhile, we choose
the appropriate bandwidth allocation resolution to ensure the appropriate action space size
and increase the flexibility of resource allocation.

(3) Third, the simulations are performed and reasonable data are obtained. It can be
seen from the obtained data that the proposed algorithm ensures that the QoEs of eMBB
and URLLC are stable at 1.0 with a high probability, meeting the service requirements
in this scenario. Moreover, the QoE, SE and network utility show convergence trends.
In contrast with Q-learning, DQN as well as Double DQN, the proposed Dueling DQN
algorithm improves the network utility by 11%, 8% and 2%, respectively. Furthermore, the
resource scheduling mechanism improves the QoE of URLLC, SE and network utility by
3%, 4.5% and 7%, respectively.

The organization of the following section in this paper is as follows. Section 2 builds
the system model and formulates the optimization problem. In Section 3, the theoretical
basis of Dueling DQN is introduced and the proposed slice resource allocation algorithm
based on Dueling DQN is discussed in detail. Section 4 displays the simulation parameters
and results. Finally, Section 5 concludes this work.

2. Problem Statements

2.1. System Model

Under the 3GPP standard, the main application scenarios of 5G networks include
eMBB, URLLC and mMTC services, but they are widely different. The eMBB is a continuous
wide-area coverage and high-capacity hot spot scenario. Its high-capacity hot spots mainly
target at local hot spots, providing users with a high-speed data transmission rate and
meeting users’ high traffic requirements. The URLLC can support ultra-high reliability
connection under high-speed mobile conditions with extremely low latency. The mMTC has
a large number of connected devices, but it typically sends relatively low amounts of non-
latency-sensitive data. Obviously, eMBB and URLLC have higher bandwidth requirements
and greater fluctuation in their resource requirements, while mMTC has fewer resource
requirements and little fluctuation. Therefore, we do not consider the mMTC service of 5G
network applications. This paper focuses on the problem of allocating limited bandwidth
resources to URLLC and eMBB hybrid services and scheduling resources between slices.
When the bandwidth resources provided by the BS to users are insufficient, the packet
dropping probability increases for both eMBB and URLLC services, leading to a decrease in
QoE. In order to improve the QoE of URLLC, SE and network utility on basis of ensuring the
QoE of eMBB, the bandwidth allocation resolution (b) is chosen for the resource allocation
and scheduling.

As presented in Figure 1, we take a scenario of heterogeneous integrated network
slicing into account, which is composed of multiple BSs and users. The physical network
is divided into N slices {1, 2, . . . , N}. The user set U contains M users {u1, u2 , . . . , uM},
including J eMBB users and K URLLC users. In Figure 1, the network entity represented
by the agent in the actual 5G network environment is the software-defined network (SDN),
which obtains the information of the BS and users in the environment, controls the BS to
slice and allocates bandwidth resources to users as required. The relationship between
the agent and the whole environment is as follows. The agent can obtain the changes of
eMBB and URLLC requirements and the resource allocation information of the BS in the
environment in a timely manner. In the current time slot, when users of different services
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request resources from the BS, the agent uses the number of packets received by users
of two different services to generate a state and defines the size of bandwidth resources
allocated to the two slices as actions. Then, they traverse all actions in each state and select
the best action according to the ε-greedy strategy, which corresponds to the bandwidth
allocation scheme of BS. Meanwhile, agents form rewards based on the reward-clipping
mechanism and obtain new states according to environmental changes.

Figure 1. Network slicing scenario with multiple BSs and eMBB and URLLC users.

2.1.1. Resource Allocation of eMBB and URLLC Slices

In a heterogeneous integrated network slicing scenario with hybrid eMBB and URLLC
services, both slices share all bandwidth resources. In order to denote the allocation of
bandwidth resources, the binary variable λe ∈ (0, 1) and λl ∈ (0, 1) are defined, where
λe = 1 and λl = 1 indicate that the bandwidth resources are allocated to users of eMBB and
URLLC, respectively. The bandwidth allocated by the BS to eMBB users can be denoted by

Bue = λe · b · due (1)

where b denotes the bandwidth allocation resolution and due indicates the amount of
bandwidth allocated from the BS to eMBB users. The bandwidth obtained by the URLLC
user from the BS is represented as

Bul = λl · b · dul (2)

where dul is the amount of bandwidth allocated from the BS to URLLC users.

2.1.2. Resource Scheduling between URLLC and eMBB Slices

When URLLC users request bandwidth resources from the BS and the bandwidth
resources in the BS are already fully occupied by the eMBB slice and other URLLC users,
part of the bandwidth resources occupied by the eMBB users will be scheduled by the
BS to the URLLC users. The purpose of resource scheduling is to guarantee the QoE
of URLLC. Define the total bandwidth requested by L(L ≤ K) URLLC users as Be,l . To
prevent the termination of partial eMBB service and reduce the impact of bandwidth
resource scheduling on the QoE of eMBB due to bandwidth resource scheduling, the
bandwidth occupied by any eMBB user will not be fully scheduled for the URLLC users.
The bandwidth resources being scheduled for each eMBB user can be given as

Bue ,ul = b · de,l (3)
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where de,l denotes the number of bandwidth resources lost for each eMBB user. However,
the resource scheduling must satisfy the following condition

Bue − Bue ,ul ≥ B0 (4)

where B0 denotes the minimum bandwidth required to guarantee the minimum transmis-
sion rate for eMBB service. If L eMBB users are unable to provide bandwidth resources for
the URLLC users, other L eMBB users will continue to provide bandwidth resources for
the URLLC users.

The bandwidth resources obtained from the BS for eMBB and URLLC slices can be
denoted as

Be = ∑ue∈U Bue − Be,l (5)

Bl = ∑ul∈U Bul + Be,l (6)

In summary, the situation of the bandwidth resources allocated by the BS to the users
is completed.

2.2. Problem Formulation
2.2.1. Calculation of the SE

In the system with hybrid eMBB and URLLC services, improving resource utilization
becomes a problem to be solved. Let SE denotes a symbolic evaluation index.

The noise in the Rayleigh fading channel cannot be ignored when the base station and
the user are connected. However, in our environment, co-channel interference is avoided
because each base station operates on a different frequency band to allocate bandwidth
to users with different service types. Therefore, we use signal-to-noise ratio (SNR) when
calculating the transmission rate. For the eMBB user, the transmission rate is related to the
allocated bandwidth resources and the SNR between the BS and the user. It is calculated by

rue = Be,o log2
he · pe

Be,o · N0
(7)

where he denotes the channel gain between the BS and the eMBB user, pe represents the
transmitted power of the BS connected to the eMBB user and N0 is the noise power spectral
density. However, Be,o has two cases, as follows. The bandwidth resources of eMBB users
who lose resources are Bue − Bue ,ul , and the bandwidth resources of the other eMBB users
remain Bue . The sum of downlink transmission rate for eMBB users can be calculated as

Re = ∑ue∈U rue (8)

Similarly, we have the downlink transmission rate of URLLC user

rul = Bl,o log2
hl · pl

Bl,o · N0
(9)

where hl denotes the channel gain between the BS and the URLLC user and pl represents
the transmitted power of the BS connected to the URLLC user. Moreover, Bl,o also has
two cases, as follows. For URLLC users who obtain resources through scheduling, their
bandwidth resources are Bul + Bue ,ul , while other URLLC users maintain their bandwidth
resources at Bul . We can calculate the sum of the downlink transmission rate for URLLC
users as

Rl = ∑ul∈U rul (10)
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since the SE is considered the sum of the downlink transmission rate divided by the total
bandwidth (W) allocated from the BS to the users. The SE can be denoted by a variable Y
and formulated as

Y =
Re + Rl

W
(11)

2.2.2. Calculation of the QoE

Due to its requirements for low latency and ultra-reliability, we will prioritize the
reduction of packet dropping probability for URLLC services. When the bandwidth re-
sources in the current time slot are insufficient, the BS will partially schedule the bandwidth
resources occupied by the transmission of eMBB packets to the URLLC users until the
resources required for the transmission of URLLC packets are satisfied. The major objective
of both services is to obtain low packet dropping probability and high transmission rates.
Before quantifying the QoE, we define a binary variable ρ ∈ (0, 1). When the packet
transmission is successful, ρ is taken as 1, and when the packet transmission fails, ρ is taken
as 0.

Let the number of packets transmitted (pkt) of eMBB users expressed as pue . So, the
total number of packets transmitted of eMBB users can be calculated as

pe = ∑ue∈U pue (12)

As the QoE is defined as the packet dropping probability, we define que as a packet
transmitted by an eMBB user. We can formulate the QoE of eMBB as

Qe =
∑ue∈U ∑que∈pue

ρ

pe
(13)

Moreover, we denote the pkt of URLLC users as pul , and calculate the total number of
packets transmitted of URLLC users by

pl = ∑ul∈U pul (14)

The que is defined as a packet transmitted by an URLLC user. The QoE of URLLC is
formulated as follows

Ql =
∑ul∈U ∑qul∈pul

ρ

pl
(15)

2.2.3. Calculation of the Network Utility

To address the resource allocation and scheduling problem in a hybrid services system,
we achieve a reasonable allocation of resources in a diverse services system by dynamically
adjusting the allocation of bandwidth resources for each slice. The optimization objective is
the weighted sum of the SE and QoE of the two services, which we define as the network
utility function F.

Mathematically, the formulated problem concerning the allocation and scheduling of
resources is presented by

maxBue ,Bul
F = αY + βQe + ηQl (16)

S. t. Be + Bl ≤ W (16a)

Bue ≤ Ce (16b)

Bul ≤ Cl (16c)

rue ≥ rue (16d)

rul ≥ rul (16e)
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tue ≤ tue (16f)

tul ≤ tul (16g)

where α, β, η denote the importance weight values of the SE, the QoE of eMBB Qe and
the QoE of URLLC Ql , respectively. The total number of bandwidth resources obtained
from the BS for both eMBB and URLLC slices less than the total bandwidth resources of the
system is denoted in Equation (16a). Equations (16b) and (16c) indicate that the bandwidth
resources allocated by the BS for both eMBB and URLLC slices must not exceed the eMBB
and URLLC downlink bandwidth capacity Ce and Cl , respectively. The transmission rate
of eMBB and URLLC users must be higher than the transmission rate specifications of
both services in 5G scenarios rue and rul , which are expressed in Equations (16d) and (16e).
Additionally, Equations (16f) and (16g) denote that the eMBB and URLLC services trans-
mission latency must be lower than the maximum latency requirement tue and tul in 5G
scenario, respectively.

In the heterogeneously integrated network slicing scenario in which eMBB and URLLC
service requirements coexist, the resource scheduling and allocation processes of front
and rear timeslots interact. The resource allocation in each time slot should meet the
current fluctuating demand. However, with the time-varying nature of both the remaining
resources and user demand, the BS needs to continuously change the resource allocation
scheme to ensure the QoE for both services and improve SE and network utility. To illustrate
that the optimization problem formed is non-convex and NP-Hard, it is mapped to the
0–1 backpack problem. Assume a backpack of capacity Cn and Tn items and define the
value of each item to be pn and the weight to be wn. The purpose is to search for a subset
T′

n ∈ Tn that obtains the maximum ∑T′
n∈Tn

pn under the condition that ∑T′
n∈Tn

wn ≤ Cn.
Meanwhile, a simplified form of the optimization problem in this paper is considered, i.e.,
the case in which only one slice of URLLC is available. Then, the optimization objective of
this simplified problem can be denoted as

maxBul
Fl = αY + ηQl = α

Rl
Bl

+ η
∑ul∈U ∑qul∈pul

ρ

pl
(17)

S. t. Bl ≤ W (17a)

Bul ≤ Cl (17b)

rul ≥ rul (17c)

tul ≤ tul (17d)

Mapping the 0–1 backpack problem to this optimization objective, the quantity of
items Tn corresponds to the users in URLLC slice, the value pn corresponds to the weighted
sum of QoE and SE achieved by the slice and the weight wn corresponds to the limit of
downlink capacity, transmission rate, and latency. Obviously, the optimization problem
can be completed in one polynomial time, while the 0–1 backpack problem has NP-Hard
characteristics, so the simplified problem can be classified as an NP-Hard problem. It can be
concluded that the optimization problem formed in this paper is a non-convex optimization
and is NP Hard. Since the prior transfer probability is unknown, it is very difficult to obtain
the closed optimal solution of the formulaic problem. However, RL is more suitable for
solving such problems in which the probability of prior transfer is unknown. Therefore, we
use RL to find the best scheme for the allocation and scheduling of bandwidth resources in
heterogeneous integrated networks.
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3. Proposed Algorithm

3.1. Foundation of Dueling DQN

It is worth mentioning that DQN, as a branch of DRL, uses two key technologies for
improvement and has outstanding advantages in decision making. Firstly, the experience
replay mechanism breaks the inherent correlation among samples, making them indepen-
dent of each other. Secondly, the target value network can enhance the convergence and
stability of training by lessening the correlation between the current and target Q value,
correspondingly. An intelligent agent obtains information about the environment through
trial and error and uses the data obtained during the interaction as observations. Then,
the agent traverses the actions in a given state and finds the corresponding action with
the largest Q value according to its ε-greedy policy. However, DQN has a disadvantage in
that the Q value output by its neural network denotes the selected action value in the state,
which is dependent on the action and state. This means that the DQN fails to reflect the
different effects of state and action on the Q value. Furthermore, DQN is vulnerable to the
overestimation problem, resulting in poor training stability. Among the improvements of
DQN in recent years, Dueling DQN has outstanding advantages, and its network stability
and convergence speed have been significantly improved. In particular, Dueling DQN
maintains the advantages of the DQN while improving on the DQN in terms of network
structure by dividing the action–value function from the output of the neural network
into the state–value function and advantage function. This allows Dueling DQN to learn
the value function for each state without considering what action to take in that state.
Therefore, the Dueling DQN converges better when the current action is less relevant
to the successive state and the current state–action function is also less relevant to the
current action selection. Based on the improvements and advantages of Dueling DQN over
DQN, we prefer to choose Dueling DQN for iterative optimization of proposed nonconvex
optimization problems.

The process of interaction between the agent of Dueling DQN and the environment
can be cast into a Markov decision process (S, A, R, P, γ), where S presents the state space,
A is the action space. The current state s and the next state s′ are stored in the state space,
while the current action a and the next action a′ are stored in the action space. R denotes
the reward function, which is the goal that the agent maximizes during action selection and
is the key factor that makes the training process more stable. P is the transfer probability,
which represents the probability that the current state will be transferred to another state
when an action is performed. γ is a discount factor greater than 0 and less than 1 that
moderates near and far-term effects in reinforcement learning. The action–value function
can be formulated as

Qπ(s, a) = Vπ(s) + Aπ(s, a) (18)

Here, the policy π denotes the distribution that maps state to action. Then, the two
functions Aπ(s, a) and Vπ(s) are approximated using the neural network. It can be seen
that Vπ(s) relates only to states, while Aπ(s, a) relates to both states and actions. In fact,
there are two neural networks with parameters θ in the Dueling DQN: the target Q network
and the evaluation Q network, respectively. Let Q(s, a; θ, φ, ϕ) denote the value function
with parameters θ, which is expressed as

Q(s, a; θ, φ,ϕ) = V(s; θ, φ) + A(s, a; θ,ϕ) (19)

where θ is a shared parameter, φ denotes a dominant function parameter and ϕ is used
to indicate a parameter of the action–value function. However, there exists a serious
problem in the above equation, which is that the unique V(s; θ, φ) and A(s, a; θ, ϕ) cannot
be obtained from Q(s, a; θ, φ, ϕ) in Equation (19). Thus, a centralization processing of the
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advantage function is performed to guarantee that zero dominance will occur for a given
action. Further, Q(s, a; θ, φ, ϕ) can be reformulated as

Q(s, a; θ, φ,ϕ) = V(s; θ, φ) + [A(s, a; θ,ϕ)− 1
|A| ∑a′ A

(
s, a′; θ,ϕ

)
] (20)

The agent of Dueling DQN makes an observation as it interacts with the environment.
The Q-network calculates all Q values for each action when observation is used as state
inputs. Then, the agent selects the action that maximizes the Q value relying on a ε-greedy
strategy and provides the reward value. In Dueling DQN, the target Q value of the target
Q-network is updated by copying the current Q value every C iterations. However, the
current Q value is reset with real-time updates in each iteration. The target Q value (Qt) of
the target Q-network is denoted by

Qt = r + γmaxa′Q̂
(
s′, a′; θ, φ,ϕ

)
(21)

Then, the loss function L(θ) in Dueling DQN is defined by

L(θ) = E
[
(Qt − Q(s, a; θ, φ,ϕ))2

]
(22)

where E denotes the expected value. Meanwhile, the optimal parameter θ is obtained
through the minimization of the square of TD error; that is,

ς2 = [Qt − Q(s, a; θ, φ,ϕ)]2 (23)

Finally, the action–value function Q(s, a; θ, φ, ϕ) is updated by

Q(s, a; θ, φ,ϕ) = Q(s, a; θ, φ,ϕ) + ε[Qt − Q(s, a; θ, φ,ϕ)] (24)

The iterative training of Dueling DQN requires that a fixed number of iterations be
set. When the iteration is ended, Dueling DQN can utilize the trained neural network for
optimal action selection.

3.2. The Dueling DQN Based Slicing Resource Allocation and Scheduling Algorithm

The proposed Dueling DQN-based algorithm is used for resource allocation and
scheduling in eMBB and URLLC hybrid traffic. Bandwidth resources are dynamically
allocated and scheduled so that the requirements of users are better met and network
utility is maximized. In cases in which the bandwidth resources are insufficient, the BS
schedules some of the bandwidth resources occupied by eMBB service to the URLLC
service, improving the QoE of URLLC and network utility with the premise of ensuring
the QoE of the eMBB.

To achieve resource scheduling between eMBB and URLLC users, the following
resource scheduling mechanism is set up. When randomly distributed users request
resources from the BS, the BS counts the number of users requesting resources and slices
the bandwidth by service types. In each iteration, the BS allocates resources to the users
of both services while counting the number of users that request resources. When there
are insufficient bandwidth resources and URLLC users still request resources, the BS
schedules bandwidth resources occupied by the corresponding number of the users of
eMBB to URLLC based on the number of URLLC users requesting resources. Furthermore,
the bandwidth resources occupied by eMBB users are not all scheduled to avoid service
interruption for this user. After several iterations, a resource scheduling scheme can be
obtained to provide the best network utility.

The goal of this paper is to improve the SE of the network system while guaranteeing
the QoE of both services, so we use a reward-clipping mechanism that allows the agent
to optimize both metrics through the algorithm. Since the QoE and the SE of the system
are of different orders of magnitude, we use different coefficients in each segment of the
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reward parameter to make the reward value reach a value that is easy for the agent to
simulate and learn. We expect users of both services to achieve satisfactory QoE. In order to
ensure that the QoE of slices meet the 5G standard and reach 1.0 as often as possible, we set
the QoE threshold of 0.98 in the reward function. If the Ql cannot satisfy the requirement
we mentioned above, a more unfavorable negative reward value in Equation (25) will be
calculated by

r = −3 + [(Ql − 1) · 10] (25)

When the Ql satisfies the requirement but the Qe cannot, we will have a negative
reward value as follows

r = (Ql − 1) · 10 (26)

Similarly, we would like to see an improvement in SE. We compared the highest value
and lowest value of SE in the algorithm training process, and in order to ensure a higher
system SE is achieved as often as possible, so that the agent presents a stable training trend
in the training process, we set SE as 380 between the highest value and the lowest value in
the reward function. If the QoE of both services can be achieved but the SE does not satisfy
this condition, a poorer positive reward value can be given as

r = Y · 0.01 (27)

Conversely, the QoE of both services can be achieved and the SE satisfies this condition;
thus, we will calculate a better positive reward value as follows:

r = 5 + [(Y − 380) · 0.1] (28)

The procedures of resource allocation and scheduling for hybrid eMBB and URLLC
services using the proposed Dueling DQN based algorithm with resource allocation and
scheduling are as follows. In order to helps readers to understand our process more clearly,
the algorithm flowchart is shown in Figure 2.

Before starting the iterative training, the parameters are initialized and a randomly
selected policy is required to produce an original state. Moreover, the BS randomly selects
an allocation scheme to first allocate bandwidth resources for eMBB and URLLC users, and
then schedule the bandwidth resources according to the resource scheduling mechanism.
After the end of scheduling, the intelligent agent of the Dueling DQN obtains information
during its interaction with the environment and calculates the pkt of eMBB and URLLC
users as an observation. Afterward, the observation is entered into the Q-network to form
the initial state.

Each iteration performs the operations as follows. The BS selects a resource allocation
action based on the policy in the Dueling DQN, after which scheduling is performed. Then,
the user receives the resource allocated by the BS, and S and A are updated in the Dueling
DQN. Each state in the state space is the number of eMBB and URLLC packets successfully
transferred. Each action in the action space is the bandwidth resource allocated to users by
BS based on the network utility and the state feedback from users. The SE and the packet
dropping probabilities are calculated according to Equations (11), (13) and (15). Thereby,
the network utility can be calculated as shown in Equation (16). It is worth mentioning
that the reward calculation formula is one of Equations (25)–(28). Once again, the pkt is
calculated as the next state. Then, the s, a, s′, r is imported to Dueling DQN for training.

For each iteration, the training process is as follows. Firstly, the agent obtains s, a, s′, r
in the response of the environment, which is saved in the replay memory as a transfer
sample. After enough data are deposited in the sample pool, a minibatch-sized transaction
is randomly selected in the sample pool for training. Secondly, the evaluation Q-network of
the agent adds the advantage function of centralized processing to the state-value function
to obtain the current Q value, as illustrated in Equation (20). Meanwhile, Equation (21) is
the formula used by the intelligent agent to calculate the target Q value. Moreover, the
action that maximizes the current Q value in a given state is selected on the basis of the
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ε-greedy strategy. Finally, the current update of Q network parameters is based on the loss
function in Equation (22) and the gradient descent method in Equation (23). Consistent
with Equation (24), the current Q-network parameters are cloned into the target Q-network
by resetting to complete the parameter update of the target Q-network after C iterations.

Target 
Network

Current 
Network

a,
r,s,

s

s,

Random action

Loss Function

Current Q 
value

Target Q 
value

s,

Loss function gradient

Environment

Agent

 
Figure 2. Algorithm flow diagram.

Using the predetermined number of iterations, the value function network with great
performance is trained. The Dueling DQN is capable of obtaining an action under the
ε-greedy strategy for a given state to reduce the loss function and improve the cumulative
expected reward. Therefore, the best scheme of resource allocation and scheduling can
be obtained in the eMBB and URLLC hybrid service system, which improves the QoE of
URLLC, SE and network utility while ensuring the QoE of eMBB. The pseudocode of the
proposed algorithm is presented in Algorithm 1.
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Algorithm 1. The Dueling DQN based slicing resource allocation and scheduling

1:
Initialize the replay memory D, the capacity P, the current and target action-value function Q and Q̂ with random
weights θ, the parameter φ and ϕ;

2: Choose random action a0 to allocate bandwidth for eMBB and URLLC users;
3: Scheduling:

4: User ← The bandwidth resources;
5: The URLLC users continue to request resources;
6: The eMBB users b→ The URLLC users;
7: The pkt calculated → s ;
8: Repeat

9: For iteration = 1, to T, do

10: Policy → a choosed;
11: Execution Scheduling;
12: The SE is calculated as shown in Equation (11);
13: The Qe and Ql are calculated on the basis of Equations (13) and (15);
14: Calculate the network utility based on Equation (16);
15: Calculate the reward based on one of Equations (25)–(28);
16: The pkt calculated → s′ ;
17: # Train Dueling DQN;
18: The {s, a, s′, r} is stored in D of Dueling DQN;
19: The agent samples {si, ai, si+1, ri} from D;
20: Define Q(si, ai; θ, φ, ϕ) according to Equation (20);

21:

Set

yi =

{
ri

ri + γmaxa′ Q̂(si+1, a′; θ∗, φ, ϕ)
if terminal step i + 1

otherwise

22: The agent updates the network parameters θ by [yi − Q̂(si, ai; θ, φ,ϕ)]
2;

23: Executed Q̂ ← Q every C iterations;
24: End for

25: Until The end of the iterations.

3.3. Time Complexity Analysis of Algorithm

The time complexity of the training phase needs to consider the time complexity of
training the Q network and the number of attempts needed to train the Q network. In the
process of training the Q network, the connection weights between every two adjacent
layers of neurons need to be updated. We set the number of layers of the Q network as
xi, the number of neurons in the ith layer to be ni, and the number of iterations in each
training to be ttrain, then the time complexity ctrain of training a Q network once can be
calculated as.

ctrain = ttrainD(
x=1

∑
i=1

xixi+1) (29)

We denote the total number of iterations in the algorithm as ttotal , and the number of
steps in each iteration as tstep, then the number of times to train the Q network is ttotal ·tstep,
so the time complexity of the proposed algorithm training phase can be calculated as

ctrain = ttotal ·tstep·ttrainD(
x=1

∑
i=1

xixi+1) (30)

The time complexity of the online training phase of the deep reinforcement learning
algorithm is high, but after the Q network is trained, the Q network does not need to
be updated in the running phase, and the time complexity is low, which can meet the
requirements of online decision-making time under real-time network conditions. Since the
algorithms we compared in the simulation are all deep reinforcement learning algorithms
and set the same parameters, they are roughly the same in terms of algorithm complexity.
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4. Simulation Results and Analysis

4.1. Simulation Parameters

In this part, we conduct extensive simulations to verify the performance of the al-
gorithm we proposed in heterogeneous integrated networks. The simulation runs on a
PC with an Intel Core i7-10750 H CPU at 2.6 GHz. The graphics card we use is NVIDIA
GeForce GTX1650 Ti with 4G memory. We use TensorFlow 1.15 deep learning framework
and Python 3.8 to implement our algorithm in the simulation. The scenario contains two
kinds of services and two types of slices, correspondingly. In order to fit the actual situation
and reflect the advantages of the algorithm, we set the available bandwidth W of BS to
20 MHz, the radius of BS to 50 m, and the number of users as 500. We set the rate and
delay thresholds of eMBB and URLLC according to the 5G service level agreement. In
order to ensure that the action space is not too large and better actions can be obtained,
the bandwidth resolution is set to 0.1 MHz. In the actual scenario, the number of users of
the eMBB service is often greater than the number of URLLC services, so the proportion
of the number of eMBB and URLLC users is set to 3:2. For Rayleigh fading, we set the
noise power spectral density to −174 dBm/Hz. The details of distribution of users and pkt
standards according to [22] are listed in Table 1.

Table 1. Simulation Parameters.

eMBB URLLC

Channel Rayleigh fading

Scheduling 1 s (2000 scheduling slots)

Noise Spectral Density (σ) −174 dBm/Hz

Total Bandwidth (B) 20 MHz

Bandwidth Allocation
Resolution (b) 0.1 MHz

Number of Users (M)
500

300 200

Minimum Rate Constraint (r) 100 Mbps 10 Mbps

Maximum Delay Constraints (t) 10 ms 1 ms

Distribution of Users

Truncated Pareto
[=Exponential

Parameter: 1.2, Average: 6 ms,
Maximum: 12.5 ms]

Constant: 0.3 MByte

Distribution of pkt
Truncated Pareto [Exponential

Parameter: 1.2, Average:
100 Byte, Maximum: 250 Byte]

Exponential [Mean: 180 ms]

4.2. Performance Evaluation

Next, we illustrate the performance simulation results of the proposed Dueling DQN-
based algorithm in detail. Furthermore, it is compared with different environmental
parameters and with algorithms based on Q-learning, DQN as well as Double DQN.
The Ref. [12] applies Q-learning to resource allocation in a network slicing scenario. In
Refs. [21,22], the resource allocation algorithm based on DQN is mentioned and used as
a comparison of resource allocation schemes in network slicing scenario. The algorithm
based on Double DQN is used to solve the management and allocation of wireless network
resources in Refs. [23,25]. In particular, the same learning ratios are set for Q-learning,
DQN, Double DQN and Dueling DQN. For the common parameters of the algorithm, we
set the learning rate to 0.01, the discount factor to 0.9, and the minimum batch size to
32 after our experiment. To unify the SE and QoE orders of magnitude and thus obtain
easily comparable system utilities, the weights of the optimization target SE and QoE of
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both services are set as α = 0.01, β = 1, η = 3, respectively. The performance simulation
results and brief analysis in terms of the QoE, SE and network utility are as follows.

Figures 3–6 present the performance of the QoE, SE and network utility with the slicing
resource allocation algorithms based on Q-learning, DQN, Double DQN and Dueling
DQN, respectively. Figures 3 and 4 depict the tendency of QoE for both services with
the increasing number of iterations. After about 1000 iterations, although the latency
requirement of URLLC is higher than that of eMBB, the Dueling DQN can achieve almost
100% QoE of both services. Compared with Dueling DQN, Double DQN shows slightly
less stability for both services, while both DQN and Q-learning show extreme instability for
both services. The reason for this is that the Dueling DQN makes improvements compared
with the other three algorithms, thereby allocating bandwidth resources more rationally
and achieving the desired QoE.

Figure 3. A comparative result of QoE for eMBB service with different slicing algorithms.

Figure 4. A comparative result of QoE for URLLC service with different slicing algorithms.
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Figure 5. A comparative result of SE with different slicing algorithms.

Figure 6. A comparative result of network utility with different slicing algorithms.

Figure 5 presents the trend of SE with the increasing number of iterations. It is
indicated that the SE obtained through Dueling DQN can be divided into three stages. The
SE is high but unstable in the first 600 iterations, low from 600 iterations to 2000 iterations
and basically stable at 430 after around 2000 iterations. This is due to the fact that the
number of eMBB users is larger than the number of URLLC users and the BS allocates
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more bandwidth resources to eMBB users at the beginning of the iteration. In addition,
the transmission rate achieved by eMBB users with the same bandwidth is much higher
than the transmission rate achieved by URLLC users. Therefore, a large SE is calculated
according to Equation (15). Since the proposed algorithm focuses on improving the QoE
of URLLC, BS allocates more bandwidth resources to URLLC users after 600 iterations,
reducing SE to about 400. After around 2000 iterations, the neural network parameters of
the Dueling DQN are updated to a basically stable state, thereby obtaining the high and
convergent SE. During the optimization process, SE has some values exceeding 450, which
obtain very low network utility and reward because SE cannot guarantee the corresponding
service quality. Therefore, the proposed algorithm does not allow the SE to converge to the
anomaly height value described above. Through these too high and low abnormal values,
we can see the advantages of the proposed Dueling DQN-based algorithm, which improves
the SE while prioritizing the service quality. However, the unusual and sudden drop in
performance late in the training period is due to the tiny non-zero ε-greedy exploration
rate. Moreover, it is also possible to obtain the information that the Double DQN obtains
the optimal curve of SE close to Dueling DQN but with greater fluctuation, while the
other two algorithms have no convergence tendency. The Dueling DQN achieves the best
convergence SE among the four algorithms, indicating that Dueling DQN can achieve the
purpose of guaranteeing QoE and improving SE for different services by flexibly adjusting
the resource allocation and scheduling.

Figure 6 further presents the tendency of the network utility as the increasing number
of iterations. We define network utility as the weighted sum of SE and QoE, and QoE
converges to 1.0 with high probability. Thus, the network utility has a strong correlation
with the optimization of SE, which can also be divided into three stages. Under the
influence of unstable SE and QoE, the network utility fluctuates widely at the beginning of
the iteration. Although 100% QoE is achieved, the network utility shows a downward trend
due to resource scheduling. Under the effect of reward, QoE and SE are improved and
remain convergent, so the network utility can basically remain above 8.3 after 2000 iterations.
The abnormally high SE in Figure 5 corresponds to the low network utility in Figure 6,
which further explains that just a high SE cannot guarantee the service quality of eMBB
and URLLC users. However, the Double DQN eventually converges to a value similar
to the Dueling DQN but shows less stability, and both Q-learning and DQN show no
apparent signs of convergence. Furthermore, in contrast with Q-learning, DQN as well
as Double DQN, the proposed algorithm enhances the network utility by 11%, 8% and
2%, respectively.

Afterward, the impact of resource scheduling mechanisms on performance is further
investigated. Figures 7 and 8 show the differences in QoE of eMBB and URLLC during the
iterative learning of Dueling DQN with and without the resource scheduling mechanism.
For the eMBB users, when there is a resource scheduling mechanism, the QoE demonstrates
trivial improvement. With the bandwidth resources which are allocated to eMBB users
are much greater, the QoE of URLLC occasionally has values that fail to satisfy service
requirements in the absence of the mechanism. Moreover, the QoE of URLLC is raised by
3% with the mechanism and there are no low outliers that do not satisfy URLLC feature
requirements after optimization. This phenomenon occurs because some of the bandwidth
resources occupied by eMBB are scheduled to URLLC in order to increase the bandwidth
resources available for the transmission of URLLC packets without interrupting eMBB user
services. Therefore, it ensures a low packet dropping probability of eMBB and reduces
the packet dropping probability of URLLC. In other words, it improves the convergence
stability of the QoE of the URLLC without reducing the QoE of the eMBB.
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Figure 7. A comparative result of QoE for eMBB service with and without the resource schedul-
ing mechanism.

Figure 8. A comparative result of QoE for URLLC service with and without the resource schedul-
ing mechanism.

Figure 9 presents the impact on SE with and without the resource scheduling mecha-
nism. The SE curve without a resource scheduling mechanism shows a trend of increasing
first and then decreasing. At the beginning of iterative learning, the agent explores actions
beneficial to SE, making SE improve to a better value. However, after iterative learning,
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it drops and remains at a low value, and occasionally shows a high outlier. When this
mechanism is not considered, BS tends to allocate bandwidth in proportion to users, and
the demand rate of eMB service is much higher than that of the URLLC service, resulting
in high SE. Then, it learns to allocate bandwidth in a more rational manner after iterative
training; that is, the bandwidth allocated to URLLC increases. The above factors cause the
SE to drop slightly, and thus it fails to converge at higher values. Additionally, we can see
that since the bandwidth resources allocated to eMBB are increased at this time, excessive
SE values are obtained late in the iteration, corresponding to the low abnormal QoE of
URLLC. However, the SE with the mechanism only obtains an excessive SE value at the
beginning of the iteration because the QoE of URLLC is not satisfied, and tends to be stable
after iterative learning. Meanwhile, the algorithm with the resource scheduling mechanism
has a slightly faster convergence speed and better stability and can converge to a better
value without outliers. Therefore, we can conclude that through the resource scheduling
mechanism, the Dueling DQN can learn more rational bandwidth allocation to improve
the stability of SE under the premise of guaranteeing the QoE of different services.

Figure 9. A comparative result of SE with and without the resource scheduling mechanism.

Furthermore, Figure 10 continues to present the differences in network utility with
and without the resource scheduling mechanism. Since QoE achieves the optimal value
of 1 with a high probability, there is a strong correlation between network utility and
SE. The network utility without a resource scheduling mechanism showed a high value
in the first 2000 iterations but decreased slightly and remained at a low value in the
subsequent iterations. During the iteration, the outlier in network utility is due to the
high SE obtained by allocating more bandwidth resources to eMBB users, but at this time,
the QoE of URLLC is not satisfied and the reward-clipping mechanism presents a worse
reward value. However, the next bandwidth allocation action requires a great reward;
thus, the resource allocation action is improved to satisfy the QoE of the URLLC and
restore stability to the SE and network utility. Figures 7–10 show that the utilization of
the resource scheduling mechanism improves the SE and network utility by 4.5% and 7%,
respectively. The simulation curves prove the effect of Dueling DQN with the resource
scheduling mechanism.
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Figure 10. A comparative result of network utility with and without the resource scheduling mechanism.

Figures 11 and 12 compare the QoE tendency of eMBB and URLLC in the different
cases in which the b is 0.1 MHz, 0.2 MHz and 0.4 MHz. It shows that the QoE converges
almost to the optimum at the condition that b is 0.1 MHz, but the convergence is slightly
worse when b is 0.09 MHz and 0.2 MHz. It is worth noting that when b is 0.4 MHz, the QoE
of eMBB struggles to satisfy the demand, and the QoE of URLLC also has worse stability.
Although we set up a mechanism to only schedule bandwidth beyond the minimum
required to satisfy eMBB when performing bandwidth resource scheduling, the QoE of
eMBB is severely affected by the large number of bandwidth resources being scheduled
each time.

Figure 11. A comparative result of QoE for eMBB service at various b.
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Figure 12. A comparative result of QoE for URLLC service at various b.

Figures 13 and 14 further compare the performance of the SE and network utility in
the different cases. From the perspective of SE, the convergence of the Dueling DQN is
significantly superior to other cases when b is 0.1 MHz. Although the SE converges to
a higher value at b of 0.4 MHz, the QoE fails to satisfy the requirements at this moment.
Meanwhile, the scheduling of bandwidth resources is more flexible when b is 0.09 MHz,
but the stability of SE is not improved. From the perspective of network utility, among the
mentioned b, the convergence speed is the slowest when b is 0.09 MHz and shows a slight
difference in other cases. More bandwidth resources will be scheduled without interrupting
eMBB user services when we slice the bandwidth more finely. Hence, the delicate b can
better improve the QoE of URLLC without reducing the QoE of eMBB and can obtain
better stability of SE and network utility, due to the increased flexibility in bandwidth
resource allocation and scheduling. Moreover, the b we set has a great impact on the action
space; the excessively delicate b can also make the action space too large, leading to a more
complex resource allocation process, which influences the effectiveness of the latency time
of service and the efficiency of bandwidth allocation and scheduling. The choice of 0.1 MHz
for b in this paper makes the proposed algorithm perform better when solving the resource
allocation and scheduling problem.

Figure 13. A comparative result of SE at various b.
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Figure 14. A comparative result of network utility at various b.

After the display and analysis of the above simulation results, the following conclu-
sions can be obtained. Dueling DQN and the resource scheduling mechanism contribute to
the stability of QoE and the improvement of SE and network utility. Moreover, the selection
of b obtains the appropriate size of action space and improves the flexibility of resource
allocation, and the use of the reward-clipping mechanism enables the proposed algorithm
to obtain a more stable performance.

5. Conclusions

In this paper, the optimization problem of resource allocation and scheduling in het-
erogeneous integrated networks is proposed, and the dueling deep Q network (Dueling
DQN)-based algorithm for eMBB and URLLC hybrid services is proposed to solve this
problem. To prioritize URLLC service requirements, a resource scheduling mechanism
between eMBB and URLLC services is proposed. To solve this formulated optimization
problem with non-convex properties in relation to the allocation and scheduling of band-
width resources, an iterative Dueling DQN-based algorithm is proposed. In addition, to
enhance the training stability of Dueling DQN, the reward-clipping mechanism is adopted.
Moreover, to increase flexibility in resource allocation, a suitable bandwidth allocation
resolution (b) is chosen. We verify through simulations that the algorithm based on Dueling
DQN for resource allocation and scheduling has excellent performances for quality of
experience (QoE), spectrum efficiency (SE) and network utility. We also verify that the
Dueling DQN-based algorithm is much better suited to tackling this problem than the
Q-learning, DQN and Double DQN, and the resource scheduling mechanism significantly
increases the stability of performances.
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Abstract: Movie scene event extraction is a practical task in media analysis, which aims at extracting
structured events from unstructured movie scripts. However, although there have been many studies
regarding open domain event extraction, there have only been a few studies focusing on movie
scene event extraction. Specifically aimed at instances where different argument roles have the
same characteristics in a movie scene, we propose the utilization of the correlation between different
argument roles, which is beneficial for both movie scene trigger extraction (trigger identification and
classification) and movie scene argument extraction (argument identification and classification) in
event extraction. To model the correlation between different argument roles, we propose the superior
role concept (SRC), a high-level role concept based upon the ordinary argument role. In this paper,
we introduce a new movie scene event extraction model with two main features: (1) an attentive
high-level argument role module to capture SRC information and (2) an SRC-based graph attention
network (GAT) to fuse the argument role correlation information into semantic embeddings. To
evaluate the performance of our model, we constructed a movie scene event extraction dataset named
MovieSceneEvent and also conducted experiments on a widely used dataset to compare the results
with other models. The experimental results show that our model outperforms competitive models,
and the correlation information of argument roles helps to improve the performance of movie scene
event extraction.

Keywords: event extraction; graph attention network; argument correlation information

1. Introduction

Event extraction (EE) is an essential task in information extraction. Movie scene event
extraction is a practical task in media analysis, which can help viewers to understand the
movie plot. In movie scene event extraction, after the event trigger and its argument are
obtained from unstructured text, a predefined event type and a role are then assigned
to the trigger and the argument, respectively. For example, in the sentence “Peter picks
up the pistol and shoots Ruth.”, the predefined event type “Exchange of Fire” and its
corresponding trigger “shoots” are first extracted by the trigger extraction module. The
argument extraction module needs to further extract the argument subjects, “Peter” and
“Rose”, and their argument roles, “Attacker” and “Victim”.

Since event extraction plays a vital role in many downstream tasks, great efforts
have been made to improve the performance of event extraction. Conventional event
extraction models utilized handcraft features and adopted kernel-based methods [1–5].
However, with more and more attention being paid to deep learning, the application of
distributional representation-based methods became more and more popular and achieved
better performance [6–9]. Some recent works have proposed advanced methods to further
improve event extraction, for instance, the question answering (QA) framework, with more
external information being adopted [10,11].
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However, open domain event extraction has attracted a lot of attention, and there is
not much research that specifically focuses on movie scene event extraction. In movie scene
event extraction, it is not uncommon for different argument roles to have some similar
attributes. Take the sentence “Peter picks up the pistol and shoots Ruth.”, for example. The
argument roles of “Peter” and “Ruth” are “Attacker” and “Victim”, respectively, and both
of these argument roles stem from the SRC “person”. This correlating information between
argument roles not only benefits the argument extraction, but also the trigger extraction.
Intuitively, the SRC also makes it easier to classify the argument role. For instance, if we
know the “Attacker Job” belongs to the SRC “person”, it is easier to classify it into the role
of “Attacker”. SRC information also helps to identify the trigger and its event type. For
example, for the trigger type “Exchange of Fire”, its arguments usually involve people. So,
if we know that the respective candidate arguments are both an SRC “person”, as given in
the sentence, the trigger type of the model will tend to be classified as “Exchange of Fire”.

In order to obtain the correlation information between argument roles and further im-
prove movie scene event extraction, we proposed a novel, argument correlation, information-
based GAT. To capture the correlation information between argument roles, an attentive
high-level argument role module is applied to obtain SRC features. Then, the GAT [12] is
employed to extract semantic features via a dependency tree, which is able to link related
mentions and shorten the distance between the trigger and its arguments. In addition, the
attention unit in the GAT is utilized to integrate SRC information into the semantic features.

In addition, because there is no special dataset for movie scene event extraction, the
lack of professional datasets has also become an urgent problem that requires a solution.
In order to further explore movie scene event extraction and solve this problem, we
constructed an event extraction dataset for movie scenes. We choose movie scene sentences
from the film scripts and labeled them manually. The dataset contains 5852 training samples
and 486 testing samples, with 12 event types and 18 argument roles. This dataset helps us
further verify the effectiveness of our algorithm in the task of movie scene event extraction.

In this paper, our main contributions are as follows:

• We introduce the correlation information of argument roles to further improve joint
movie scene event extraction.

• We propose an SRC-based GAT to capture the semantic features and integrate the
correlation information of argument roles into the semantic features.

• We constructed a movie scene extraction dataset to verify the effectiveness of our
model. The experimental results show that our model outperforms competitive
models, and the correlation information between argument roles can help to improve
the performance of movie scene event extraction.

The remainder of this paper is organized as follows. In Section 2, we present related
work concerning event extraction. In Section 3, we outline our proposed relation extraction
model. Next, in Section 4, we present the experimental results of our model and then
analyze the results. Finally, in Section 5, we give the conclusions of our paper and introduce
our future work.

2. Related Work

Natural language processing (NLP) technology is widely used in media analysis [13–16].
As an essential task of NLP, event extraction can be divided into two subtasks: (1) event
trigger extraction, in which the “trigger” (that represents the occurrence of an event) is
extracted and then assigned an event type, and (2) argument extraction, in which the
arguments of the trigger are detected, and then each argument is assigned an argument
role with respect to the event type.

Earlier works paid more attention to the pipeline methods or one of the subtasks.
Two types of efforts can be identified. One relies on hand-crafted features [1–5,17]. For
instance, Mcclosky [1] et al. utilized the tree of event–argument relations as features for
event extraction. Liao et al. [2] and Ji et al. [4] used the document-level features and
Li et al. [3] used global features to improve performance, while Huang et al. [5] modeled
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the textual cohesion of the text as features. The other is the neural network method [7,8].
Nguyen et al. [7], for example, utilized graph convolutional networks (GCNN) for event
detection, and in [8], they adopted domain adaptation convolutional neural networks
(CNN) to improve event detection.

However, as error propagation problems are present in these works, the accuracy of
downstream subtasks will be impacted. Thus, more and more joint models have been
proposed to solve this problem [18–20]. Chen et al. proposed the dynamic multi-pooling
CNN model to extract semantic features [9]. Sha et al. [6] utilized recurrent neural networks
(RNN) to embed a dependency bridge, which achieved good performance. Li et al. [21]
introduced external knowledge to improve domain-specific event extraction. Recently,
some works have adopted a generative method [22,23] to solve event extraction problems.
QA frameworks have been adapted for event extraction and can also effectively solve the
problem of few-shot event extraction [10,11].

However, the above methods are mainly aimed at open domain event extraction tasks
and do not take the characteristics of movie scene event extraction into consideration.
In this paper, considering that argument roles in movie scene event extraction usually
belong to several specific categories, we define several SRCs to model the correlation be-
tween different argument roles when proceeding with joint event extraction. Furthermore,
we designed two specific modules to utilize the correlation information to improve the
performance of the two subtasks of event extraction.

3. Model

In this section, we introduce our model for movie scene event extraction in detail.
The whole process of movie scene event extraction is shown schematically in Figure 1.
As Figure 1 shows, the whole process can be divided into three steps: (1) obtaining the
argument-oriented SRC embedding through the attentive high-level role module; (2) in-
corporating the argument-oriented SRC embedding into GAT for trigger extraction; and
(3) incorporating the argument-oriented SRC embedding into GAT for argument extraction.
In the remainder of this section, we first present how to obtain argument-oriented SRC
embedding through an attentive high-level role module, then we introduce the framework
of GAT. Finally, we demonstrate how to incorporate the argument-oriented SRC embedding
into GAT and apply it for trigger extraction and argument extraction.

Figure 1. The process of movie scene event extraction.
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3.1. Attentive High-Level Role Module

Figure 2 shows the structure of the attentive high-level role module, and we introduce
it in detail here.

Figure 2. Framework of attentive high-level role modules.

The input sentence can be denoted as a n-word sequence s = {x_1, x_2, . . . , a_1, . . . ,
a_k, . . . , x_(n − k)}, in which a_i denotes the candidate argument. The candidate arguments
are the named entities extracted by StanfordNER [24]. To obtain the hidden embedding of
each word, we employed BERT [25] as the encoder, which achieved the STOA performance
on a wide range of NLP tasks. So, we can embed the members of the word sequence into
their hidden representations:

{h1, h2, . . . , ha1, . . . , hak, hn−k} = BERT(x1, x2, . . . , a1, . . . , ak, . . . , xn−k) (1)

where hi ∈ Rd and d are the word embedding sizes.
In terms of candidate argument ai, different SRCs have different degrees of correlation

with it. Firstly, for each SRC c, we assign a trainable embedding vector uc ∈ Rd. Then, with
respect to the given candidate argument ai, we calculate the attention score sc

ai
of each SRC c:

hc
ai
= ReLU(Wa·[uc||hai]); (2)

s
cj
ai =

exp
(

Wb · h
cj
ai

)
∑C exp

(
Wb · hck

ai

) , (3)

where Wa ∈ Rd×2d and Wb ∈ Rd are the weighted matrices, || denotes the concatenation
operation through the dimensions, and C is the set of candidate superior role concepts. Fi-
nally, we are able to obtain the argument-oriented SRC embedding vector oC by calculating
the weighted sum of the embedding vectors of superior role concepts:

oC
ai
= ∑c∈C sc

ai
· uc. (4)

Intuitively, oC
ai

contains the semantic information of the SRC that has a stronger corre-
lation with the candidate argument ai.

3.2. Event Trigger Extraction

Figure 3 shows an example of the whole event extraction process and the details of
trigger extraction. In this section, we introduce the details of the latter process.
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(a) 

(b) 

Figure 3. (a) The overall framework of the whole event extraction model; (b) the details of trigger
extraction.

The Graph Attention Network The GAT employs the attention mechanism to embed
the tree-structured topology, as its name suggests. It shows improvements in capturing
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semantic features when compared to conventional sequential models. GAT can be seen as
an extension of memory networks [26].

For each node in GAT, their hidden states are obtained by using the attention unit
to calculate the weighted sum of the hidden states of their children nodes in the graph
structure. Figure 4a shows the operation of one node in GAT. For each node on the
dependency tree, S(q) denotes the set of children nodes of node q. We can obtain the
corresponding attention score using the following equation:

αqj =
exp
(

LeakyReLU
(
hj · Wg · hq

))
∑k∈S(q) exp

(
LeakyReLU

(
hk · Wg · hq

)) , (5)

where node j is the child node of q, and Wq ∈ Rd×d is the weighted matrix.

  
(a) (b) 

Figure 4. (a) An original graph attention unit; (b) an SRC-based graph attention unit. The purple
circle labelled oc represents the SRC features.

Then, we obtain the embedding hq of q by calculating the weighted sum of the hidden
embedding of S(q):

hq = σ
(
∑k∈S(q) αqj · hk

)
. (6)

where σ represents the sigmoid function, and hk is the hidden embedding of node k.
In order to obtain the hidden embedding of node j, the graph attention unit calculates

all of its children nodes’ hidden states through depth-first traversal [27].
Superior Role Concept-Based Graph Attention Network Utilizing Formulas (1)–(4),

we are able to obtain the argument-oriented SRC embedding oC
a . Specifically, for each

candidate argument, we obtain the correlation between each argument word by calculating
the attention score of each SRC embedding uc. Finally, we can obtain an argument-oriented
SRC embedding vector oC

a by calculating the weighted sum of uc. It is worth noting that we
use the full set of all superior role concepts C to calculate the argument-oriented SRC embed-
ding vector during trigger extraction, since, in trigger extraction, we do not know the trigger
and the event type and, therefore, have not obtained their corresponding argument roles.

After the argument-oriented SRC embedding oC
a is obtained, we then further incorpo-

rate it into the GAT to use the SRC information to improve the trigger extraction. Figure 4b
demonstrates how to fuse the argument-oriented SRC embedding into GAT.

For a given sentence, we first utilize the Stanford Parser [24] to obtain its dependency
tree, and the tree structure will then be fed to the GAT. For each node q on the dependency
tree, S(q) denotes the set of children nodes of node q, and oC

q is the SRC information
embedding of q. oC

q is set to 0 if q is not a candidate argument. Normally, in the original
GAT, we calculate the attention score of each node j in S(q) directly. However, to merge the
extra-high-level argument role information, we treat the embedding vector oC

q as a child
node of q, so we are able to obtain the corresponding attention score:

αqj =
exp
(

LeakyReLU
(
hj · Wg · hq

))
∑k∈S(q)∪{o} exp

(
LeakyReLU

(
hk · Wg · hq

)) , (7)
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where node j can be either the child node of q or the argument-oriented SRC embedding
vector of q. When q is not a candidate argument node, the attention score of o is 0.

Then, we obtain the embedding of q by calculating the weighted sum of the hidden
embedding of S(q) and the argument-oriented SRC embedding vector oc:

h′q = σ
(
∑k∈S(q)∪{o} αqj · hk

)
. (8)

where σ represents the sigmoid function. To capture more affluent features, a multi-head
attention is applied. So, the final embedding of q can be obtained from the expression below:

h′q = σ

⎛⎝ 1
M

M

∑
m=1

∑
k∈S(q)∪{o}

αqj · hk

⎞⎠ (9)

where M is the number of attention heads; here, we adopt a three-head attention. After
the hidden state of each node is obtained, we send the embedding to a feed forward layer
with a SoftMax classifier in order to predict the trigger type for each node and optimize the
parameters by minimizing a negative log-likelihood loss.

3.3. Event Argument Extraction

After all candidate event triggers are obtained after trigger extraction, we begin
extracting event arguments with respect to the given triggers. Figure 5 shows the details of
the event argument extraction module.

 

Figure 5. The details of the event argument extraction.

Unlike trigger extraction, we adopt the shortest dependency path (SDP) as the input
for SRC information-based GAT in argument extraction, as SDP can better capture the
correlation between the trigger and argument. Figure 4 shows an example of SDP and its
corresponding dependency tree—it is easy to see that SDP is more concise, as redundant
information can be eliminated.

Another difference between argument extraction and trigger extraction is that, in
argument extraction, we know the trigger and the event type. So, when calculating the
argument-oriented SRC embedding oc in the argument extraction procedure, we only
utilize the corresponding SRC of the given event type to calculate oc. For instance, for the
event type “Exchange of Fire”, its argument roles stem from three role concepts: person,
place, and item. Thus, when calculating the argument-oriented SRC embedding for the
arguments of the event type “Exchange of Fire”, following Formulas (2)–(4), the set of
candidate superior role concepts is C = {Person, Place, Item}.
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Specifically, given an event type and its candidate argument, its corresponding SRC
set is C′ = {c1, c2, . . . , ck}, where k is the number of SRCs corresponding to the given
event type. Following Formulas (1)–(4), we are able to obtain the argument-oriented
SRC embedding oC′

a . We then utilize the SRC-based GAT introduced in the event trigger
extraction module to encode each node in the SDP into a new hidden state representation
and use the hidden embedding of the root node h0 as the embedding vector of the input. For
each candidate argument, we can obtain an argument-role-oriented instance embedding h0.

Then, we use the argument-role-oriented instance embedding h0 as the input feature
for argument role classification and send the embedding to a feed forward layer with a
SoftMax classifier to predict the argument role. We optimize the parameters by minimizing
a negative log-likelihood loss.

4. Experiments

4.1. Experiment Setup

Datasets

1. MovieSceneEvent: We constructed a movie scene event extraction dataset named
MovieSceneEvent for this research. To construct a movie-scene-specific event extrac-
tion dataset, we first summarized 12 common types of events based on the research
needs and the suggestions of professionals in the film field. Then, we chose sentences
related to these events from movie script texts. These movie scripts were selected
from 13 common genres of movies (including romance, comedy, action, war movies,
and so on). According to the defined event types, we first used the manually defined
template to roughly screen out the texts related to the defined event type from the
script text and then manually filter these texts. Finally, these sentences were further labeled
manually. We asked two annotators to label each sample. If their labeling was consistent,
that result was used for the sample. If not, a third annotator was used to ensure the
accuracy of the labeling. The movie scene event extraction dataset contains 5852 training
samples and 486 testing samples, with 12 event types and 18 argument roles.

2. ACE2005: Following previous works [3,28], we also adopted ACE2005, the widely
used event extraction dataset, to evaluate the effectiveness of our model. It contains
599 documents, with 13,672 labeled sentences in the ACE2005 dataset, and these
sentences are labeled with 8 given event types, 33 event subtypes, and 35 argument
roles. Following [3,26], we split the ACE2005 dataset into 529, 30, and 40 documents
for training, development, and testing, respectively.

Evaluation Measures Following previous work [6–9], we evaluated our model on
four metrics: (1) trigger detection: a trigger is considered correctly detected if span offsets
correctly match the label; (2) trigger classification: a trigger is considered correctly classified
only if both of its span offsets and event subtypes are correct; (3) argument detection:
an argument is considered correctly detected if its span offsets match the label and its
event subtypes exactly match the label; and (4) argument classification: an argument is
considered correctly classified only if its span offsets, event subtypes, and argument roles
are correct. For example, in the sentence “Peter picks up the pistol and shoots Ruth.”, for
the first metric, the trigger word “shoots” is considered correctly detected if span offsets
correctly match the label “(6,1)”, in which “6” indicates the start index and “1” indicates
the span. For Metric 2, the trigger “shoots” is considered correctly classified only if both
of its span offsets “(6,1)” and the event subtype are correctly classified as “Exchange of
Fire”. For Metric 3, the argument “Peter” is considered correctly detected if its span offsets
match the label “(0,1)” and its event subtype exactly matches the label “Exchange of Fire”.
For Metric 4, the argument “Peter” is considered to be correctly classified only if its span
offsets (“(0,1)”), event subtype (“Exchange of Fire”), and argument role (“Attacker”) are
correct. All experimental results are presented in the form of precision (P), recall (R), and
F-measure (F1 = 2 ∗ P ∗ R/(P + R)) for each metric.

The definition of the superior role concept is based on experience; thus, we define
four superior role concepts manually: person, place, item, and time. The results of superior
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role concepts in this paper cannot be directly extended to other datasets with different label
definitions, but the definition method is simple.

Hyperparameters We used BERT for sequence encoding to obtain the hidden embed-
dings and adopt the BERT–BASE–CASED [25] model. As for the hyperparameters, we tried
the following parameter settings: learning rate = {0.0025, 0.005, 0.01}; batch size = {15, 25, 50}.
The experiment results of different settings of parameters on the MovieSceneEvent dataset
are shown in Figures 6 and 7. We ultimately chose 0.005 and 25 as the learning rate
and batch size, respectively. The hyperparameters are listed in Table 1. We utilized two
NVIDIA K40 as the running environment, and the details of the model training are also
listed in Table 1.

 

Figure 6. The influence of learning rate and batch size on trigger classification.

 
Figure 7. The influence of learning rate and batch size on argument classification.

Table 1. Hyperparameters.

Parameter Value

Word embedding size d 768
Batch size 25
Epoch size 20

Dropout rate 0.5
Learning rate 0.005

Optimizer AdaGrad
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4.2. Overall Performance

We compared the performance of our model with several representative models.
JOINTFEATURE [28] considered the relationship between triggers, arguments, and their
correlations and conducted joint inference of these variables across a document. dbRNN [6]
adopted LSTM as encoder to embed the dependency tree structure in order to extract the
event trigger and argument role. Joint3EE [7] conducted the event extraction in a multi-task
module with shared BiGRU hidden representations. BS [10] is a representative model-
adapted QA framework, which used bleached statements (BSs) to give a model access to
information contained in annotation manuals. Text2Event [29] is a sequence-to-structure
generation model that can directly extract events from the text in an end-to-end manner.

Table 2 shows the comparison between our model and other models using the movie
scene event extraction dataset. Table 3 shows the comparison between our model and the
above models on an open domain event extraction dataset. Tables 2 and 3 demonstrate
that our model achieves the best performance on most of the evaluation criteria, especially
on the F1 scores in the classification results. Specifically, in the MovieSceneEvent dataset,
our model achieves F1 scores of 70.3% on trigger identification, which is 8.2%, 7.8%, 1.2%,
2.1%, and 1.1% higher than that of JOINTFEATURE, dbRNN, Joint3EE, BS, and Text2Event,
respectively. Our model achieves F1 scores of 67.3% on trigger classification, which is 7.9%,
11.9%, 3.9%, 2.6%, and 3.2% superior to that of JOINTFEATURE, dbRNN, Joint3EE, BS, and
Text2Event, respectively. Our model achieves F1 scores of 53.7% on argument identification,
which is 8.3%, 8.5%, 3.8%, 11.1%, and 7.5% higher than that of JOINTFEATURE, dbRNN,
Joint3EE, BS, and Text2Event, respectively. Our model achieves F1 scores of 53.7% on
argument classification, which is 7.2%, 5.6%, 3.7%, 12.2%, and 2.3% better than that of
JOINTFEATURE, dbRNN, Joint3EE, BS, and Text2Event, respectively. On the ACE2005
dataset, our model achieves F1 scores of 73.3% on trigger identification, which is 3.2%,
0.8%, and 0.4% higher than that of JOINTFEATURE, Joint3EE, and BS, respectively. Our
model achieves F1 scores of 72.6% on trigger classification, which is 3.9%, 0.7%, 2.8%,
2.1%, and 0.8% higher than that of JOINTFEATURE, dbRNN, Joint3EE, BS, and Text2Event,
respectively. Our model achieves F1 scores of 55.7% on argument identification, which is
5.1% and 12.7% higher than that of JOINTFEATURE and BS, respectively, and 1.5% and
4.2% lower than that of dbRNN and Joint3EE, respectively. Our model achieves F1 scores
of 54.7% on argument classification, which is 6.3%, 4.6%, 2.6%, 12.3%, and 0.3% better than
that of JOINTFEATURE, dbRNN, Joint3EE, BS, and Text2Event, respectively. From the
experimental results, we can see the following:

(1) Our model steadily outperforms all other competitive models in both the trigger
extraction and argument extraction of movie scene event extraction and open domain
event extraction, which indicates that the SRC information can benefit both trigger
and argument extraction in event extraction.

(2) In argument extraction, our model significantly outperforms prior work, which may
be due to the fact that the SRC information has a more direct correlation with the
argument role.

(3) It worth noting that the drop of F1 between both argument identification and classifi-
cation, as well as trigger identification and classification, is smaller than in previous
works, which means the SRC information is able to benefit the classification of both
argument role and trigger event types. SRC information helps to maintain more
semantic information between identification and classification.

(4) When concerning the performance on open domain datasets, the improvement of our
model is much smaller. This is probably due to the composition of argument roles in
movie scene event extraction being much easier to generalize into several superior
role concepts. Thus, the influence of SRC information is more significant.
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Table 2. Results from the MovieSceneEvent dataset.

Model

Trigger Argument
Identification Classification Identification Classification

P R F1 P R F1 P R F1 P R F1

JOINTFEATURE 61.0 63.2 62.1 70.1 51.6 59.4 51.0 40.9 45.4 44.3 41.6 42.9
DbRNN 63.3 61.8 62.5 61.1 50.7 55.4 41.7 49.5 45.2 43.5 45.6 44.5
Joint3EE 65.8 72.9 69.1 60.5 66.7 63.4 48.9 51.1 49.9 50.7 42.8 46.4
BS 66.4 70.8 68.2 61.7 68.1 64.7 42.0 43.3 42.6 40.1 35.9 37.9
Text2Event 68.2 70.3 69.2 62.1 66.2 64.1 45.3 47.2 46.2 47.3 48.4 47.8
Ours 69.1 71.6 70.3 65.6 69.1 67.3 50.6 57.3 53.7 53.3 47.3 50.1

Table 3. Results from the ACE2005 dataset.

Model

Trigger Argument
Identification Classification Identification Classification

P R F1 P R F1 P R F1 P R F1

JOINTFEATURE 77.6 65.4 70.1 75.1 63.3 68.7 73.7 38.5 50.6 70.6 36.9 48.4
dbRNN - - - 70.1 69.8 71.9 - - 57.2 - - 50.1
Joint3EE 70.5 74.5 72.5 68.0 71.8 69.8 59.9 59.8 59.9 52.1 52.1 52.1
BS 68.9 77.3 72.9 66.7 74.7 70.5 44.9 41.2 43.0 44.3 40.7 42.4
Text2Event - - - 71.2 72.5 71.8 - - - 54.0 54.8 54.4
Ours 70.4 76.6 73.3 70.2 75.1 72.6 58.4 53.3 55.7 56.7 52.8 54.7

4.3. Effect of Superior Role Concept

To better understand how the SRC influences our model’s performance, in this section,
we conducted an ablation study by adding the SRC into different procedures of the whole
model, and Table 4 presents the results of the ablation experiments.

Table 4. Effect of SRC.

Model

Trigger Argument

Identification Classification Identification Classification

P R F1 P R F1 P R F1 P R F1

GAT 65.8 68.3 67.0 66.7 64.8 65.7 50.9 52.1 51.5 45.1 42.1 43.5
GAT-TRI+SRC 66.1 65.2 65.6 66.0 62.2 64.0 55.6 51.1 53.2 48.5 40.6 44.2
GAT-ARG+SRC 65.3 72.4 68.6 65.5 70.0 67.7 52.8 50.9 51.8 50.9 47.1 48.9
Ours 69.1 71.6 70.3 65.6 69.1 67.3 50.6 57.3 53.7 53.3 47.3 50.1

In Table 4, the GAT model shows the removal of the SRC information from both
the trigger extraction step and the argument extraction step. It uses GAT to embed the
tree structure directly, without any other information. The GAT-TRI+SRC and the GAT-
ARG+SRC mean that only the SRC information is introduced into the trigger extraction
module and the argument extraction module.

As Table 4 shows, when we adopt the GAT model without any extra information, the
performances of the four subtasks drop significantly when compared to the whole model.
The F1 scores of the 4 subtasks drop by 3.3%, 1.6%, 2.2%, and 6.6%, respectively. This
indicates that the correlation information between argument roles is beneficial to both the
trigger extraction and the argument extraction.

However, the situations are different when the SRC information is removed from
trigger extraction and argument extraction. The improvement was not obvious when
only SRC information was added to the trigger extraction module, although the argument
extraction performance was improved when only SRC information was added to the
argument extraction module. We think this situation arises not because the high-level role
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information is not useful for trigger extraction, but because the hierarchical relationship
between the SRC and the argument role can only be updated through the argument
extraction module. In other words, the SRC embedding vectors are mainly trained in the
argument extraction module.

4.4. Influence of Dataset Size

We also explored how the size of the dataset influences the performance of our model.
We selected 75%, 50%, and 25% samples from the training data to train our model. These
samples were selected randomly and uniformly. The results are given in Table 5.

Table 5. Influence of dataset size.

Size

Trigger Argument

Identification Classification Identification Classification

P R F1 P R F1 P R F1 P R F1

25% 45.8 32.3 37.9 29.6 35.4 32.2 25.6 21.1 23.1 21.1 28.1 24.1
50% 49.1 47.2 48.1 46.0 52.2 48.9 45.3 49.1 47.1 38.5 42.6 40.4
75% 65.5 68.4 66.9 64.5 70.0 67.1 50.8 52.9 51.8 49.9 46.1 47.9
100% 69.1 71.6 70.3 65.6 69.1 67.3 50.6 57.3 53.7 53.3 47.3 50.1

From the experimental results, we can see that when the size of the dataset is reduced
to 75%, the performance of the model only decreases slightly. However, when the size
of the dataset is reduced to 50%, or even 25%, the performance of the model decreases
significantly. When the size of the dataset is reduced to 25%, the F1 scores of the trigger
and argument classification drop by 35.1% and 26.0%, respectively. When the size of the
dataset is reduced to 75%, the F1 scores of the trigger and argument classification only drop
by 2.4% and 2.2%, respectively. Therefore, the size of the dataset has a significant impact
on the effect of the model. However, when the dataset reaches a certain size, the impact of
increasing the size of the training set on the results gradually decreases.

5. Discussion

In this paper, we proposed an argument correlation, information-based, graph at-
tention network for movie scene event extraction. Specifically, in order to verify the
effectiveness of the proposed model, we compared and discussed the performance of the
five models JOINTFEATURE, dbRNN, Joint3EE, BS, and Text2Event on two datasets, Movi-
eSceneEvent and ACE2005. The experimental results demonstrate that our models steadily
outperform all other competitive models, regarding both trigger extraction and argument
extraction, on movie scene event extraction and open domain event extraction. However,
when compared with the performance in the open domain dataset, the improvement of
our model in the movie scene event extraction dataset is much more significant. This is
probably due to the composition of argument roles in movie scene event extraction being
much easier to generalize into several superior role concepts. Moreover, the ablation study
in Section 4.3 verifies that that the correlation information between argument roles is bene-
ficial to both the trigger extraction and the argument extraction. Furthermore, the study
regarding the influence of dataset size indicates that this factor has a significant influence on
the performance when the size of the dataset decreases by a significant amount. However,
when the dataset reaches a certain size, the impact of increasing the size of the training set
on the results is not significant.

6. Conclusions

In this paper, we propose an argument correlation, information-based movie scene
event extraction model because existing open domain event extraction methods have
not paid attention to the specific information in a certain field nor made full use of the
correlation information of argument roles, which is important implicit semantic information
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in movie scene event extraction. In order to fully utilize this important implicit semantic
information to improve movie scene event extraction, we design an SRC-based GAT to
capture this implicit information and integrate correlation information of argument roles
into the semantic features. The GAT module can capture the semantic features through
the dependency tree structure, while fusing the SRC information into the nodes’ hidden
embedding. In order to verify the effectiveness of our model, we constructed a movie scene
event extraction dataset. Experimental results show that the SRC helps to improve the
performance of both event trigger extraction and argument extraction. Our model can
significantly improve the performance of movie scene event extraction. Meanwhile, it also
has good performance in open domain event extraction.

In the future, we will further exploit the influence of external information on event
extraction. We will also attempt to integrate our model with recently popular structures,
such as a QA framework.
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Abstract: A multi-swarm-evolutionary structure based on the parasitic relationship in the biosphere
is proposed in this paper and, according to the conception, the Para-PSO-ABC algorithm (ParaPA),
combined with merits of the modified particle swarm optimization (MPSO) and artificial bee colony
algorithm (ABC), is conducted with the multimodal routing strategy to enhance the safety and the cost
issue for the mobile robot path planning problem. The evolution is divided into three stages, where
the first is the independent evolutionary stage, with the same evolution strategies for each swarm.
The second is the fusion stage, in which individuals are evolved hierarchically in the parasitism
structure. Finally, in the interaction stage, a multi-swarm-elite strategy is used to filter the information
through a predefined cross function among swarms. Meanwhile, the segment obstacle-avoiding strat-
egy is proposed to accelerate the searching speed with two fitness functions. The best path is selected
according to the performance on the safety and consumption issues. The introduced algorithm is
examined with different obstacle allocations and simulated in the real routing environment compared
with some typical algorithms. The results verify the productiveness of the parasitism-relation-based
structure and the stage-based evolution strategy in path planning.

Keywords: Para-PSO-ABC algorithm; dual-community-evolutionary structure; parasitic relationship;
path planning; multi-swarm evolution

1. Introduction

With the development of control technology, mobile robotics has been developed in
multiple fields, such as rescue, military, industry, etc. As one of the essential parts of the
mobile robotics field, the path planning problem establishes an effective path for the robot to
reach the target and finish the task without any collisions based on the specific environment.
According to the preknowledge of the working environment, the path planning approach
can be classified into two parts, which are the global path planning with static information
and the local planning based on the sensor information. The former one needs to find a
suitable route according to previous map information. While the local aspect should have
the decision capacity upon real-time information and find where the problem is, such as the
local obstacle distribution, so as to optimize a solution from the current node to a sub-target
until the mission is completed. Successful planning should meet both optimization criteria
in terms of time and traveling distance, etc.

Recently, various methods of intelligent planning have been studied to find the most
productive solution. All the methods can be classified into traditional path-planning
methods based on environment modeling, search-based method, and artificial intelligence
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algorithm (seen in Figure 1). The traditional path planning algorithms are built with the
previously defined map, and most of them require environment information in advance
to guide robot movement [1] or make a mobility prediction [2]. It is normally utilized to
solve a global problem, such as the potential field category, which produces an artificial
field based on the motion environment. The movement of the robot can be guided by
descent direction, such as gravity, to avoid the repulsive fields (obstacle) from the start
to the target. However, it cannot guarantee the path is the global best, even for a certain
search range. Hence, the optimization algorithm is normally utilized to optimize the path
generated by the artificial potential field (APF), so as to increase the effectiveness of the
hybrid algorithm [1]. Another category is the search-based method, such as Dijkstra and
A* algorithm, whose complexities increase with the dimensions of problems, resulting in
lower effectiveness [3]. Further, a dynamic environmental problem is hard to deal with
for those methods that may increase the cost of the planning. Moreover, the environment-
modeling-based method, such as the Voronoi Diagram [4], Visibility Graph [5], and Cell
Decomposition [6], decomposes the environment into several regions and transforms the
complex workspace into a simple map search problem. This type of algorithm has a strong
ability to guarantee safety, but the local optima cannot be avoided.

Figure 1. Classification of mobile robot path planning approaches.

The artificial intelligence algorithm is probably the most commonly adopted approach
for mobile robot path planning, which transforms the best path planning into a constrained
optimization with one or several objective functions. The optimization algorithm is utilized
to solve the nonlinear and multi-constrained models for an optimum or approximate solu-
tion, such as particle swarm optimization (PSO), ant colony optimization (ACO), artificial
bee colony algorithm (ABC), genetic algorithm (GA), artificial neural network [7–12], etc.
They have a great ability to handle the uncertainty condition in the complex environment
and are flexible for global or local routing problems. However, the performance of this
kind of method is unstable due to defects in the algorithm, such as the premature problem
and the balance between exploration and exploitation, which may cause inferior work
efficiency with a redundant computation. Therefore, the algorithm should be modified
according to its merits. For instance, to address the slow convergence problem in the
GA, Hong et al. introduced a co-evaluation strategy to provide some margin of error
during evolution. Similarly, Ref. [13] proposed a parallel strategy in ACO to address the
premature problem. The hybrid algorithm is another productive and flexible method that
can merge the advantages of each algorithm to find the best path. Ref. [14] introduced a
hybrid algorithm that combined biogeography-based optimization (BBO) and PSO based
on the Voronoi diagram to deal with static path planning. Normally, a traditional path
planning algorithm could generate a more stable static path. Ref. [15] utilized the merit of
the potential field method, combined with a bacterial evolutionary algorithm, to reduce
the disadvantages of the intelligence algorithm when it is applied in an environment with
a dynamic condition. The traditional map-based method is applied with the evolution
algorithm is also an effective method. Ref. [16] used fuzzy logic to enhance the searcha-
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bility for a dynamic path optimization based on the A* and GA. In addition, the hybrid
method can extract some special evolution mechanisms to compensate for the defect in the
iteration process. Ref. [17] pointed out that the parameters in the bat algorithm (BA) can
be optimized by PSO in multi-objective optimization. In this category, however, the robot
always moves precisely along the predetermined path [18]. In the case of an accident, the
original path would be affected and redesigned with a local search method. Hence, the
falling into a local optimum and computational complexities problems of the intelligence
algorithm is trickier, so as to reduce the robustness and working safety. The convergence
recourse should be regrouped and allocated to balance exploration and exploitation. Most
swarm intelligence algorithms are improved by the evolutionary approach, such as the
whale algorithm [19] and the bat algorithm [20], which changes the form of evolution.
However, such modification cannot solve the search balance problem. The other method is
to construct evolutionary structures, such as ABC [21], artificial fish algorithm [22], or wolf
colony algorithm [23]. Although these algorithms can effectively improve the efficiency
of population utilization by allocating responsibilities to the populations, they still have
inevitable problems, such as the weak local exploitation ability in the ABC. The reasons are
that it cannot control the evolutionary direction and the nectar replacement mechanism,
resulting in a lower convergence accuracy.

In this paper, a conception of the dual-community-evolutionary structure inspired
by the parasitism relation is proposed to balance the exploration and exploitation in opti-
mization. Then, the parasitism-relation-based algorithm, composed of the PSO and ABC
algorithm (ParaPA), is applied tp the path planning problem. In the paradigm algorithm,
the memory swarm in PSO is utilized to prevent the loss of optima at the superior level,
while the evolution approach in ABC is tailored to maximize the convergence-resource
usage at the bottom level. The swarm intelligence algorithm is a search optimization based
on probability where a more uniform distribution at an earlier stage obtains a better optimal
solution easier. Hence, during the evolution, the initialization phase uses a chaos-based
logistic map to create a chaotic status in the first stage. Then, the personal best particles in
PSO are selected in the superior population, whereas the global best is produced by the
nectar selection method in the ABC process. Meanwhile, the environment is divided into
several segments to decrease the dimension of the variable, which improves the adaptability
of the algorithm. In addition, multi-swarm evolution with the elitist-based information
changing strategy is conducted to guarantee the algorithm diversity directly in the upper
layer through the cross function. Finally, the proposed algorithm is examined in some
path-planning environments and compared with other path-planning for verifying its
effectiveness and safety.
Notations: ‖·‖ represents Euclidean norm. Rn is the n-dimensional real number space. �
is the non-true subset operator.

2. Preliminary Knowledge and Analysis of ABC Algorithm

2.1. Basic Conception of Artificial Bee Colony Algorithm

The artificial bee colony algorithm is derived from the honey-harvesting behavior
of honey bees. The bee colony is divided into several groups with different tasks and
shares the group information to find the optimal solution. The major assignments can be
divided into two swarms, namely employed bees and onlookers [21]. The former forages
for food sources and searches only in the local region. The number of food sources equals
the onlooker bees population. Once the nectar collection is completed, associated bees can
become scout bees and repeat the food search within the entire space and bring the new
location into the colony. The procedure for mass fundamentals is described below:

A. Employed bee

In charge of the food exploitation by the defined equation as follows:

vij = xij + φ
(

xij − xkj

)
(1)
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where i �= k, j indicates the dimension index from {1, 2, . . . D}, and φ is a random factor
selected from [−1, 1]. Xi = {xi1, xi2, . . . , xiD} represents the current food source location, D
is the dimensions number of Xi, and vi = {vi1, vi2, . . . , viD} is the location of a new food
source searched for by employed bee. Note that if the fitness of the new sources is higher,
the memories of employed bees will keep the new position. Otherwise, the previous one is
kept to the next iteration until the nectar is substituted.

B. On looker

A bee is looking for suitable food sources by roulette wheel selection, as shown in
Equation (2):

pi =
f iti

∑SN
i=1 f iti

(2)

where f iti is the fitness value of Xi, and pi the is the probability of selection. Once the target
is locked, onlookers are transformed into employed bees and exploit food sources.

C. Scout bee

If a food source cannot be further improved, new nectar would be produced randomly
in the searching space, using Equation (3):

xij = xmin,j + random(0, 1)
(
xmax,j − xmin,j

)
(3)

where xmax,j and xmin,j are the maximum and minimum search bounds.

2.2. The Pros and Cons Analysis of ABC

In ABC, the group evolution strategy can maximize the utilization of convergence
resources. For instance, the setting of the nectar harvesting mechanism allows the algorithm
to retain a dynamic search ability even in the later period. However, because of this kind of
mechanism, a potential optimum may be disturbed, resulting in the algorithm being unable
to achieve better local convergence accuracy in the limited number of iterations. To address
the question, Li et al. pointed out that the successful experience generated in the evolution
can be used to guide the next foraging behavior [24]. The best value is kept throughout
the whole process. While Ref. [25] found that the nectar collection is a random process, if
different nectars have the same objective value, the search phase of onlookers might be
invalid in the evolution. Therefore, they proposed a neighborhood selection method to
improve the updated format. In addition, Zhou et al. introduced a multi-elite strategy to
increase the guidance in position updating. Moreover, the employed bee and onlooker
bee adapt two different search equations [26]. Nevertheless, this approach does not solve
the problem of search range overlapping among elites. Regardless of either approach,
the fundament is to prevent the loss of optimal solutions with iterations at the cost of the
exploration capacity of the algorithm.

The diversity and local convergence accuracy in the later stage is a pair of contra-
dictory factors. A better solution is to explore the search space as much as possible in
the initialization and establish an appropriate promotion method in the middle stages of
evolution so as to avoid the limitations on diversity caused by the homogeneous potential
optimum in the later stages. While the ABC algorithm can deal with the problem by collect-
ing and reusing the converging resources through the division of functional responsibilities
into different swarms. These advantages can be utilized, and this article conducts a novel
approach incorporated with PSO to address the shortcomings of the ABC algorithm in a
dual-community structure. The community can be regarded as a swarm with a specific
evolution pattern.

3. The Proposed Parasitism-Relation Structure and ParaPA Algorithm

It is worth noting that the improvement on certain parts of the algorithm always comes
at the expense of other performance, and this approach can only achieve better application
results with specific requirements. However, in most of the modifications, the efficiency
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of the algorithm does not increase, and the extra parameter setting in the mechanism also
asks for higher requirements during the initialization process. While the structure of dual
communities can compensate for the defects of each algorithm by establishing the parasitic
relationship to integrate the advantages of algorithms. The problem is how to ensure the
information interchange and rebuild the evolutionary mechanism based on the relationship
to balance the exploration and exploitation ability during the whole process. Hence, the
major purpose of the structure is to address the search balance problem.

3.1. The Parasitism-Relation Structure

The superiority of the PSO is that it can utilize the best personal and global memories
to increase evolution efficiency. This paper establishes the relationship between particle
swarms in PSO and bee colonies by the parasitism phenomenon in the biosphere. In
previous studies, some researchers have used the symbiosis phenomenon to construct
the evolutionary process (symbiotic organisms search algorithm, called the SOS algo-
rithm) [27,28]. Although the same conception of symbiosis is utilized, the understanding of
symbiosis is quite different. In essence, the SOS algorithm divides the evolution process
into three stages, named mutualism, commensalism, and parasitism, which correspond to
the initialization stages for producing diversity, the middle stage for evolving toward the
best position, and the last stage for preventing populations from stagnating by generating a
random sample, respectively. In terms of modes and the formulation established in SOS, the
essence is a DE algorithm with a phased evolution. As the concept of symbiosis described in
Ref. [29], to mimic the symbiosis phenomenon, a more appropriate approach is to focus on
the swarm relationship rather than individuals. The survival of any swarm is determined
by whether it can converge to the final evolution. While in a parasitic relationship, the host
has a superior resource, and the inferior party can only attach to the dominant position
to keep evolution and competition for a chance to survive. The organism, however, has
limited nutrition, which means the exploited position should keep changing throughout
the whole process. When the convergence resources are exhausted, the attached particle
also loses the right to survive and thus enters a chaotic state. The interpretation of this
relation in mathematics is (Note that the multi-path planning is related to the multimodal
optimization, which is adapted in this paper.):

Definition 1. Global best. If ∃x∗ ∈ S, for ∀x ∈ S where S is the search space with S ⊂ Rn, can
have f (x) ≤ f (x∗), then the x∗ is regarded as the global best decision variable in S and f (x∗) is
named the global best value.

Definition 2. Multimodal Function. f ∗ is the best value on S based on f , if there are different
decision variables x1, x2, · · · , xm ∈ S where f (xi)(i = 1, 2, · · ·m) are the global best or local best
value, the function f (x) can be named as the multi-peaks function or multimodal function.

Based on Definition 2, the process of finding the best decision variables in S based on
the multimodal function f can be named multimodal optimization.

Definition 3. Parasitism relationship in multimodal optimization. S is regarded as the living space
for the decision variable x. Suppose there are m optima in S, recorded as Φ1, Φ2, · · · , Φm, ∃S1 � S,
when the iteration is t and the S1 can be recorded as S1(t), then ∃P, 0 < P < 1, satisfy

lim
t→∞

m

∏
i=1

P(Φi ∈ S1(t)) � P

P is the convergence probability, which is defined in fuzzy logic. Further, for ∀S2 � S,
S1 �= S2, for ∀0 < δ < 1, can satisfy

lim
t→∞

m

∏
i=1

P(Φi ∈ S2(t)) < δ
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Then called the S1 and S2 is the parasitism relationship in the living space S.

Definition 4. Suppose Φi is the i-th optimum in the living space S, if ∃β ∈ S, ∀δ > 0, if
‖Φi − β‖ < δ, then

P(Φi ∈ S) = 1.

If a threshold value is determined, let 0 < θ1 < 1, ∃θ2 and 0 < θ2 < θ1, when ∃β ∈ S and
‖Φi − β‖ < θ1, then

P(Φi ∈ S) =
‖Φi − β‖
|θ1 − θ2| .

Further, for ∀β ∈ S, it always has ‖Φi − β‖ > θ1, then

P(Φi ∈ S) = 0

To summarize, as

P(Φi ∈ S) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, Totally convergence

0, Totally not convergence

‖Φi − β‖
|θ1 − θ2| , Fuzzy convergence

The commensalism and mutualism relationship is described in Appendix A.
In the ParaPA algorithm, the bee colony is regarded as the host part to control the

better convergence resources, while the survival of particles in PSO is living in the bottom
population, such as the structure, as shown in Figure 2. The life of particles in PSO swarm
leeches onto the onlookers and personal best swarms. In other words, the bottom particles
cannot find the evolution direction without the instruction from the pbest and bees swarms.
If the populations are divided into different hierarchies according to their objective function
fitness, the result can be illustrated as in Figure 3. The S4 level represents the bottom
swarm whose evolution is dependent on S3. Meanwhile, the S3 level is constructed from
S4, and they hold exclusive evolution strategies, such as the multi-swarm-elites strategy in
pbest swarm and look limitation strategy in the bee colony, which also aims to enhance
the algorithm performance in exploitation and diversity, respectively. S1 and S2 belong to
the superior level, which is mainly responsible for exchanging the best information in its
population with other populations and also conveying the feedback to S3. Hence, the major
function of a superior level is to guarantee the information changes among the different
populations to avoid evolutionary problems from a monotonous population.

Figure 2. Evolutionary structure of the ParaPA algorithm.
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Figure 3. The hierarchical illustration of the ParaPA algorithm with multi-swarm strategy.

3.2. Evolutionary Process of ParaPA
3.2.1. Independent Evolution Stage

A chaotic distribution has been proven to achieve a better statistical property and
have faster convergence to the algorithm [30]. To prosper the diversity of the food sources
initialization, in this paper, the Logistic map, which is widely used in the chaos-based
initialization, is given as follows:

xn+1 = μxn(1 − xn) (4)

where n is the number of chaotic variables and x0 /∈ {0, 0.25, 0.5, 0.75, 1}. The chaotic
control parameter μ ∈ [3.57, 4]. We use μ = 4 to produce the chaotic system.

During the initiation, the food resources are selected based on objective fitness, and then
all the particles in PSO will transform to onlooker bees to choose the nectar as the global best.
Moreover, personal memory is also kept to create more possibilities during the iteration.

3.2.2. The Fusion Stage

Based on the independent evolution, the novel position update incorporated with the
bee colony is introduced as follows:

Vt+1
id = ω ∗ Vt

id + r1 ∗
(

pbestt
id − Xt

id
)
+ r2 ∗

(
onlookert

id − Xt
id
)

(5)

Xt+1
id = Xt

id + Vt+1
id (6)

where Vid is the d dimensional velocity of the current particle after t iterations, Xid is the
d dimensional location of the current particle after t iterations, and the inertial weight w
is utilized for the exploration ability, changing from [0.1, 0.9] (as shown in Equation (7))
through the evolutionary process, which is a self-regulating method.

ω = ωmax − (ωmax − ωmin) ∗ g
Maxgen

(7)

where g is the current iterative time, and Maxgen is the total number of iterations. r1 and
r2 are two constants, which are taken randomly from 0 to 2 in this paper. The global best
is replaced by the best onlooker bee, which is selected by the roulette wheel, as shown in
Equation (2).

The limitation of nectar collection is set to three times the number of the population,
which means that when all individuals visit the current solution more than three times,
the nectar should be abandoned and the onlooker bee on the current nectar would be
respawned inside the solution space according to Equation (3). Meanwhile, the original
onlooker bees, regarded as the host, compete with the parasitic individuals during the
evolution. The host would be directly replaced once a better position appears and the
visited number is also restarted. It is worth noting that there is no memory preservation
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for the onlooker. Originally, the attached individuals would fall into a chaos status when
the onlooker is regenerated. However, due to the record of the personal best position, the
parasitic individual can still move toward the best position in its memory after losing the
global guidance so that the algorithm can keep the exploitation capacity in the middle stage
of evolution and avoid the waste of iterations.

3.2.3. Interaction Stage with the Multi-Swarm Elite Strategy

In order to enhance the diversity of the algorithm, this paper adopts a multiple swarm
parallel strategy. Each swarm is an independent biosphere, and its parasitic relationships
are bound in the biosphere, which is not influenced by other environments. To avoid
overlapping regions of the host during the convergence, each population takes out the best
memory to join the mixing pool after each evolution (as illustrated in Figure 2). The quality
of all elites in the mixing pool is judged by the cross function instead of the previous
objective function. Furthermore, the worst individuals are usually discarded via evolution,
but the amount of information carried by them can create substantial value in multimodal
situations. For the consideration of diversity, the worst individuals in the personal best
memory are also mixed with the individuals selected from the mixed pool who have
better cross function values and then re-screened by the related objective function. Finally,
the individuals with the worst fitness in each swarm would be replaced by those chosen
memories in the next iteration (the pseudocode of multi-swarm elites selection is shown in
Algorithm 1).

Algorithm 1 Multi-swarm-elite selection strategy.
Input: Select elites from the best personal memories in each sub-swarm based on the objec-

tive functions and add them to the mixed pool.
Steps: for each sub-swarm

1. Select several worst personal memories in each sub-swarm (suppose the number
is w).

2. Choose the best individuals from the mixed pool according to the cross fitness.
Then, mix the worst w individuals into with them and remove other elites in the
pool.

3. for each individual in the mixed pool
Evaluated it by the cross function

if current individual is better
Record it in the pool-output group (In this paper, the population of
pool-output group is equal to 1)

end
end

4. Replace the worst individuals in sub-swarm by the pool-output group into next
iterations

end
Output: Each sub-swarm with elites who has the best cross fitness. To note that the replaced

individuals always keep the best memories.

4. Problem Formulation and the Strategies for Path Planning

In this paper, several static obstacles are listed in the environment along with some
premises and assumptions, shown as follows:

(1) Global path planning is the main target in this paper, which means all obstacles are
known before algorithm execution.

(2) The environment of path planning is built in a 2D workspace. The path planning will
consider obstacle avoidance without height.

(3) If the planning path can avoid the obstacles successfully under environmental con-
straints, it means the algorithm has the ability to build a safe path in the static condition.
Hence, the physical characteristics of the robot are not considered in this paper.

(4) In the static condition, the robot speed is constant.
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4.1. Workspace Formulation

Normally, the path planning question has two or three decision variables. Although it
can enrich the diversity in the evolution process, the convergence efficiency of the algorithm
will be significantly reduced in the face of complex obstacle situations. Therefore, a new
coordinate is applied to connect the start and target positions, as shown in Figure 4. Then
the new x′-axis is divided into N segments averagely, which means the x dimension is
fixed in the new coordinate. While the y dimension is optimized along the parallel line
Li (i = 1, 2, . . . , N − 1), which is vertical to the new x′-axis. Hence, the planning path can
be presented as (S1, S2, S3, . . . , Sn), where n = 1, 2, . . . , N and the start and target point are
fixed. The corresponding transformation formula is shown in Equation (8).[

x′
y′
]
=

[
cos φ − sin φ
sin φ cos φ

][
x
y

]
+

[
Startx
Starty

]
(8)

where the (x, y) and
(
Startx, Starty

)
belong to the original cartesian coordinate frame. φ is

the rotation angle to the new frame. Moreover, the map boundary is changed. For instance,
in Figure 4, the new y′-axis intersects with the original y-axis. For any point on the parallel
line Li, the boundary of y′ in the new frame is determined as follows:

y′max =

{ xi
sin φ , xi < xm and yi < ym

uly−yi
cos φ , xi > xm and yi > ym

(9)

y′min =

{ − yi
cos φ , xi < xm and yi < ym

− ulx−xi
sin φ , xi > xm and yi > ym

(10)

where uly and ulx are the upper limits of the y-axis and x-axis, respectively. Further, the
segment points are located on the x′-axis, such as Pi(xi, yi), with respect to the original
frame. For any points that go over the boundary during the evolution, the whole path
(S1, S2, S3, . . . , Sn) should be regenerated in the solution space. To satisfy the safety issue,
each segment Sn should not intersect with any obstacles, and all the objective functions are
calculated on the original cartesian coordinate frame.

Figure 4. The coordinate transformation for path planning.
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4.2. Design of Objective Function

The quality of a path is examined by the fitness value. In the previous study, only
feasible paths were evaluated, and information on infeasible paths was neglected [31],
which makes it difficult to take the valid yet easily ignored information into account
for global planning. Therefore, in this paper, different objective functions are used for
the assessment of feasible and infeasible paths, respectively. According to the previous
definition, when any segments are overlapped with obstacles, the current path is regarded
as an infeasible solution. For the evaluation of infeasible paths, the penalty for worse
individuals should be increased so that the evolution of the infeasible solutions can move
toward the local best, which has the least intersecting segments. While for the feasible path,
when the speed is constant, the total path length should be considered primarily. Since
the idealized robot model is adopted in this paper, the kinetics effects are not considered,
but the path should be smoothed as much as possible during planning. Based on the
aforementioned hypothesis, a path is composed of N segments and N + 1 nodes; then the
evolutionary variable can be represented as pathi (p1, p2, . . . , pN+1) where p1 should be
the fixed start point, and pN+1 is the target point. Hence, the length of the path can be
calculated as

f1 =
N

∑
n=1

√
(xn+1 − xn)

2 + (yn+1 − yn)
2

=
N

∑
n=1

√√√√(d
(
x′1, x′N+1

)
N

)2

+
(
y′n+1 − y′n

)2

(11)

where xn and yn are the original coordinates of node pn(xn, yn) · d(x′1, x′N+1) is the distance
from the start point to the target along the x′-axis and y′n is the transformed coordinates.

The smooth function can be defined as follows:

f2 = π −
N

∑
j=2

cos−1

⎡⎣ (
xj − xj−1

)(
xj+1 − xj

)
+
(
yj − yj−1

)(
yj+1 − yj

)√(
xj − xj−1

)2
+
(
yj − yj−1

)2 ×
√(

xj+1 − xj
)2

+
(
yj+1 − yj

)2

⎤⎦ (12)

which represents the summation of the angles between every connected segment. It starts
from the second point and calculates the angle between the first and second segments, et
cetera. The small f2 value means a small direction change in each turn, representing a
better path.

The overall objective function for the feasible function is expressed as follows:

Ff easible =
1
f1

+ k f2 + C (13)

where k is the weight of smoothing and a higher k can obtain a smoother path, but the diver-
sity might be affected. C is the feasible and practical reward parameter which is a positive
number that is not greater than the maximum path length in the current environment.

For the infeasible condition, except for the length of the path, the ratio of infeasible
segments and the ratio of the infeasible path over the total length are involved in the
estimation as follows:

f3 =
Ninf
N

(14)

f4 =
Ninf

∑
i=1

di
obs
f1

(15)

where the Nin f is the number of infeasible segments and di
obs is the overlapping distance

between each infeasible segment and the obstacles. The objective function for the infeasible
function is expressed as follows:
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Fin f easible =
1

w f1
+

1
f3 + f4

(16)

where w is the weight to adjust the influence of total infeasible path length.

4.3. Design of the Cross Function

The main purpose of the multimodal strategy is to increase the efficiency of path
planning, which can provide several collision-free paths from the start position to the target.
Once a path falls into an emergency condition, the potential solution can change to another
option immediately. The target and initial point for the robot are already known before
the real application. The motion of the robot is from its current position to reach the next
subsequent segment, and the process will continue until it reaches its goal position. Hence,
segments of the robot should not intersect with obstacles or any other potential solution.
For the design of the cross function, the objective is to generate a constraint that minimizes
the arrival time for each planned path, and meanwhile, each segment cannot overlap with
other paths as much as possible. Based on the above analysis of the algorithm, the best
individuals in each sub-swarm are first mixed, and the cross fitness of each population elite
is calculated based on the following equation, Equation (17), assuming that the number of
elites is E.

cross f unction =
E

∑
e=1

N

∑
n=1

Cpe
n =

E

∑
e=1

N

∑
n=1

⎛⎜⎝ Cp1
1 · · · Cp1

N
...

. . .
...

CpE
1 · · · CpE

N

⎞⎟⎠ (17)

where the index n is the n-th segment in the current evaluated path, the index e is the
e-th elite in the other sub-swarms, and Cpe

n is the cross value, which represents the cross
fitness of individual i and interactive elite e. The cross function should be applied to each
sub-swarm, and the cross evaluation should go through the sub-swarms except for the
current swarm. Moreover, only the elite with the lowest number of segment intersections
will be selected and mixed again with the worst individuals in each group memory. After
that, all individuals are examined by the cross function again, and the elite who has the
greatest difference from others in the mixed group is selected in the next iteration. It is
worth noting that all mixing processes are evaluated only by cross fitness to avoid the
influence of other factors.

4.4. Multimodal Path Planning Strategy

Multimodal path planning is designed to find multiple paths in a single run. When an
emergency occurs on a path, the potential solution can be immediately changed to another
option, thus addressing the inefficiencies of traditional path planning. Different from the
scheme of a bug algorithm robot walking around obstacles when encountering obstacles
and walking along a straight line without encountering obstacles [32], the multimodal path
planning strategy adopts the segmented method as described in Section 4.1. Each node
position of the segmented (P1, P2, . . . , PN) corresponds to a dimension of the variable; then
the paraPA algorithm is used to find multiple paths. The optimal value with the best fitness
that each swarm finally converges to is a global optimal path, while coevolution between
multiple swarms ensures the diversity of the paths.

During the demonstration, we found that normally, there are one or two segments that
are infeasible, causing the failure of the whole path, which is especially common among
the superior populations at the late stage of convergence. To address this problem, this
paper proposed a multi-path-based reverse planning strategy, which can be regarded as a
complementary strategy for the replacement strategy to nectar sources in the bee colony. If
the replaced nectar source only has one or two infeasible segments, the reverse planning
strategy is triggered. Specific details of this strategy is shown in Algorithm 2:
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Algorithm 2 Multi-path-based reverse planning strategy.
Input: Paths with segments that are infeasible.
Steps: for each infeasible path

1. Find the index of the non-viable section (suppose Si is the infeasible segment).
2. Go through the pbest group to check.

if there is a feasible solution in the same section (Sj)
Examine the segments from Sj back to the start segment.

if segments from start to Sj in pbestp are all feasible
Record the corresponding node in this pbestp and replace the
corresponding positions in nectar.

end
else

Trigger the random generation process of nectar.
end

end
Output: New feasible paths.

5. Experiments and Analysis

5.1. Environments and Comparison of Algorithms

In recent years, researchers have been using the population intelligence approach
for path planning [33]. In order to examine the effectiveness of the ParaPA algorithm on
different obstacle situations, three different types of scenarios are conducted in this paper to
examine the robustness, efficiency, and convergence performance of the algorithm. The first
is 20 × 20 maps, which are used to detect the sensitivity of algorithms to different types
of obstacles. Second, rectangles are randomly generated in 50 × 50 maps with various
sizes as obstacles, which is applied to test the adapted capacity of the algorithm under
the complex environment. The third category, an actual scenario simulation, named Small
Cultural Complex, is adopted as the application environment built-in 100 × 100 maps.
The Small Cultural Complex is a new cultural industry model, which achieves different
cultural function requirements by transforming the inside construction of the building, and
during the transformation, mobile robots would take charge of the functional equipment
transport, such as stage props or lighting. In this paper, the exhibition, sports activity, and
theatrics functions are modeled, respectively. Meanwhile, to further show the advantages
of the multi-swarm strategy, this paper uses PSO, CPSO, WPSO, ABC, and ACO algorithms
for comparison experiments. Furthermore, MSPO and MABC are applied to test the effect
of the proposed structure, also to evaluate the algorithm in terms of planning effectiveness,
stability, etc.

5.2. Experimental Settings

For all algorithms, the data are calculated from 1000 runs, and the maximum evolution
times are 200. For parameters setting in the PSO algorithm, the population size for each
swarm is NP = 50, and the maximum and minimum evolution steps are Vmax = 2
and Vmin = −2, respectively. The acceleration factors are accepted as a constant 1.49445
in this paper. Specifically, for the WPSO, the inertia weight w is linearly changed from
0.1 to 0.9. Otherwise, the w is adapted as a constant 0.7. While for CPSO, the chaos-based
initialization is utilized with a logistic chaos map to enrich the algorithm diversity where
μ = 4 is adapted. For the parameter setting of the ABC algorithm, the look limitation is
adapted as 5 × NP, which means all individuals in the swarm should visit the nectar more
than five times, then the nectar can be replaced. In ABC and MABC, the size of onlookers is
equal to the size of employed bees, but in the ParaPA algorithm, this number is equal to
NP/5. Moreover, the number of elites in each swarm is taken as 10 while 3 of them will be
selected in the cross-verification process. Moreover, the number of elites in each swarm
is taken as 10, while 3 of them will be selected in the cross-verification process. The start
points for 20 × 20 and 50 × 50 maps are set at point S(0.5, 0.5) and the target points are
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E20(19.5, 19.5) and E50(49.5, 49.5), respectively. While for 100 × 100 maps, the start points
are set to S100(3.5, 3.5), and the target points are E100(99.5, 99.5).

5.3. Results Representation and Analysis
5.3.1. Scenario 1: Path Planning on 20 × 20 Maps with Different Types of Obstacles

In the first case, different obstacles are constructed in a 20 × 20 map, as shown in
Figure 5a–g to examine the sensitivity of the algorithm on obstacle shapes. The length of
each chromosome is set to 12 for all algorithms. Results are shown in Table 1, and all the
best values are highlighted in bold. First, by comparing with the particle swarm algorithm
in the original coordinate, it can be clearly verified that the performance of the algorithm
with the new coordinate system is significantly improved, but the problem is also ParaPA.
As can be seen in the test of Map 4, the mean and variance under the original coordinates
are the best, which means that the new coordinate system is inferior to dealing with the
S-shaped trajectory planning. Because one dimension is fixed in the new coordinate system,
the changeable range for each individual is less than the original coordinate. Hence, when
in an environment with several continuous transverse obstacles, such as Map 4, the path
generated by the algorithm is relatively monotonous, resulting in a worse convergence
effect. It is worth noting that the best value of optima, as well as the worst individual
in Table 1, are not in the original coordinate system, indicating that the algorithm in the
new coordinate system could be superior during the evolution once the algorithm can
find a feasible sample as soon as possible. From the results of other maps, the ParaPA
algorithm has the best performance in 1000 runs, and the final convergence achieved the
shortest path length in most scenarios. While the algorithm with the best stability is ACO,
its evolutionary process is easily stagnant, resulting in unsatisfactory final convergence
results. In comparison, the multi-swarm strategies, such as MABC and ParaPA algorithm,
can increase the path diversity in a complex environment, and the proposed structure can
be better exploited locally for better convergence results.

Figure 5. Set of test 20 × 20 maps for the first scenario in which (a–g) show the different distributions
of obstacles on 20 × 20 maps.

Table 2 shows the success rate. Note that the multiple population strategy proposed
in this paper, combined with the parasitic relationship of two communities, can increase
the probability of a successful search for the special continuous transverse obstacles in
Map 4. In most cases, the algorithm can successfully find a suitable path. The results,
however, are different in terms of the algorithm’s efficiencies combined with data from
Table 1. The structure of ParaPA can utilize the population differences in multiple swarms
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and transform them into the diversity of path samples so as to improve the effectiveness of
the algorithm, and the diversity of the algorithm is expressed by the individual disparity in
the population in the following:

DIG =
1

NP

√√√√NP

∑
i=1

∥∥∥∥∥XG
i − 1

NP

NP

∑
j=1

XG
j

∥∥∥∥∥
2

(18)

where DI is the individual diversity [34], G means generation, and NP is the number
of populations.

Table 1. Convergence performance comparison for scenario 1 on 20 ∗ 20 maps.

MAPs ParaPA PSO(ori) PSO CPSO WPSO MPSO ACO ABC MABC

Map1

Mean 28.531 1 32.311 30.059 29.919 30.079 32.644 38.002 28.667 28.583
Std 0.143 4.245 2.767 1.851 1.719 8.640 0.063 0.170 0.042

Worst 29.825 58.069 89.130 40.225 38.921 212.317 40.000 31.328 28.802
Optima 28.455 29.228 28.459 28.459 28.455 28.475 38.000 28.480 28.480

Map2

Mean 27.024 32.526 28.041 28.007 28.009 27.496 38.032 27.044 27.033
Std 0.005 5.596 1.116 1.077 1.015 0.492 0.251 0.018 0.006

Worst 27.098 53.125 36.749 34.031 32.926 30.317 41.000 27.173 27.060
Optima 27.022 27.295 27.022 27.022 27.022 27.025 37.000 27.022 27.022

Map3

Mean 28.265 39.905 31.822 30.668 30.541 30.171 38.000 29.777 28.670
Std 0.419 7.300 6.352 2.084 1.885 2.056 0.000 1.542 0.571

Worst 30.495 84.383 99.917 41.312 39.035 42.676 38.000 37.597 33.039
Optima 27.848 29.482 27.882 27.900 27.914 27.994 38.000 28.102 28.170

Map4

Mean 57.444 47.617 72.308 52.553 NaN 82.221 81.612 84.206 73.934
Std 14.674 3.723 14.388 5.138 NaN 16.069 17.741 15.514 13.658

Worst 96.037 69.024 108.846 60.659 NaN 114.122 150.000 113.900 114.461
Optima 41.738 40.665 46.061 38.334 NaN 55.814 50.000 56.989 48.293

Map5

Mean 28.922 36.411 31.515 31.430 31.538 29.455 38.004 30.795 29.431
Std 1.795 7.086 2.341 2.370 2.238 1.845 0.089 2.635 1.627

Worst 33.343 69.188 41.791 42.173 39.855 36.349 40.000 39.659 32.952
Optima 27.290 27.828 27.297 27.302 27.295 27.275 38.000 27.376 27.395

Map6

Mean 28.482 37.455 29.827 29.868 29.787 29.600 38.000 29.899 29.117
Std 0.379 6.885 1.434 1.276 1.017 1.598 0.000 0.532 0.119

Worst 29.487 63.969 53.169 37.791 37.399 73.792 38.000 32.878 29.724
Optima 27.982 29.696 28.046 28.001 28.041 28.421 38.000 28.936 29.111

Map7

Mean 30.918 37.452 33.140 33.169 32.956 32.700 38.038 33.414 30.018
Std 1.916 3.087 3.128 3.238 3.036 2.730 0.273 2.795 0.388

Worst 37.353 54.301 47.069 46.973 42.344 29.084 40.000 40.827 34.502
Optima 29.139 29.594 29.151 29.127 29.136 42.175 38.000 29.385 29.285

1 The bold represents the best value.

Table 2. Success rate on various maps.

Maps ParaPA PSO(ori) PSO CPSO WPSO MPSO ACO ABC MABC

Maps 20∗20

Map1 1 0.988 0.998 0.998 0.999 0.998 1 1 1
Map2 1 1 1 1 1 1 1 1 1
Map3 1 0.493 0.871 0.94 0.944 0.966 1 1 1
Map4 0.499 1 0.07 0.041 0 0.04 0.83 0.016 0.237
Map5 1 1 1 1 1 1 1 1 1
Map6 1 0.361 0.944 0.928 0.926 0.995 1 1 1
Map7 1 1 0.966 0.969 0.936 1 1 1 1

Maps 50∗50 Map1 1 0.131 0.616 0.794 0.617 0.98 1 1 1
Map2 1 0.352 0.958 0.793 0.947 0.997 0.836 1 1
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5.3.2. Scenario 2: Path Planning on 50 × 50 Maps with Randomly Generated Rectangles
as Obstacles

While the merits of diversity are not obvious in the simple condition. To verify the
convergence and searching capacity of different algorithms, more complex environments
are built with randomly generated rectangles in 50 × 50 maps, as shown in Figure 6. In
terms of the success rate from Table 2, ParaPA, ABC, and MABC are the only algorithms
that can guarantee the finding of a feasible path, while Table 3 shows the convergence
performance of the algorithm in the 50 × 50 environments. It is worth noting that the most
stable algorithm is MABC, while the ParaPA algorithm makes some stability sacrifices
in order to obtain a better search breadth in return for more accurate local convergence.
This can be seen from the best value of optima in each map, indicating that the ParaPA
algorithm has a stronger local searching ability. The standard deviation reflects the stability
of the algorithm’s performance in a scenario, while the value of DI is an indicator of the
diversity of the algorithm. In Table 4, the above algorithms with better performance are
selected to compare the diversity. The standard deviations of CPSO and WPSO are larger
compared with others. Meanwhile, from the performance of DI, the algorithm does not
construct more feasible paths during chaos search, resulting in poorer sample diversity.
The proposed structure performs chaos at the bottom to create more feasible paths, and
the superior individuals are responsible for fine-tuning the optima. Combining the optima
value in Table 3 and the DI performance in Table 4 shows the capacity of the ParaPA
algorithm both in local convergence accuracy and global exploration.

Figure 6. Set of test 50 × 50 maps for the second scenario in which (a,b) show the different distribu-
tions of obstacles on 50 × 50 maps.

Table 3. Convergence performance on 50 × 50 maps.

MAPs ParaPA PSO(ori) PSO CPSO WPSO MPSO ACO ABC MABC

Map1

Mean 74.776 94.889 87.125 96.964 86.833 80.842 160.233 82.594 79.882
Std 3.005 21.593 24.458 39.288 20.584 7.851 22.051 3.939 1.778

Worst 103.862 200.684 295.924 315.496 219.431 223.645 266.000 106.806 86.220
Optima 70.107 72.954 72.299 73.702 72.403 70.300 114.000 74.303 74.052

Map2

Mean 76.558 91.572 83.963 97.128 85.062 78.558 167.916 80.015 78.372
Std 2.671 14.287 13.566 38.198 16.207 4.347 25.126 2.818 0.981

Worst 83.936 152.965 255.782 299.138 238.817 105.914 320.000 96.480 87.981
Optima 71.287 71.959 72.946 74.968 73.867 71.361 116.000 75.309 75.876

Table 4. Diversity of individuals (DI) on 50 × 50 maps.

50 ∗ 50 Maps ParaPA CPSO WPSO MPSO MABC

Map1 8.897 5.073 4.279 6.776 7.021
Map2 9.338 7.523 5.618 7.013 5.077
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The convergence curves in 50 × 50 maps for the compared algorithms are shown in
Figure 7 to observe the convergence variation during an evolution where the maximum
number of evolutions is set to 4000. The frequency and magnitude of the changes in the
path length are small enough to be ignored after approximately 300 iterations. Hence only
the first 400 iterations are taken into account, as the results shown in Figure 7a. It can be
seen that all algorithms complete the planning for a feasible path within 60 iterations, after
which the best value is planned locally around it, and the changing magnitude is reduced.
Note that the best path is recorded based on the parasitism swarm, indicating that the best
position has been locked by the inferior population at around 400 iterations. After that,
what needs to be performed for the algorithm is to maintain the diversity to create more
possibilities for path convergence. The DI is measured in 4000 generations to observe the
tendency, as shown in Figure 7a. It can be seen that it is difficult to maintain a stable diversity
for CPSO as well as WPSO, which means that their convergence tendency will fall into a
unified position. ParaPA and MABC are more stable in terms of diversity performance.

Figure 7. Convergence comparison on 50 × 50 maps where (a) is the path length change curve during
iteration and (b) shows the curves of the diversity of individuals (DI) within 4000 iterations.

5.3.3. Scenario 3: Path Planning for Real Application on 100 × 100 Maps

In practical map applications, as illustrated in Figure 8 [35], this paper chooses algo-
rithms with a better performance in the above test to make a comparison.

Figure 8. Real application on 100 × 100 maps of the Small Cultural Complex where (a–c) are the
layouts corresponding to the function of the exhibition, sports, and performance, respectively.

The results in Tables 5 and 6 show that the ABC series algorithm is able to create more
sample diversity but hardly converts the recourses to the final convergence accuracy. For
the ParaPA algorithm with a parasitic relationship, the bottom particles can guarantee the
search ability, but the “nutrients” they can pass to the superior layer would be reduced.
It can be solved by building multiple population interactions to increase the diversity in
the upper layer population directly. From the test on Maps 2 and 3, MABC has a better
performance in terms of stability. In other words, MABC does not have any internal
mechanism to refine the local search, so the higher stability can be regarded as the outcome
at the sacrifice of the exploitation ability as the optima result in Table 5. Consequently,
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the proposed algorithm has a better performance on most of the measurements, but how
to choose an algorithm should consider the specific requirements of the real application.
Furthermore, in order to show the results of multimodal path planning more intuitively,
we take map (a) in Figure 8 as an example and show the multiple paths planned by the
single-run algorithm in Figure 9. In a single run, it generates the three paths with the best
fitness values, as shown in Figure 9.

Table 5. Convergence performance on 100 × 100 maps.

100 ∗ 100 Maps ParaPA CPSO MPSO ABC MABC

Map1

Mean 147.727 157.103 155.820 167.317 161.270
Std 5.702 8.130 7.914 7.717 4.940

Worst 168.755 203.790 198.764 206.522 177.713
Optima 141.006 142.508 142.262 148.932 148.287

Map2

Mean 145.878 154.001 153.771 161.662 157.390
Std 9.356 10.786 10.398 5.013 4.021

Worst 347.053 263.723 347.306 188.500 169.377
Optima 139.750 141.253 141.306 145.790 145.765

Map3

Mean 166.445 171.323 176.595 171.036 169.858
Std 18.047 2.486 12.6525 4.1758 0.481

Worst 554.350 175.755 335.206 255.509 170.056
Optima 165.459 168.992 165.795 168.958 169.838

Table 6. Diversity of individuals (DI) on 100 × 100 maps.

100 ∗ 100 Maps ParaPA CPSO MPSO ABC MABC

Map1 7.171 6.973 9.249 12.728 13.409
Map2 5.601 6.034 8.104 13.430 14.664
Map3 4.078 8.424 9.129 17.583 10.043

Figure 9. Path diagram in which colorful lines represent three routes obtained by a signle run on a
100 × 100 map.

6. Conclusions

Primarily, this paper introduces a dual-community-based evolutionary algorithm
model that mimicked parasitic relationships in the biosphere. In the established structure,
the bottom particles guarantee the algorithm diversity, while the superior community
controls the better convergence resources and is responsible for completing the local
convergence. Meanwhile, a multiple population strategy is conducted that is utilized to
build information interaction channels among superior populations and directly shares the
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best information contained in superior populations. Finally, based on the above algorithm
structure, ParaPA is proposed to solve the path planning problem. Meanwhile, we design a
cross function to filter the high-level interactive information through the proposed multiple
swarm framework so as to ensure path diversity in the superior population. From the
comparison of the algorithm diversity and the average length of paths, the proposed
approach is able to produce more path possibilities by using the structure, achieving a
better solution in regard to path length.

Compared with traditional path planning strategies, such as A* algorithm, because
of the characteristics of ABC and PSO algorithms, the ParaABC algorithm can effectively
solve high-dimensional path planning problems. In the process of algorithm operation,
once the target point is unreachable, the proposed algorithm can discard the current
path directly or re-plan the infeasible section according to prior knowledge, thus saving
performance loss. In addition, the ParaABC algorithm can plan multiple optimal paths
through a single operation. Compared with the popular method of neural networks in
recent years, the proposed method only needs to adjust a few parameters and has low
equipment requirements. However, although the performance of ParaABC is improved
compared with similar algorithms, it still faces the problems of diversity disappearance
and premature convergence.

In the future, the three symbiosis-relation-based evolutionary structures introduced in
this paper could be studied for different applications. Under the mutualism relationship,
the convergence probabilities of multiple populations are equivalent, similar to the ring
topology, which is suitable for multimodal or multi-objective optimization problems. For
the commensal relationship, the interspecies relationship is inclined to a competition that
has a continuous dynamic optimization capability. While in the parasitic relationship,
where the convergence will tend to be homogeneous during the evolution, the avoidance
of the premature problem is required. Note that the symbiosis relationship construction
establishes an information bridge among multiple populations rather than a specific indi-
vidual. Meanwhile, the development of symbiosis-relation-based evolutionary conception
for different applications through the adapted framework is an interesting field that may
be undertaken in the future.
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Appendix A

According to the description in [29], the commensalism and mutualism relationship
should be defined as follows. All the relationships are defined under the multimodal
optimization condition.

Commensalism relationship: The weaker population should give resources to the
superior population while it is not affected by the interaction.

Mutualism relationship: The evolutional process will not be interrupted by others
among two or more populations and can obtain benefits from group interaction. In other
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words, each evolution is independent while the information changing among different
populations can contribute to their convergence.

We define the relationships in mathematics as:

Definition A1. Suppose there are m optima in S, recorded as Φ1, Φ2, . . . , Φm. There exists S1 � S,
S2 � S, S1 �= S2. In the t-th iteration, S1 and S2 are recorded as S1(t) and S2(t). If the following
function is true

lim
t→∞

m

∏
i=1

P(Φi ∈ S1(t)) > lim
t→∞

m

∏
i=1

P(Φi ∈ S2(t))

then the S1 and S2 is the commensalism relationship in the living space S.

Definition A2. Suppose there are m optima in S, recorded as Φ1, Φ2, . . . , Φm. ∃S1 � S, when
the iteration is t and S1 can be recorded as S1(t), then ∃P1(t), 0 < P1(t) < 1, satisfies

lim
t→∞

m

∏
i=1

P(Φi ∈ S1(t)) = P1(t)

and for ∃S2 � S, S1 �= S2, ∃P2(t), 0 < p2(t) < 1 satisfies

lim
t→∞

m

∏
i=1

P(Φi ∈ S2(t)) = P2(t)

For ∀δ > 0, always have
lim
t→∞

‖P1(t)− P2(t)‖ < δ

called the S1 and S2 is the mutualism relationship in the living space S.
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Abstract: An indoor positioning design developed for mobile phones by integrating a single micro-
phone sensor, an H2 estimator, and tagged sound sources, all with distinct frequencies, is proposed
in this investigation. From existing practical experiments, the results summarize a key point for
achieving a satisfactory indoor positioning: The estimation accuracy of the instantaneous sound
pressure level (SPL) that is inevitably affected by random variations of environmental corruptions
dominates the indoor positioning performance. Following this guideline, the proposed H2 estimation
design, accompanied by a sound pressure level model, is developed for effectively mitigating the
influences of received signal strength (RSS) variations caused by reverberation, reflection, refraction,
etc. From the simulation results and practical tests, the proposed design delivers a highly promising
indoor positioning performance: an average positioning RMS error of 0.75 m can be obtained, even
under the effects of heavy environmental corruptions.

Keywords: indoor positioning design; sound pressure level; received signal strength; H2 estimator;
energy consumption

1. Introduction

Indoor positioning designs for mobile communication systems have attracted increas-
ing attention recently due to emergency and security concerns. With the increase in time
spent by mobile phone users in indoor environments, a mandatory bill, called Enhanced
911 (E911) was passed by the USA, providing the specific requirements for the indoor
positioning accuracy of mobile communication systems. The indoor positioning accuracy
requirements of E911 are less than 100 m (67% calls) and 300 m (95% calls) [1]. However, the
well-known outdoor positioning system, GPS, is not useful for guaranteeing the accuracy of
indoor positioning because of the shielding effect of the positioning signal transmission of
satellites, i.e., the positioning ability of GPS is weak in regards to indoor environments such
as shopping malls, hypermarkets, office building, etc. A variety of theoretical and available
technologies have been proposed in recent decades for achieving the requirements of the
indoor positioning [2–5], based on methods using infrared rays (IR), ultrasound, radio-
frequency identification (RFID), wireless local area networks (WLAN), Bluetooth, audible
sound, and other technologies. Nevertheless, not all of the above-mentioned methods
can be applied to mobile communication systems due to complexity of implementation
and the costs of the hardware and software; hence, a new design which is suitable for
performing indoor positioning, based on the integration of a single microphone of the
mobile communication system and one positioning estimation design. is proposed in
this investigation.

Many indoor positioning methods have been proposed in recent years, and an accurate
positioning estimation is the common goal of these designs. The earliest design was based
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on an infrared ray (IR) system [5–9], and until now, it was the most simple and common
design for the purpose of indoor positioning. It is possible that the indoor positioning
performance of these types of IR-based designs is acceptable in indoor environments which
are well-arranged. However, practically, environmental light sources, such as florescent
light and sunlight, are always tricky problems which strongly reduce position accuracy [8].
To compensate for the effect of this environment disturbance, several filters have been
developed [8,10]. Applications of IR-based indoor positioning designs are constrained due
to these interferences, and constructing such a light-based system comes at a high cost.
Radio frequency (RF)-based technologies [11,12] are the other designs used for achieving
the indoor positioning goal. Categories of RF-based positioning methods are mainly
divided into two groups: 1. the radio frequency identification (RFID) method, and 2.
the Wireless Local Area Network (WLAN) method. WhereNet is a real-time indoor and
outdoor positioning design developed by Zebra Technologies via the RFID method for
users who are in intricate environments, such as libraries, offices, etc. [4,13]. Key parts
comprising this positioning system include tags, positioning antennas, processors, servers,
where ports, and a software algorithm using the differential time of arrival method (TDOA)
for calculating the locations of moving tags.

The major disadvantage of this kind of positioning method is that is necessitates
an enormous cost for building numerous infrastructures in the working area. As to the
WLAN positioning design, most of WLAN-based algorithms are developed via adopting
the received signal strength of the WLAN signals. Generally speaking, WLAN-based
designs possess a low-cost feature due to the popularity of WLAN infrastructures in indoor
environments. By building on this advantage, a RADAR positioning system has been
developed by a Microsoft research group, combining received signal strength detection
with the triangulation positioning method. Unfortunately, the received signal strength
of WLAN is naturally and inevitably affected by various environmental uncertainties,
such as the multipath effect, the no line-of-sight effect [14–17], etc.; hence, some auxiliary
designs are proposed to reduce the effect of environmental uncertainties [15,18,19], e.g.,
a radio map using the fingerprinting method, or the approximation design of a specific
environment using the fuzzy logic approach. Fingerprinting techniques work well when
the stored information of WLAN access points (APs) increase significantly, i.e., more APs
are needed [20]. Algorithms based on sound detection provide another potential method
for indoor positioning designs. The Active Bat system was developed by AT&T Cambridge
by mimicking the navigation behavior of bats [21].

For improving the accuracy of the Active Bat system, a new design called the Cricket
system combines the overall design of the Active Bat system with an extra RF method [22,23].
For the above developments, multi-sensors and ultrasound designs are adopted. Daredevil,
developed by Microsoft, uses audible sound sources, providing an indoor positioning
ability for mobile phones with at least two embedded microphones [4]. In the work in [14],
the mobile phone is used as an emitter, and it collocates with the Wi-Fi network to achieve
higher accuracy. A contrasting design, in which the handheld devices are arranged as
receivers for some predefined emitters, is another popular design because mobile phone
users always need the real-time display of the mobile phones’ monitors [24,25]. The posi-
tioning algorithm based on TOA or TDOA methods requires that multi-sensors be used, i.e.,
the total costs will be higher than those using the single sensor design; besides, the TOA
or TDOA methods are degraded by four main factors: 1. background noise, 2. the multi-
path effect [26,27], 3. non line-of-sight propagation [28,29], and 4. mobile synchronization
recovery [30,31].

Therefore, an indoor positioning algorithm which can be easily implemented in a
mobile phone using just one microphone is proposed. Unlike in the above design, in which
mobile phones were set up as emitters, in this study, the mobile phone’s microphone is
arranged as the receiver of tagged sound sources using distinct frequencies. Four tagged
sound sources with distinct frequencies are broadcasted from speakers placed in the corners
of an indoor space, and for reducing the total cost of the hardware, only one mobile phone
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microphone is used to collect messages of different tagged sound sources. Regarding
the development of the methodology, one novel indoor positioning method combining
the received signal strength (RSS) method, the fast Fourier transform (FFT) method, H2
estimation design, and the intersection of circles method is proposed. In this proposed
method, RSS is used to calculate the strength of each tagged sound source, FFT is adopted
to analyze the spectrum of the collected data of tagged sound sources, the H2 estimation
design is used to purify the noisy tagged sound source, and output denoised sound pressure
level (SPL), and an accurately estimated position of the user in an indoor environment can
then be solved by the intersection of circles method.

2. The Proposed Indoor Positioning Algorithm

The overall schematic of the proposed indoor positioning design is shown as Figure 1.
In this investigation, this procedure is separated into three stages. A RSS analysis of the
first stage is used to verify the pressure of the received signals measured by the single
microphone of the mobile phones; additionally, in this stage, one system identification
method—recursive least square (RLS)—and the famous power spectrum analysis tool—
FFT—are utilized to simulate the walk behavior of users and make SPL selections regarding
which two tagged sound sources will be adopted. In the second stage, one novel estimation
design possesses an effective reduction ability regarding environmental corruptions. A
set of purified SPLs can be obtained by using this proposed estimation design, and the
first two of these four SPLs, which exhibit the strongest intensities, will be used as inputs
of geometry equations in the third stages. Based on the purified SPLs, four geometry
equations, which are functions of the users’ indoor position (xr(k), yr(k)), can be easily
determined from the relationship between tagged sound sources and the microphone of
the user’s mobile phone. The users’ indoor position (xr(k), yr(k)) can be further solved by
the intersection of circles method in the third stage.

Sound sources

Noise
Environmental 

Corruptions,
Background 

Noises

RLS

FFT

H2
Estimator

Geometry
Formulation

Solution by 
Intersection of 
Circles Method

Positions of 
Users

(xr,yr)

Stage 1. Stage 2. Stage 3.

Mathmetical
Model

RSS

Analysis

 

Figure 1. Flow chart of the proposed indoor positioning algorithm.

2.1. Data Acquisition and RSS Analysis

In the following, a detailed mathematical expression for these three stages will be
derived. In the first stage, the received raw data of the four tagged sound sources are as
follows: Sn, for n =1 to 4, with distinct tagged frequencies, should be identified. As to
the choice of these two tagged sound sources, there are two steps arranged previously:
calculations of magnitudes and frequencies. For identifying the magnitude and frequency,
FFT and RSS analysis are used. The tagged frequency of each sound source cannot be
higher than 20 kHz due to the physical limitation of the standard microphone used, and
the sampling frequency of the mobile phone is 8 kHz; hence, tag frequencies of the sound
sources are selected as 15.5 kHz, 16.5 kHz, 17.5 kHz, and 18.5 kHz, respectively. For
separating the four tagged sound sources, a specific frequency tag fSn is assigned for each
of the four tagged sound sources, as follows:

On : (14000 + 1000n)Hz < fSn < (15000 + 1000n)Hz, for n = 1 to 4 (1)
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Denote the received signals of the tagged sound sources Sn as zSn, for n =1 to 4, which
contain all surrounding sounds. In this stage, two tagged sound candidates will be selected
based on the messages of magnitudes and frequencies of these four tagged sound sources.
For the purpose of calculating magnitudes (dB) and frequencies (Hz) of the tagged sound
sources, the famous power spectrum method FFT is used. According to the definition of
FFT, the magnitude for these four distinct frequencies can be expressed as:

FSn(k) = FFT{zSn(k)}, for n = 1 to 4 (2)

A mean value magnitude adopted for calculation of the intensities of the tagged sound
sources is defined as the following:

CSn =
1
B

B

∑
κ=0

FSn(k), for n = 1 to 4 (3)

where B is the number of bins. Equations (2) and (3) will be utilized to identify the received
tagged sound sources.

2.2. Indoor Positioning Algorithm

The geometry relationship between the carried receiver and distinct tagged sound
sources is illustrated in Figure 2. In Figure 2, the carried receiver is set up as the mobile
phone and is initialized as ur(0) = {xr(0), yr(0)}. Suppose at least four tagged sound
sources, with distinct frequencies, are placed in four corners of an indoor space, and their
coordinates are represented as (x1, y1), (x2, y2), (x3, y3), and (x4, y4).

 
Figure 2. Geometric relationship between the carried receivers with respect to tagged sound sources.

Figure 2 is an irregular-shaped indoor plane, and there are four tagged sound sources
placed in four corners. Tagged sound sources are denoted as Sn, for n =1 to 4, and tag
frequencies of these sound sources are set up as fSn. As to the initial locations of the tagged
sound sources, they are placed in (xn, yn) of the test indoor plane. The moving data of the
carried receiver in every time instant is defined as:

ur =
{
(xr(k), yr(k)) ∈ R2

}
, for 1 ≤ k ≤ N (4)
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where N is number of indoor positioning iterations.
In the following, the transformation of SPLs and the relative distances will be detailed.
Data collection of SPLs: The carried receiver collects four different SPL values from

the tagged sound sources at each sampling time, which can be expressed as a set LSn:

LSn =
{

lSn(k) ∈ R1
}

, for n = 1 to 4, and 1 ≤ k ≤ N (5)

where lSn is the measured SPL of Sn with the tag frequency fSn.
Relative distances between each tagged sound source and the receiver can be expressed

as the following four sets.

RSn =
{

rSn(k) ∈ R1
}

, for n = 1 to 4, and 1 ≤ k ≤ N (6)

where rSn(k) is the relative distance from the positions of tagged sound sources Sn to the
receiver. Based on Equations (5) and (6), the instantaneous relative distance between each
tagged sound source and the receiver can be calculated from the SPL difference lSn(k) and
lSn(k − 1) as

rSn(k) = rSn(k − 1)/10
lSn (k)−lSn (k−1)

20 +

(
RC + 16πr2

2
RC + 16πr2

1

) 1
2

, for n = 1 to 4, and 1 ≤ k ≤ N (7)

where Rc is the uncertainty room constant. Due to the fact that Rc cannot be measured
in prior, it is regarded as a modeling uncertainty. Based on this, the corrupted relative
distance rSn(k) can be further expressed as below:

rSn(k) = rSn(k − 1)/10
lSn(k)−lSn(k−1)

20 + w(k), for n = 1 to 4, and 1 ≤ k ≤ N (8)

where initial values of rSn(k) and lSn(k) are rSn(0) and lSn(0), respectively, and

w(k) =
(

RC+16πr2
2

RC+16πr2
1

) 1
2
.

The next section will introduce the method of extracting the noiseless SPLs with
distinct tagged frequencies and derive the geometry mathematical formulation for finding
the instantons positions of the mobile phone users.

2.2.1. Geometric Mathematical Formulation

In Figure 3, there are four right angle triangles inside a quadrilateral, and each of them
describes the relationship between the receiver and each tagged sound sources.

Based on Figure 3, four equations are derived, and these equations express the geo-
metric relationships between the receiver and the tagged sound sources in an indoor plane.

(x1 − xr(k))
2 + (y1 − yr(k))

2 = rS1(k)2 (9)

(x2 − xr(k))
2 + (y2 − yr(k))

2 = rS2(k)2 (10)

(x3 − xr(k))
2 + (y3 − yr(k))

2 = rS3(k)2 (11)

(x4 − xr(k))
2 + (y4 − yr(k))

2 = rS4(k)2 (12)

where (x1, y1),(x2, y2),(x3, y3), and (x4, y4) are the coordinates of the tagged sound sources,
and these positions are fixed and known. (xr(k), yr(k)) is the coordinate of the receiver
at time instant k. rSn(k), n = 1 to 4 are the relative distances of the receiver to the tagged
sound sources Sn at time instant k and can be calculated from Equation (8).
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Figure 3. The geometric relationship between the tagged sound sources and the receiver in an
indoor plane.

From the above mathematical formulation for the geometric relationship between the
tagged sound sources and the receiver, four equations are obtained. However, only two
of these four equations will be utilized to solve the two unknowns:(xr(k), yr(k)), and two
of these four equations—Equations (9)–(12)—will be selected according to the measured
SPLs by using Equations (2) and (3). The criterion for selecting the two equations is
lMax = Max LSn and lSec = Max{LSn − Max LSn}, e.g., if the intensity sequence of the
measured SPLs is in sequence: lS2 > lS3 > lS1 > lS4 based on Equations (3), (10) and (11),
the following will then be selected and combined as a set of binary quadratic equations as:

(x2 − xr(k))
2 + (y2 − yr(k))

2 = rS2(k)2 (13)

(x3 − xr(k))
2 + (y3 − yr(k))

2 = rS3(k)2 (14)

2.2.2. Solution by Intersection of Two Circles Method

For solving the solution (xr(k), yr(k)) of the binary quadratic equations, the intersec-
tion of two circles method is applied. The reason for using this method is that it offers
calculation convenience and a low computational burden for calculators of mobile phones.

In Figure 4, S1 and S2 are tagged sound sources which are selected from Figure 3. The
coordinates are (x1, y1) and (x2, y2), respectively. Two overlapped circles can be illustrated
when a radius rS1(k) and rS2(k), which are the relative distance between the receiver and
the tagged sound source, are assigned for tagged sound sources S1 and S2, respectively.
Suppose rS1(k) and rS2(k) are large enough to intersect with each other. Two intersect
point, ur1(k) and ur2(k), can be obtained, as shown in Figure 4. Theoretically, one of
these two points, (ur1(k) and ur2(k)), would be the solution of the corresponding binary
quadratic equations.
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Figure 4. Intersection of two circles.

Denoting the distance S1S2 as d, it can be expressed as:

d = a + b =

√
(x2 − x1)

2 + (y2 − y1)
2 (15)

where a is S1u0 and b is S2u0.
There are two equations obtained from triangles ΔS1ur1u0 and ΔS2ur1u0 as

a2 + h2 = rS1(k)2

b2 + h2 = rS2(k)2 (16)

Using d = a + b, the variable a can be solved as:

a =
(

rS1(k)2 − rS2(k)2 + d2
)

/(2d) (17)

The solution of the point u0(xu0 , yu0) can be obtained

(xu0 , yu0) = (x1, y1) +
a
d
(x2 − x1, y2 − y1) (18)

Substituting a into Equation (16) to solve h, the coordinate of the intersection point
ur(k) = (xr(k), yr(k)) can be obtained as below:

xr(k) = xu0 ± h
d (y2 − y1)

yr(k) = yu0 ± h
d (x2 − x1)

(19)

xr(k) = x1 +
a
d (x2 − x1)±

√
rS1(k)2−a2

d (y2 − y1)

yr(k) = y1 +
a
d (y2 − y1)±

√
rS1(k)2−a2

d (x2 − x1)
(20)

In Equation (20), two position solutions of the receiver are obtained simultaneously,
but only one of them is the correct answer. There is a simple method to determine whether
it is the correct one: the correct solution ur(k) must be inside the indoor plane.

However, there are some special cases in which two solutions of Equation (20) are both
inside the quadrilateral S1S2S3S4. One judgment is proposed for the reasonable selection
of these special cases by considering the moving velocity of the users. Normally, a moving
velocity of 10 m/s is the maximum limitation for most of users. To calculate the moving
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velocity by the difference of current positioning solution ur(k) and the previous solution
ur(k − 1), one checking condition can found for the selection of the correct solution as:

Δur(k) =
ur(k)− ur(k − 1)

t
≤ 10

m
s

(21)

where t is the sampling time of the system.
The solution of Equation (20) based on the accurate measurement of SPLs lSn(k), is

n = 1 to 4. Naturally, environmental corruptions, such as reverberation, interference, etc.,
are always contained in the measurement process of SPLs, hence the SPLs lSn(k) should
be denoised before calculating Equations (8) and (20). For treating this noise reduction
problem regarding the corrupted SPLs lSn(k), an estimation design for effectively removing
the environmental corruptions and purifying the SPLs lSn(k) is proposed. In the following,
a systematic estimation design, combining RLS system modeling and a steady-state optimal
estimator, is developed for denoising the corrupted SPLs.

2.3. System Modeling

Before estimating the correct SPLs via adopting an optimal estimation method, each of
the received SPLs should first be mathematically modeled. Suppose a set of the measured
SPLs can be described as:

Lall = [lS1, . . . , lS4] (22)

where Lall is the set of all measured SPL data, and lSn, for n =1 to 4 is the set of measured
SPL data from the tagged sound sources.

The mathematical models of the received SPLs can be expressed as the following
white-noise driven difference equation:

lSn(k) =
m

∑
i=1

aSnilSn(k − i) + wSn(k), for n = 1, . . . , 4 (23)

ZSn(k) = lSn(k) + vSn(k) (24)

where ZSn(k) is the noisy measurement output of the tagged sound source n. Moreover,
wSn(k) and vSn(k) are Gaussian white noise, with a zero mean and which are uncorrelated
with lSn(k). aSni, for i = 1, . . . , m are identifiable system parameters of the tagged sound
source n, and m is the system order.

A regressive form is used to express the difference equation in Equation (23):

lSn(k) = ΨSn(k)Tλ̂Sn(k) + wSn(k) (25)

where ΨSn(k) = [lSn(k − 1) · · · lSn(k − m)]T is the regression vector which contains the
measured SPL data, and λ̂Sn(k) = [aSn1 · · · aSnm] is the parameter vector.

Equation (25) can be further formulated as a state space form, as follows:

LSn(k + 1) = ΨSnLSn(k) + ΛwSn(k) (26)

ZSn(k) = ΩLSn(k) + ΠvSn(k) (27)

where ΨSn =

⎡⎢⎢⎢⎢⎢⎢⎣

aSn1 aSn2 · · · aSnm−1 aSnm
1 0 · · · · · · 0

0
. . . . . . . . .

...
...

. . . . . . . . .
...

0 · · · 0 1 0

⎤⎥⎥⎥⎥⎥⎥⎦ ∈ �m×m, Λ =

⎡⎢⎢⎢⎢⎢⎣
1
0
0
...
0

⎤⎥⎥⎥⎥⎥⎦ ∈ �m×1, Ω =

⎡⎢⎢⎢⎢⎢⎣
1
0
0
...
0

⎤⎥⎥⎥⎥⎥⎦

T

∈

�1×m, Π = 1 and LSn(k) = [lSn(k) lSn(k − 1) · · · lSn(k − m + 2) lSn(k − m + 1)]T is the
state vector, and wSn(k) and vSn(k) are white noises.

222



Sensors 2023, 23, 1508

Remark 1. The system order m is a user decided parameter. Theoretically, a more accurate model
can be found by increasing this system order. Surely, a high order system needs more calculation
time and storage memory. There exists a tradeoff when selecting the system parameter m. System
parameters aSni, for i =1 to m can be optimally calculated by several identification methods, such
as the recursive least squares method (RLS), the stochastic subspace identification method (SSI),
and the system realization using information matrix (SRIM). In this investigation, the system
parameters aSni in Equation (23) will be optimally determined by the RLS method.

The RLS algorithm is often used for searching the optimal parameters of systems
with a set of unknown parameters by using the input and output measured raw data. The
standard identification process of this algorithm can be expressed as follows:

εSn(k) = ZSn(k)− ΨSn(k)Tλ̂Sn(k − 1) (28)

QSn(k) =
1
γ

[
QSn(k − 1)− QSn(k − 1)ΨSn(k)λ̂Sn(k)TQSn(k − 1)

γ + ΨSn(k)TQSn(k − 1)λ̂Sn(k)

]
(29)

λ̂Sn(k) = λ̂Sn(k − 1) + QSn(k)ΨSn(k)εSn(k) (30)

where QSn(k) is the estimation of the coefficient covariance at time instant k, λ̂Sn(k) is the
identified parameter, ΨSn(k) is the input data, εSn(k) is the prediction error, ZSn(k) is the
measurement output, and γ is the forgetting factor. The range of forgetting factor γ is
usually given within 0.95 to 1.

2.4. H2 Estimation Design

Based on the identified system parameters λ̂Sn(k) in Equation (30), an H2 estimator is
proposed for eliminating the influence of the environmental corruptions.

Equations (26) and (27) represent the state-space system of measured SPLs, and the
purified SPLs hSn(k) can be reconstructed as:

hSn(k) = JLSn(k) (31)

where J is a constant matrix that is set up to draw out the purified SPL hSn(k) from state
vector LSn(k). The designed target is to hunt for the estimation L̂Sn(k) from the measured
SPL ZSn(k), which is corrupted by environmental noises; hence, the state estimator for
purifying the corrupted SPL is formulated as the following:

L̂Sn(k + 1) = ΨSnL̂Sn(k) + GSn
[
ZSn(k)− ΩL̂Sn(k)

]
ĥSn(k) = JL̂Sn(k)

(32)

where GSn ∈ �m×1 is the designed estimation gain in a steady state.
Define the estimation error between purified SPL signal and estimation signal as follows:

ẽSn(k) = hSn(k)− ĥSn(k)
= JLSn(k)− JL̂Sn(k)
= JL̃Sn(k)

(33)

where L̃Sn(k) = LSn(k)− L̂Sn(k)
The performance index of the H2 estimation design of the indoor positioning problem

can be expressed by using the mean square error of estimation error ẽSn(k) as:

XSn = E
{

ẽSn(k + 1)ẽSn(k + 1)T
}

= E
{

JL̃Sn(k + 1)L̃Sn(k + 1)T JT
} (34)

where ẽSn(k + 1) = JL̃Sn(k + 1)
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Furthermore, Equation (34) can be presented as:

XSn = E
{

tr
(

JL̃Sn(k + 1)L̃Sn(k + 1)T JT
)}

= tr
(

JE
{

L̃Sn(k + 1)L̃Sn(k + 1)T
}

JT
) (35)

From Equation (26), the estimation error L̃Sn(k + 1) at a steady state can be de-
scribed as:

L̃Sn(k + 1) = LSn(k + 1)− L̂Sn(k + 1)
= ΨSnLSn(k) + ΛwSn(k)

−{ΨSnL̂Sn(k) + GSn
[
ZSn(k)− ΩL̂Sn(k)

]}
= ΨSn

(
LSn(k)− L̂Sn(k)

)
+ ΛwSn(k)

−GSn
[
ΩLSn(k) + ΠvSn(k)− ΩL̂Sn(k)

]
= ΨSnL̃Sn(k) + ΛwSn(k)− GSn

[
ΩL̃Sn(k) + ΠvSn(k)

]
= (ΨSn − GSnΩ)L̃Sn(k) + ΛwSn(k)− GSnΠvSn(k)

(36)

After some mathematical derivations, the H2 estimation design for background
noise reduction of the indoor positioning design could be summarized as the following
Theorem 1.

Theorem 1. An H2 steady state estimator for the indoor positioning problem can be constructed if
a positive-definite matrix ESn = ET

Sn can be found such that the following LMIs hold

⎡⎢⎢⎣
ESn ESnΛ DSnΠ (ESnΨSn − DSnΩ)

ΛTESn I 0 0
ΠT DT

Sn 0 I 0
(ESnΨSn − DSnΩ)T 0 0 ESn

⎤⎥⎥⎦ > 0 (37)

where DSn = ESnGSn, and the steady state covariance of the estimation error is bounded by

E
{

ẽSn(k + 1)ẽSn(k + 1)T
}
< tr

(
JE−1

Sn JT
)

(38)

Remark 2. Proof of Theorem 1 is given in Appendix A.

From Equation (37), DSn and ESn can be computationally calculated. Based on these
two parameters, the estimation gain of the H2 estimation design can be obtained by using
GSn = E−1

Sn DSn. Additionally, by substituting GSn into Equation (32), the H2 estimator can
be constructed.

The process of constructing the proposed H2 estimation design is summarized in the
following steps:

Step 1. Given the RSn, TSn as identity matrices, and J as a constant matrix based on the
extraction of desired state variables.
Step 2. Solve the LMI form of Equation (37) for obtaining the positive matrix DSn and E2Sn.
Step 3. Calculate the estimation gain GSn based on solutions of ESn and DSn in Step 2.
Step 4. Substituting the estimation gain GSn into Equation (32), the H2 estimation design
can be constructed as Equation (39).

L̂Sn(k + 1) = ΨSnL̂Sn(k) + GSn
[
ZSn(k)− ΩL̂Sn(k)

]
ĥSn(k) = JL̂Sn(k)

(39)
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3. Verification of Indoor Positioning Performance

To verify the proposed indoor positioning system, simulation results and practical
tests will be discussed and compared. Before discussing the positioning performance of
this proposed design, the environmental settings of the hardware and software used will
be detailed first. Next, the simulation results, which contain one scenario, will be discussed
and analyzed. The practical implementation and testing of this proposed design will be
verified after the simulation process. Finally, the comparisons of the simulation results and
the practical tests will be discussed.

3.1. Testing Environment Setting
3.1.1. Arrangements of Hardware

Hardware adopted for the indoor positioning verification of this proposed design
comprises four speakers: Philips AT10, for broadcasting tagged sound sources, one iPhone6
microphone used as a receiver, and a dual core CPU of an iPhone 6 adopted as the calculator
of the proposed indoor positioning algorithm. Specifications of the Philips AT10 and the
iPhone 6 are displayed in Figure 5 and are listed in Tables 1 and 2.

 

 
(a) (b) 

Figure 5. The used devices: (a) Wireless speaker (Philips AT10). (b) iPhone6.

Table 1. Specifications of the Philips AT10.

Total output power 3 W

Frequency response 60–20,000 Hz, ± 3 dB

Signal to noise ratio >70 dBA

MP3 bit rate 32–320 kbps

Dimensions 239 × 104 × 127 mm

Speaker impedance 6 ohm

Table 2. Specifications of iPhone 6.

Chip A8 chip with 64 bits

CPU Dual-core 1.4 GHz Typhoon
(ARM v8-based)

Number of microphones Triple microphones, bottom, front, rear
(only one could be arbitrarily used by the developer.)

Dimensions 138.1 × 67 × 6.9 mm

3.1.2. Software Design

After choosing the hardware above, the distinct tag frequencies can be calculated
by the FFT method using the measured raw data of the receiver. The analog to digital
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resolution of iPhone 6 is 16 bits; hence, the measured analog sound pressure of these four
tagged sound sources can be presented with 2048 bits.

Distinct tagged frequencies are selected from the following frequency spans:

15 kHz < fS1 < 16 kHz
16 kHz < fS2 < 17 kHz
17 kHz < fS3 < 18 kHz
18 kHz < fS4 < 19 kHz

(40)

The setting parameters for the distinct tagged sound source are shown in Table 3,
including tag frequencies, relative distances, and SPL values, respectively. These values are
defined as the initial values and are fixed.

Table 3. Setting values of each tagged sound source.

Number
n

Sound Source
Sn

Frequency
fSn

Relative Distance
rSn(0)

SPL Value
lSn(0)

1 S1 15.5 kHz 0.1 m 111.5 dB
2 S2 16.5 kHz 0.1 m 117.5 dB
3 S3 17.5 kHz 0.1 m 114.9 dB
4 S4 18.5 kHz 0.1 m 116.1 dB

For analyzing the effects of the inevitable environmental corruptions which infiltrate
to the located tagged sound sources. Two background sounds: 1. one recorded frame of a
really noisy pub and 2. a song named: Free loops are used as the environmental corruptions
for verifying the robust property of this proposed indoor positioning design.

3.2. Test Results
3.2.1. The Configuration for Practical Results

For simulations, a flow chart with three stages each playing specific roles in the indoor
positioning process, is illustrated in Figure 6. The corruptions of environments, such as
reverberant effects and environmental uncertainties, are set up as random noises, with the
magnitude 15 dB for mimicking the practical situations.

Simulation Data

Random Noises:
±15dB FFT

RLS

H2
Estimator

Geometry
Formulation

Solution by 
Intersection of 
Circles Method

Positions of 
Users

(xr,yr)

Stage 1. Stage 2. Stage 3.

Mathmetical
Model

RSS

Analysis

+
 

Figure 6. The overall flow chart of these proposed indoor positioning designs.

The parameters for the proposed H2 estimator in Equation (39) are given in Table 4, and
for conserving computational power, the system order m for the SPL model in Equation (23)
is selected as 15. The steady state values λ̂Sn(k), GSn, and ESn, for n=1 to 4, of SPL models
with respect to tagged sound sources S1 to S4 are listed in Table 4. For saving space, only
λ̂S1(k), GS1, and ES1 of the tagged sound source S1 are listed in Table 4.
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Table 4. Initial values of the proposed H2 estimation design with respect to the tagged sound source
S1.

Variables Definitions Values

L̂S1 Initialization of estimation states 0m×1
Q+

S1 Error covariance Im×m
TS1 System disturbance covariance 0.5
RS1 Measurement noise covariance 0.01

J Constant matrix Im×m
εS1 Positive value 20
Fv Positive definite weighting matrix 80
Fw Positive definite weighting matrix 80
U Positive definite weighting matrix Im×m

The system steady state parameters λ̂S1 and the weighting matrices of H2 estimation design under steady-state conditions.

λ̂S1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.2132
0.1922
0.1712
0.1503
0.1294
0.1084
0.0875
0.0666
0.0457
0.0248
0.0039
−0.017
−0.0379
−0.0587
−0.0796

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, GS1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.2106
0.9824

2.274e−4

2.026e−4

1.778e−4

1.531e−4

1.283e−4

1.035e−4

7.879e−5

5.405e−5

2.932e−5

4.609e−6

−2.01e−5

−4.479e−5

−6.948e−5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ES1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.01682 0 · · · · · · 0

0 0.01682
. . .

. . .
...

...
. . . 0.01682

. . .
...

...
. . .

. . . 0.01682 0
0 · · · · · · 0 0.01682

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
15×15

3.2.2. Testing Scenario

As shown in Figure 7, a prearranged circle path (simulation data) within an indoor
area (length: 45 m × width: 40 m), which has 4 tagged sound sources (+) allocated in the
four corners of this area, is used. The radius of this prearranged circle path is 10 m, and the
initial point of the receiver is at the point (xr = 25 me, yr = 20 m). In Figure 7, the mobile
phone user (red dot) walks counterclockwise along the circle path (arrow).

Figure 8 shows the indoor positioning result, which only uses measured SPLs and
Equations (6) and (20) to calculate the user’s position (xr, yr), without the help of an
estimation design. The root mean square (RMS) error of this simulation is 1.59 m. As for
the positioning result of utilizing the H2 estimation design, it is plotted in Figure 9, and the
RMS error is 0.77 m.

From Figures 9 and 10, it is obvious that the indoor positioning accuracy can be
effectively improved by the proposed estimation design, and the indoor positioning perfor-
mance of the proposed method is superior to that without any estimation design.
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Figure 7. A circle path for the indoor positioning test.

Figure 8. The positioning result without using any estimation design.
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Figure 9. The indoor positioning result of the proposed H2 estimation design (simulation).

Figure 10. Histories of positioning errors of the proposed estimation design with respect to the
positioning scheme without using any estimation design (simulation).

3.3. Practical Experiments

Figure 11 shows the overall testing process of our proposed indoor positioning design.
Similarly, this process for practical tests is also divided into three stages. In the first stage,
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the real time measured SPL data is used to build the mathematical walking model of the
mobile phone user, and an RSS analysis using the FFT is adopted for identifying the first
two tagged sound sources of the allocated four tagged sound sources. In stage 2, purified
SPLs can be delivered, and in the third stage, real time positions of the mobile phone user
can be solved by using the intersection of circles method.

Sound sources

Received Data FFT

RLS

H2
Estimator

Geometry
Formulation

Solution by 
Intersection of 
Circles Method

Positions of 
Users

(xr,yr)

Stage 1. Stage 2. Stage 3.

Mathmetical
Model

RSS

Analysis  

Figure 11. The flow chart of the proposed indoor positioning algorithm for practical tests.

The practical experiment of this proposed design is conducted in the building of
the Department of Systems and Naval Mechatronic Engineering, National Cheng Kung
University, No.1, University Road, Tainan City, Taiwan. The tested building and layouts
of the floors are shown as Figure 12. The iPhone6 is chosen as a receiver, and four tagged
sound sources are allocated in appropriated positions, according to the requirements
of the experiments. The sampling frequency of the received data is 44,100 Hz. Four
distinct frequencies: 15.5 kHz, 16.5 kHz, 17.5 kHz, and 18.5 kHz, are selected for the
purpose of identifying the detected sound sources. After the above arrangements in the test
environment and apparatus, the same test pattern—a circle path—is assigned beforehand
to verify the indoor positioning abilities of this proposed estimation design and the scheme
without any estimation design.

 

Figure 12. The test building and the layouts of floors for this proposed estimation design.

This real test is conducted in an area with dimensions: (40 m × 45 m) and covered
with four tagged sound sources. The relative distance between the tagged sound sources
(S1 to S4) is 18 m, as shown in Figure 13, and the cross stars represent the locations of the
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tagged sound sources. In this scenario, the test path has a circle trajectory, with a radius
of 5 m. A total of 7998 SPL data sampled within 40 s are acquired in this test, and each
real-time indoor positioning point is drawn per 0.01 Hz. The mobile phone user will walk
counterclockwise along this circle path, as illustrated in Figure 14.

Figure 15 shows the total indoor positioning result, without using any estimation
design, and the RMS error with respect to the circle reference path is 2.49 m. Figure 16
shows the positioning result of the proposed H2 estimation design, and the RMS error,
which corresponds to the circle reference path, is 0.74 m. Figure 17 shows the indoor
positioning error histories of the proposed estimation design with respect to the indoor
positioning scheme without any estimation design.

From Figures 16 and 17, it can be seen that the proposed indoor positioning design
highly improves the positioning accuracy, even under the effect of the worst background
noises, and it outperforms the design that uses only measured SPLs, without any estima-
tion design.

 

Figure 13. The test environment in the first floor of the building.
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Figure 14. The circle path for the indoor positioning test in an indoor plane.

 
Figure 15. The indoor positioning result without any estimation design.
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Figure 16. The indoor positioning result of the proposed H2 estimation design (real test).

Figure 17. Histories of positioning errors of the proposed estimation design with respect to the
positioning scheme without using any estimation design (real test).

3.4. Comparisons of Simulation Results and Practical Results

As shown in Table 5, the RMS error of the indoor positioning result, without the help
of estimation designs, is 1.59 m within an area with a length of 45 m and a width of 40 m.

Table 5. The positioning results without estimation designs in the simulation.

Reference Path Covered Area RMS Error

Circle 45 m × 40 m 1.59 m
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As shown in Table 6, the RMS error of the indoor positioning performance of the H2
estimation design is 0.77 m, based on the same test environment and condition.

Table 6. The positioning results of the proposed H2 estimation design in the simulation.

Reference Path Covered Area RMS Error

Circle 45 m × 40 m 0.77 m

In real experiments, the covered areas are similar to those of simulations. Table 7
shows the RMS error of the indoor positioning, without using the estimation design, within
an area with a length of 45 m and a width of 40 m.

Table 7. The positioning results without any estimation design in the practical experiments.

Reference Path Covered Area RMS Error

Circle 45 m × 40 m 2.49 m

As for the H2 estimation design, the positioning performance is listed in Table 8. Under
the same test condition, the proposed H2 estimation design delivers an indoor positioning
performance, with an RMS error of 0.77 m.

Table 8. The indoor positioning of the proposed H2 estimation design in the practical experiments.

Reference Path Covered Area RMS Error

Circle 40 m × 45 m 0.74 m

From comparisons of Tables 5–8, it can be seen that the indoor positioning perfor-
mances of this proposed method in simulation and practical experiments are similar
because the noise levels of the environmental corruptions simulated by Equation (8) have
been tuned beforehand, according to off-line measured environmental corruptions for the
purpose of approximating the noise level of the true corruption in the real environment.
Similar results can be obtained for the indoor positioning scheme without any estimation
design. As a whole, the proposed indoor positioning design yields better positioning
performance than that without any estimation design, and it is robust in regards to the
environmental background noises.

4. Conclusions

An effective and accurate indoor positioning function is necessary for users who carry
mobile phones because they spend a lot of time in shielding spaces. For achieving this
design target, an indoor positioning scheme with the H2 estimation design, which can
purify the corrupted SPLs of measured sound sources, is successfully developed for mobile
phone users in this investigation. Although the test conditions vary randomly, and indoor
environments are challenging due to the unknown background noises, simulation results
and practical tests obviously show the promising indoor positioning performance of this
proposed method: an average positioning RMS error of 0.75 m can be obtained. Two main
contributions can be summarized for this investigation: 1. A compact indoor positioning
system, with a high indoor positioning accuracy and capable of execution on mobile phones,
is developed because the proposed H2 estimation design possesses the following natural
potentials: a low power consumption for computation and an easy-to-implement filter
structure. 2. This investigation provides a positioning possibility other than GPS for use in
commonly unshielded spaces, as well as indoor environments.
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Appendix A

From Equations (35) and (36), the estimation covariance can be further derived as

E
{

L̃Sn(k + 1)L̃Sn(k + 1)T
}

= E

{
[(ΨSn − GSnΩ)LSn(k) + ΛwSn(k)− GSnΠvSn(k)]
·
[

L̃Sn(k)T(ΨSn − GSnΩ)T + wSn(k)TΛT − vSn(k)TΠTGT
Sn

] }

= E

{
(ΨSn − GSnΩ)L̃Sn(k)L̃Sn(k)T(ΨSn − GSnΩ)T

+ΛwSn(k)wSn(k)TΛT + GSnΠvSn(k)vSn(k)TΠTGT
Sn

}
= (ΨSn − GSnΩ)E

{
L̃Sn(k)L̃Sn(k)T

}
(ΨSn − GSnΩ)T

+ΛΛT + GSnΠΠTGT
Sn

(A1)

where LSn(k), wSn(k), and vSn(k) are mutually orthogonal, and the covariance matrix
E
{

wSn(k)wSn(k)T} = Im×m and E
{

vSn(k)vSn(k)T} = Im×m are assumed as the identity

matrix. The other covariance matrix E
{

L̃Sn(k)L̃Sn(k)T
}

, at a steady state in practical design,

is constant (i.e., k → ∞ ) and is represented as E
{

L̃Sn(k)L̃Sn(k)T
}
= ΘSn.

Combining Equation (35) and Equation (A1), the mean-square error can be rewritten as:

XSn = tr
(

JE
{

L̃Sn(k + 1)L̃Sn(k + 1)T
}

JT
)

= tr

(
J

[
(ΨSn − GSnΩ)ΘSn(ΨSn − GSnΩ)T

+ΛΛT + GSnΠΠTGT
Sn

]
JT

)

= tr

(
J

[
(ΨSn − GSnΩ)ΘSn(ΨSn − GSnΩ)T − ΘSn

+ΛΛT + GSnΠΠTGT
Sn

]
JT

)
+tr
(

JΘSn JT)
(A2)

Equation (A2) shows that the mean-square error XSn must have an upper bound
as below:

XSn ≤ tr
(

JΘSn JT
)

(A3)

under the following inequality holds:

(ΨSn − GSnΩ)ΘSn(ΨSn − GSnΩ)T − ΘSn + ΛΛT + GSnΠΠTGT
Sn < 0 (A4)

Given that ESn = Θ−1
Sn , multiplying both sides of Equation (A4) by ESn and selecting

DSn = ESnGSn, the Equation (A4) can be rewritten as:

(ESnΨSn − DSnΩ)E−1
2Sn(ESnΨSn − DSnΩ)−1

−ESn + ESnΛΛTESn + DSnΠΠT DT
Sn < 0

(A5)
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For acquiring solution ESn in Equation (A5), the Schur complement is employing to
Equation (A5) for finding out a positive solution ESn, yielding the following equivalent
LMI form: ⎡⎢⎢⎣

ESn ESnΛ DSnΠ (ESnΨSn − DSnΩ)

ΛTESn I 0 0
ΠT DT

Sn 0 I 0
(ESnΨSn − DSnΩ)T 0 0 ESn

⎤⎥⎥⎦ > 0 (A6)

This is Equation (37), and the proof is completed.
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Abstract: Smart tourism is the latest achievement of tourism development at home and abroad. It is
also an essential part of the smart city. Promoting the application of computer and sensor technology
in smart tourism is conducive to improving the efficiency of public tourism services and guiding the
innovation of the tourism public service mode. In this paper, we have proposed a new method of
using data collected by sensor networks. We have developed and deployed sensors to collect data,
which are transmitted to the modular cloud platform, and combined with cluster technology and
an Uncertain Support Vector Classifier (A-USVC) location prediction method to assist in emergency
events. Considering the attraction of tourists, the system also incorporated human trajectory analysis
and intensity of interaction as consideration factors to validate the spatial dynamics of different
interests and enhance the tourists’ experience. The system explored the innovative road of computer
technology to boost the development of smart tourism, which helps to promote the high-quality
development of tourism.

Keywords: sensor data acquisition; smart tourism; data transmission; low energy consumption
sensor; monitoring management system

1. Introduction

In 2022, the World Federation of Tourism Cities (WTCF) and the Tourism Research
Center of China’s Academy of Social Sciences jointly released the World Tourism Economic
Trend Report (2022). The report showed that the global tourism revenue in 2021 was
USD 3.3 trillion, equivalent to 3.8% of the worldwide GDP. Although this proportion has
dropped significantly compared to before the Corona Virus Disease 2019 (COVID-19),
it is still an essential part of the worldwide economy. In recent years, with the rapid
development of Internet of Things technology, such as relying on big data, mobile devices,
and sensors, more ways of data dissemination have been broadened. Physical media
such as sensors have been embedded in daily life with unprecedented breadth and depth
and extended to more fields. New industrial forms such as the smart city and smart
tourism have emerged as the times require. Smart tourism is mainly composed of an
intelligent information layer that collects numerical data, an intelligent exchange layer that
supports interconnection, and an intelligent processing layer responsible for data analysis,
visualization, integration, and smart use [1]. It aims to enhance the tourism experience
through the most advanced information technology and big data [2]. In addition, promoting
smart tourism development characterized by digitalization, networking and intelligence
will help improve the service experience and promote the innovation of the smart tourism
public service mode [3].

In this paper, we focus on the use of sensors and the construction of an intelligent
system in Jiangsu Horticultural Expo. Sensors are installed in the scenic spots to collect
information during the tour to realize the monitoring and management of the scenic spots.
Jiangsu Horticultural Expo is rich in ecological environment resources, which is a successful
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demonstration of the “double-cultivation of cities.” It also has practical experience in
applying digital-related technologies and has the technical foundation for turning digital
research results into innovative tourism application products [1]. Therefore, it is necessary
to develop a sensor platform that can monitor and analyze data in real-time, and use cloud
computing technology to process and store the generated data to provide a scientific way
for managers to solve problems [4].

2. Related Works

As the focus of scientific tourism management, smart tourism has attracted the atten-
tion of scholars. Governmental and academic institutions have in recent years attempted to
design sustainable, technological, and efficient tourist cities to counter many of these prob-
lems. ( Gretzel et al.) [5]. At present, a lot of research has been conducted on smart tourism,
involving the use of the latest technology. Aguilar et al. developed a new method to
perform automatic billing functions in the cafeteria using neural networks [6]. Cacho et al.
focused on developing intelligent travel guides for tourists, thus simplifying the travel
planning process [7]. Kasnesis et al. have developed wireless acoustic sensors to identify
and collect audio signals in cultural sites, and used them for data collection and the pro-
tection of cultural heritage [4]. Car et al. found that the adoption of IoT technology has
improved the business processes and resource allocation of smart tourism [8]. Online social
networks help to collect tourists’ preferences. French et al. have connected tourists in social
networks, providing them with information, tour guides, and accommodation services [9].

In conclusion, the impact of the IoT and cloud computing on the tourism industry is
disruptive. Communication technology has triggered significant changes in the field of
the IoT, and the innovative iteration of sensors and cloud-based transmission has become
essential features of smart tourism. Data-driven, computing-driven, and scene-driven for-
mats have also become the inherent dynamism of smart tourism industry innovation [10].
At present, the research on improving the service quality of the tourism industry and
promoting the transformation of intelligent tourism is still in the initial stage. Therefore,
it is necessary to comprehensively improve the service function of the application com-
puting system from the “end” application system and the “cloud” computing system of
smart tourism.

Several studies on smart tourism information systems can be found in the literature.
For example, by providing intelligent services to tourism departments such as transporta-
tion, hotels, and travel attractions and collecting feedback data, we can help build the
integrity of the database system and formulate strategies to improve tourism management
and services [11]. In addition, smart tourism information systems can be extended, and
dynamic systems can offer efficient access to comprehensive sensor nodes and tourism
platforms. This system provides a transaction settlement, intelligent guides, innovative
marketing, and intelligence management of tourist attractions to support enterprises and
tourism business [12,13]. In the dynamic environment of scenic areas, wireless sensor
networks may receive a variety of environmental factors such as the electromagnetic field,
temperature, humidity, noise, etc., and have a higher node failure rate and data loss rate
than traditional networks. Significantly affected by energy consumption and size, the node
configuration cannot achieve high sensor accuracy, and information loss is an inevitable
problem. The first Reliable Data Aggregation Protocol (RDAT) secure data fusion algorithm
based on a trust management mechanism was proposed by Ozdemir et al. [14,15]. By
considering the energy efficiency factor, Liu et al. proposed an improved Reliable Trust-
Based and Energy-Efficient Secure Data-Aggregation (iRTEDA) algorithm based on the
RDAT algorithm [16]. In response to the above problems, an energy-efficient and reliable,
secure data fusion algorithm, the Energy-Efficient protocol of Reliable Trust-Based Data
Aggregation (ERTDA), is proposed in this paper, which can guarantee the reliability of the
data transmission link and effectively extend the network life cycle. (Table 1)

In order to test whether the sensor nodes can realize the functions of wireless sensor
network transmission and network convergence, this paper builds the sensor network
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platform shown in Figure 1. The environmental sensor node’s environmental monitoring
function can collect information in three environments: temperature, vibration, and sound.
The digital temperature sensor DS18B20, the three-week acceleration sensor ADXL345,
and the digital MEMS sensor INMP441 are used, respectively. These sensors are small in
size and easy for system integration. The output is digital, eliminating the need for noise
reduction conversion circuits. Because the cooperation of multiple sensor nodes generally
completes the monitoring of the target object, the sensor node sends data to the sink node.
After receiving the data, the sink node tells the sensor node that it has received the data
and ends the transmission. Because there is a time gap in the data transmission stage, the
data is transmitted to the sink node by the multi-hop transmission strategy, which verifies
the cooperation between different sensor types.

Table 1. Description of smart tourism application.

Methods Application Domain Sensing Accuracy Energy Efficiency

Data Integration [11] Management Services - -
IoT [13] Marketing Services - -

RDAT Algorithm [14] Data Transmission Low Low
iRTEDA Algorithm [16] Data Transmission Low Low

Figure 1. Structure diagram of sensor test platform.

The rest of the paper is organized as follows. Section 2 introduces the research status of
smart tourism and the construction of intelligent service systems in scenic spots. Section 3
describes the work method of the super-brain system and proposes the algorithm model of
ERTDA and the process to cope with the scenic emergency pairs, the workflow of sensor
signal reception, and transmission. Section 4 presents a few suggestions and application
models for the challenge of low energy consumption of sensors. Section 5 presents results
and discussion. This section introduced the main application results of the super-brain
system and discussed the development of smart tourism.

3. Materials and Methods

The core of the intelligent sensor network platform for tourism is as follows:

• High performance data collection and fusion, comprehensive integration to promote
tourism services, and information organization depth to monitor the spatial location,
critical areas, and meteorological environment data of tourists in the environment in
real time, and analyze and process the detection results.

• Enables intelligent sensors to operate with low energy consumption. At present,
most wireless sensor nodes are powered by lithium batteries. Once they are used in
environmental monitoring, battery replacement will become a big problem. However,
the energy consumption of wireless sensor networks is generally consumed by nodes
sending, receiving, and fusing data.
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Therefore, another critical point in constructing intelligent travel sensor networks is to
design low-power wireless transmission of environmental monitoring sensor nodes, which
can effectively reduce the energy consumption in the wireless transmission process and
significantly improve the running time of nodes.

Wireless sensor technology has triggered a new round of revolution in the field of
the IoT. Each data acquisition point in the wireless sensor network is a small embedded
system, which is the primary platform of the wireless sensor network, realizing intelligent
data acquisition and cloud transmission. When nodes perceive the environment, they
must convert non-electrical signals into electrical signals. A/D converters usually provide
multiple analog channels, which can realize the conversion of numerous analog quantities.
However, only one analog portion can be converted simultaneously, so the multi-way
switch is used to select the analog amount in the structure shown in Figure 2. For example,
in the clustering structure, the cluster head can fuse the data sent by the members in the
cluster. At the same time, the common nodes can do preliminary digital filtering to improve
the accuracy of data collection. The result of data processing can be temporarily stored in
the node data storage module, sent to other nodes through the communication module,
and transmitted to the sink node to realize remote data processing.

Figure 2. Data-level fusion structure.

3.1. Data Collection

The ERTDA algorithm can effectively organize the captured nodes’ behavior of sending
malicious messages in the network by calculating the trust value of the obtained target
nodes compared with the threshold value, improving the security performance from within
transmission network. The advantage of the ERTDA algorithm is that when the wireless
sensor is used for environmental monitoring, it can focus on grasping and analyzing the
monitoring data of a region rather than the data information of a specific node. It is
an efficient, energy-saving, and reliable security data fusion algorithm. To evaluate the
performance of the ERTDA algorithm, we run the iRTEDA model and the RDAT model
in the same simulation environment and simulate and analyze the energy consumption
rate and the life cycle of the network for the three models. In the parameter setting of the
simulation, the whole wireless sensor network is set to contain 150 homogeneous sensor
nodes randomly deployed in a 500 m × 500 m area.

We compared the number of dead nodes in adequate time for the three algorithmic
models, and it is clear from Figure 3a that the number of dead nodes at the same time is
much higher for the RDAT algorithm than for the iRTEDA and ERTDA algorithms. In
the iRTEDA algorithm, the number of dead nodes is 50 when the network runs to 2500 s,
after which there is a significant and rapid increase in the number of dead nodes. In the
ERTDA algorithm, the energy factor of all nodes on the data link is taken into account, so
the number of dead nodes does not reach 60 until the network runs until 3000 s, which
effectively improves the life cycle of the transmission network.

Figure 3b shows the energy consumption ratio of the three models in the same simu-
lation environment. As can be seen from the figure, the energy consumption ratio of the
RDAT algorithm is much higher than that of the other two algorithms from the beginning
of the network operation. When the network runs for 2500 s, the energy consumption of
the RDAT algorithm network reaches 90%. In comparison, the iRTEDA algorithm and
ERTDA algorithm only consume 43.5% and 38.6% of network energy, respectively, which
greatly prolongs the life cycle of the network. The ERTDA algorithm considers the energy
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of other nodes in the data transmission link and the remaining energy of sensor nodes,
which significantly slows down the rate of isolated nodes in the transmission network.
When the network runs for 3000 s, the energy consumption ratio of the ERTDA algorithm
only reaches 54.3%, which is lower than 72.4% of the iRTEDA algorithm.

Figure 3. The consumption comparison of three algorithms. (a) The comparison of node death rates of
three algorithm models. (b) The comparison of energy consumption rates of three algorithm models.

Combining the simulation results and analysis of Figure 3a,b, we can accurately
determine that the ERTDA algorithm model can effectively slow down the rate of dead
nodes, reduce the proportion of energy consumption, and prolong the life cycle of the
transmission network.

The ERTDA algorithm observes and monitors sensor nodes’ behavior using the Watch-
dog mechanism, including data collection, transmission, and fusion. For every other fixed
period, the node records the received node data and calculates the trust value of the node by
using the Beta distributed management model. Finally, all sensor nodes establish the trust
value table through the Watchdog mechanism. The super-brain system needs to deal with
four business systems: management, security, internet, and more than 30 kinds of real-time
data. To ensure the accuracy of data collection, we introduce the ERTDA algorithm to make
a correct or wrong binary evaluation judgment on the behavior of sensor nodes by using
Beta distribution and define the Beta probability density function by gamma function Γ:

Brta(ϕ|α, β)
Γ(α + β)

Γ(α)·Γ(β)
ϕα−1(1 − ϕ)β−1, (1)

where 0 ≤ ϕ ≤ 1, α > 0, β > 0, here is the probability of the behavior or event represented by
the sending parameter ϕ. However, when the constraint α < 1 is satisfied, ϕ �= 0, and when
β < 1, ϕ �= 0, the expected value of the Beta probability distribution density function is:

E(ϕ) =
α

α ÷ β
, (2)

In the ERTDA algorithm, it is assumed that sensor node i and sensor node j observe
each other’s state. The parameters α and β are represented by positive correct behavior
m and negative wrong behavior n. Once the trust degree of the possibility of an event
happening in the entity in the future is obtained, it will be:

α = m + 1, β = n + 1 (3)

where m ≥ 0 and n ≥ 0. m is the number of correct behaviors of the target node j observed
by the monitoring node i, n is the number of wrong behaviors of the target node j followed
by the monitoring node i. The parameter ϕ is the reputation value of the target node,
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therefore it represents the probability that the reputation value of the target node takes
different values. It means the expectation of the reputation value of the target, that is, the
er point. It indicates the trustworthiness of the node [17].

Under the guidance of wireless sensor network technology, more intelligent and
miniaturized sensors bring a wide range of product information into the Internet of Things
system. We adopt the improved ERTDA algorithm model to most likely assist sensor
devices in efficiently processing user information. It strengthens the timeliness and accuracy
of data processing, reduces data delay and broadband pressure, and realizes more accurate
service and interaction with participants [10].

3.2. Perception Data Flow on the Intelligent Scene

The super-brain system focuses on the real-time monitoring of scenic area passenger
flow and the timely issuance of passenger overload alert in terms of technical application.
By analyzing the environmental capacity of scenic spots and setting the overload threshold
of passenger flow, the data collected by sensors is converted into a tourist heat map to
predict passenger flow. When the actual passenger flow in the scenic spot reaches the
upper limit of passenger flow, it will provide a scientific basis for diversifying people in
tourist-intensive areas. In addition, the temperature, humidity, wind speed, and other
environmental factors in the scenic area are sorted out, and the meteorological changes in a
short period of time are predicted to cope with potential meteorological disasters such as
rainstorms, floods, and debris flow and ensure the safety of tourists’ lives and property.

In crowded scenes, pedestrian counting often cannot get high statistical accuracy
because of unreliable detection. To solve this problem, in this paper, based on the use
of Convolutional Neural Network (CNN) technology, we carry out pedestrian counting
according to head detection. Firstly, we used the cascaded Adaboost detector to get the
preliminary head proposals. Then, we used transfer learning technology to retrain CNN
and, after that, the head classification model constructed by CNN and Support Vector
Machine (SVM) was used to fine-recognize the head to improve the detection accuracy
rate. Finally, the track association was used for tracking and counting the head targets.
Experimental results show that our proposed method can locate a single pedestrian quickly
and accurately, and the process has relatively high statistical accuracy [18].

• Training sample: the positive sample used to train the CNN classifier model is consis-
tent with the positive selection used to prepare the cascaded Adaboost detector;

• Training and detection process: After the test set images pass through the cascaded
Adaboost detectors, many target areas are obtained. These target areas are input into
the CNN model to get the final human head target;

• After the final head detection target is obtained by the CNN classifier model, the
Euclidean distance is limited to the current detection target, the candidate-associated
head matching area is obtained, and the associated head track is obtained. When the
associated headway crosses the set detection line, a count is performed. During this
process, signs of visitor movement are judged by the changes in sign position.

The CNN learning and training algorithm:
Input: training sample set:

S{(x1, y1), (x2, y2), ..., (xm, ym)} (4)

while m is the total number of pieces:

yi = {−1,+1} (5)

Output: the final CNN classifier f(x).
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3.3. Data Transfer and Events Processing

With the continuous development of 5G communication technology, the Internet of
Things, with intelligent sensors as an essential bridge, has realized the intelligent sensing
and cloud transmission of data information. Through the three-screen linkage of the
command center, messages, events, and instructions can be efficiently issued and reported.
For example, when a tourist is lost, different types of sensors will jointly search and provide
helpful decision-making information in terms of a video surveillance query of the lost
person, a prediction of its possible location, detection of nearby calling resources, etc., to
speed up the handling of the incident of missing people (Figure 4).

Figure 4. Super-brain system intelligent security system.

• Lost persons can call the emergency number of the park for user location, and the
sensor can get the location information of tourists in time. Taking the maximum speed
v of position movement in unit time as the radius of a circle as the in-situ sensor within
the radiation range randomly samples n possible position points;

• The sensor observation service obtains real-time data of observation attributes or
historical observations in a specified period. The trained classification prediction
model predicts the next beacon node close to the sampling point per unit of time. It is
summarized as the close beacon node. The unknown node is located in the intersection
area between the maximum movement speed radius circle of the sampling point and
the communication radius circle of the beacon node to which it belongs;

• The mobile sensor obtains the latest position data, or a position data sequence in
a particular period of time, and uses the deflection direction of the mobile node to
eliminate the impossible coordinate position points;

• Take the mean value of the remaining location points as the result of the location
prediction of lost people. The video sensor links the data address and displays the
observation data sequence in the form of graph and digital dynamic change.

There are n beacon nodes uniformly distributed in the park sensor network, each
node has the same communication radius r and fails to cover the whole network, and each
node has a signal-receiving device for receiving and measuring the signal strength from
other nodes to that node. Let Pr(d) denote the signal strength received by a receiver (j) at a
distance d from source (i), Pr is the transmitted power of the source, Gt, and Gr denote the
signal gain when sending and receiving, respectively, and (λ) is the electromagnetic wave
wavelength. The relationship between them can be expressed by Friis, the equation as:

Pr(d) =
(

λ

4πd

)2
PtGtGr (6)

Assuming that the magnitude of the signal strength measured by the signal source
beacon node (i) itself is Pi, it will be:

A
[
Pi, Pj

]
=

Pr(d)

Pi
(7)
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where A
[
Pi, Pj

]
is the affiliation degree of an unknown node (j) to beacon node (i). The

affiliation degree represents the ratio of the signal strength magnitude received from beacon
node (i) at node (j) to the signal strength magnitude of beacon node (i) itself. From this, the
node affiliation vector can be established as follows:

→
B
= {ID, (xi, yi), A[Pi, P1], A[Pi, P2], ..., A[Pi, Pn−1], A[Pi, Pn], A ∈ (0, 1)} (8)

where ID denotes the number of the ith beacon node and (xi, yi) is the coordinate position
of beacon node (i). Since the lost visitor is in motion, each value A in its collected node
affiliation vector →

B
changes at all times, i.e., the closer A[Pi, P1] is to 1, the closer the two

nodes are. The unknown node’s motion unknown can be predicted according to the change
law of A value, which improves the efficiency and accuracy of the calculation [19].

3.4. Intelligent Scenes and Interactive Experience

According to the scene theory, the scenes refer not only to spatial environmental scenes,
but also includes the environmental atmosphere of behavior and psychology created by
media information [20]. In the IoT environment, the connotation of the scene has been
further extended. The collection, perception, processing, and analysis of scene elements,
such as social relations, creates a sense of presence [21]. With the updated iteration of
sensors, the amount of information collected by data increases exponentially. Personalized
recommendations based on tourists’ preferences will become an essential channel for future
travel consumption. The scene framework provides an ideal solution for personalized
consumption experiences under artificial intelligence and big data technology [10].

The advantage of the super-brain system lies in integrating tourism with science and
technology so that tourists can enjoy unmanned technology experiences and intelligent
services in all aspects, such as ticket purchase, sightseeing, catering, shopping, transporta-
tion, accommodation, etc., and provide tourists with convenient and exciting consumption
experiences. The IoT technology group has also improved the accuracy and efficiency of
sensors, positioning systems, and big data transmission. For example, through all kinds of
sensor devices and positioning systems, consumers’ activity information can be instantly
collected, consumer services that meet the needs of popular culture can be customized,
and personalized intelligent consumption scenes can be built. In addition to innovative
services, the super-brain system is committed to improving the public service experience
and providing brilliant hardware facilities and intelligent services. For example, in the
visitor’s small program, you can make reservations and purchase tickets, check the arrival
time of the sightseeing bus in real-time, and update the occupancy rate information of
smart toilets within the play radius (Figure 5).

Figure 5. Smart toilet.
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4. Discussion

Relying on the super-brain system, several sensor application products have been pro-
duced throughout smart tourism. Sensors have been widely used in scenic spot monitoring
and management with different functions and scenes, such as panoramic spot running
situation monitoring, tourist flow warning, tour route optimization, intelligent service
experience, etc., and have achieved specific practical results. In short, integrating and
combining sensors and tourist attractions is expected to create more comfortable tourism
services and more excellent commercial value. However, it has been found that sensors
still face particular challenges in their operation, maintenance, and cooperative processes.
Meanwhile, sensors used in tourist attractions cannot make a unique and comprehensive
standard according to different stakeholders and organizers, so it is necessary to promote
and improve related research and practice continuously.

4.1. Range and Data Transmission Problems of Wireless Sensors

Wireless monitoring sensors solve the problem of collecting various environmental
data, and they can realize long-term, timely, and reliable data collection and the wireless
transmission of environmental information. However, from the existing practical experi-
ence, the power supply efficiency and system reliability of wireless monitoring sensors are
limited. Wireless sensors also have obvious shortcomings, such as data fusion technology,
power consumption, the dynamic topology of the network, limited node functions, fault
tolerance, and so on [22]. The practical application in some scenic spots and the effect of
analysis and prediction could be better. For example, the composition and structure of
sensors in scenic spots are becoming more and more complex. In some areas, due to the
extensive monitoring area and comprehensive sensor coverage, the monitoring devices
are limited by wired or battery power supply, which makes it challenging to carry out
large-area distributed installation, long-term use, and maintenance. At present, generating
an energy model for sensor nodes can accurately predict the energy consumption of nodes,
and it is an essential part of protocol development, wireless sensor network design, and
Wireless Sensor Network (WSN) performance evaluation [23]. Currently, the practice of
using wireless sensors to collect data is abundant, therefore three new schemes for reference
are summarized for the research of the low-power sensing systems.

4.1.1. Low-Power Device Selection

To reduce the system’s dependence on the power supply, the most direct and effective
way is to reduce the power consumption of the system, that is, by designing a low-power
energy management circuit. In low-power consumption design, selecting chip devices for
hardware circuits is one of the most critical links [24].

The wireless sensor node is the smallest unit of the sensor network, composed of
different structures according to other requirements. The technical bottlenecks of current
wireless sensor networks are how to reduce the energy consumption of wireless sensor
nodes and rationalize the energy of sensors. Due to the wide range of monitoring in
the environment, it is necessary to deploy multiple nodes. Therefore, after ensuring that
a single node can achieve a more efficient monitoring function, we should try our best
to choose low-consumption and low-cost optimization and configuration. The wireless
transceiver module exchanges the data sent by the processor module with other sensor
nodes through wireless communication to meet information transmission requirements
(Figure 6).

To ensure the long-term and stable operation of the monitoring point of the Expo
site, it is necessary to select the low-power consumption sensor chip and the main control
chip. Through comparison, it is found that using MSP430 as the main control chip can
significantly reduce the system’s power consumption. At the same time, integrating the
DS18B20 temperature sensor and the ADXL345 three-axis acceleration sensor can monitor
the temperature and vibration information of the equipment in real-time and provide stable
voltage output for the sensing system.
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Figure 6. Hardware structure diagram of the wireless sensor node.

4.1.2. Low-Power Circuit Design

Sensor nodes distributed in the Horticultural Expo are the basic units of the wireless
sensor network. The design of low-power nodes can prolong the network’s life and
effectively improve the operational performance of sensors. The sensor nodes contain the
main power-consuming components of the circuit. These components only need to be on
during operating hours, so in non-operating mode, the power supply to these components
needs to be completely turned off to achieve low power consumption in the system [25].

Although the battery power supply of the sensor network is limited, the low-power
circuit design has been used in empirical research to maintain the regular operation of
the sensor and improve the working efficiency. Energy-aware routing (AODV routing
protocol) will strive to keep most nodes running in their maximum lifetime. Each node
with a high energy consumption rate and a short remaining life cycle should be shut down
for a period of practice. The high energy consumption rate is determined by comparing
the energy consumption rate of this node with other nodes. Closing a node will make the
energy-aware routing protocol choose to replace the node or change the whole route to the
destination node. This repeated process can distribute routing roles among most nodes,
thus balancing the network’s energy consumption. The steps of the Ad hoc On-Demand
Distance Vector Routing (AODV) energy awareness reason protocol are shown in Figure 7.
These steps are as follows:

Figure 7. Steps of the AODV energy-aware routing protocol.
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• If a sensor node needs to transmit a message, it must check its routing table to find
a way to the destination node. Thus, if a route can be found in the routing table, it
forwards the message to the next node. Otherwise, the information is kept in the
queue, and the source node sends routing request (RREQ) packets to its neighboring
nodes to initiate the route discovery process;

• Before forwarding the message to the next hop, the energy consumption rate of the
next hop is checked;

• If the energy consumption rate is high, the next hop will be closed for a specified period.
The route will be removed from the routing table, which will result in starting the route
discovery process again at the source node to find a new route to the destination node;

The synchronization mechanism of the wireless sensor can ensure that all nodes in the
network wake up and sleep. On the one hand, it can avoid the waste of network nodes’
energy, and at the same time, it can ensure that all nodes in the system have the same
energy consumption [26]. The flow chart of the time synchronization mechanism in this
paper is shown in Figure 8.

Figure 8. Time synchronization mechanism.

4.1.3. Dynamic Consumption Management Technology

Dynamic power consumption is when the load content is charged and discharged.
Dynamic power consumption is the power consumption the digital circuit must calculate
when it finishes its work, including flip power consumption and short-circuit power
consumption. The short-circuit power consumption is the power consumption of the
Complementary Metal Oxide Semiconductor (CMOS) when the Positive Channel Metal
Oxide Semiconductor (PMOS) and the N-Metal Oxide Semiconductor (NMOS) transistors
are turned on simultaneously. According to the principle of the capacitor charging and
discharging point, the power consumption formula for inversion is shown as:

Pswitch = a· f ·c·VVD2, (9)

where a is the activity factor, f is the signal frequency, c is the load capacitance, and VDD is
the supply voltage. The formula shows that switching power consumption is closely related
to the load capacitance, activity factor, signal frequency, and supply voltage. Therefore, the
supply voltage and frequency can reduce the flip power consumption. The input signal
of CMOS is transformed by logic level, and the PMOS and NMOS are connected with the
ground, resulting in a short-circuit current, whose consumption formula is shown as:

Pinternal = tshart· f ·VVD·lt, (10)

The power consumption can be reduced by adjusting the duration of the simulta-
neous conduction of PMOS and NMOS. By synthesizing (9) and (10), the total dynamic
consumption can be expressed as formula (11).

Ptatal = a· f ·c·VVD2 + tshart· f ·VVD·lt, (11)

For environmental sensors, power consumption is not only a problem of energy con-
sumption but is also affected by transmission and feasibility. Therefore, to reduce the
sensor’s dynamic consumption during operation, a sensor dynamic power consumption
management technology is proposed. According to the energy consumed in different work-
ing states, the duration of other active states is set to reduce power consumption. (Table 2)
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Dynamic consumption management technology can solve the workload situation in sensor
nodes or the situation that idle nodes can not work again because of long-term existence.

Table 2. Sensor working status module table.

Conversion Duration Control Module Wireless Module Functional Mode

10 ms Rest Standby Resting State
20 ms Rest Open Resting State
15 ms Free Open Receiving State
15 ms Run Open Sending State

It can be seen from the table that the conversion time of additional nodes in the
intelligent sensor system is different in other active states.

• In the dormant state, the consumption of sensor nodes is minimal. Still, the sensor
nodes cannot perceive the surrounding environment, which leads to a lack of environ-
mental monitoring information. At the same time, the transition from the dormant
state to other modes takes a long time, which has a particular impact on the transmis-
sion of the data monitoring system. It should be designed and optimized in a dormant
state, and the duration should be shortened as much as possible to make up for the
deficiency of the transition;

• In the standby state, the central board node is in the dormant state, the wireless
module is running, and the conversion time is relatively long, therefore it is necessary
to sense and receive the information data of the node all the time. In the process of the
transition from the receiving state to the standby state, the delay time is long;

• In the receiving state, the wireless sensor is in the state of receiving information data,
and its consumption function is second only to the sending state;

• In the sending state, every part of the sensor system usually works, and all modules
usually operate, therefore the consumption is also the largest. The running time should
be shortened as far as possible based on ensuring the regular operation of the sensor
system during optimization;

The number of tourists in the scenic spot will change with the tour’s content, so the
wireless transmission route will significantly impact the power consumption in the network
transmission process. Based on this, we optimized the routing protocol to reduce energy
consumption in the network transmission process.

When the data transmission time in the stable transmission phase is longer than that in
the cluster establishment phase, the energy consumption of network operation can be saved
to a greater extent, and the data acquisition time can be increased. As shown in Figure 9,
after measuring the geographical location and residual energy of cluster head nodes, the
information collected by cluster head nodes with close distance and more residual energy
is directly sent to the sink nodes. In the past, until all the data were transmitted to the sink
node after this data transmission was completed, the system wiould conduct a new round
of cluster establishment and stable transmission and re-plan the cluster head election and
multi-hop transmission.

Figure 9. Network node clustering graph.
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The working states of the above sensor nodes must be switched by combining software
and hardware systems. The system power consumption can be reduced dynamically when
the primary receiving, processing, and sending functions are realized.

4.2. Multi-sensor Collaboration Models and Data Fusion Issues

Many kinds of sensors have errors in data fusion, leading to a suboptimal estimation
of events, resulting in low efficiency and significant processing problems. Just as the
application of sensor data fusion to optimize the decision-making process in empirical
research has produced remarkable practical results. According to the research literature,
several ways are summarized to combine different data sources, such as decision-making,
averaging, guidance, Bayesian statistics, and integration.

In terms of data fusion, data fusion by multiple sensors can accurately analyze and
process data information while reducing the amount of data transmission for subsequent
decision making and evaluation. In this paper, the data of multiple sensors are fused,
which can reflect the mutual support of multiple sensors, thus avoiding the limitation of the
measurement performance of a single sensor, thus improving the overall effectiveness and
accuracy of the multi-sensor monitoring system. According to the test values of each sensor,
the adaptive fusion algorithm finds the optimal weighting factor adaptively corresponding
to each sensor. Under the condition of satisfying the minimum total mean square error,
the fused result is optimized, thus meeting the needs of the environmental monitoring
of the Expo, ensuring that the super-brain system of Horticultural Expo can quickly fuse
data, coordinating and helping tourists in the scenic spot to meet various service needs
(Figure 10) [27].

Figure 10. Adaptive weighted fusion algorithm model.

For any security system, the multi-sensor environment acquisition scheme is the key
to overcoming the uncertainty caused by a single sensor. The cooperation mode and data
fusion of different types of sensors help each group of sensors provide one kind of data
for the system. The system fuses these heterogeneous data, thus realizing the mutual
complement of sensor types (Figure 11).

Figure 11. Complementary system block diagram.
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The system used different types of data input as a part of the process to make improved
decisions. The idea of this stage is to find the mutual complement of different types of
input data. These provide an estimate (Kalman Filter) to predict the system’s state. Finally,
this estimate is provided to the decision-making module, and the final system decision
is obtained.

We compare the results with the commonly used data collection technologies, namely
Envoy HTTP and Rabbit MQ. The results show that in the request or reply interaction
(Figure 12a), when the number of traversed hops increases, the performance of CMOS will
be better. The performance of CMOS forwarding realized by proxy is better at the local
request rate (Figure 12b).

Figure 12. Data collection. (a) Graph of round-trip times for requests across network hops.
(b) Request round trip time graph.

In the third test, following the same criteria as above, comparing and verifying that
there are different complex infrastructures and network topologies between the two layers,
there is routing capacity and delay in distributing increasing information among multiple
users. The test results show that the sensor will be delayed even after passing through
multiple intermediaries (Figure 13a), but the two solutions are relatively less affected by
complexity. The results show that the proposed platform can process and memorize a large
amount of data and re-compare, and provide extremely limited total delay (Figure 13b).

Figure 13. Data collection and comparison. (a) Sensor registration delay. (b) Data integration.

MATLAB 2020a software is used to simulate the experiment, and 2000 round ex-
periments are carried out. The number of surviving nodes and energy consumption is
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compared to traditional sensors. (Table 3) Set 100 sensor nodes randomly distributed in a
10,000 square area, where the location of the sink node is in the center of the whole network
(50m, 50m). The specific parameters are as follows.

Table 3. Simulation parameter table.

Parameter Value

Convergent Node Position (50 m, 50 m)
Number of Nodes 100

Network Area 100 m × 100 m
Packet Length 4000

Node Initial Energy E0 0.5
Power consumption of free channel model

signal amplifier EFS

10

Consumption of Signal Amplifier in Multipath
Fading Channel Model Emp

0.0013

4.3. Reference Achitecture of Personalized Service and Data Refinement of Sensors

According to the sensor’s specialized construction of different stakeholders and the
organizer’s supervision system, it can reshape the tourism sensor of Horticultural Expo.
Based on human-centered interaction and data collection, the personalized intensity experi-
ence of different tourists is generated. Sensors gather new service forms based on providing
essential services for tourist attractions. They will combine them with vital services ac-
cording to specific tourist profiles and current needs to create a common-view platform
and customize personalized play experiences with different strengths for tourists. At the
same time, based on the integration and enhancement of service capabilities, it will add
additional value to producers and consumers. The data sensor is responsible for collecting,
managing, and analyzing all the information provided by third-party suppliers, realizing
the expansion and integration of data, and processing dynamic and non-dynamic real-time
information in a timely and rapid manner [28]. For example, according to different tourists’
needs and other scene information in the venue, the dynamic route of cultural heritage,
the active route of ecological restoration, the active route of sightseeing, the immersive
interactive play route, etc., are customized. The application program combines tourists’
preferences with urban transportation networks and points of interest generated. Through
the development of intelligent sensors in Horticultural Expo, this paper reconsiders and
proposes smart tourism examples based on intelligent sensors: the extension and con-
nection of clever technology to tourists’ gaze, interactive travel, thoughtful analysis and
decision-making, immersion and authenticity, etc.

5. Conclusions and Future Work

In the research of this paper, it is found that data observation and resource fusion based
on sensor technology can realize both big data collection for the whole area of Horticultural
Expo and provide a reliable data source for the in-depth study of smart tourism. The data
show that based on the trust management mechanism, the super-brain system proposed an
efficient and energy-saving data fusion algorithm ERTDA, which effectively guaranteed the
network security and extended the network running time. The hardware system and sensor
technology are effectively combined to provide information technology support for treating
emergency events in scenic spots and improve the overall management level of scenic
spots. In addition, two referential solutions are summarized, aiming at the low-power
consumption sensor system of the intelligent sensor in the Horticultural Expo, as well as
the optimization method of multi-sensor and data fusion. In the deep integration of sensors
and tourism, the performance of sensors should be optimized again to reduce the energy
consumption of sensors.

As a recent example of “smart tourism”, the super-brain intelligent sensor system
in Jiangsu Horticultural Expo is worth exploring for more possibilities. Although the

252



Sensors 2022, 22, 10008

intelligent system and operation mode of the “super-brain” system is analyzed in detail
in this paper, other aspects of intelligent sensors are not discussed further. For example,
personalized service customization, applying the super-brain system to the cultural value
development of Horticultural Expo, popularizing and installing intelligent sensor systems
in different tourism environments, and so on. In future research, consumer demand based
on tourists’ preferences and personalized service will become an essential channel for smart
tourism to upgrade its cultural industry format. Based on collecting and analyzing tourists’
data, the sensor group realizes the in-depth mining of cultural tourism consumption
behavior. Drawing accurate portraits of tourists and perceiving tourists’ consumption
preferences builds a scene setting that matches the tourists. Finally, it makes personalized
recommendations on their consumption content. With the support of sensor technology, we
realize the collection, perception, and processing of scenic scene elements, create multiple
scene categories, develop and apply smart technologies to different tourism environments.
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Abstract: Pork is the most widely consumed meat product in the world, and achieving accurate
detection of individual pigs is of great significance for intelligent pig breeding and health monitoring.
Improved pig detection has important implications for improving pork production and quality, as
well as economics. However, most of the current approaches are based on manual labor, resulting
in unfeasible performance. In order to improve the efficiency and effectiveness of individual pig
detection, this paper describes the development of an attention module enhanced YOLOv3-SC model
(YOLOv3-SPP-CBAM. SPP denotes the Spatial Pyramid Pooling module and CBAM indicates the
Convolutional Block Attention Module). Specifically, leveraging the attention module, the network
will extract much richer feature information, leading the improved performance. Furthermore, by
integrating the SPP structured network, multi-scale feature fusion can be achieved, which makes
the network more robust. On the constructed dataset of 4019 samples, the experimental results
showed that the YOLOv3-SC network achieved 99.24% mAP in identifying individual pigs with a
detection time of 16 ms. Compared with the other popular four models, including YOLOv1, YOLOv2,
Faster-RCNN, and YOLOv3, the mAP of pig identification was improved by 2.31%, 1.44%, 1.28%,
and 0.61%, respectively. The YOLOv3-SC proposed in this paper can achieve accurate individual
detection of pigs. Consequently, this novel proposed model can be employed for the rapid detection
of individual pigs on farms, and provides new ideas for individual pig detection.

Keywords: pig detection; YOLOv3; Convolutional Block Attention Module; Spatial Pyramid Pooling

1. Introduction

Pigs are the most common source of meat products worldwide. With the progress of
human society, people pay more and more attention to the quality of pork.

Object detection technology has high value in improving animal welfare. Early in
pig production, it can be utilized to monitor pig health to improve pork quality [1]. The
dietary behavior of animals is closely related to their health status, and subtle dietary
changes are important for animal health observations [2]. When pigs are sick, they usually
show reduced feeding, reduced exercise, depression, and lethargy [3]. Leveraging scientific
methods to monitor live pigs and, if necessary, human intervention, will help protect
animal welfare and prompt pork quality and profitability. Initially, the vast majority of pigs
were monitored manually, which led to significant increases in labor intensity. Meanwhile,
during the monitoring process, human subjective judgment errors often occur, which was
not conducive to the high-quality production of live pigs.

To handle the above problems, in the early days, researchers used RFID systems to
monitor pigs’ diets. However, the sensitivity of RFID system monitoring was often affected
by their surrounding environment as well as their own height, direction, and distance [4]. In
pursuit of better accuracy, it is necessary to constantly adjust the position of the antenna [5],
and RFID monitoring requires a large number of pig ear tags, which is time-consuming and
expensive to maintain. Furthermore, there are also some problems to these approaches that
depend on the utilization of the wearable equipment RFID such as being easy to damage,
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being invasive, and prone to infection [6,7]. Subsequently, the breeder deployed cameras to
record the pigs’ behavior and manually analyzed the recorded video data, in order to obtain
the health status of the pigs. These methods are all based on manual analysis, resulting in a
significant increase in the workload of breeders.

Despite some desirable results, the above-mentioned methods suffer from compro-
mised animal welfare and high physical labor intensity. This makes it urgent to leverage
more efficient methods, for pig detection. The following are some effective attempts
by researchers.

In [8], by leveraging elliptical displacement calculation methods, Kashila et al. has
achieved 89.8% accuracy in pig movement detection. Concerning the individual pig
classification, Kashila et al. [9] has received 88.7% accuracy in detecting individual pig
identification via ellipse fitting technique. Based on traditional computer vision technol-
ogy [10], Nasirahmadi et al. [11,12] has employed ellipse fitting and the Otus algorithm, to
realize the individual pig detection and pig lying position detection. Furthermore, Nasir-
ahmadi [13] has utilized support vector machine (SVM) algorithm to classify pig poses,
with 94% classification accuracy achieved. Leveraging the linear discriminant analysis
algorithm, Viazzi et al. [14] has achieved 89.0% accuracy in the recognition of aggressive
behavior of pigs. Furthermore, a more promising method for individual identification
and behavioral recognition of pigs is based on 2D or 3D cameras. For example, Matthews
et al. [15] has utilized a depth camera to track the movement of pigs, enabling the effective
detection of pigs’ standing, eating, and drinking behaviors. Depending on the depth sensor,
Kim et al. [16] has realized the pig standing behavior recognition under the complex envi-
ronment. Meanwhile, the effectiveness of the proposed method in terms of both the cost
and the accuracy have been verified. Based on the images captured by the CCD camera,
Nasirahmadi [11] et al. have utilized an ellipse fitting approach to locate each pig in the
image, while cameras can easily record the pig behavior, factors such as farm environment
and lighting conditions can make pig classification challenging.

Currently, deep-learning based approaches [17–19] have achieved promising detection
performance, especially in the field of animal phenotype detection. For example, Wu
et al. [20] has proposed an effective corbel detection method based on YOLOv3 and relative
step size characteristic vector. Specifically, based on the relative step size characteristic
vector, the YOLOv3 algorithm was utilized to detect the position of the corbel, and then
the LSTM model was employed to identify the normal walking and the lame behavior
of the cattle, and an accuracy of 98.57% obtained. Shen et al. [21] has first applied the
YOLO model to detect cows, and then an improved AlexNet model has been employed
to classify the corresponding detected individual cow. Finally, they obtained 96.65%
accuracy of individual cow classification. Tassinari [22] proposed a deep learning-based
system for individual cow classification and location analysis. Zhang [23] proposed a
lightweight YOLO detection model, using MobileNetV3 to replace the backbone network in
the YOLOv3 network, and obtained 96.8% of the cattle key position detection accuracy. Hu
et al. [24] employed the YOLO algorithm to extract cow objects, and then a segmentation
algorithm was utilized to extract the head, torso, and legs parts of the corresponding cow
object. Subsequently, the deep feature fusion was performed on these extracted parts.
Finally, the SVM classifier was employed to do the classification, and an accuracy of 98.36%
was obtained. Jiang [25] proposed a filter-based YOLOv3 algorithm and achieved 99.18%
accuracy in the detecting key parts of cows. Based on an RGB camera and convolutional
neural network, Bezen [26] built a computer vision system for measuring cow feeding, and
an accuracy of 93.65% was obtained. Achour [27] has built a CNN-based image analysis
system for the classification of individual cows, their foraging behavior, and their food.
Specifically, their model obtained an accuracy of 97% for individual cow classification and
an accuracy of 92% for cow foraging behavior separately. Wu [28] proposed a CNN-LSTM
(Fusion of Convolutional Neural Network and Long Short-Term Memory Network) model
for cow action recognition. Specifically, the action categories of cows in their experiments
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included drinking, ruminating, walking, standing, and lying down, and the average
classification accuracy of their model has reached 97.6%.

Above all, while the monitoring method using RFID ear tags is simple, it often causes
harm to the pig and compromises animal welfare. Although the computer vision tech-
nology [29] can improve animal welfare and recognition accuracy, it is not suitable for
industrial production requirements due to its slow detection speed. Furthermore, when the
pigs are occluded, or the size of the target pigs in the image varies greatly, the detection
performance of the model drops significantly.

Attention mechanism is an important means to improve feature robustness [30], among
which Convolutional Block Attention Module (CBAM) [31] have shown promising success
in a broad range of fields. Based on an intermediate feature map, CBAM captures attention
maps in two independent dimensions, including channel and spatial dimensions. Then,
the input feature map is multiplied with this attention map for adaptive feature refinement.
Since CBAM is a general and lightweight component, it can be seamlessly incorporated
into any CNN architecture for end-to-end training with negligible overhead.

Furthermore, the Spatial Pyramid Pooling (SPP) [32] module realizes the feature map-
level fusion of local features and global features, enriching the expressiveness of the final
feature map.

Consequently, based on YOLOv3, leveraging the advantages of CBAM and SPP, this
paper proposes a novel improved pig detection model YOLOv3-SC. The YOLOv3-SC
model enables efficient detection of pigs. In addition, the model can achieve effective pig
detection in the case of occlusion, and can achieve effective multi-scale pig targets. The
main contributions of this paper is summarized as follows:

• We first propose a novel pig detection method YOLOv3-SC based on the CBAM and
the SPP modules. The channel attention and the spatial attention units in the CBAM
module enable the YOLOv3-SC to focus on the regions of the image that are impor-
tant for detection, thereby extracting richer, more robust, and more discriminative
features. The SPP module endows YOLOv3-SC the capacity of extracting multi-scale
features, which enables the model to detect objects of different sizes, thereby improv-
ing the model’s pig detection performance. Specifically, our model achieves the best
performance for pig detection task, with 2.3% improvement of the existing model.

• Numerous ablation experiments have been designed and performed to verify the
performance of our model. Specifically, these studies include the comparison of
different models, evaluation of the effectiveness of the spp module, evaluation of
the effectiveness of the CBAM module, and the evaluation of the superiority of the
YOLOv3-SC.

2. Materials and Methods

2.1. Datasets

The individual pig detection dataset utilized in this paper was collected from one pig
farm in Jinzhong City, Shanxi Province, China. The breeding method of this farm is captive
breeding, surrounded by iron fences to form a closed area, and the ground of the farm is
cement concrete. The data collection cameras were installed at a height of 3 m from the
ground, at 45° diagonally and directly above the farm. Through this collection strategy, the
whole view of the pig and its range can be well captured. The data collection period lasted
for two months, from August to October 2020. It should be noted here that videos with
poor picture quality are deleted due to factors such as light, and finally a total of about 2
Terabyte video data is obtained. Specifically, the video is sliced into image frames with
rgb format at a sampling rate of 25 f/s and some images with no target objects, blurring
and poor quality, are deleted. Further, the labelImg tool was employed to label the image
frames in the PASCAL VOC format, and the labeled data was saved as an XML file. Finally,
we obtained a dataset with a total of 4019 images with 13,996 annotations, some sample
images are shown in Figure 1. Figure 1a indicates the camera position above the 45° angle
of the farm. Figure 1b shows the camera position above the 45° diagonal of the farm.
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Figure 1c indicates that the camera position directly above the farm. In order to evaluate
the performance of the proposed model, the dataset is divided as follows, 3255 samples
are employed as the training data, the 362 samples are employed for validation data, and
the remaining 402 samples are utilized as the test data. The samples in the test data are the
unseen data. Further, to increase the diversity of data and allows the model to obtain richer
features, this paper adopts the following data augmentation techniques, such as random
scaling, random flipping, random cropping, and other operations.

Figure 1. Some examples of the dataset.

2.2. Technical Route

The technical route of the individual pig detection model proposed in this paper is
shown in Figure 2. To reduce the noise in the data and enable the model to obtain better
detection ability, the samples are first preprocessed and data augmented. Specifically,
the image preprocessing operation utilized for data noise reduction refers to deleting
samples with poor quality in the data set and and resize the input image to a fixed size
416 × 416. In order to increase the diversity of data, we have adopted the following data
enhancement methods, including the random_distort, random_expand, random_interp,
and random_flip, shuffle_gtbox. Subsequently, the processed data is sent to the YOLOv3-SC
for model training and evaluation. Finally, an effective individual pig detection model is
obtained, which can realize fast and accurate individual pig detection.

Figure 2. Technical route of the proposed pig detection model.
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2.2.1. Feature Extraction

The backbone network DarkNet-53 with the addition of the CBAM of the proposed
model, are utilized to extract features with richer spatiotemporal dependencies, which will
facilitate the pig detection significantly.

2.2.2. Feature Fusion

The Feature Fusion in Figure 2 refers to two kind of fusions; they are the multiple
YOLO-head fusion and the SPP (Spatial Pyramid Pooling) fusion. The detailed feature
fusion operations are described in Section 2.5.

2.3. YOLOv3

Based on YOLOv1 [33] and YOLOv2 [34], to leverage the anchor mechanism, BN
operation, and multi-scale fusion strategies, we proposed YOLOv3 models. The basic
principle of YOLOv3 is to divide the input image into S × S grids, where S = 7 and each
grid predicts 3 anchors. Each anchor has 5 parameters including (x, y, w, h, c), where x and
y are the coordinate positions of the anchor, w and h represent the width and height of the
anchor, and c is the confidence level of the predicted object. In addition to the parameters
of the anchor, the YOLOv3 algorithm predicts the probability of each category and the
confidence level can be achieved by the following Equation (1).

Con f idence = p_r(obj)× IoU (1)

where p_r(Obj) is set as 0 or 1 and the IoU denotes the intersection ratio of the predicted
and true frames. The confidence reflects whether the grid contains objects or not, and the
accuracy of the prediction frame when the grid contains objects. Finally, the redundant
anchor is eliminated by non-maximal suppression (NMS), and the position and size of
the corresponding anchors are adjusted to produce the final result. YOLOv3 improves
the detection performance via introducing the anchor mechanism based on YOLOv2 and
a K-means clustering algorithm. The K-means clustering algorithm can be employed to
obtain the suitable prior frame size, which is shown in the following Table 1 [35].

By introducing suitable prior frames, the network no longer needs to randomly gen-
erate anchor frames of different sizes to predict objects, thus making the network train
faster and converge faster. YOLOv3 leverages a multi-scale strategy for object detection,
which can detect more objects and identify smaller objects than those of YOLOv1 and
YOLOv2, respectively. Concretely, the YOLOv3 network consists of four parts, including
the input unit, backbone network unit, neck unit, and output unit. The backbone network
in the YOLOv3 framework is the Darknet-53, and its basic unit is the residual structure [36],
which can alleviate the gradient vanishing or explosion problems caused by the deepening
of the network layers. The network structure of YOLOv3 is shown in Figure 3.

Table 1. YOLOv3 Anchor Size

Cell Size Detection Box Size

13 × 13 (10,13) (16,30) (33,23)
26 × 26 (30,61) (62,45) (59,119)
52 × 52 (116,90) (156,198) (373,326)
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Figure 3. The network structure of YOLOv3.

2.4. Attention Module

Pigs exhibit different actions at different times of the day, and there are often problems
with pigs occluding each other. These situations can lead to a lack of distinct behavioral
identification features in pig datasets. In order to handle the above-mentioned problems
and improve the accuracy of the network by capturing more effective features, it is necessary
for the network to learn action features adaptively. Consequently, this paper proposes an
attention-enhanced YOLOv3 network, which aims to utilize the attention module to make
the neural network pay more attention to the corresponding regions in the image, and these
regions play a key role in action discrimination.

The Convolutional Block Attention Module (CBAM) [31] is a lightweight unit that
consists of two separate parts, they are the Channel Attention Module (CAM, Channel
Attention Module) and the Spatial Attention Module (SAM, Spatial Attention Module).
CBAM is a combination of spatial attention and channel attention, which can be utilized
to obtain rich semantic information in pig images. CBAM can capture the dependencies
between channel feature space features, reduce the weight of unimportant information,
and improve the detection performance of individual pigs. The structure diagram of the
CBAM module is shown in Figure 4.
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Figure 4. The structure of the CBAM module.

Specifically, CAM first performs a maximum pooling operation and a global average
pooling operation on the input feature layer in turn, their output features are sent to a
Multi-Layer Perception (MLP) layer. Then the output features of the MLP of two branches
are summed together and send to a sigmoid function for fixing the weights between 0 and
1 distribution. The final result is obtained by multiplying the original input feature layer.

SAM first performs a maximum pooling operation and a global average pooling oper-
ation on the input feature layer, and then executes a tensor splicing on the corresponding
output features. Finally, they are sent to the Sigmoid function to fix the weights between
0 and 1 distribution and then multiplied with the original input feature to achieve the
final result.

The CBAM module can be represented by the following equation.

Fc = Zc(F)F (2)

F2 = Zc(Fc)Fc (3)

Zc( f ) = σ{Ff c[AvgPool(F)] + Ff c[MaxPool(F)]} (4)

Zs( f ) = σ{Cc[AvgPool(F1)] + Fc[MaxPool(F1)]} (5)

where Zc presents the channel attention module (CAM), Zs denotes the spatial attention
module (SAM), F indicates the feature layer of the input network, and Fc/Fs denotes the
feature map after the Channel Attention Module (CAM)/Spatial Attention Module(SAM),
respectively. × represents to perform the pointwise multiplication, and Ff c is the fully
connected operation. AvgPool denotes the global average pooling operation and the
MaxPool indicates the global maximum pooling operation, respectively. Cc presents the
tensor splicing Concat operation. + represents the summation operation and the σ denotes
the sigmoid activation function.

2.5. The Proposed Novel YOLOv3-SC Model

The proposed YOLOv3-SC model is built by leveraging the attention mechanism
and Spatial Pyramid Pooling (SPP) module to the YOLOv3 backbone network Darknet-
53. Specifically, the CBAM module endows YOLOv3 with powerful feature extraction
capabilities. Furthermore, the SPP structure extracts features of different scales in the
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final stage of the backbone network and fuses them. This design can alleviate network
overfitting, increase the robustness of the model, and allow the network to learn richer
features. The architecture of the novel proposed YOLOv3-SC is presented in Figure 5.

Figure 5. The pipeline of the proposed YOLOv3-SC. Here, we should note that the 5, 9, 13 in the
Maxpool5, Maxpool9, Maxpool13 indicate the pooling kernel size of the maxpool operation.

Specifically, as in Figure 5 show, the YOLOv3-SC is enhanced by integrating the CBAM
module in each Res_Block and adding SPP unit in the final stage of the backbone network.

The backbone network with the addition of the CBAM consists of Res1-CBAM, Res2-
CBAM, Res4-CBAM, and Res8-CBAM. Resi_CBAM i = 1, 2, 4, 8 denotes a stack of CBL
and i residual structures with CBAM modules, where CBL is composed of Conv, Batch
Normalization (BN), and activation function (LeakyReLu) unit. The CBAM component
allows the model to extract richer spatiotemporal features, which will facilitate the pig
detection significantly.

Furthermore, the SPP structure is introduced for feature fusion. Specifically, SPP
performs maximum pooling operations at different scales on the input feature maps, and
finally all the output feature maps are tensor-spliced with the original feature maps. In this
way, the network can perform feature fusion at different scales to prevent overfitting.

The input image is improved with the backbone network and SPP structure to obtain
three different scales of feature layers with sizes of 13 × 13, 26 × 26, and 52 × 52. After that,
further feature fusion operations are performed. The 13 × 13 feature map is upsampled
to obtain the 26 × 26 feature map and the 26 × 26 feature map of the backbone network
is concatenated. After that, we perform up-sampling again to obtain 52 × 52 feature map
and 52 × 52 feature map in the backbone network for Concat operation to fuse the feature
information of different scales. In the feature fusion stage, we first perform CBAM operation
on the input of different feature layers, and then perform CBAM operation again after the
tensor stitching Concat to obtain the improved feature fusion network.

The training process of the YOLOv3 is presented in Algorithm 1.
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Algorithm 1: YOLOv3-SC Model Training
Input: Pig image, target box
Output: Predicted box

1 Initialization(learning rate, epochs);
2 for i in epoch do

3 for train_image, target in train_dataloader do

4 output = YOLOv3-SC(train_image)
5 loss = Loss function(output, target)
6 Optimizer.zero_grad()
7 loss.backward()
8 Optimizer.step()
9 end

10 for test_image, target in test_dataloader do

11 output = YOLOv3-SC(test_image)
12 loss = loss_function(output, target)
13 end

14 Lr_scheduler() (Adjust the learning rate)
15 Save() (Save the weights of the model)
16 end

2.6. The Loss Function

In order to achieve the optimized pig detection model, a reasonable loss function
needs to be designed for the network training. Specifically, the loss function consists of
three terms: including category loss (Lcls), confidence loss (Lcon f ), and locality loss (Lloc).
Among them, IoU is utilized to calculate the locality loss, and the cross-entropy loss is
employed to calculate the confidence loss and class loss separately. The loss function of the
proposed model is defined as follows.

Loss = Lloc +Lcls +Lcon f (6)

where Lloc indicates the error between the coordinates and the length and width of the real
frame and the coordinates and length and width of the predicted frame, Lcon f illustrates
the prediction region confidence error, and Lcls denotes the object classification error,
respectively.

AP =
∫ 1

0
P(R)dR (7)

mAP =
∑n

1 (AP)
n

(8)

P = TP/(TP + FP) (9)

R = TP/(TP + FN) (10)

where TP represents the number of positive samples predicted to be positive; FP indicates
the number of negative samples predicted as positive samples; and FN illustrates the
number of positive samples predicted as negative samples. n represents the number of the
detected pig category, and its value is set as 1 here. AP is the average precision, denotes
the area under the PR curve. mAP indicates the average accuracy over all categories.

2.7. Experiment Setup

In this paper, for fair comparison, all experiments are developed and run based on the
PyTorch framework. The stochastic gradient descent optimization algorithm is employed
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for the model parameter update. Furthermore, the batchsize is 16, the initial learning rate
is set as 0.001 and updated based on the cosine descent theory, the momentum is 0.937, and
the total number of iterations is 400 epochs.

Additionally, the hardware configuration is as follows: operating system Ubuntu 20.04,
CPU Intel(R) Xeon(R) CPU E5-2670 v3, GPU Nvidia Feforce GTX 3060 12G, and memory
16G DDR4.

3. Results

In this section, the experimental results and the discussions will be illustrated in detail.
The experiments are organized in the following several parts, including the comparison of
different models, the evaluation of the effectiveness of the SPP module, and the evaluation
of the effectiveness of the SPP module. The purposes are to verify the effectiveness of the
model, the effectiveness of the SPP unit in the YOLOv3-SC and the effectiveness of the
CBAM unit in YOLOv3-SC correspondingly.

3.1. Comparison of Different Models

In order to validate the effectiveness of the proposed YOLOv3-SC, several models
are utilized for comparison, including YOLOv1, YOLOv2, YOLOv3. Results are shown in
Table 2.

Table 2. Comparison of YOLOv3 and YOLOv3-SC.

Model
Mean Average

Accuracy
(mAP/%)

Precision (P/%) Recall (R/%) F1 Score

YOLOv1 97.00 94.00 93.12 0.92
YOLOv2 97.83 94.40 93.55 0.93

Faster-RCNN 98.08 94.92 93.78 0.94
YOLOv3 98.64 95.94 94.12 0.95

YOLOv3-SC 99.24 98.27 94.31 0.97

Table 2 illustrates that the proposed model YOLOv3-SC achieves the best perfor-
mance on all evaluation criteria. Specifically, YOLOv3-SC achieves 99.24% mAP, which is
2.31%/1.44%/1.18%/0.61% higher than that of YOLOv1/YOLOv2/Faster-RCNN/YOLOv3;
the YOLOv3-SPP obtains 98.27% Precision, which is 4.54%/4.10%/3.53%/2.43% better than
that of YOLOv1/YOLOv2/Faster-RCNN/YOLOv3; the YOLOv3-SPP achieves 94.31% Re-
call, which is 1.28%/1.44%/0.81%/0.22% superior than that of YOLOv1/YOLOv2/Faster-
RCNN/YOLOv3; and the YOLOv3-SPP obtains 0.96 F1 score, which is 4.35%/3.22%/2.13%/
1.05% higher than that of YOLOv1/YOLOv2/Faster-RCNN/YOLOv3. These all results
validate the effectiveness of the proposed YOLOv3-SC.

The SPP structure and the CBAM attention component of the YOLOv3-SC allow the
model to focus on the discriminant regions of the image in pig detection, fuse multi-scale
feature maps, and extract more effective features even in the case of pigs sticking to each
other. Consequently, YOLOv3-SC implements fast and efficient pig detection and achieves
99.24% mAP, which is significantly better than other models.

3.2. Evaluation of the Effectiveness of the SPP Module

In order to validate the effectiveness of the SPP module, we compare the YOLOv3 and
YOLOv3-SPP. YOLOv3-SPP is built by encompassing the SPP module into the YOLOv3.
Comparison results are shown in Table 3.

From Table 3, it can be seen that the YOLOv3-SPP model is superior to the YOLOv3
model on all evaluation criteria. Specifically, the YOLOv3-SPP achieves 99.19% mAP, which
is 0.56% higher than that of YOLOv3; the YOLOv3-SPP obtains 97.19% Precision, which is
1.72% better than that of YOLOv3; the YOLOv3-SPP achieves 95.08% Recall, which is 1.02%
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superior than that of YOLOv3; and the YOLOv3-SPP obtains 0.96 F1 score, which is 1.05%
higher than that of YOLOv3. These results validate the effectiveness of the SPP module.

Table 3. Comparison of YOLOv3 and YOLOv3-SPP.

Model
Mean Average

Accuracy
(mAP/%)

Precision (P/%) Recall (R/%) F1 Score

YOLOv3 98.64 95.94 94.12 0.95
YOLOv3-SPP 99.19 97.19 95.08 0.96

The reason why the YOLOv3-SPP model is superior to YOLOv3 can be attributed
to the following reasons. Specifically, the SPP module integrates both local and global
features, thereby capturing multi-scale feature information, enhancing the expressiveness
of features, and improving the robustness and the performance of the model.

3.3. Evaluation of the Effectiveness of the CBAM Attention Module

To evaluate the effectiveness of the CBAM attention module, some models are utilized
for comparison, including YOLOv3 and YOLOv3-CBAM. YOLOv3-CBAM is established
by leverage the CBAM module into the backbone of the YOLOv3. The comparison results
are shown in Table 4.

Table 4. Comparison of YOLOv3 and YOLOv3-CBAM.

Model
Mean Average

Accuracy
(mAP/%)

Precision (P/%) Recall (R/%) F1 Score

YOLOv3 98.64 95.94 94.12 0.95
YOLOv3-CBAM 99.17 97.46 94.24 0.96

Table 4 illustrates that the YOLOv3-CBAM model is superior to the YOLOv3 model
on all evaluation criteria. Specifically, the YOLOv3-CBAM achieves 99.17% mAP, which is
0.54% higher than that of YOLOv3; the YOLOv3-CBAM obtains 97.46% Precision, which
is 1.58% better than that of YOLOv3; the YOLOv3-CBAM achieves 94.24% Recall, which
is 0.13% superior than that of YOLOv3; and the YOLOv3-CBAM obtains 0.96 F1 score,
which is 1.05% higher than that of YOLOv3. These results evaluate the effectiveness of the
CBAM module.

3.4. Evaluation of the Superiority of the YOLOv3-SC

To evaluate the superiority of the proposed model YOLOv3-SC, we compare it with
the models in the above section, including the YOLOv3, YOLOv3-SPP, and YOLOv3-CBAM.
YOLOv3-SC is built by integrating both the CBAM and the SPP modules into the structure
of the YOLOv3. The corresponding comparison results are shown in Table 5 and Figure 6.

Table 5. Comparison of YOLOv3-SPP and YOLOv3-CBAM with YOLOv3-SC.

Model
Mean Average

Accuracy
(mAP/%)

Precision (P/%) Recall (R/%) F1 Score

YOLOv3 98.64 95.94 94.12 0.95
YOLOv3-SPP 99.19 97.19 95.08 0.96

YOLOv3-CBAM 99.17 97.46 94.24 0.96
YOLOv3-SC 99.24 98.27 94.31 0.97
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Table 5 and Figure 6 illustrate that the YOLOv3-SC model obtains the best results,
which verifies the superiority of the integration of SPP and CBAM modules.

Figure 6. The detection results of different models.

4. Discussion

In this paper, we propose an improved YOLOv3 model, YOLOv3-SC, to achieve
the efficient detection of individual pigs. Specifically, in order to verify the superiority
of the proposed model, this paper compares and discusses the performance of the four
models YOLOv3, YOLOv3-SPP, YOLOv3-CBAM, and YOLOv3-SC. The experimental
results demonstrate that both the YOLOv3-SPP and YOLOv3-CBAM models achieve better
performance than those of the YOLOv3 model, which verifies the effectiveness of the
SPP module and the CBAM unit. Moreover, the YOLOv3-SC model achieves the best
performance, verifying the effectiveness of the proposed model. By leveraging the attention
module CBAM, the proposed model can adaptively focus on the important features and
reduce the weight information on the non-important features in pig detection. Furthermore,
the SPP structure allows the model to combine the multi-scale information, which improves
the model’s detection ability on small targets and adapts to the changing environment of
individual pig detection in pig farms. The utilization of the SPP structure enhances the pig
detection effect and performance of the model. Future work will explore more optimized
data augmentation methods and more effective attention mechanisms that can be applied
to more complex environments.
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5. Conclusions

This paper develops a novel effective pig detection model YOLOv3-SC, which en-
compasses both the CBAM model and the SPP module into the backbone of YOLOv3
framework. The channel attention and the spatial attention units in the CBAM module
enable the YOLOv3-SC to focus on the regions of the image that are important for detection,
thereby extracting richer, more robust, and more discriminative features. The SPP module
endows YOLOv3-SC the capacity of extracting multi-scale features, which enables the
model to detect objects of different sizes, thereby improving the model’s pig detection
performance. Ablation studies validate the superiority of both the CBAM and the SPP mod-
ules. Furthermore, experimental results show that the proposed YOLOv3-SC model obtains
the promising pig detection performance. Specifically, the YOLOv3-SC achieves 99.24%
mAP performance, which is significantly higher than those of the other popular models.
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Abstract: Recently, with the rapid development of mobile sensing technology, capturing scene
information by mobile sensing devices in the form of images or videos has become a prevalent
recording method. However, the moiré pattern phenomenon may occur when the scene contains
digital screens or regular strips, which greatly degrade the visual performance and image quality. In
this paper, considering the complexity and diversity of moiré patterns, we propose a novel end-to-end
image demoiré method, which can learn moiré pattern elimination in both the frequency and spatial
domains. To be specific, in the frequency domain, considering the signal energy of moiré pattern is
widely distributed in the frequency, we introduce a wavelet transform to decompose the multi-scale
image features, which can help the model identify the moiré features more precisely to suppress
them effectively. On the other hand, we also design a spatial domain demoiré block (SDDB). The
SDDB module can extract moiré features from the mixed features, then subtract them to obtain clean
image features. The combination of the frequency domain and the spatial domain enhances the
model’s ability in terms of moiré feature recognition and elimination. Finally, extensive experiments
demonstrate the superior performance of our proposed method to other state-of-the-art methods.
The Grad-CAM results in our ablation study fully indicate the effectiveness of the two proposed
blocks in our method.

Keywords: moiré patterns; image demoiré; frequency domain; wavelet transform

1. Introduction

In recent years, mobile phones have greatly changed our lives and are widely used in
many scenes [1,2]. They can help us to record important information in time by shooting
images or videos. However, when we use mobile phones to record scenes with LED screens
or display screens, the images or videos tend to have wavy interference patterns, known as
moiré patterns. The reason for this is that when the photosensitive elements in the scanning
instrument and digital camera are disturbed by high frequency, two equal amplitude sine
waves with similar frequencies are superimposed, and the amplitude of the synthesized
signal will change according to the difference of the two frequencies; then, colored and
irregular-shaped stripes will appear on the images [3]. One way to avoid moiré patterns
is to improve the camera resolution, making it larger than the resolution of the captured
screen, but this is very expensive. Another way is to add a low-pass filter in front of the
sensing device of the camera to reduce the moiré patterns, but the disadvantage of this
is that the addition of the low-pass filter will impair the image details, making the image
content blur.

With the rapid development of deep learning, using algorithms based on deep learning
for image demoiréing has received considerable attention. For example, Liu et al. [4]
considered that the energy distribution of moiré patterns is relatively concentrated in the
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frequency domain and used discrete cosine transform (DCT) to transfer the image from
the spatial domain to the frequency domain. They decomposed the image into texture
components and moiré components in the frequency domain so as to better eliminate the
high-frequency moiré patterns in the images. However, it is difficult to completely eliminate
moiré patterns only through the frequency domain. Yang et al. [5] used layer decomposition
on polyphase components (LDPC) to decompose the image into a background layer and
a moiré layer. In addition, to better remove the moiré patterns, the method was applied
on Y and RGB channels. Sun et al. [6] proposed a multi-resolution network (DMCNN) for
the multi-frequency characteristics of moiré patterns. However, this network cannot deal
with low frequencies and large color blocks. Some images have poor visual performance.
In 2020, He et al. [7] proposed a full high-definition demoiréing network (FHDe2Net) to
solve the problem of high-resolution image demoiréing. They used a global-to-local pattern
removal strategy for fine detail preservation in high-resolution images and adopted DCT
to transform the image into the frequency domain so as to better address the problems of
the wider moiré pattern scale range. In 2022, Yu et al. [8] proposed ESDNet, a method
for demoiréing in 4K ultra-high definition. In order to eliminate the multi-scale moiré
patterns, they built a semantic-aligned scale-aware module. However, most existing
methods attempted to eliminate the moiré patterns only in the frequency domain or the
spatial domain. Moiré patterns have a certain diversity and complexity. In the frequency
domain, moiré patterns span low frequencies and high frequencies. In the spatial domain,
moiré patterns mix with the image texture seriously and also cause color distortions. It is
difficult to completely remove moiré patterns while keeping the original texture just from
one domain.

To address the above-mentioned problems, we propose a novel and effective end-
to-end demoiré network, which can eliminate the moiré patterns both in frequency and
spatial domains, named FSD-Net. Specifically, in the frequency domain, we introduce
the wavelet transform to decompose the multi-scale image features, which can help the
network better identify the moiré features so as to suppress the moiré features in the image
generation. In the spatial domain, we design a spatial domain demoiré block (SDDB),
which can extract the moiré features from the mixed image features. After the extraction,
the moiré features will be subtracted from the mixed image feature, which can obtain
clean features to generate a clean image without moiré patterns. By demoiréing both in
the frequency domain and in spatial domain, our proposed network can obtain superior
performance regarding eliminating moiré patterns. Experimental results demonstrate that
our proposed method outperforms several state-of-the-art demoiré methods.

The contributions of our research can be summarized as follows:

• We propose a novel method to eliminate moiré patterns both in the frequency domain
and spatial domain. Experimental results indicate that our method achieves state-of-
the-art performance compared with other methods.

• We introduce wavelet transform to decompose the multi-scale image features, Which
may help the network to better identify the moiré features so as to suppress the moiré
features during the image generation.

• We design a spatial-domain demoiré block, which can effectively extract moiré features
from mixed image features. Then we can subtract the moiré features from the mixed
features to obtain clean features, which are used during the image generation.

2. Related Work

2.1. Traditional Methods

Moiré patterns are often caused by the aliasing of two equal-amplitude sine waves
with similar frequencies. The direct solution is to change the frequency of one sine wave. In
2000, Nishioka et al. [9] proposed that adding a low-pass filter in front of the digital camera
lens could effectively remove the moiré patterns. This method can avoid the moiré patterns
during the shooting, though it also loses some details and texture information. Another
method is to upgrade the camera with a higher resolution photosensitive element, but such a
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camera is expensive and cannot fundamentally solve the moiré problem. Sidorov et al. [10]
proposed a spectral model, which leverages the magnitude of the Fourier spectrum of the
image to identify the moiré patterns. In addition, signal decomposition is also an important
method for removing moiré patterns. Yang et al. [11] proposed a novel image demoiréing
method by signal decomposition and guided filtering. Firstly, they adopted a low-rank
and sparse matrix decomposition model to remove moiré patterns in the green (G) channel.
Then, they removed moiré patterns in red (R) and blue (B) channels via guided filtering by
the obtained texture layer of the G channel.

2.2. Deep Learning Methods

Unlike with other image restoration tasks, such as image denoising [12–14], image
dehazing [15,16], and image demosaicing [17,18], the difficulty of image demoiréing is
how to remove moiré patterns with various frequencies and color distortion. With the
widespread popularity of deep learning, deep convolutional neural networks have also
been applied to image demoiréing. In 2018, Sun et al. [6] first proposed a multi-resolution
fully convolutional neural network DMCNN for multi-frequency moiré feature elimina-
tion. In 2019, Gao et al. [19] considered that the relationship among multi-scale features
is significantly ignored and designed a feature-enhancing branch to fuse high-level fea-
tures with low-level ones, which can restore the image details during image demoiréing.
In 2019, Cheng et al. [20] also dealt with multi-scale features and proposed a dynamic
feature-encoding module, which can encode the variations of moiré patterns. He et al. [21]
proposed a Moiré pattern removal neural network (MopNet) based on DenseNet. The
model integrated the moiré frequency distribution, edge intensities, and appearance cate-
gories into design learning modules. However, when irregular and unstable backgrounds
such as sand and stone ground are encountered, the edge features of the pattern are difficult
to determine and need to be improved. In 2020, Zheng et al. [22] proposed a novel multi-
scale bandpass convolutional neural network (MBCNN) , which splits image demoiréing
into two steps: moiré texture removal and tone mapping. In 2020, Liu et al. [23] proposed a
WDNet network, including a direction perception module. The module can carry out the
convolution operation in 8 different directions so as to better capture the spatial distribu-
tions of moiré patterns. He et al. [7] proposed a full high-definition demoiréing network
(FHDe2Net) to solve the high-resolution image demoiréing by a cascade of two networks fo-
cused on global and local level moiré removal, respectively. Moreover, they also proposed a
lower high-resolution content separation branch, which can preserve the fine details against
the distortions in demoiré processing. In 2021, Park et al. [24] proposed an unsupervised
end-to-end moiré pattern removal method based on cyclic moiré learning. Compared with
other methods, this method used an unpaired set of clean and moiré images. In 2022,
Yu et al. [8] proposed a baseline model, ESDNet, a method for removing moiré patterns in
4K ultra-high-definition images, and constructed a semantic-aligned scale-aware module
to solve the moiré elimination effectively. In the same year, Dai et al. [25] proposed the first
moiré pattern removal method with implicit feature space alignment and selective feature
aggregation for hand-held video.

2.3. Wavelet-Based Methods

The wavelet transform can decompose complex and composite information into
elementary simple forms at different positions and scales, which can benefit us in under-
standing the information. Wavelet-based methods have been explored in several computer
vision tasks. For example, Lotfi et al. [26] adopted the Daubechies 4 wavelet transform
and first-order color moments to represent the image information, then a neural network
was proposed to identify the category of aircraft images. Nayak et al. [27] utilized a two-
dimensional discrete wavelet transform for extracting brain magnetic resonance image
features. Liu et al. [28] used wavelet-based methods to capture age-related texture de-
tails at multiple scales in the frequency domain. Huang et al. [29] used wavelets for face
super-resolution, where neural networks were used to predict the wavelet coefficients.

271



Sensors 2022, 22, 8322

3. Methodology

In this section, we first describe the structure of our proposed FSD-Net for image
demoiréing and the overall pipeline. Next, we present the details of the frequency domain
demoiré block and the spatial domain demoiré block, which are the crucial components of
FSD-Net. After that, we present the loss function.

3.1. Overall Network

The overall structure of our proposed FSD-Net is shown in Figure 1. As can be seen,
our network consists of a generator and a discriminator. The generator is a U-shaped
network with skip connections between the encoder and the decoder. In the encoder, we
adopt four down encoder Blocks and a res block to encode the multi-scale moiré image
features. Using the decoder, we gradually remove the moiré patterns from the multi-scale
feature maps both in the frequency domain and spatial domain by our proposed demoiré
block. The discriminator is designed following the structure of [30], which can help further
enhance the quality of the generated images.

Figure 1. The overall structure of our proposed FSD-Net, which consists of a generator and a
discriminator. The generator is designed following the image encode-decode structure.

To be specific, the input of FSD-Net is a moiré image with the size of I ∈ R3×H×W .
Firstly, we adopt an init block to obtain the initial image feature maps, denoted as f 0

e ∈ RC×H×W ,
where C, H, and W are the channel, height and weight size of the feature maps, respectively.
Then, the initial feature maps will be sent into the encoder, which consists of four down en-
coder blocks and a res block. Each down encoder block consists of a 3 × 3 convolution with
stride 2, an instance normalization, and a ReLU function. The res block is used to further
encode the image feature maps; the output of the encoder is f 4

e ∈ R16C×(H/16)×(W/16).
Next, following the encoder of the generator, the feature maps f 4

e are passed through
four stages of decoding. Each stage contains a stack of the proposed demoiré block and an
up dec block. The motivation of the demoiré block is related to the two major challenges
during moiré pattern elimination. One is that the moiré patterns exhibit considerable
variation in frequency. The other is that in the spatial domain, the moiré features are
seriously mixed with image texture. It is difficult to filter out the moiré patterns under these
problems. To address the above-mentioned issues, we built the demoiré block with two
core designs: the frequency domain demoiré block (FDDB) and the spatial domain demoiré
block (SDDB). In the demoiré block, we first put the decoder feature maps f i

d into the FDDB,
which can recognize the moiré feature maps in the frequency domain by wavelet transform
and then weight the moiré feature maps to suppress them during the image generation.
Then, the SDDB is added at the end of FDDB to further remove the moiré features, which
are mixed with image texture features by subtracting operations, to obtain cleaner features.
After the demoiré block, we adopt a transposed convolution operation in the up-decoder
block to decode the image features. Finally, we adopt a gen block to restore the image to its
original image size.
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3.2. Frequency Domain Demoiré Block

The key innovation of our proposed FDDB is to disentangle image decoding feature
maps into multiple frequency sub-bands and recognize the moiré features in the frequency
domain, then suppress the moiré features by weighting coefficients. We introduce wavelet
transform (WT) to transform image features from the spatial domain to the frequency
domain. Wavelet transform consists of a low-pass filter and a high-pass filter; it applies the
low-pass filter and high-pass filter alternately along feature columns and rows to produce
four sub-band frequency features, denoted as LL, LH, HL, and HH, where L indicates the
low frequencies and H represents the high frequencies. By using the wavelet transform,
the model can better distinguish the moiré features and image features.

The structure of the frequency domain demoiré block is shown in Figure 2. As shown
in the figure, we first adopt wavelet transform to decompose features into multiple wavelet
sub-bands with different frequency contents. The operation is defined as:

f LL
d , f LH

d , f HL
d , f HH

d = WT( fd), (1)

where fd ∈ RC×H×W is the input image features, f LL
d , f LH

d , f HL
d , and f HH

d represent the four
sub-bands, the size of the sub-band feature map is C × H/2 × W/2, and WT() denotes the
wavelet transform function.

Figure 2. The architecture of the frequency domain demoiré block (FDDB).

Once the four sub-bands are obtained, we adopt a pooling layer to obtain the feature
vector. In this step, it is important to align the low frequency and high frequency pooling
parameters of the same input feature map. So after the pooling layer, the four sub frequency
domain pooling parameters of each feature map is arranged with the corresponding positions.

Finally, the flattened vector will be sent to a FC layer and a sigmoid function to obtain
the weighted parameters, which will be used to weight the input image features so as to
suppress the moiré features and obtain clean image features.

3.3. Spatial Domain Demoiré Block

The above FDDB based on wavelet transform focuses on the recognition of frequency
differences between the feature maps. However, some moiré patterns are mixed with the
original image texture, and it is difficult to discriminate one from the other; the FDDB
suffers from a limited capability to remove the moiré patterns in this case. To address
this limitation, we design a structure that removes moiré patterns directly in the spatial
domain. We achieve this by designing a spatial domain demoiré block, which is illustrated
in Figure 3. In the SDDB, we leverage the depth-wise convolution operation to extract
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the moiré features from the mixed features. Then, we use a channel-wise convolution
operation to obtain refined moiré features. Finally, we obtain the clean image features by
subtracting the moiré features from the original input features. These operations can be
defined as follows:

fm = Conv( f̂d), (2)

f̂ ∗d = f̂d � fm, (3)

where Conv() denotes both the depth-wise convolution and the channel-wise convolution,
and � denotes the feature-wise subtraction operation.

Figure 3. The structure of the spatial domain demoiré block (SDDB).

3.4. Loss Function

In our research, to obtain better demoiréing performance, we adopt a combined loss
function, including content loss Lct, perceptual loss Lper, and adversarial loss Ladv. The
overall loss function of the generator can be formulated as:

L = λct ×Lct + λper ×Lper + λadv ×LG
adv, (4)

where λct, λper, and λadv are the balancing parameters of content loss, perceptual loss, and
adversarial loss, respectively.

Content Loss. We use the L1 loss to measure the content loss between the GT image
and the demoiréing image generated by our proposed network.

Lct = ‖Igt − Ide‖1, (5)

where Igt denotes the GT image, and Ide denotes the demoiréing image.
Perceptual Loss. To penalize the perceptual and semantic discrepancy, we adopt the

pre-trained VGG-19 network to extract the features of the GT image Igt and the features of
the demoiréing image Ide. Then, we use the L1 loss to measure the perceptual loss. The
formula is defined as follows:

Lper = ∑
i
(‖φi(Igt)− φi(Ide)‖1), (6)

where φ() denotes the VGG-19 network and i denotes the i-th layer of VGG-19 network. In
our experiments, we employ the feature maps of the four layers conv2_2, conv3_4, conv4_4,
and conv5_4 to calculate the perceptual loss.

Adversarial Loss. To effectively synthesize a realistic image, we introduce an adver-
sarial loss, which can promote the generator to create a realistic demoiré image. We use the
binary cross-entropy criterion with a softmax function to calculate the loss value. The loss
function for the generator is defined as:

LG
adv = −log(D(Ide)); (7)

and the loss function for training the discriminator is defined as:

LD
adv = −log(D(Igt))− log(1 − D(Ide)); (8)

where D() represents the discriminator.
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4. Experiments

In this section, we first describe the dataset used in our experiment and the implemen-
tation details. Then, we report the subjective and objective evaluation results in comparison
with other state-of-the-art methods to demonstrate the effectiveness of our proposed
demoiré method. Finally, we conduct some ablation studies to verify the performance
benefit brought by each functional component in our method.

4.1. Dataset and Implementation Details

Dataset. Our experiments are conducted on the dataset provided by the Document
Image Demoiré Contest, which is a sub-competition of the Baidu NetDisk AI competition.
All images in the dataset are collected from real-world scenes. The dataset consists of
1000 training samples and 200 test samples; each sample contains an image with moiré
patterns and a ground-truth image without moiré patterns.

Implementation Details. The discriminator in our proposed method has a similar
architecture to [30], which has an input size of 256 × 256. To achieve a good discriminative
performance and accommodate the input size of 512 × 512 in our paper, we increased the
depth of the discriminator network. We set the initial learning rate to 2× 10−4 and 1× 10−4

for the generator and the discriminator, respectively. Then, the two learning rates were both
decayed by 0.1 in the 20th epoch and 40th epoch, respectively. The total training epoch was
set to 60. The batch size was set to 10. We adopted the Adam optimizer [31] with β1 = 0.5,
β2 = 0.99 to optimize our generator and discriminator. All input images were resized
into 512 × 512 pixels, and random horizontal flipping was adopted for data enhancement.
The balancing parameters λct, λper, λadv in the loss function were set to 2.0, 1.0, and 1.0,
respectively. Our proposed network was implemented with a PyTorch framework and
trained with two NVIDIA RTX3090 GPUs.

Evaluation Metrics. Following the previous works, we used common metrics to
evaluate the demoiré performance: PSNR (peak signal-to-noise ratio) and SSIM (structural
similarity). In addition, we also showed the visual comparison with other state-of-the-art
methods to evaluate the effectiveness of our proposed method.

4.2. Comparison to Other Methods

We compared our method with several state-of-the-art methods, including U-Net [32],
WDNet [23], MBCNN [22], FHDe2Net [7], and HRDN [33].

U-Net is a very excellent network and is widely used in many image generation and
restoration tasks. We chose this model as one of the comparative methods and trained it
from scratch.

WDNet is a demoiré method based on wavelet transform. In contrast to our proposed
method, WDNet first employs 2D fast wavelet transform to decompose the input RGB
image into a sequence of wavelet subbands; these subbands will then be sent to the network
to remove moiré patterns. Finally, an inverse wavelet transform is adopted to obtain the
final demoiré RGB image. Thus, WDNet works mainly in the wavelet domain.

MBCNN is a demoiré method based on multi-scale features; it removes the moiré
patterns in the frequency domain by the discrete cosine transform (DCT).

FHDe2Net is also a method that removes the moiré patterns in the frequency domain
by the DCT. This method adopts a cascaded global-to-local moiré pattern removal strategy,
which can handle higher-resolution images.

V is a novel high-resolution demoiré network. It also removes the moiré patterns
based on frequency domain and multi-scale features. It also fully takes advantage of the
relationship among feature maps with different resolutions to exchange information and
enhance details.

The qualitative results. In order to verify the effectiveness of our proposed method,
we report the qualitative results compared with other methods. Table 1 illustrates the
qualitative results. As can be seen, our method outperforms them both in PSNR and SSIM,
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achieving state-of-the-art performance. The results fully demonstrate the effectiveness of
our proposed method.

Table 1. The comparison of qualitative results between our proposed FSD-Net and other methods.

Network PSNR (dB) SSIM

U-Net 27.62 0.8289
WDNet 28.66 0.8745

MBCNN 26.83 0.8113
FHDe2Net 26.39 0.8786

HRDN 27.38 0.8626
ours 33.24 0.8970

The visual results. Figures 4 and 5 show visual comparisons with different degrees of
moiré patterns. Figure 4 shows the visual results with relatively slight moiré patterns. We
note that WDNet and HRDN are unable to totally remove the moiré patterns compared
to other methods. U-Net and MBCNN cannot generate clear image content during the
demoiréing process. FHDe2Net cannot competently handle the color distortion. In contrast,
our method can remove moiré patterns while preserving image details.

Figure 4. Visual comparisons between our proposed FSD-Net and other methods.

Figure 5 shows the visual results with serious moiré patterns. It can be seen that
MBCNN cannot reconstruct text details, resulting in image blur. FHDe2Net and HRDN
cannot perfectly remove moiré patterns. U-Net and WDNet also cannot obtain an ideal
demoiréing performance. Our proposed FSD-Net greatly outperforms the above-mentioned
methods and generates a superior visual performance. The visual comparisons further
confirm the effectiveness of our method in terms of preserving high-quality details while
eliminating moiré patterns.

4.3. Ablation Study

To validate the effectiveness of the proposed frequency domain demoiré block and
spatial domain demoiré block, we conducted an ablation study, which contains the follow-
ing variants. (1) Baseline: we adopted only the generator without the frequency domain
demoiré block and the spatial domain demoiré block. (2) Baseline+FDB: we added the
frequency domain demoiré block on the baseline network. (3) Baseline+SDB: we added the
spatial domain demoiré block on the baseline network. (4) Baseline+FDB+SDB: we added
both the frequency domain demoiré block and the spatial domain demoiré block to the
baseline network. We report the quantitative results in Table 2.
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Figure 5. Visual comparisons between our proposed FSD-Net and other methods. The example
image contains serious moiré patterns.

From Table 2, it can be seen that: (1) compared to the baseline, the Baseline+FDB and
Baseline+SDB both clearly improve the PSNR and SSIM scores, demonstrating that the
two functional blocks both contribute to a performance gain. (2) The combination of the
two functional blocks remarkably improves the metrics, further proving the demoiréing
solution in both the frequency domain and spatial domain is correct and feasible.

Table 2. Quantitative results of different variants of FSD-Net.

Network PSNR (dB) SSIM

Baseline 32.01 0.8717
Baseline+FDB 32.62 0.8841
Baseline+SDB 32.88 0.8896

Baseline+FDB+SDB 33.24 0.8970

In addition, we further provide the visualization results to better illustrate the effective-
ness of our proposed frequency domain demoiré block and spatial domain demoiré block.

Figure 6 shows the Grad-CAM results generated by the 3 × 3 convolutional operation
within the spatial domain demoiré block. It can be seen that the active areas are the salient
moiré regions, not the image content areas. It indicates that our proposed spatial domain
demoiré block can focus on capturing the moiré features and suppress the moiré features
during the image generation to obtain a clean image.

To verify the impact of our proposed frequency domain demoiré block, we show the
comparison results between the original feature maps and the weighted feature maps by
the frequency domain demoiré block. The visualization results are shown in Figure 7.
We can see that: (1) in the first row, the left side of (a), (b), and (c) mainly activate the
image content, while the corresponding weighted suppression effects in the right side of
(a), (b), and (c) are not obvious; (2) In the second row, the features of (d) and (e) mainly
represent the moiré regions, so that the weighted suppression is relatively significant. The
feature of (f) contains the image content and the moiré content. Our proposed frequency
domain demoiré block can effectively identify and suppress the moiré feature. Such visual
results prove that our proposed frequency domain demoiré block can assist the model in
recognizing and suppressing moiré features.
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Figure 6. The total visualization results of the four spatial domain demoiré blocks. The first row is
the original moiré images. The second row is the Grad-CAM results.

Figure 7. The visualization results of the last frequency domain demoiré block. In (a–f), the left side
is the original feature maps, and the right side is the weighted feature maps by the last frequency
domain demoiré block.

5. Discussion and Conclusions

In this paper, we study how to eliminate moiré patterns more effectively. We sum-
marize and find that previous methods mainly remove moiré patterns in one domain.
However, moiré patterns cover a wide range in frequency and will appear in any area
with different colors and shapes, making it difficult to eliminate moiré patterns from one
domain. To this end, we explore to eliminate moiré patterns both in frequency and spa-
tial domains. In the frequency domain, we introduce wavelet transform to help identify
moiré pattern features so as to suppress them. In the spatial domain, we design an SDDB
module to remove the moiré features that are mixed with image features. The comparable
experiments show that our proposed method is better than other state-of-the-art methods
in moiré pattern elimination.

However, there are still several limitations of our demoiré method. First, the re-
construction quality of the demoiré image still has a gap with the ground-truth image,
especially in the regions where moiré patterns and image content are seriously mixed.
Therefore, the research of content enhancement is our future work, including image de-
blurring and super-resolution. In addition, we note that our method cannot well preserve
the background color if it is similar with some moiré colors. Thus, how to further im-
prove the ability of our method to distinguish moiré features from image features still
needs exploration.
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Abstract: Optical transport networks (OTNs) are widely used in backbone- and metro-area trans-
mission networks to increase network transmission capacity. In the OTN, it is particularly crucial to
rationally allocate routes and maximize network capacities. By employing deep reinforcement learn-
ing (DRL)- and software-defined networking (SDN)-based solutions, the capacity of optical networks
can be effectively increased. However, because most DRL-based routing optimization methods have
low sample usage and difficulty in coping with sudden network connectivity changes, converging
in software-defined OTN scenarios is challenging. Additionally, the generalization ability of these
methods is weak. This paper proposes an ensembles- and message-passing neural-network-based
Deep Q-Network (EMDQN) method for optical network routing optimization to address this prob-
lem. To effectively explore the environment and improve agent performance, the multiple EMDQN
agents select actions based on the highest upper-confidence bounds. Furthermore, the EMDQN
agent captures the network’s spatial feature information using a message passing neural network
(MPNN)-based DRL policy network, which enables the DRL agent to have generalization capability.
The experimental results show that the EMDQN algorithm proposed in this paper performs better
in terms of convergence. EMDQN effectively improves the throughput rate and link utilization of
optical networks and has better generalization capabilities.

Keywords: optical transport network; software-defined networking; deep Q-network;
message-passing neural network; ensemble learning

1. Introduction

The optical transport network (OTN) is a transport network that enables the transmis-
sion, multiplexing, route selection, and monitoring of service signals in an optical domain,
ensuring its performance index and survivability. The OTN can support the transparent
transmission of customer signals, high-bandwidth multiplexing, and configuration. It also
provides end-to-end connectivity and networking capabilities. With the rapid development
of network communication technology, the demand for OTN networks has increased sig-
nificantly in terms of the scale of information volume, demand complexity, and dynamic
spatio-temporal distribution. Unlike traditional networks, the OTN can meet more network
requirements due to its suitable transmission medium, which has a high transmission
speed, more data transmission, and a long transmission distance.

Traditional routing design schemes manually model network demand characteristics
and design routing policies in a focused way. The traditional routing protocol is designed for
wired networks, with a fixed bandwidth allocation pattern and low bandwidth utilization.
It cannot provide differentiated services based on the level of assistance, nor can it cope with
the rapid changes in topology and link quality standards in optical network environments.
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Additionally, because OTN demand has complex spatio-temporal distribution fluctuations,
the optimization problem of its routing is an NP-hard problem [1]. In this case, traditional
network routing design schemes do not apply to the OTN.

With the development of new network architectures, such as the software-defined
networking (SDN) and the maturation of deep reinforcement learning (DRL) techniques in
recent years, software-defined optical transport networks (SD-OTNs) based on the SDN
are gaining popularity in the industry. Recent studies have used the DRL to address SDN-
related problems, such as QoS-aware secure routing for the SDN-IoT [2], SDN routing
optimization problems [3], and the SDN demand control [4]. However, due to DRL
agents’ lack of generalization capabilities, they do not achieve good results in new network
topologies. Thus, DRL agents cannot make correct routing decisions when presented
with unexplored network scenarios during the training phase. The main reason behind
this phenomenon is that graphs essentially represent computer networks. In addition,
traditional DRL algorithms use typical neural network (NN) architectures (e.g., fully
connected convolutional neural networks), which are unsuitable for modeling information
about graph structures. Due to the computational effort and high time complexity of the
routing optimization problem, traditional DRL algorithms are challenging for the DRL
agent to converge quickly when addressing the network routing optimization problem.
Additionally, OTN network problems are incredibly complex and have high trial-and-error
costs, making it difficult to implement DRL algorithms in real optical networks.

This paper proposes an ensembles- and message-passing neural-network-based deep
Q-network (EMDQN) method to solve the SD-OTN routing decision problem. The message-
passing neural network (MPNN) is a deep learning (DL) method based on a graph struc-
ture [5]. The MPNN contributes to learning the relationship between graph elements and
their rules. In this paper, the MPNN is used to capture information about the relationship
between the demand on links and network topology, which can improve the model’s
generalization ability. Despite computationally complex network problems, ensemble
learning has a unique advantage that can increase sample utilization. We reweigh the
sample transitions based on the uncertainty estimates of ensemble learning. This method
can improve the signal-to-noise ratio during Q-network updates, and stabilize the learning
process of the EMDQN agent, which helps the deep Q-network (DQN) [6] operate stably in
OTN networks.

The main contributions of this paper are as follows:

1. We propose an SD-OTN routing optimization algorithm based on the reinforcement
learning model of the EMDQN. To effectively improve the extrapolation capability of
DRL decision-makers, we design a more refined state representation and a limited set
of actions.

2. We use the MPNN algorithm instead of the traditional DQN’s policy networks,
which can capture the relationship between links and network topology demand and
improve the DRL decision-maker performance and generalization capability. Addi-
tionally, we exploit the advantages of efficient exploration through ensemble learning
to explore the environment in parallel and improve convergence performance.

3. We design practical comparison experiments to verify the superior performance of
the EMDQN model.

The rest of this paper is structured as follows. In Section 2, this paper discusses
research related to the proposed solution for the network problem. Section 3 describes
the software-defined network system architecture and the OTN optimization scenarios
and tasks. In Section 4, this paper describes the design of DRL-based routing optimization
decisions. In Section 5, this paper presents an extensive evaluation of DRL-based solutions
in some realistic OTN scenarios. Finally, in Section 6, we present our conclusion and
directions for future work.
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2. Related Research

Traditional routing optimization schemes are usually based on the OSPF (open shortest
path first) [7] or ECMP (equal-cost multipath routing) [8]. The OSPF protocol routes all
flow requests individually to the shortest path. The ECMP protocol increases transmission
bandwidth using multiple links simultaneously. However, these approaches, based on
fixed forwarding rules, are prone to link congestion and cannot meet the demand of
exponential traffic growth. Recently, most heuristic algorithm-based approaches have been
built under the architecture of the SDN. The authors in [9] proposed a heuristic ant-colony-
based dynamic layout algorithm for SDNs with multiple controllers, which can effectively
reduce controller-to-switch and controller-to-controller communication delays caused by
link failures. The authors in [10] applied a random-based heuristic method called the
alienated ant algorithm, which forces ants to spread out across all available paths while
searching for food rather than converging on a single path. The authors in [11] analytically
extract historical user data through a semi-supervised clustering algorithm for efficient
data classification, analysis, and feature extraction. Subsequently, they used a supervised
classification algorithm to predict the flow of service demand. The authors in [12] proposed
a heuristic algorithm-based solution for DWDM-based OTN network planning. The authors
in [13] proposed a least-cost tree heuristic algorithm to solve the OTN path-sharing and load-
balancing problem. However, because of a lack of historical experience in data learning,
heuristic algorithms can only build models for specific problems. When the network
changes, it is difficult to determine the network parameters and there is limited scalability
to guarantee service quality. Furthermore, because of the tremendous computational effort
and high computational complexity of these methods, heuristic algorithms do not perform
well on OTN networks.

With SDN’s maturity and large-scale commercialization, the SD-OTN based on the
SDN is becoming increasingly popular in the industry. SD-OTN adapts the reconfigurable
optical add-drop multiplexer (ROADM) nodes through the southbound interface protocol
and establishes a unified resource and service model. The SD-OTN controller can realize
topology and network status data collection, routing policy distribution, and network
monitoring. Therefore, many researchers deploy artificial intelligence algorithms in the
controller. Deep learning, with its powerful learning algorithms and excellent performance
advantages, has gradually been applied to the SDN. To solve the SDN load-balancing
problem, Chen et al. [14] used the long short-term memory (LSTM) to predict the network
traffic in the SDN application plane. The authors in [15] proposed a weighted Markov
prediction model based on mobile user classification to optimize network resources and
reduce network congestion. The authors in [16] proposed an intrusion detection system
based on SDN and deep learning, reducing the burden of security configuration files on
network devices. However, deep learning requires many datasets for training and has poor
generalization abilities due to its inability to interact with the environment. These factors
make it difficult to optimize the performance of dynamic networks. Compared with deep
learning, reinforcement learning uses online learning for model training, changing agent
behaviors through continuous exploration, learning, and experimentation to obtain the
best return. Therefore, reinforcement learning does not require the model to be trained
in advance. It can change its action according to the environment and reward feedback.
The authors in [17] designed a Q-learning-based localization-free routing for underwater
sensor networks. The authors in [18] proposed a deep Q-routing algorithm to compute
the path of any source-destination pair request using a deep Q-network with prioritized
experience replay. The authors in [19] proposed traction control ideas to solve the routing
problem. The authors in [20] proposed a routing optimization algorithm based on the
proximal policy optimization (PPO) model in reinforcement learning. The authors in [21]
discussed a solution for automatic routing in the OTN using DRL. Although the studies
described above have been successful for the SDN demand-routing optimization problem,
they do not perform as well in new topologies because they do not consider the model’s
generalization capability.
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The traditional DRL algorithms use a typical neural network (NN) as the policy
network. The NN can extract and filter the features of the input information and data layer
by layer to finally obtain the results of tasks, such as classification and prediction. However,
as research advances, conventional neural networks are unable to solve all network routing
problems and will struggle to handle non-Euclidean-structured graph data. Therefore, we
need to optimize the traditional reinforcement learning algorithm to improve its ability
to extract the information features of the sample. Off-policy reinforcement learning (Off-
policy RL) algorithms significantly improve sample utilization by reusing past experiences.
The authors in [22] propose an off-policy actor–critic RL algorithm based on a maximum
entropy reinforcement learning framework. The participants’ goal in this framework is to
maximize the expected reward while maximizing the entropy. They achieved state-of-the-
art sample efficiency results by combining a maximum entropy framework. However, in
practice, the commonly used off-policy approximate dynamic programming methods based
on the Q-learning and actor–critic methods are susceptible to data distribution. They can
only make limited progress without collecting additional on-policy data. To address this
problem, the authors in [23] proposed bootstrap error accumulation reduction to reduce
off-policy algorithm instability caused by accumulating backup operators via the Bellman
algorithm. The authors in [24] developed a new estimator called offline dual reinforcement
learning, which is based on the cross-folding estimation of Q-functions and marginalized
density ratios. The authors in [25] used a framework combining imitation learning and deep
reinforcement learning, effectively reducing the RL algorithm’s instability. The authors
in [26] used the DQN replay datasets to study off-policy RL, effectively reducing the off-
policy algorithm’s instability. The authors in [27] proposed an intelligent routing algorithm
combining the graph neural network (GNN) and deep deterministic policy gradient (DDPG)
in the SDN environment, which can be effectively extended to different network topologies,
improving load-balancing capabilities and generalizability. The authors in [28] combined
GNN with the DQN algorithm to address the lack of generalization abilities in untrained
OTN topologies. OTN topology graphs are non-Euclidean data, and the nodes in their
topology graphs typically contain useful feature information that most neural networks
are unable to comprehend. They use MPNN to extract feature information between OTN
topological nodes, which improves the generalization performance of the DRL algorithm.

However, it is a challenge for a single DRL agent to balance exploration and devel-
opment, resulting in limited convergence performance. Ensemble learning solves a single
prediction problem by building several models. It works by generating several classifiers
or models, each of which learns and predicts independently. These predictions are finally
combined into a combined prediction, which outperforms any single classification for
making predictions [29]. There are two types of integrated base learning machines. One
type involves using various learning algorithms on the same dataset to obtain a base
learning machine, which is usually referred to as heterogeneous [30–32]. The other type
applies the same learning algorithm on a different training set (which can be obtained
by random sampling based on the original training dataset, etc.), and the base learning
machine obtained using this method is said to be a homogeneous type. However, because
of the high implementation difficulty and low scalability of heterogeneous types of base
learning machines, expansion to high-dimensional state and action spaces is difficult, mak-
ing it unsuitable for solving OTN routing optimization problems. Table 1 summarizes
the description of the papers reviewed, whether SDN and RL are considered, and the
evaluation indicators. The EMDQN algorithm we propose applies the same reinforcement
learning algorithm to different training sets to generate the base learning machine. We
combine multiple EMDQN agents to construct an ensemble learning machine and generate
diverse samples to effectively generate learning machines with high generalization abilities
and significant differences.
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Table 1. Related work.

Paper Description RL DL OTN Evaluating Indicator

[7] Performance analysis of OSPF Network convergence, traffic
dropped

[8] Embarks upon a systematic algorithmic study of
traffic engineering with ECMP Throughput

[9] Allocation of computational resources based on
heuristic ant colony algorithm

Latency, load balancing, task
completion time.

[10] A load-balancing algorithm based on the alienated
ant algorithm

Throughput, delay, packet
loss rate

[11] SDN routing solution about flow feature extraction,
requirement prediction and route selection Routing efficiency

[12] An OTN network planning solution over DWDM
based on heuristic algorithms

√ Network resource
consumption

[13] A heuristic algorithm of minimum cost tree for path
sharing and load balancing

√ Tree cost, run time, degree of
load balancing

[14] A network traffic prediction model based on LSTM
√ Throughput, load-balancing

degree

[16] Deep learning classifier for detection of anomalies
√ Precision, recall, accuracy of

classification

[17] A Q-learning-based localization-free anypath
routing

√ Delay, network lifetime,
packet delivery ratio

[19] Combines the control theory and DRL technology to
achieve an efficient network control scheme

√ √
Transmission delay

[20] An RL routing algorithm to solve a traffic
engineering

√ √ Throughput and delay,
transmission time

[21] Designing state and action to simplify the DRL
algorithm

√ √ √
Link utilization

[27] A set of extensions to the MQTT protocol that meet
application-defined real-time requirements

√ √
Latency

[28] A DRL algorithm combined with GNN
√ √ √

Network capacity

[30] A new method of data missing estimation with
tensor heterogeneous ensemble learning

√
Data missing rates

[32] A method to automatically learn long-term
associations between traffic samples

√ Calculates precision, recall
and F1-score

3. SD-OTN Architecture

In this paper, the designed SD-OTN architecture consists of the application, control,
and data planes, as shown in Figure 1. The description of each part of the network
architecture is as follows:
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Figure 1. The SD-OTN architecture. The architecture consists of the application plane, control plane,
and data plane.

1. Data plane. The data plane consists of the ROADM nodes and the predefined optical
paths connecting them. In the data plane, the capacity of the links and the connection
status of the ROADM nodes are predefined. The data plane must collect the current
optical data unit (ODU) signal requests and network status information, which it
must then send to the control plane via the southbound interface. The data plane
implements the new routing forwarding policy after receiving it from the control
plane. It communicates the new network state and traffic demand to the control plane,
from which decision-makers in the application plane learn.

2. Control plane. The control plane consists of the SDN controller. The control plane
obtains the ODU signal request and network status information via the southbound in-
terface and calculates the reward using the reward function. Through the northbound
interface, the control plane sends the network state, traffic demand, and reward to the
application plane via the northbound interface. When receiving optimized routing
action from the application plane, the control plane sends a routing forwarding policy
to the data plane based on the routing action.

3. Application plane. The application plane manages the EMDQN agents. The agents
obtain network state information from the control plane, encode it, and feed it into
the agents’ policy network, which generates optimized routing actions. Subsequently,
the routing actions are sent down to the control plane.

4. EMDQN-Based Decision Design for Routing Optimization

In this section, we describe in detail the EMDQN algorithm proposed in this paper.

4.1. DRL-Based Routing Optimization in SD-OTN

Based on the system architecture described above, the DRL agent’s role is to assign
routes to incoming traffic demands for a specific sequence of optical paths (i.e., end-to-
end paths) to maximize network utility. Because the DRL agent operates in the electrical
domain, traffic demands are treated as requests for ODU signals. These signals, which may
originate from different clients, are multiplexed into an optical transform unit (OTU), as
shown in Figure 1. The final OTU frames are transmitted through the optical channels in
the OTN [33].
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We use G to refer to an optical transmission network, as shown in Equation (1):

G = (V, E) (1)

where V and E represent the set of n ROADM nodes and m optical links in the network
topology, respectively, as shown in Equations (2) and (3).

V = [v1, v2, . . . , vn]. (2)

E = [e1, e2, . . . , em]. (3)

We use C to denote the set of link bandwidth capacity, as shown in Equation (4), where
|C| = |E| = m:

C = [c1, c2, . . . , cm]. (4)

The path k from node vi to node vj is defined as a sequence of links, as shown in
Equation (5), where ek(i) ∈ E:

pk =
{

ek(0), ek(1), . . . , ek(n)

}
. (5)

We use dk to denote the traffic demand of the path k, and define D as the set of all
traffic demands, as shown in Equation (6):

D = [d1, d2, . . . , dn∗n]. (6)

The traffic routing problem in OTN is a classical resource allocation problem [26]. If the
bandwidth capacity of the distributed routing path is greater than the size of the bandwidth
requirement, the allocation is successful. After successfully allocating bandwidth capacity
for a node pair’s traffic demand, the routing path will not be able to release the bandwidth
occupied by that demand until the end of this episode. We use rbi to describe the remaining
bandwidth of the link ei, which is the link bandwidth capacity ci minus the traffic demands
of all paths passing through link ei, as shown in Equation (7). RB is the set of the remaining
bandwidth of all links, as shown in Equation (8).

rbi = ci − ∑ dk. (7)

RB = [rb1, rb2, . . . , rbm]. (8)

We use qk to denote the allocating traffic demand of the path k, as shown in Equation
(9). Q is the set of all allocating traffic demands, as shown in Equation (10).

qk =

{
dk, i f ∀e ∈ pk and re > dk

0, else
. (9)

Q = [q1, q2, . . . , qn∗n]. (10)

The optimization objective in this paper is to successfully allocate as much of the traffic
demand as possible, as shown in Equation (11):

max( ∑
qi∈Q

qi). (11)

In view of the above optimization objective, the routing optimization can be modeled
as a Markov decision process, defined by the tuple {S, A, P, R}, where S is the state space,
A is the action space, P is the set of transfer probabilities, and R is the set of rewards. The
specific design is as follows:

1. Action space: The action space is designed as k shortest hop-based paths of source-
destination nodes. The action selects one of the k paths to transmit the traffic demand

287



Sensors 2022, 22, 9139

of source–destination nodes. The parameter k is customizable and varies according to
the topology’s complexity. The action space is invariant to the arrangement of nodes
and edges, which is discretely distributed, allowing the DRL agent to understand the
actions on arbitrary network states easily.

2. State space: The state space is designed as the remaining bandwidth RB, the traffic
demand D, and the link betweenness. The link betweenness is a centrality metric,
which indicates how many paths are likely to cross the link. For each node pair in the
topology, k candidate shortest routes are calculated, with the link betweenness value
being the number of shortest routes passing through the link divided by the total
number of paths, as shown in Equation (12), where bni represents the betweenness of
the link ei, N represents he total number of paths, pk

i represents the number of shortest
routes passing through the link ei in k candidate shortest routes:

bni = pk
i /N. (12)

3. Reward function: The reward function returns a positive reward if the selected
link has sufficient capacity to support the traffic demand in an episode; otherwise, it
returns no reward and terminates the episode. According to the optimization objective
in Equation (11), the final reward for the episode is the sum of the rewards of all
successfully assigned traffic demand tuples {src, dst, demand}, as shown in Equation
(13), where N is the number of traffic demand tuples, rt represents the reward after
the action at time t, qi represents the i-th traffic demand successfully assigned, and
qmax represents the maximum traffic demand successfully assigned. The higher the
reward, the more bandwidth demands are successfully allocated in that time step,
and the better the network load-balancing capability.

.

rt =
N

∑
i=1

qi/qmax. (13)

4.2. DQN Algorithm

Based on the above DRL-based optimization solution, this paper selects the DQN
algorithm to implement a reinforcement learning agent. The DQN is a classical DRL
algorithm based on value functions. It combines a convolutional neural network (CNN)
with the Q-learning algorithm, using the CNN model to output the Q-value corresponding
to each action to ascertain which to perform [6].

The DQN algorithm uses two network models containing CNNs for learning: the
prediction network Q(s, a, θ) and the target network Q̂

(
s, a, θ

)
, where θ and θ are the

network parameters of the prediction and target networks, respectively. The prediction
network outputs the predicted Q-value corresponding to the action, whereas the target
network calculates the target value and updates the parameters of the prediction network
based on a loss function. The DQN copies the parameters of the prediction network model
to the target network after each C-round iteration.

The prediction network approximates the action value function through the CNN
model Qπ(s, a), as shown in Equation (14):

Q(s, a, θ) ≈ Qπ(s, a). (14)

The DQN agent selects and executes an action based on an ε-greedy policy. The policy
generates a random number in [0, 1] interval through a uniform distribution. If the number
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is less than 1 − ε, it selects an action that maximizes the Q-value; otherwise, it selects an
action randomly, as shown in Equation (15):

at =

{
argmax

a
Q(st, a, θ), with probability 1−ε

random action, otherwise
. (15)

The target network calculates the target value y by obtaining a random mini-batch
storage sample from the replay buffer, as shown in Equation (16), where r is the reward
value and γ is the discount factor:

y = r + γmax
a′

Q̂
(
s′, a′, θ

)
. (16)

The DQN defines the loss function of the network using the mean-square error, as
shown in Equation (17). The parameter θ is updated by the mini-batch semi-gradient
descent, as shown in Equations (18) and (19):

L(θ) = E
[
(y − Q(s, a, θ))2

]
, (17)

∇θ L(θ) ≈ 1
N

N

∑
i
(y − Q(s, a, θ))∇Q(s, a, θ), (18)

θ ← θ − α∇θ L(θ), (19)

where N represents the number of samples and α represents the update parameter.
The target network is used by the DQN to keep the target Q-value constant over

time, which reduces the correlation between the predicted and target Q-values to a certain
extent. This operation reduces the possibility of loss value oscillation and divergence
during training and improves the algorithm’s stability.

4.3. Message-Passing Neural Network

The CNN model has better results in extracting features from Euclidean spatial data
(e.g., picture data), characterized by a stable structure and dimensionality. However, graph-
structured or topologically structured data are infinitely dimensional and irregular, and the
network surrounding each node may be unique. Such structured data renders traditional
CNNs ineffective and unable to extract data features effectively. To address this problem,
we use the MPNN rather than the CNN as a network model for the DQN. The MPNN is a
type of GNN that is suitable for extracting spatial features of topological graph data [5].

Through repeated iterations of the process of passing data about the link’s hidden
state, the MPNN algorithm abstract information about the characteristics of the network.
The characteristic values of the hidden state hi include the remaining bandwidth rbi, the
link betweenness bni, and the traffic demand feature d fi. The traffic demand feature
d fi represents the quantitative characteristics of the traffic demand di. Because the traffic
demand of the OTN environment is discrete and finite, the traffic demand feature is denoted
by an n-element one-hot encoding, and link characteristics that are not included in the k
routes have a zero value. Additionally, the size of the hidden state is usually larger than
the size of the feature values in the hidden state; thus, we use zero values to populate the
feature value vector, as shown in Equation (20):

hi = [rbi, bni, d fi, 0, . . . , 0]. (20)

The MPNN workflow is shown in Figure 2. We perform a message-passing process
between all links which will be executed T times. First, the MPNN receives link hidden
features as the input. Second, each link iterates over all of its adjacent links to obtain the
link features. In the message-passing process, for each link k, we generate messages by
entering the hidden state hk of the link and the hidden state hi of all neighboring links into
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the message function m(·). The message function m(·) is a fully connected CNN. After
iterating over all links, the link k receives messages from all neighboring links (denoted
by N(k)). It generates a new feature vector Mk using message aggregation, as shown in
Equation (21):

Mt+1
k = ∑

i∈N(k)
m
(
ht

k, ht
i
)
, (21)

where N(k) represents all neighboring links of the link k.

Figure 2. The MPNN workflow.

Second, we update the hidden state of the link by aggregating the feature vector Mt+1
k

with the link-hidden state ht
k through the update function u(·), as shown in Equation (22).

The update function u(·) is the Gate Recurrent Unit (GRU), which has the characteristics of
high training efficiency.

ht+1
k = u

(
ht

k, Mt+1
k

)
. (22)

Finally, after the T-step message transmission, we use the readout function R(·) to
aggregate the hidden state of all links and obtain the Q-value, as shown in Equation (23):

Q(s, a, θ) = R

(
∑
k∈E

hk

)
, (23)

where E represents the set of all links in the topology.

4.4. Ensemble Learning

In the DQN algorithm, it is challenging for a single agent to balance exploration
and development, resulting in limited convergence performance. Furthermore, errors
in the DQN target values can increase the overall error in the Q-function, leading to an
unstable convergence. In this paper, we use ensemble learning to solve the above problems.
Ensemble learning has the advantage of efficient exploration and can reduce uncertainty in
new samples.

As shown in Figure 3, ensemble learning is realized by a set of multiple EMDQN
agents {Q(s, a, θi)}N

i=1, where θi represents the parameter of the i-th agent. To diversify the
training of the EMDQN agents, we randomly initialize the policy network of all EMDQN
agents. In the training phase, we employ the ε-greedy-based upper-confidence bound
(UCB) exploration strategy [34], as shown in Equation (24):

at =

{
max

a
{Qmean(st, a, θ) + λQstd(st, a, θ)}, with probability 1−ε

random action, otherwise
, (24)
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where Qmean(st, a, θ) and Qstd(st, a, θ) are the mean and standard deviation of the Q-values
output by all MPNN policy networks {Q(s, a, θi)}N

i=1. The exploration reward λ > 0 is a
hyper-parameter. When λ increases, the EMDQN agents become more active in accessing
unknown state–action pairs.

 
Figure 3. EMDQN workflow.

The traditional DQN loss function (Equation (6)) may be affected by error propagation,
that is, it propagates the target Q-network Q̂

(
s′, a′, θ

)
error to the current state of the Q-

network Q(s, a, θ). This error propagation can lead to an unstable convergence. To alleviate
this problem, for each EMDQN agent i, this paper uses Bellman weighted backups, as
shown in Equation (25):

LEMDQN
WQ (θi) = w(s)

(
r + γmax

a′
Q̂
(
s′, a′, θi

)− Q(s, a, θi)

)2
, (25)

where w(s) represents the confidence weight of the set of target Q-networks in the interval
[0.5, 1.0]. w(s) is calculated from Equation (26), where the weight parameter W is a hyper-
parameter, σ is a sigmoid function, Q̂std(s) is the empirical standard deviation of all target

Q-networks
{

max
a

Q̂
(
s, a, θ

)}N

i=1
. LEMDQN

WQ (·) reduces the weights of sample transitions

with high variance between target Q-networks, resulting in better signal-to-noise ratios for
network updates.

w(s) = σ
(−Q̂std(s) ∗ W

)
+ 0.5. (26)

4.5. The Working Process of the EMDQN Agent

The working process of the EMDQN agent at each iteration is described in Algorithm 1.
We first reset the environment and obtain the environment link capacity and traffic demand
tuple {src, dst, demand} (line 1). Subsequently, we execute a loop to continuously assign
traffic demands. In the process, we compute k shortest links (Line 3) and allocate the traffic
demand for each shortest link through k cycles (Lines 4–8). Based on this, we can compute
the Q-value for each action. We select actions using an ε-greedy-based UCB exploration
strategy (Line 9); subsequently, we apply the chosen route to the environment (Line 10).
We store the rewards and state transfer during the interaction with the environment in
the experience replay buffer (Line 11) while applying the transferred state (Line 12). The
cycle stops when any link is unable to carry the traffic demand. Next, we execute the agent
learning phase. For the sampled batch (Line 15), we plot the mask using the Bernoulli
distribution (Line 16) and calculate the batch weight using all EMDQN agents. Following
that, we multiply the sample by the weight and mask to minimize LEMDQN

WQ (Line 18).
Finally, we evaluate the set of EMDQN agents in the environment (Line 21) and collect the
rewards, as well as the status of the environment, in the evaluation process to analyze the
training situation of the EMDQN agent.
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Algorithm 1: working process of the EMDQN agent

1: s, demand, src, dst ← env.reset()
2: while (Done != False) do
3: k_path ← compute_k_path(k, src, dst)
4: for i ← 1 to k do
5: path ← get_path(i, k_path)
6: s’ ← allocate(s, path, src, dst, demand)
7: k_Q[i] ← compute_Q(s’, path)
8: end for
9: a ← act(k_Q, ε, k_path, s)
10: s’, r, done, demand’, src’, dst’ ← env.step(s, a)
11: agent.rememble(s, a, r, s’, done)
12: s, demand, src, dst ← s’, demand’, src’, dst’
13: end while
14: for i ← 1 to STEP do
15: batch ← sample()
16: m ← bernoulli()
17: for each agent i do
18: Update agent by minimizing LWQ

EMDQN(θi)

19: end for
20: end for
21: agent.evaluate()

5. Experiments and Analysis

In this section, we simulate the SD-OTN routing scenario using the OpenAI gym
framework to train and evaluate the EMDQN algorithm. Furthermore, we conduct ex-
periments and analyses by adjusting the hyper-parameters and evaluating the algorithm
load-balancing ability and generalization ability.

5.1. Experimental Environment

The computer used for the experiments has an AMD R5 5600G processor with a base
frequency of 2900 MHz, a 2 TB solid-state drive, and 32 GB of RAM. The experiment uses
the Tensorflow deep learning framework to implement the EMDQN algorithm. We select
NSFNET, GEANT2, and GBN for the optical transmission network topology, with the
lightpath bandwidth being 200 ODU0 bandwidth units, as shown in Figure 4. Among
these, the NSFNET network contains 14 ROADM nodes and 21 lightpaths, the GEANT2
network contains 24 ROADM nodes and 36 lightpaths, and the GBN network contains 17
ROADM nodes and 27 lightpaths.

In this paper, the lightpath bandwidth requirements are expressed as multiples of
ODU0 signals, i.e., 8, 32, and 64 ODU0 bandwidth units. In each episode, the environment
generates a traffic demand tuple {src, dst, demand} at random. Additionally, the EMDQN
agent should assign the appropriate route for each tuple received. If the assignment is
successful, it will receive a reward as defined in Equation (1). Otherwise, it will not be
rewarded. Since the new traffic demand is randomly generated, the routing policy designed
by the EMDQN agent does not rely on traffic demand distribution information, reducing
the EMDQN agent’s overfitting to the particular network scenario used for training.
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Figure 4. The optical transmission network topologies: (a) the NSFNET topology; (b) the GEANT2
topology; (c) the GBN topology.

5.2. Hyper-Parameters Settings

We experimentally select suitable hyper-parameters for the EMDQN agent, as shown
in Figure 5. In the experiments, we chose the NSFNET as the experimental network
topology. The size of the link-hidden state is related to the amount of coding information.
We set the size of the link-hidden state to twenty and the number of feature values to five,
and filled the rest with zero. To facilitate observation, we smoothed the data when drawing
the graph.

Figure 5. Comparison of the effect of some super-references: (a) ensemble number; (b) learning rate;
(c) ε-decay; (d) UCB exploration reward λ; (e) weight parameter W.
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Figure 5a shows the training results for the different numbers of EMDQN agents.
When the number of agents is high, the training slows down and aggravates the overfitting
of DRL agents in the application scenario, resulting in poorer results. The performance is
optimal when the number of EMDQN agents is two. Figure 5b shows the training results of
the stochastic gradient descent algorithm with different learning rates. When the learning
rate was 0.001, the algorithm reward achieved the highest value. Figure 5c shows the
training results for different decay rates of ε. In the initial stage of training, ε is close to
1. We executed 70 iterations and started to reduce ε exponentially using ε-decay until it
decreased to 0.05. During the process of ε reduction, the training curve tends to flatten
out, finally reaching convergence. The training results show that the reward value curve is
most stable after convergence when ε-decay is 0.995. Figure 5d shows the training results
for different λ values in Equation (11). λ denotes the exploration reward of the EMDQN
agent. From the results in Figure 5d, it is clear that the algorithm reward value is highest
when λ value is 5. Figure 5e depicts the training results for different weight parameters
W in Equation (14). In this paper, we set the size of samples to 32. As W increases, the
sample weights converge and become less than one, which affects the sample efficiency of
the EMDQN. The reward of this algorithm reaches its highest value when the value of W
is 0.05.

Table 2 shows some relevant parameters of the EMDQN and values taken after tuning
the parameters.

Table 2. Some relevant parameters of the EMDQN.

Parameter Value

Batch size 32
Learning rate 0.001

Soft wights copy α 0.08
Dropout rate 0.01
State hidden 20

Ensemble number 2
UCB exploration reward λ 5

Weight parameter W 0.05
ε-decay 0.995

Discount factor γ 0.95

5.3. Load-Balancing Performance Evaluation

In this section, we experimentally evaluate the EMDQN in the three network topolo-
gies, as described in Section 5.1. The DRL agent runs 2000 iterations. In each iteration, the
agent trains 50 episodes and evaluates 40 episodes. Furthermore, the DRL agent updates
the network during the training period. During the evaluation, the DRL agent does not up-
date the network; rather, it applies the action to the environment intending to maximize the
Q-function, and subsequently records network state data, such as rewards, link utilization,
and throughput for each episode.

We implement other SDN solutions for performance comparison with EMDQN al-
gorithms, such as OSPF [7], ECMP [8], DQN [17], PPO [19], and DQN+GNN [26]. The
DQN+GNN is an ablation experiment among the compared algorithms, i.e., a performance
comparison of the EMDQN model with ensemble learning removed. The DQN and PPO
are classic DRL algorithms that use a fully connected feedforward NN as a policy network.
The OSPF is an open shortest path algorithm that performs an action selection by calculat-
ing the shortest number of hops of the link traversed between the source and destination
nodes. The ECMP algorithm is an equal-value multipath routing protocol that allows the
use of multiple links simultaneously in the network. The ECMP algorithm distributes the
bandwidth demand equally over k lightpaths in this experiment. Furthermore, OUD0
signals are not divisible, but we can verify the performance in other network scenarios in
this way.
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Figure 6 shows the average reward of all algorithms for the three evaluation scenarios,
where the confidence interval is 95%. In this paper, we design the reward based on whether
the bandwidth demand can be successfully allocated. The greater the reward, the more
bandwidth demand is successfully allocated, and the better the network load-balancing
capability. In all three evaluation scenarios, the EMDQN algorithm proposed in this
paper performs better than other algorithms after convergence. The EMDQN algorithm
outperforms the DQN+GNN algorithm with ensemble learning removed after convergence
by more than 7%, demonstrating that the multi-agent ensemble learning approach can
effectively improve the convergence performance of the DQN. Additionally, the EMDQN
and DQN+GNN outperform the classical reinforcement learning algorithms (DQN and
PPO) by more than 25% in all three evaluated scenarios. This indicates that the MPNN
can effectively improve the decision performance of the reinforcement learning model by
capturing information about the relationship between the demand on links and network
topology. The DQN and PPO algorithms perform about as well as the ECMP algorithm after
convergence. The OSPF algorithm, on the other hand, routes all flow requests singularly to
the shortest path. Since this method is based on fixed forwarding rules, it can easily lead to
link congestion. Therefore, the OSPF algorithm is only close to ECMP in the GBN scenario
and the lowest in other scenarios.

Figure 6. Comparison of the rewards of each algorithm in different scenarios: (a) NSFNET scenario
evaluation; (b) GEANT2 scenario evaluation; (c) GBN scenario evaluation.

Table 3 shows the average throughput of each algorithm in ODU0 bandwidth units
for the three network topologies. Table 4 displays the average link utilization of each
algorithm across the three network topologies. The average throughput and link utilization
of the EMDQN are higher than those of other algorithms under various network topologies,
indicating that the EMDQN algorithm has a better load-balancing capability for the network
after convergence. The performance of the EMDQN algorithm is higher than that of the
DQN+GNN algorithm, which is a good indication that ensemble learning can improve the
convergence performance of the model. The results show that the EMDQN has excellent
decision-making abilities.

Table 3. A comparison of the average throughput of each algorithm in different scenarios.

EMDQN DQN+GNN DQN PPO ECMP OSPF

NSFNET 1028.17 ± 27.45 899.28 ± 24.21 709.47 ± 35.47 737.48 ± 26.92 747.68 ± 13.50 548.86 ± 20.97
GEANT2 995.56 ± 35.26 903.48 ± 35.36 721.97 ± 31.07 726.89 ± 24.09 717.35 ± 19.59 605.27 ± 21.53

GBN 864.77 ± 30.28 826.06 ± 30.19 646.56 ± 29.71 652.05 ± 15.51 636.10 ± 18.69 627.70 ± 23.02
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Table 4. A comparison of the average link utilization of each algorithm in different scenarios.

EMDQN DQN+GNN DQN PPO ECMP OSPF

NSFNET 56 ± 0.90% 50 ± 1.28% 40 ± 1.69% 43 ± 0.65% 41 ± 1.04% 15 ± 1.16%
GEANT2 40 ± 0.92% 36 ± 1.46% 29 ± 1.49% 30 ± 0.60% 21 ± 0.90% 11 ± 0.83%

GBN 45 ± 0.92% 42 ± 1.54% 34 ± 1.48% 35 ± 0.76% 25 ± 1.22% 15 ± 1.07%

5.4. Generalization Performance Evaluation

In a real OTN scenario, there is the possibility that the network topology changes due
to a broken lightpath. In this case, the DRL model usually needs to be retrained, resulting
in a network state that is low-load-balanced for an extended period, which is intolerable
for real network situations. To verify the generalization performance of the EMDQN in
this paper, we simulated the light path breakage case in the training environment. We
randomly break 0–10 lightpaths in each network scenario and evaluate 100 iterations
using the converged EMDQN model while ensuring that the network topology remains
connected.

In the generalization experiments, we compared and analyzed the EMDQN, DQN, and
OSPF. The classical DQN algorithm is implemented using a fully connected network and
will fail if the network topology changes. To avoid retraining the DQN model, we removed
some network parameters and applied the same evaluation method after adjusting the
state inputs. Figure 7 shows the experimental results of the model’s evaluation of randomly
malfunctioning lightpaths in different network scenarios. When a lightpath malfunctions, a
new route needs to be found to avoid the failed lightpath. As the number of faulty lightpaths
increases, fewer routes become available, resulting in a reduction in network transmission
traffic and a decrease in the load capacity of the network. The OSPF and the classical DQN
algorithms have progressively lower rewards as the number of faulty lightpaths increases
and have worse performance than the EMDQN model. In contrast, the EMDQN algorithm
can still understand the state of the network and obtain a higher reward. The results
demonstrate that the MPNN can still improve the model’s generalization ability in the case
of network failure, which allows the EMDQN agent to maintain a good performance.

Figure 7. Evaluation of the model in different network scenarios with randomly broken lightpaths:
(a) broken lightpath at NSFNET; (b) broken lightpath at GEANT2; (c) broken lightpath at GBN.

To further verify the generalization performance of EMDQN agents, we use the
EMDQN model trained to converge in NSFNET to transfer to GEANT2 and GBN network
topologies for evaluation. Because of the generalization capabilities of the MPNN, the
converged EMDQN agents can directly transfer to operate in different network topologies.
The experimental results are shown in Figure 8. The classical DQN algorithm does not
perform effectively as the traditional routing algorithm OSPF when the network topology
is changed. However, the EMDQN model in this paper still works stably, and the reward
section, average value, and stability are significantly better than the DQN and OSPF
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algorithms. This confirms that the EMDQN agent can still maintain excellent decision-
making abilities in the case of network connectivity changes.

Figure 8. Performance of the algorithm after changing the network topology: (a) train in the NSFNET
and evaluate in the GEANT2; (b) train in the NSFNET and evaluate in the GBN.

6. Conclusions and Future Work

In this paper, we proposed the EMDQN algorithm, which uses the MPNN as a policy
network for the DRL to improve the DRL agent’s decision-making and generalization
abilities, allowing the EMDQN agent to efficiently generalize the unknown topology. We
verify the convergence and generalization performance of the EMDQN algorithm by SD-
OTN simulating experiments, analyzing and comparing traditional routing protocols with
some SDN solutions based on other DRL algorithms. The experimental results show that
the EMDQN model can generalize unknown network topologies and outperform other
SDN solutions. Furthermore, integrating multiple agents using integrated learning and
combining weighted Bellman backup as well as UCB exploration strategies improves
the convergence performance while alleviating the DRL agents’ unstable operation when
converging.

However, the difficulty of adjusting parameters is one challenge faced by the DRL.
As seen in Section 5.3, the EMDQN has more hyper-parameters and requires several
experiments to complete the adjustment parameters. Therefore, in our future work, we will
continue to improve the DRL algorithm and reduce the parameter sensitivity of the DRL
method to reduce the reality gap in the DRL method’s landing.
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Abstract: Gesture recognition based on wearable devices is one of the vital components of human–
computer interaction systems. Compared with skeleton-based recognition in computer vision, gesture
recognition using wearable sensors has attracted wide attention for its robustness and convenience.
Recently, many studies have proposed deep learning methods based on surface electromyography
(sEMG) signals for gesture classification; however, most of the existing datasets are built for surface
EMG signals, and there is a lack of datasets for multi-category gestures. Due to model limitations and
inadequate classification data, the recognition accuracy of these methods cannot satisfy multi-gesture
interaction scenarios. In this paper, a multi-category dataset containing 20 gestures is recorded
with the help of a wearable device that can acquire surface electromyographic and inertial (IMU)
signals. Various two-stream deep learning models are established and improved further. The basic
convolutional neural network (CNN), recurrent neural network (RNN), and Transformer models are
experimented on with our dataset as the classifier. The CNN and the RNN models’ test accuracy
is over 95%; however, the Transformer model has a lower test accuracy of 71.68%. After further
improvements, the CNN model is introduced into the residual network and augmented to the CNN-
Res model, achieving 98.24% accuracy; moreover, it has the shortest training and testing time. Then,
after combining the RNN model and the CNN-Res model, the long short term memory (LSTM)-Res
model and gate recurrent unit (GRU)-Res model achieve the highest classification accuracy of 99.67%
and 99.49%, respectively. Finally, the fusion of the Transformer model and the CNN model enables the
Transformer-CNN model to be constructed. Such improvement dramatically boosts the performance
of the Transformer module, increasing the recognition accuracy from 71.86% to 98.96%.

Keywords: sEMG; IMU; hand gesture recognition; convolutional neural network; recurrent neural
network; transformer; residual networks

1. Introduction

Human–computer interaction (HCI) is the study of information exchange and the
mutual influence of technology between humans and computers. The Gesture Recognition
System is one of the crucial components of the HCI system. Many wearable devices with
human–computer interaction functions have been released in recent years. For example,
Thalmic Lab’s Myo armband is a wearable device that can collect surface electromyography
(sEMG) and Inertial Measurement Unit (IMU) and wirelessly transmits the two kinds of
data to a server via Bluetooth signals. Since gesture recognition data are generated through
sensors attached to the skin, the recognition results are not susceptible to light changes and
object occlusions in the environment when using the Myo armband. Compared to gesture
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recognition in computer vision, the Myo-based gesture recognition method has become a
hot topic of research in the field of HCI.

Many studies have proposed machine learning or deep learning algorithms to im-
plement Myo-based gesture recognition tasks. Among them, support vector machine
(SVM) [1–4], k-nearest neighbor (KNN) [5–9], decision tree (DT) [10], convolutional neural
network (CNN) [11–17], recurrent neural network (RNN) [18–24], and artificial neural
networks (ANN) [25–30] are the most popular algorithms with good recognition accuracy;
however, there are still some challenges in this field of research. First, most studies build
their datasets for specific application scenarios; these datasets involve mostly less than
10 gesture actions, and there is a lack of publicly available datasets for more classification
tasks. Second, most existing studies only identify the sEMG signal during hand motion,
and very little related research applies both sEMG and IMU to gesture action recognition.
In addition, none of these studies evaluate the application of the Transformer model [31] to
gesture recognition. Finally, for multi-gesture recognition tasks, there is still potential for
research on building deep learning models with high accuracy and low time consumption
for classification. The multi-gesture recognition should consider both dynamic and static
arm and finger gestures. Hence, to meet the demands of the multi-gesture interaction scene,
multiple deep learning models or their combinations are adopted to establish models for
multi-gesture recognition with high accuracy and less time-consuming.

In this paper, the CNN-based, RNN-based, and Transformer-based two-stream gesture
recognition models are proposed, respectively. Our self-built 20-category gesture dataset,
including sEMG and IMU signals, far exceeds the normal 5-category and 6-category gesture
datasets. According to the difference in characteristics between sEMG and IMU data for
sampling frequency and data length, two-stream architecture is adopted to build basic
CNN, RNN, and Transformer models. All of them aim to classify these 20 gestures at
the same time, including both static and dynamic gestures. Afterward, the CNN-Res
model, RNN-Res model, and Transformer-CNN model are established based on those
three basic models. All of the improved models yielded exciting experimental results.
By comparing the built models according to the experimental results, this paper selects
the most suitable models to cope with different application scenarios for the best gesture
recognition performance.

2. Related Work

The task of gesture recognition is to build a robust gesture recognition model with
the acquired gestures data to obtain the ideal recognition results; it aims to contribute to
the application in various human–computer interaction scenarios. After manufacturing
a customizable wearable 3D-printed bionic arm that can be applied to amputees, Said
S [1] successfully used the SVM to control the artificial bionic hand. In ref. [21], Nasri
N took the Conv-GRU model as the classifier and created an sEMG-Controlled 3D game
for rehabilitation therapies; moreover, the random forest (RF) model was also utilized by
Mendes [32] to recognize Brazilian Sign Language in Sign Language recognition systems.

As mentioned in the introduction, most deep learning methods are based on the sEMG
signals. The mainstream methods can be classified into three categories: CNN models [11–17],
RNN models [18–24], and ANN models [25–28]. The single-layer CNN proposed by Zia
ur Rehman M accomplished the classification task of 7 gestures [12], which pioneered the
application of CNN models to gesture recognition. Ulysse Côté-Allard further optimized
the basic CNN model and proposed a CNN model based on transfer learning in [13],
resulting in the enhancement of the classifier’s performance in the recognition task of 7
gestures with higher accuracy. Similarly, the five-layer CNN model in [13] achieved good
classification results based on sEMG signals.

Since the sEMG is a temporal signal, RNN classification models can also play a
significant role in the classification based on sEMG. The RNN models applied to gesture
recognition include the long short term memory (LSTM) and the gate recurrent unit (GRU).
Nadia Nasri first introduced the GRU model to the 6-classification task of sEMG signals
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in [18], showing the feasibility of using recurrent neural networks to classify the data
collected by the Myo armband. Zhen built a 21-classification sEMG dataset [20] and
made it publicly available, which is a rare dataset for gesture recognition with more than
20 classifications in existing research. In [20], Zhen proposed a two-layer GRU model
connected with fully connected layers. Although the average classification accuracy of
the model is only 89.6%, Zhen strongly promotes the progress of GRU model application
in multi-classification tasks. Additionally, some researchers have applied the recurrent-
convolution neural network (RCNN) model proposed by Lai S for text classification [33] to
classify sEMG signals. For example, Nadia Nasri [21] improved the former GRU model
by adding a convolutional layer and improved the accuracy in a 7-classification task of
sEMG signals, which implies that the combination of CNN models with RNN models can
further extract the features of sEMG signals and strengthen the training efficiency of deep
learning models. Currently, the Transformer model [31] has not been used in any research
on gesture recognition.

With increasing categories in gesture recognition, the rising similarity between each
gesture makes the classification more difficult. Capturing sEMG signals alone to recognize
gestures seems not enough. Ulysse Côté-Allard, for instance, applied the CNN model to
the task of a dataset with 11 classifications [16] but obtained test accuracies that were clearly
lower than his previous results in 7 categories [13]; thus, naturally, some researchers are
attracted to another signal captured by the Myo armband, the IMU signal. The IMU signal
contains motion information and reflects the position variation characteristics during the
execution. For illustration, Chiu [34] provided a thresholding method to determine the
active signal segment of the motion. In his work, the IMU data were fed into a Long Short-
Term Memory (LSTM) network for classification, demonstrating that there are possibilities
existing in research for gesture recognition training through IMU signals.

Some scholars have begun to pay attention to combining sEMG and IMU signals
for gesture recognition by machine learning algorithms [2,4,34,35] or deep learning algo-
rithms [23,24]. Xiaoliang [24] imposed the LSTM model to solve the gesture recognition
problem based on the combination of sEMG and IMU signals. Although Xiaoliang achieved
to complete the classification task of 10 gestures, the accuracy remains to be uplifted.
Williams [24] also proposed the RCNN model to settle the 5-class task with these two
signals, reaching an accuracy of 99%. Both Xiaoliang and Williams took several wearable
devices to obtain more adequate data, such as Smart Glove or several Myo armbands. The
usage of more devices in the data acquisition was reasonable but inconvenient and limited
the number of practical applications.

In conclusion, most studies on gesture recognition based on bioelectrical signals
only built datasets of sEMG signals. When facing multiple gesture classification tasks,
existing deep learning approaches with high gesture recognition accuracy are still not
powerful enough to meet the practical needs of complex interaction situations. How to
build a dataset with more variety of gestures and how to build a deep learning model that
achieves multi-gesture classification with great precision is the target of future work in
most related studies.

Inspired by the relevant work, a 20-class gesture dataset is constructed to meet the
demands of multi-classification gesture recognition. For high accuracy and efficiency, the
CNN-Res, RNN-Res, and Transformer-CNN models are proposed.

3. Methods

This Section describes how our gesture dataset and deep learning models are con-
structed. First of all, Section 3.1 describes the construction progress of the dataset. Then,
Section 3.2 describes the establishment of the basic models. Finally, Section 3.3 describes
how to optimize and combine the basic models to build the improved models.
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3.1. Construction of Dataset
3.1.1. Acquisition Tool

The data resource was a wearable acquisition tool, the Myo armband. The data
collected were recorded by a workstation, and a large light-emitting diode (LED) screen
was used to display the gesture instruction video.

The Myo armband has eight electrode sensors that can capture sEMG signals from
the skin surface. There is also an inertial measurement unit with a three-axis gyroscope,
three-axis accelerometer, and three-axis magnetometer. Data captured is sent wirelessly to
the workstation via built-in Bluetooth.

The position of sEMG’s electrode sensors and IMU is shown in Figure 1.

Figure 1. Outlook of Myo armband.

3.1.2. Acquisition Process

We collected sEMG and IMU signals generated during gesture execution and designed
20 gestures, including translation in 6 directions, rotation in 3 directions, making a fist, and
numbers 0~9. As shown in Figure 2, the former nine movements are dynamic, and the
last 11 movements are static. Dynamic gestures contain an activation gesture. During the
execution of dynamic gestures, the activation gesture is maintained all the time.

 
Figure 2. 01~09 are dynamic movements. Their names are ‘Push left’, ‘Push right’, ‘Push up’, ‘Push
down’, ‘Push forward’, ‘Push back’, ‘Turn left and right’, ‘Turn back and forth’, ‘Turn up and down’.
10~20 are static movements. Their names are ‘Making a fist’, ‘Number 0’, ‘Number 1’, ‘Number 2’,
‘Number 3’, ‘Number 4’, ‘Number 5’, ‘Number 6’, ‘Number 7’, ‘Number 8’, ‘Number 9’ in order.

303



Sensors 2022, 22, 5855

Fifty volunteers were recruited to participate in the experiment, all healthy undergrad-
uate or graduate students. Among them, 14 were male, and 36 were female. All volunteers
wore the Myo armband in the same position presented in Figure 3. The IMU was located
on the medial side of the arm.

Figure 3. Position of Myo armband.

The volunteers were asked to make gestures following the recorded video of gesture
instructions. Each gesture was performed once and took 5 s, and the interval between
each gesture was 5 s. Following instructions on the video, the volunteers were prepared to
carry out the gestures at the appropriate rhythm. The experiment started after ensuring
that the volunteers were familiar with the gestures. To avoid muscle fatigue caused by the
long-time performing the movements, the experiment was divided into two groups. The
first group collected ten gestures and the second group collected another ten gestures, with
a 5–10 min rest break in both groups. During the experiments, we checked the quality of
completed gestures and the recorded data. The volunteers would be asked to re-capture
the data after the experiment when there were unqualified movements and abnormal data.

The actual time to complete the translational and rotational movements for dynamic
gestures was within 2 s and 4 s, respectively. For static movements, all movements were
kept within 5 s. Therefore, we only kept the valid length of each type of gesture to guarantee
that all the gestures could be correctly classified. At last, we got 400 actions per volunteer,
for a total of 20,000 actions. After eliminating the data of 271 incorrectly executed actions,
the data of 19,729 gestures were stored in our dataset.

The sEMG data acquired is 8-channel with a sampling frequency of 200 Hz, while the
IMU data obtained is 6-channel with a sampling frequency of 50 Hz. All data are sent by
Bluetooth to the server and saved in the Myo Data Capture tool.

3.1.3. Data Labeling

We take the Plotly Express extension library in Python to visualize the waveforms of
the collected data and manually label the data. Before labeling, we need to get a clear wave-
form to distinguish a gesture’s start and end points to define the signal’s active segment.

First, we do full-wave rectification on the sEMG signal so that the data takes absolute
values. That makes the negative half axis data roll over to the positive half axis. Then, we
sum the data of all the channels (n = 8) and find the arithmetic square root of the sum as
the new channel, as shown in function (1); these two operations are intended to display the
8-channel sEMG signal in one waveform plot and reduce the dispersion of the amplitude of
it; this new waveform is then smoothed with a moving average algorithm. Each data point
is replaced by the average of M/2 points before and after (including the point itself), as
shown in function (2). Smoothing is applied to obtain a more intuitive waveform diagram,
which is convenient for our subsequent labeling.

xsum =
√

∑
∣∣x(k)∣∣, k = 1, 2, 3, . . . , n (1)
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xnew(i) =
∑

i+ M
2

i− M
2

xsum(i)

M + 1
, i = 1, 2, 3, . . . , m (2)

where n is the number of channels, m is the number of data points in the merged channel,
x(k) is the data of each original channel, xsum is the data after merging channels. xsum(i) is
each data point of the merged channel, M + 1 is the number of data points used in each
smoothing process, and xnew(i) is the value after smoothing.

After our verification, the waveform is observed when M is taken as 50. As shown in
Figure 4a, the blue line represents the value of the signal, and the orange box is the active
segment of a signal which is also the data segment we need to label. The corresponding
amount of data is taken to label the segments according to the sEMG data length for the
different gestures. Labels of the gesture category are 1–20.

(a) (b) 

Figure 4. Active segments of sEMG and IMU. (a) sEMG, (b) IMU.

For the signals measured by IMU, their six channels are processed by the moving
average algorithm in function (2), respectively. Furthermore, it turns out that the data of the
y-channel of the gyroscope is relatively easy to identify, as shown in Figure 4b. Therefore,
there is no need to merge channels, and the data of the y-channel can be directly regarded
as the labeling basis of the signal activity segment. Depending on the length of IMU data
for different gestures, the corresponding amount of data is taken. Labels of the gesture
category are 1–20, the same as for the sEMG data.

3.1.4. Data Segmentation

The gesture movements are continuous. To meet the real-time requirements of gesture
interaction, the active segment data should be segmented with a sliding window.

According to Mendes [32], the sliding window length is selected as 1 s (containing
200 points for sEMG and 50 points for IMU) with a sliding step of 100 ms to segment the
sEMG and IMU signals. Eventually, 601,489 sEMG samples of size 200 × 8 and 601,489
IMU samples of size 50 × 6 are generated.

Before inputting data into the model, we conducted the normalization operation. Since
the sEMG signal and IMU signal differ in values and the IMU signals contain two types of
data: accelerometer and gyroscope, we normalized the sEMG and IMU between (−1, 1)
with function (3), respectively.

x′(j) = 2 × x(j)− xmin
xmax − xmin

− 1, j = 1, 2, 3, . . . N (3)

where N refers to the number of data points in the sEMG or IMU signal. xmin refers to the
minimum value of sEMG or IMU signal. xmax refers to the maximum value of the sEMG or
IMU signal. x(j) refers to the value of each data point. x′(j) refers to the value of each data
point after normalization.
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3.2. Basic Models

CNN and RNN are the most common models in gesture recognition research; however,
the Transformer has not been introduced in any associated research so far. In this Section, a
two-stream CNN model, a two-stream RNN model, and a two-stream Transformer model
are built to classify the dataset to test the feasibility of these basic models for the sEMG and
IMU-based gesture recognition missions.

3.2.1. Two-Stream CNN Model

The basic CNN consists of a convolutional layer, a pooling layer, and a fully connected layer.
To transform the data into a form suitable for a 2D convolutional kernel, dimensional

change should be performed on each data. First, the channel dimension is retained, and
only the first 196 data points of the sEMG and the first 49 data points of the IMU are
reserved. Then, we reshape these points into data of size 14 × 14 and 7 × 7, respectively.
After that, the size of sEMG data is changed to 14 × 14 × 8, and the size of IMU data is
transformed to 7 × 7 × 6.

As shown in Figure 5, the sEMG and IMU data are divided into two streams. In
turn, there is a convolutional layer, a maximum pooling layer, and a convolutional layer
in the first stream. A Relu layer follows each convolutional layer. The first and second
convolutional layer contains 24 and 48 filters of size 3 × 3, respectively. The maximum
pooling layer has a window size of 2 × 2, which can compress the data size while preserving
the key features. The second stream has a convolutional layer and a maximum pooling
layer. The convolutional layer also consists of 24 filters of size 3 × 3, connected to a Relu
layer. The pooling layer also has a window of size 2 × 2. The outputs of two streams are
expanded into a single column and are concatenated together after passing through the
maximum pooling layer. The output of the last fully connected layer is the classification
result corresponding to the input data.

Figure 5. The architecture of the two-stream CNN model.

3.2.2. Two-Stream RNN Model

The LSTM [36] and the GRU [37] models are the most frequent RNN models. For the
LSTM model, there are three ways of transferring information between neural units: the
long-term information of the previous moment, the output information of the previous
moment, and the input information of the current moment; these three information paths
are controlled by the forgetting gate, the input gate, and the output gate. The GRU
model [37] is a variation of the LSTM model. GRU optimizes the three gates of the LSTM
into an update gate and a reset gate, and these two gates control the hidden state of the
current moment and the post-selected hidden state, respectively. The GRU model has fewer
parameters and a faster training time than the LSTM model; moreover, in many kinds of
application cases, GRU can achieve comparable results to LSTM.
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We take the two-stream LSTM model as an example to introduce the RNN architecture.
As shown in Figure 6, the data are directly input to the two-stream LSTM model in two
streams. Each stream has two layers of LSTM network with 50 hidden units. The hidden
layer of the LSTM network can capture the state information of the data in the time
dimension. We take the information output from the last time node of the LSTM as
a vital feature for the classification. The features output from the two-stream network
are also expanded into a column and then concatenated together. The fully connected
layer has 20 neurons and can be utilized to output classification results depending on the
training dataset.

The two-stream GRU model is formed by replacing the LSTM layer in the two-stream
LSTM model with the GRU layer. The structure and parameter settings of the model are
the same as those of the two-stream LSTM model.

Figure 6. The architecture of the two-stream LSTM model.

3.2.3. Two-Stream Transformer Model

Transformer is a very innovative network proposed by Google Brain in [31], which
abandons the circular structure and employs a more interpretable self-attention mechanism
to extract the relationships between data. The self-attention mechanism involves three
quantities: Query, Key, and Value; they aim to compute the relationship between input
data X.

Query represents the query vector, Key represents the vector of the relevance of the
queried information to other information, and Value represents the queried information
vector. The specific calculation is shown in function (4).⎧⎨⎩

Q = XWQ

K = XWK

V = XWV
(4)

where Q refers to Query. K refers to Key. V refers to Value. X refers to the input data. WQ,
WK, and WV are the weight matrices, updated with the training, corresponding to these
three quantities.

After the values of the three vectors Query, Key and Value are calculated, the self-
attention mechanism computes the eigenvalues of the output of the attention layer with
function (5).

Attention (Q, K, V) = so f tmax
(

QKT
√

dk

)
V (5)

where dk refers to the dimension of the vector K.
For more connections among the input data, the Transformer extracts features of the

input data through a multi-headed attention mechanism. The multi-head attention mecha-
nism consists of multiple self-attention layers, and each self-attention layer is computed in
parallel. Then, the output of each head is spliced and multiplied by the weight matrix. The
specific calculation is shown in function (6) and function (7).

MultiHead(Q, K, V) = Concat(head1 , . . . , headh)WO (6)
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where headi = Attention
(

QWQ
i , KWK

i , VWV
i

)
(7)

The Encoder module in the Transformer model is applied in our model to extract the
features of the sEMG and IMU signals. The input is first positional encoded so that it has
the sequential position information; it subsequently enters a multi-headed attention layer
to compute the correlation features and an Add&Norm layer consisting of a residual layer
such as ResNet [38] and a normalization layer. Then it proceeds to the Feed Forward layer
with two linear units. The Feed Forward layer strengthens the expressiveness of the model,
and the output has the exact dimensions as the input. The next is the same Add&Norm
layer as the previous one. In the Encoder Layer, the number of heads in the multi-attention
mechanism and the number of hidden neural units (d_model) of the FF layer are parameters
that can be defined. The complete model is shown in Figure 7.

Figure 7. The architecture of the two-stream Transformer model.

As presented in Figure 7, the sEMG data pass through 4 layers of Encoder Layers to
retrieve features, followed by the average pooling layer. The average pooling layer is a 1D
pooling layer with a window length of 2. That means the features are compressed to half
of their original size. The IMU data also pass through 3 Encoder Layers. The features are
also squeezed to half the initial size by the same pooling layer. The outputs of these two
pooling layers are stitched together and fed to the three fully connected layers to output
the classification results.

3.3. Improved Models

At first, the two-stream CNN is regarded as the base model, and a residual network
is applied to build the CNN-Res model. Next, the two-stream RNN model is combined
with the CNN-Res model to construct the two-stream LSTM-Res model and the two-stream
GRU-Res model. Finally, the two-stream Transformer model is fused with the CNN model,
forming the two-stream Transformer-CNN model.
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3.3.1. Two-Stream CNN-Res Model

In the basic CNN model, only one or two convolutional layers are extracting features
of sEMG and IMU data; it is prone to insufficient extraction of features when the number
of convolutional layers is small. More layers are a necessity for retrieving more features
of significance.

Providing the network is deeper, there is an exposure of gradient disappearance or
gradient explosion. At the same time, the deeper network may also trigger the problem of
network degradation. Therefore, the residual network [38] is introduced into our network
to prevent degradation. A standard residual unit is shown in Figure 8.

Figure 8. The structure of a Residual unit.

The layer-hopping connection in the residual network allows the input signal to
propagate directly from any lower layer to a higher layer; it enables the network to converge
faster during training. Deepening the network layers often comes at the cost of increased
training time. Thus, the introduction of residual networks compensates for the drawback
of a longer training time for deeper networks to some extent.

Motivated by the above analysis, a two-stream CNN-Res model is proposed, and its
specific architecture is shown in Figure 9. The data are also input to the network after the
dimensional change mentioned in Section 3.2. The first stream network is fed with the
sEMG signal and the second stream with the IMU signal.

Figure 9. The architecture of the two-stream CNN-Res model.
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The parameter settings in the architecture were obtained through tweaking, where we
wanted to find a model with high recognition accuracy and relatively low complexity. For
the number of network layers, we chose a range from two to six and found that when it
was four for the first stream and two for the second stream, the complexity and accuracy
of the model reached a balanced state. Two strategies were tried out for the number of
channels, namely keeping it constant in all layers or doubling it when going from one layer
to the next deeper one; it turned out that the recognition accuracy of the latter was better
than the former; thus, after having fixed this strategy, the only choice we had to make
was determining the number of filters in the first convolutional layer. Considering the
differences in input channel numbers of the two streams, they had better be selected in
different ranges. Therefore, we chose them from 4 to 24 and 8 to 48, respectively. Within
these ranges, taking 16 for the first and 24 for the second was the optimal choice. For
convolution kernel size, 2 × 2 and 3 × 3 were tried, and 3 × 3 was chosen.

The mainstay of the first stream network is composed of 4 convolutional layers and an
adaptive averaging pooling layer. Each convolutional layer contains a different number of
filters of 3 × 3, but all of them have a Relu layer and a batch normalization (bn) layer. The
filters of these four convolutional layers are 16D, 32D, 64D, and 128D, respectively. The
second stream backbone encompasses two convolutional layers with the same content as
the first stream network. The number of filters in these two convolutional layers is 24 and
48, respectively.

After every two convolutional layers, a residual unit is added. To ensure the number
of channels between the data at the residual cells matches well, we equip a convolutional
layer with a 1 × 1 convolution kernel to change the number of channels of the previous
input. Padding operation is also applied in every layer of convolution. The objective is to
prevent the data size from changing with the convolution operation so that the data size
has consistency. At the output of the two feature streams, they are squeezed by the adaptive
average pooling layer to size 128 × 4 × 4 and 48 × 3 × 3, respectively. The maximum
pooling layer is not applied here. The rationality is that the average pooling layer can retain
more information compared to the maximum pooling layer. The squeezed features are
stretched into a column and then stitched together into four fully connected layers to get
the classification results.

3.3.2. Two-Stream RNN-Res Model

We built the two-stream RNN-Res model by combining the two-stream RNN model
with the two-stream CNN-Res model.

For sEMG and IMU signal data, the LSTM and the GRU are good at extracting long-
term dependence features that reflect the global significance of each data point. On the other
hand, CNN is a network adept at extracting local features of the data [12]; thus, the CNN
network is placed behind the RNN, allowing for further extracting the local features of these
long-term dependence features. The combination of long-term dependence features and
local features improves the model’s characterization ability. Features output by the LSTM
and GRU models have already reflected the data’s features in the temporal dimension; thus,
the 2D convolutional layer in the CNN model does not lose the location information in the
original data.

The 2D convolutional layer cannot directly operate on the RNN model output form.
Therefore, there is a dimensional transformation operation in front of the CNN model. A
dimension of size one is inserted before the temporal dimension of the output features; this
action not only preserves original features’ content and order but also makes it extracted
in the correct form by the CNN-Res network. Furthermore, to increase the depth of the
model while reducing the time required for convergence during training, we equally add a
residual network to the CNN. The specific network structure is shown in Figure 10.
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Figure 10. The architecture of the two-stream LSTM-Res model.

The LSTM module has the same structure as Section 3.3.1; however, considering that
the LSTM-Res model is complicated, we make the following improvements to reduce the
complexity of the network:

(a) Hidden units in the first stream reduce from 60 to 40 and in the second stream from
60 to 10.

(b) Inter-layer maximum pooling layers to the CNN model for down-sampling are
added. Their window sizes of the first stream are set to 10 × 2 and 2 × 2 after the second
and fourth convolutional layers, respectively. Similarly, a maximum pooling layer of size
5 × 1 is placed after the second convolutional layer in the second stream; these pooling
layers squeeze the size of data transmitted.

The rest of the structure in the CNN block is almost consistent with the CNN-Res
model. The parameter tweaking was also conducted according to the parameter tweaking
process of the CNN-Res model; however, the data’s channel numbers of the two streams
are both one after the dimensional change, so the number of initial convolution kernels
at their starts are chosen to be the same. After tweaking, we choose the combination of
“4D, 16D, 32D, 64D” for filters in the first stream and “4D, 16D” in the second stream. After
the same adaptive pooling layer, the two streams are concatenated together, and then the
classification results are output by the fully connected layers.

As for the GRU-Res model, its architecture is the same as the LSTM-Res model, except
for the different RNN network types.

3.3.3. Two-Stream Transformer-CNN Model

In the Transformer, matrix computation eliminates the need for step-by-step compu-
tation to obtain features for long-distance data; however, this feature extraction method
ignores local details, making the Transformer less capable of capturing local features. In
contrast to text information, the sEMG and IMU signals are continuous data generated
during action execution. Therefore, ignoring local details can lead to inadequate extraction
of features in the temporal dimension of the data.

To enhance the model’s ability to extract local features, we improve the Transformer
model as follows:

(a) A 1D convolutional layer is added between each encoder layer; these convolutional
layers not only extract local features but also increase the number of channels of features.
Each convolutional layer doubles the number of channels.

311



Sensors 2022, 22, 5855

(b) The values of heads and d_model in each encoder layer are changed with the
deepening of the network. The increase of parameters allows the model to extract deeper
global information as the number of network layers deepens.

The above modifications strengthen the model’s ability to extract local features as well
as increase the information contained in the global features. Given that the convolutional
layer’s outbound features must be operated by Encoder Layers, temporal messages of the
data cannot be destroyed. That is why we take the 1D convolution to obtain local features
instead of the 2D convolution. The convolutional layer also contains a padding operation
to keep the data length from changing with convolution. To avoid corrupting the location
information of the features, we also use an average pooling layer instead of a maximum
pooling layer. The amount of information on the features is kept to the maximum extent.
The sEMG and IMU data are also input as two streams, and the specific network structure
is shown in Figure 11.

Figure 11. The architecture of the two-stream Transformer-CNN model.

The parameter tweaking of the Transformer-CNN model mainly included: the value
of heads and d_model in Encoder Layers and the numbers of filters in 1D convolutional
layers. The value of heads must be divisible by the input channel numbers and should
not be too large. The choices contained 2, 4, and 8 for the first stream and 3 and 6 for the
second stream. After our experiments, when the values of the heads were set to “4, 4, 8, 8”
and “3, 3, 6”, the accuracy was the highest, and the complexity of the model was relatively
low. The parameter settings of 1D convolutional layers were similar to the model defined
in Section 3.3.1. We also decided to double the number of channels when signals passed
through convolutional layers. The number of filters for the first convolutional layer was
selected from 4 to 24 for the first stream and 8 to 48 for the second stream. According to our
test results, the best choice is to take 16 for the first and 12 for the second; the tweaking of
d_model was identical to them.
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The average pooling layer of the first stream has a sliding window length of 10, and
the average pooling layer of the second stream has a sliding window length of 5. After
the pooling operation, the length of the sEMG data is compressed to 20. The length of the
IMU data is shortened to 10. The features of these data are concatenated and input to a
four-layer fully connected network to get the classification outcome.

4. Experiments and Results

This Section introduces our experiments and the results of our models. Not only
was the experiment of simultaneous classification of 20-category gestures carried out, but
also the sEMG signal and IMU signal were applied to identify arm movements and finger
movements, respectively. To begin, Section 4.1 states our experimental conditions. Then,
Section 4.2 states 20-category experimental results of our basic models, and Section 4.3 states
20-category experimental results of our improved models. After that, Section 4.4 states
comparisons and analyses of results of basic models and improved models. Furthermore,
Section 4.5 states the results of 9 types of arm movements and 11 types of finger movements,
which were recognized separately by two signals.

4.1. Experimental Conditions

Classification experiments on our dataset are performed with the basic and improved
models defined in Section 3. As samples generated from the dataset after data segmentation
exceeded 600,000, the dataset was divided into training and test sets in the ratio of 49:1.
589,459 samples are in the training set, and 12,030 samples are in the test set.

All the models were trained with the training set and tested on the test set after training.
The training loss function was the cross-entropy loss function, and the stochastic gradient
descent method was the approach to update the model weights in all the experiments. The
batch_size was set to 32. The learning rate was set to 0.005 for the two-stream RNN model
and 0.001 for other models (including improved models). Additionally, all of the training
processes for the experiments were performed by a GeForce RTX 3090 GPU for 100 epochs;
it should be noted that the test set was not involved in updating the model parameters and
was only available for testing the model recognition accuracy.

4.2. Results of Basic Models

The experiments of the base models were carried out first, and the results are shown
in Table 1. Table 1 contains the training time, testing time, and testing accuracy of all the
base models in the experiments of this paper. As can be seen from the table, the two-stream
LSTM model and the two-stream GRU model have the highest test accuracy of 97.10% and
95.91%, respectively. The test accuracy of the two-stream CNN model reaches 95.43%. The
test accuracy of the two-stream Transformer is the lowest, at 71.68%.

Table 1. Performance results of basic models.

Model Training Time (h) Test Time (s) Test Accuracy (%)

CNN 2.0 0.25 95.43
LSTM 13.3 2.12 97.10
GRU 13.8 2.45 95.91

Transformer 12.5 1.47 71.68

It is evident that the two-stream CNN and RNN models complete the 20-classification
task on our dataset with high accuracy, but there is still room for further improvement.
Nevertheless, the basic Transformer model is far from satisfying our requirements for
recognition accuracy.
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4.3. Results of Improved Models

The experiments with improved models were then conducted, and the new results
were included in Table 2; it shows an overview of all models’ training time, testing time,
and accuracy. The ES refers to the experiment incorporating the Early Stopping mechanism
into the training process. Single test time means how long it requires to classify one
single sample.

As presented in Table 2, it is found that the test accuracy of the CNN-Res model
achieves 98.24%; the test accuracy of the LSTM-Res and GRU-Res models reach 99.67% and
99.49%, respectively. Surprisingly, the test accuracy of the Transformer-CNN model attains
98.69%. That is considered sufficiently accurate for gesture recognition. Compared with the
basic models, the improved models are significantly more excellent than the basic models.
The recognition precision has been enhanced to different degrees. Among the results, the
Transformer model has the most striking accuracy gain, about 27.28%.

Because of the improved models’ grown complexity, the training and test times natu-
rally become longer; however, the introduction of residual units allows the convergence
speed of model training to be significantly boosted, which means the Early Stopping can
be implemented to shorten the training time. Because of the Early Stopping, the actual
training time of CNN-Res, LSTM-Res, and GRU-Res is even shorter than the training time
of the basic models, which is 1.43 h, 8.6 h, 11.7 h, respectively; it turns out that the CNN-Res
model has the smallest training and test time among improved models. Therefore, it has
the highest training and testing efficiency among all the models. As for the single test time,
the Transformer-CNN has the shortest single test time, which means it holds the quickest
recognition response.

Table 2. Performance results of improved models.

Model Training Time (h) Test Time (s) Single Test Time (s) Test Accuracy (%)

CNN 2.0 0.25 0.0303 95.43
CNN-Res 4.33/1.43 (ES) 0.64 0.0343 98.24

LSTM 13.3 2.12 0.0115 97.10
LSTM-Res 18.7/8.6 (ES) 3.22 0.0312 99.67

GRU 13.8 2.45 0.0120 95.91
GRU-Res 18.9/11.7 (ES) 2.82 0.0318 99.49

Transformer 12.5 1.47 0.0126 71.68
Transformer-CNN 14.1 2.45 0.0149 98.96

4.4. Comparison and Analysis

The experimental performance of the improved and basic models will be compared
by the variation of the models’ loss and test accuracy during the training process. Their test
confusion matrixes are also drawn to analyze the details of each gesture recognition result.

4.4.1. CNN vs. CNN-Res

As shown in Figures 12 and 13, the CNN model maintains the test accuracy of around
94% after stabilization, and the loss value stays within 0.004. In contrast, the accuracy
of the CNN-Res model is significantly raised and can be maintained above 98.13% after
stabilization; moreover, the Loss value also decreases significantly after stabilization and
always stays within 0.001. Finally, at the 97th epoch, its test accuracy reaches the highest
value of 98.25%.
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Figure 12. The curve of accuracy and loss during training of CNN.

Figure 13. The curve of accuracy and loss during training of CNN-Res.

The test accuracy graph indicates that the CNN-Res model’s training process converges
at the 33rd epoch, which takes only about 1/3 of the entire training time. Thus, it can
be seen that one primary advantage of the introduction of the residual network is that
the CNN-Res model significantly improves the convergence speed of training when the
network becomes deeper; its training efficiency is strengthened a lot.

According to Figure 14, the recognition accuracy of various gestures is not uniform to
the CNN model. The identification accuracy of ‘Number 0′, ‘Number 2′, and ‘Number 4′
is 87%, 89%, and 78%, respectively; this deficiency could be attributed to the similarity of
these three static actions, which brings about more difficulties in recognition. As for the
recognition results of the CNN-Res model as shown in Figure 15, the recognition accuracy
of ‘Number 0′, ‘Number 2′, and ‘Number 4′ is enhanced to 99%, 98%, and 96%, respectively.
Furthermore, the recognition accuracies of the other 17 actions are also promoted.

After expanding the layers and introducing residuals, the CNN-Res model achieves
better feature extraction with a higher convergence speed.
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Figure 14. The confusion matrix for the test results of CNN.

Figure 15. The confusion matrix for the test results of CNN-Res.
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4.4.2. RNN vs. RNN-Res

We take the comparison of the LSTM model and LSTM-Res model as an example.
As illustrated in Figure 16, the LSTM model keeps the test accuracy above 96% after
stabilization, with the highest classification accuracy of 97.10%. Also, the Loss value is
held within 0.003. The result suggests that the LSTM model already possesses a good
classification effect. To our excitement in Figure 17, however, the test accuracy of the
LSTM-Res model reaches up to 99.67% after being stabilized; moreover, the Loss value is
almost 0 at a steady state.

Figure 16. The curve of accuracy and loss during training of LSTM.

Figure 17. The curve of accuracy and loss during training of LSTM-Res.

What is more, the training of the LSTM-Res model is fully converged at the 46th epoch,
accounting for only about 1/2 of the whole training time; it shows that after combining the
CNN-Res model, the LSTM-Res model not only benefits the precision but also doubles the
training convergence speed based on the LSTM model.

Due to the high test accuracy of LSTM-Res, we keep the values of the test confusion
matrix of LSTM-Res with three decimal places.

Among the recognition results of the LSTM model in Figure 18, there are 19 gestures
whose recognition accuracy has attained more than 95%; however, the recognition accuracy
of the ‘Number 4’ is relatively low, which is 90%; it reveals that the LSTM model has
achieved high accuracy in gesture recognition. Still, the accuracy of individual gestures is
not high enough. Nevertheless, as exhibited in Figure 19, apart from “Push up”, the other
19 actions are classified with an accuracy of over 99%.
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Figure 18. The confusion matrix for the test results of LSTM.

Figure 19. The confusion matrix for the test results of LSTM-Res.
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The performance improvement of the LSTM-Res model is credited to the CNN-Res
model. The LSTM-Res model can accomplish the 20-classification task with outstanding
accuracy and less training time by further extracting the local features with the CNN.

4.4.3. Transformer vs. Transformer-CNN

Figure 20 manifests that the Transformer model does not perform well in classification.
Even after undergoing 100 epochs of training, the test accuracy is still only 71.68%; it
indicates that the basic Transformer model for gesture recognition is far from sufficient
in gesture recognition; however, with the CNN model’s fusion, the Transformer-CNN
model’s accuracy is extensively promoted. As shown in Figure 21, the test accuracy of the
Transformer-CNN model stabilized as high as 98.96%, but the convergence time did not
change obviously.

Figure 20. The curve of accuracy and loss during training of Transformer.

Figure 21. The curve of accuracy and loss during training of Transformer-CNN.

As shown in Figure 22, almost half of the gesture recognition accuracies are under
75%., not to mention that the recognition accuracy of ‘Number 1′, ‘Number 4′ and ‘Number
5′ is only about 50%, which means half of them are incorrectly recognized; however, the
Transformer-CNN model’s confusion matrix is much higher quality. Figure 23 shows that
the classification accuracy of almost all gestures is around 99%. Remarkably, three gestures
are correctly identified with 100% accuracy. The lowest accuracy comes from ‘Number 4′,
which is still 97%.

The above comparisons substantiate that the incorporation of the 1D convolutional
module ameliorates the performance of the Transformer. As a result, it is apparent that
the Transformer-CNN model behaves better than the Transformer model in the task of
20-gesture classification.
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Figure 22. The confusion matrix for the test results of Transformer.

Figure 23. The confusion matrix for the test results of Transformer-CNN.
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In summary, the LSTM-Res/GRU-Res model is preferable if the system’s objective is
to achieve the highest recognition accuracy because they have the best precision; however,
the CNN-Res model is the best choice if the system requires a high training efficiency and
less testing time, not with a highly demanding requirement for accuracy; it has the least
time for training and testing, and its recognition accuracy is up to 98.24%. On top of that, if
the system needs high accuracy and the most rapid real-time response to a single gesture,
the Transformer-CNN model is the ideal option because of the highest recognition speed
and test accuracy of 98.96%.

4.5. Separate Recognition

Our self-built dataset of 20 categories contains nine arm movements and eleven
gesture movements; they can be divided into a 9-category sub-dataset and an 11-category
sub-dataset.

To further explore the effect of sEMG and IMU signals on the recognition of arm and fin-
ger movements, we also split sEMG and IMU signals to identify arm and finger movements,
respectively. The improved CNN-Res model, RNN-Res model, and Transformer-CNN
model in Section 4.4 have been implemented in three groups of experiments. Each group
includes using the sEMG signal to recognize arm and finger movements and the IMU signal
to recognize arm and finger movements. The separated experimental results are shown in
Table 3, where ‘Together’ represents the result of simultaneous recognition in Section 4.4.

Table 3. Accuracy results from the separate recognition.

Gestures

Models CNN-Res RNN-Res Transformer-CNN

sEMG IMU sEMG IMU sEMG IMU

Arm 90.16% 95.52% 98.13% 96.55% 98.13% 96.39%

Finger 95.48% 41.80% 99.12% 42.89% 98.33% 18.21%

Together 98.24% 99.67% 98.96%

Table 3 reveals that the three models can recognize arm movements with more than 90%
accuracy when using sEMG or IMU signals independently; however, for finger movements,
although the recognition accuracy of the three models can reach over 95% with sEMG
signals, the accuracy with IMU signals is too low. Only using IMU signals can’t successfully
recognize finger movements. In addition, our proposed models’ recognition accuracy
of arm and finger movements with one signal alone is lower than that of identifying all
20 categories of movements with the two signals together.

Thus, if the target is to recognize only arm movement, using the sEMG signal or IMU
signal alone can achieve good recognition results. If the target is to recognize only finger
movements, applying sEMG signals alone is also reachable to high accuracy, but applying
IMU signals alone to recognition is not feasible. If the gesture recognition system aims to
recognize 20-category gestures simultaneously, the two signals are recommended to be
combined. The combination of sEMG and IMU signals enables the system to recognize
more gestures and accomplishes better precision.

5. Conclusions

This work conducts a gesture recognition modeling study based on the sEMG and
IMU signals.

The conclusions drawn in the paper are as follows:

(1) A dataset containing sEMG signals and IMU signals is built through the Myo armband.
The dataset includes 20 different hand gestures with a total of nearly 20,000 actions;
these actions involve dynamic movements dominated by arms and static movements
dominated by fingers.
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(2) Based on the baseline gesture recognition models, including the two-stream CNN
model, RNN model, and Transformer model, the two-stream CNN-Res model, RNN-
Res model, and Transformer-CNN model are proposed, respectively. The CNN-Res
model introduces the residual units and has more profound network layers; it achieves
a test accuracy of 98.24% and the shortest training and test time. The RNN-Res
model combines the RNN model and the CNN-Res model to enhance the degree of
extracting local features, accomplishing the highest recognition accuracy. The LSTM-
Res model and the GRU-Res model test accuracy are 99.67% and 99.46%, respectively.
The Transformer model is incorporated with the CNN model to enhance its ability
to capture local information. The modified Transformer-CNN model improves its
accuracy from 71.86% to 98.96%; moreover, its shortest recognition response time of
0.0149 s for a single sample makes it highly applicable in real-time recognition and
interaction systems.

(3) Through the separate recognition of arm and finger movements, the effectiveness of
the combination of sEMG signals and IMU signals in the multi-category mission of
this paper is proved; it turns out that simultaneously adopting two signals allows us
to recognize 20 gestures and achieves the highest recognition accuracy.

Future work needs to concentrate on optimizing the parameter settings of the model.
Although our proposed models achieve a high recognition precision, their training time is
at the level of hours. Therefore, more research is required to establish more efficient models.
In addition, deploying models in embedded systems such as real-time interfaces will also
be the focus of our future research. After sorting out our dataset, we will make it publicly
available on GitHub soon.
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Abstract: The gradient vector flow (GVF) model has been widely used in the field of computer
image segmentation. In order to achieve better results in image processing, there are many research
papers based on the GVF model. However, few models include image structure. In this paper, the
smoothness constraint formula of the GVF model is re-expressed in matrix form, and the image knot
represented by the Hessian matrix is included in the GVF model. Through the processing of this
process, the relevant diffusion partial differential equation has anisotropy. The GVF model based
on the Hessian matrix (HBGVF) has many advantages over other relevant GVF methods, such as
accurate convergence to various concave surfaces, excellent weak edge retention ability, and so on.
The following will prove the advantages of our proposed model through theoretical analysis and
various comparative experiments.

Keywords: gradient vector flow; Hessian matrix; image structure; anisotropy

1. Introduction

Image segmentation is a key step from image processing to image analysis. Traditional
segmentation methods include threshold [1], clustering [2], active contour model [3],
region growth [4], etc. Since someone proposed the snake or active contour model in
1988, the snake or active contour model has become one of the mainstream models of
image segmentation [3]. Generally, an active contour performs image segmentation by
minimizing the combination of internal and external energy and deforming the curve on
the image plane; the internal energy keeps the curve continuous and smooth, while the
external energy attracts the curve to the boundary of the object to be segmented on the
image. Therefore, the problem of finding the boundary of the segmented object can be
transformed into the problem of minimizing the internal and external energy. According to
the representation of the curve, the active contour is divided into a parametric contour and
geometric contour. The parametric model uses explicit parameter representation [3,5–9],
and uses image edge mapping to stop the evolution of contour. Parametric models rely
heavily on high gradient amplitudes to extract object boundaries, and are effective only
when the contrast between background and foreground is clear enough. The geometric
model [10–24] is based on the theory of level set technology and usually adopts specific
regional homogeneity criteria to guide the evolution of contour.

External force plays a leading role in the evolution of parametric snake contour, so
people have invested a lot of energy in the research of external force to improve the
robustness of active contour. At present, the proposed gradient vector flow (GVF) [25] is
still one of the most successful methods. It spreads the gradient vector from the object
boundary to the rest of the image, which not only expands the capture range, but also
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weakens the influence of noise to a certain extent. Due to its effectiveness, a large number of
fast algorithms for the GVF model have been proposed, including vector field convolution
(VFC) [26], BVF [27], GVF based on augmented Lagrange [28], the multi-grid method of
GVF [29], and efficient numerical format of GVF [30]. Some other efforts focus on improving
the initial edge map, for example, a guided filter is employed to enhance the initial edge
map [31,32] and a directional edge map is coined for the GVF model [33]; in the literature,
the GVF is modified by using the initial contour position and introducing additional
boundary conditions of Dirichlet type [34]. Many efforts pay attention to reformulating
the energy functional of the GVF model, among others, examples include the harmonic
gradient vector flow (HGVF) [35], harmonic surface [32,36], 4DGVF external force field [37],
NGVF [38], EPGVF [39], MGVF [40], and CN-GGVF [41]. Recently, the GVF model also has
some interesting applications, as well as some interesting work on GVF snake initialization
for ultrasonic image segmentation, such as walking particles [42,43]. Very recently, Jaouen
proposed an image enhancement vector field based on the partial differential equation
(PDE) [44], and pointed out the similarity between the vector field and gradient vector
flow, which allows a natural connection between impulse filtering and a large number of
work on GVF like fields. It is important to note that the deep learning method plays a very
important role for image-based applications presently, such as image segmentation [45–49],
detection [50,51], and classification [52,53], and it needs big data for training and the active
contour is still of importance for image segmentation.

We can see that although the above contents provide various methods to improve
the GVF model, they do not consider the characteristics of image structure. Ref. [54]
pointed out that the “Hessian method is a method to extract the direction of image features
through high-order differentiation”. Inspired by this principle, we express the smooth
constraint formula in the GVF model in matrix form, then incorporate the Hessian matrix
into the energy functional of the GVF model, and finally get the GVF based on the Hessian
matrix, that is HBGVF. Compared with other methods, we experimentally prove that
HBGVF has many advantages, such as accurately converging to various concave surfaces
while maintaining weak edges. There is more information related to this work in the
literature [55,56].

The rest of this paper is arranged as follows: in the next section, we briefly review the
snake model and four famous GVF-based external forces, including GVF [25], GGVF [57],
VEF [58], NGVF [38], and CN-GVF [41], and compare them with these GVF-based meth-
ods through experiments. Section 3 details the HBGVF model proposed in this paper.
In Section 4, we prove the advantages of the proposed model through a large number of
experiments, and finally draw a conclusion in Section 5.

2. Backgrounds

2.1. Traditional Model: Active Contours

When the early active contour was proposed, it was defined as the elastic curve
c(s) = [x(s), y(s)], s ∈ [0, 1] and the following is its energy function formula:

Esnake =
∫ 1

2

(
α
∣∣c′∣∣2 + β

∣∣c′′∣∣2)+ Eext(c(s))ds (1)

in Formula (1), c′(s), c′′(s) are the first and second derivatives of c(s), which are, respec-
tively, positively weighted by α and β. Eext(c(s)) is the image potential, which may be
caused by various things, such as edges. The Euler equation for minimizing Esnake can be
obtained by deformation calculus as follows:

αc′′(s)− βc′′′′(s)−∇Eext = 0 (2)

Formula (2) is a force balance equation in reference [8],

Fint + Fext = 0 (3)
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in Formula (3), Fint = αc′′(s)− βc′′′′(s) and Fext = −∇Eext. The internal force Fint keeps
the snake contour smooth, while the external force Fext shrinks the snake contour to the
desired image object.

In image I, Fext is often used as the gradient vector of image edge mapping, as shown
in the following formula: I, as follows,

Fext = −∇Eext = ∇|∇Gσ ⊗ I|2 (4)

In fact, this gradient vector is local, unable to take into account the overall situation,
and is not regular enough, so the snake can not evolve effectively under its guidance.

2.2. Gradient Vector Flow (GVF)

Due to the obvious disadvantage of external force in Formula (4), Fext is replaced
by a new vector field v = [u(x, y)V(x, y)] in the GVF model, which can be derived by
minimizing the following function,

EGVF =
∫∫

μ
(

u2
x + u2

y + v2
x + v2

y

)
+ |∇ f |2|v −∇ f |2dxdy (5)

In (5), μ is a positive weight, f is the edge map of the image I, and ∇ is the gradient
operator. The newly obtained vector field is a gradient vector flow (GVF) field. The GVF
field can be obtained by solving the following equation iteratively,{

ut = μΔu − |∇ f |2(u − fx)
vt = μΔv − |∇ f |2(v − fy

) (6)

where Δ is the Laplacian operator. The diffusion equation is isotropic.
The generalized GVF (GGVF) is an extension of the GVF by replacing μ and f 2

x + f 2
y

in (6) with two spatially varying functions g(|∇ f |) = exp
(−|∇ f |2/k2) and h(|∇ f |) =

1 − g(|∇ f |) , respectively [57], k acts as a threshold and controls the smoothing effect.
The introduction of such terms makes the GGVF snake behave better than the GVF snake
on thin concavity convergence.

2.3. Virtual Electric Field (VEF)

Reference [58] proposed a virtual electric field model (VEF). In this method, each
pixel in the image is regarded as an electron, the charge is the size of the image edge,
and the virtual electric field at (x0, y0) is derived from the sum of all other electrons in the
surrounding area D, which is expressed by the following formula,

EVEF(x0, y0) =

∑
(x,y)∈D

⎛⎜⎜⎜⎝ (x0 − x)(√
(x0 − x)2 + (y0 − y)2

)3 ,
(y0 − y)(√

(x0 − x)2 + (y0 − y)2
)3

⎞⎟⎟⎟⎠ · f (x, y) (7)

in Formula (7), D = {(x, y) | −t ≤ x0 − x ≤ t,−t ≤ y0 − y ≤ t}, f is the size of the image
edge image. Fast Fourier transform (FFT) is applied to the VEF model, so Formula (7) is
usually written in convolution form, as follows,

EVEF(x, y) =

⎛⎜⎝− x(√
x2 + y2

)3 ,− y(√
x2 + y2

)3

⎞⎟⎠⊗ f (x, y) (8)

in Formula (8), ⊗ represents the convolution operation.
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Thanks to the use of FFT, the VEF model can be realized in real time. In addition, the
VEF model also has some characteristics better than the GVF model, such as a large capture
range and more sensitive concave convergence.

2.4. Gradient Vector Flow in Normal Direction (NGVF)

It was pointed out in [59] that the Laplace operator can be decomposed into two terms,
as shown below,

Δu = uTT + uNN (9)

Taking u(x, y) as an example, in Formula (9), uTT and uNN are the second derivatives
of u(x, y) in the tangential and normal directions of the isophotes, respectively. It was
pointed out in [60] that, as an interpolation operator, uNN has the best performance, Δu
second and uTT third. The diffusion process in (6) is regarded as the interpolation process,
and the NGVF is proposed using the optimal interpolator, as shown in the following
formula, {

ut = μuNN − (u − fx)|∇ f |2
vt = μvNN − (v − fy

)|∇ f |2 (10)

where μ is also a positive weight as in (6).

2.5. Component-Normalized Generalized Gradient Vector Flow (CN-GGVF)

In the CN-GGVF model, the diffusion equations are modified in the following form,{
ut = g(|∇ f |) · (g(|∇ f |)uNN + h(|∇ f |)uTT)− h(|∇ f |) · (u − fx)
vt = g(|∇ f |) · (g(|∇ f |)vNN + h(|∇ f |)vTT)− h(|∇ f |) · (v − fy

) (11)

where the g(|∇ f |) and h(|∇ f |) are identical to those in the GGVF model, and uTT and
uNN are identical to those in the NGVF model. Based on deep analysis of the behavior
of the GGVF model, Qin et al. proposed to normalized the GVF vector in a component-
wise manner, such that the CN-GGVF model can converge to a deep and thin notch,
the component-normalized (CN) GGVF field reads,

uCN−GVF = sign(u) =

⎧⎪⎨⎪⎩
1, u > 0
0, u = 0
−1, u < 0

(12)

vCN−GVF = sign(v) =

⎧⎪⎨⎪⎩
1, v > 0
0, v = 0
−1, v < 0

(13)

3. The HBGVF Model

3.1. Gradient Vector Flow Expressed in Matrix Form

By observing Equation, we first reformulate the smoothness constraint in the GVF

model into matrix form as follows, u2
x + u2

y =
(

ux uy
)( ux

uy

)
=
(

ux uy
)( 1 0

0 1

)
(

ux
uy

)
, we first reformulate the smoothness constraint in the GVF model into matrix form

as follows,

EGVF =
∫∫

μ
[
(∇u)T · W · ∇u + (∇v)T · W · ∇v

]
+ |∇ f |2|v −∇ f |2dxdy (14)

in Equation (14), W is the identity matrix. It can be seen from the above formula that due to
the existence of this identity matrix, it induces the scalar L2 norm, so that the GVF model
fails to take into account the image characteristic of image structure. We completely replace
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all W with matrix D related to the image structure, so we use Hessian matrix to construct,
as shown below,

E =
∫∫

μ
[
(∇u)T · D · ∇u + (∇v)T · D · ∇v

]
+ |∇ f |2|v −∇ f |2dxdy (15)

where D =

(
a b
b c

)
is a symmetric and positive semi-definite matrix. The reconstructed

model is called the Hessian-based GVF (HBGVF for short). Using the variational method,
the HBGVF field can be obtained by solving the following equation, as shown below,{

ut = μdiv(D∇u)− |∇ f |2(u − fx) = 0
vt = μdiv(D∇v)− |∇ f |2(v − fy

)
= 0

(16)

in Equation (16), div is the divergence operator.

3.2. Using the Hessian Matrix to Construct Diffusion Matrix

Through the observation of Formula (16), we can know that its equation is exactly the
tensor based diffusion in [61]. The “Hessian method proposed in reference [54] regards
the direction of the maximum second-order directional derivative as the direction passing
through the image feature, and its vertical direction is regarded as the direction along
the image feature.” Inspired by this principle, we use Hessian matrix to reconstruct the
diffusion matrix D in Formula (16). Taking image I as an example, its Hessian matrix is
represented by the following formula,

H =

(
Ixx Ixy
Ixy Iyy

)
(17)

using the derivative in [61], the two eigenvalues of H can be solved by the following
formula, expressed by λ1 and λ2,⎧⎪⎪⎨⎪⎪⎩

λ1 = 1
2

[(
Ixx + Iyy

)
+
√(

Ixx − Iyy
)2

+ 4I2
xy

]
λ2 = 1

2

[(
Ixx + Iyy

)−√(Ixx − Iyy
)2

+ 4I2
xy

] (18)

the eigenvectors corresponding to λ1 and λ2 are e1 and e2, which are obtained by the
following formula:

e1 =

(
2Ixy

Iyy − Ixx +
√(

Ixx − Iyy
)2

+ 4I2
xy

)
(19)

e2 =

(
2Ixy

Iyy − Ixx −
√(

Ixx − Iyy
)2

+ 4I2
xy

)
(20)

Obviously, through the observation of Formula (19), we can see that λ1 ≥ λ2. In ref-
erence [54], it is pointed out that because λ1 ≥ λ2, the feature vector e1 has the largest
second-order directional derivative direction in all directions, which is considered as the
direction passing through the image feature, and e2 is considered as the direction along
the image feature. Using the eigenvalues and eigenvectors of the derived Hessian matrix,
we construct the diffusion matrix D in formula (16). The eigenvector of D is used as the
eigenvector of H. We use η1,η2 to represent the two eigenvalues of D, as shown in the
following formula: {

η1 = 1
1+(|∇I|/K)2

η2 = 1
(21)
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where K serves as a threshold, and finally, the D takes the following form,

D = (e1e2)

(
η1 0
0 η2

)
(e1e2)

T (22)

From Formula (22) we can get some information: (I) when |∇I| → ∞, η1 → 0,
the HBGVF snake will give up continuing to spread along the image gradient direction on
the boundary and spread on the boundary. Therefore, the noise on the image edge can be
eliminated while the image edge is preserved; (II) when |∇I| → 0, η1 → 1 = η2, that is,
in the homogeneous region, the diffusion is isotropic, which is beneficial to the elimination
of noise.

Through the above methods, the HBGVF model will have anisotropy, so it can ac-
curately converge all kinds of concave surfaces and retain the weak edge of the image.
The methods in reference [61] are used for reference to solve the model proposed in this
paper, and the source code in Matlab is available to the public upon request. We note that,
since the Hessian matrix and the diffusion matrix should be calculated, the computation
time of the proposed HBGVF model is longer than the original GVF model.

4. Corresponding Comparative Experiments

In the experimental part, we show the important characteristics of the HBGVF model
by comparing the HBGVF model with GVF [25], GGVF [57], VEF [58], NGVF [38], and
CN-GGVF [41]. We normalized the image intensity to the [0,1] range, set and α, β to 0.1,
and set the time step for all snakes with the size of τ = 0.5. For an image of size M · N,
the iteration for the calculation of all GVF-like models is

√
M · N, and the time step is 1(less

than 1/(4μ)). In order to get a large capture range, μ is 0.2 for GVF, NGVF, and HBGVF, k
is 0.5 for the GGVF and CN-GGVF, the region D for the VEF model is of size M · N, k for
the HBGVF is 0.1, unless otherwise stated.

4.1. Common Concerns for the GVF-Like Snakes

The GVF model was originally proposed to overcome the shortcomings of traditional
gradient-based external force, such as narrow capture range and poor convergence on
concave surfaces. Through the following experiments, we will prove some excellent
characteristics of HBGVF snake compared with the GVF snake, such as large capture range,
accurate convergence to concave, and insensitive to image initialization. Figure 1 shows
the convergence results of HBGVF snake on a oom image, U-shaped image, and main body
contour respectively. The gray dotted line is the initial contour, and the red solid line is the
convergence result. It can be observed from the figure that the HBGVF snake converges
to the U-shaped concave surface and is automatically connected to the subject contour.
It can be seen from the initialization results in the figure that the HBGVF snake has the
advantages of being insensitive to the initial contour and large capture range.

Figure 1. (a) Test images: room image, U image, and subject contour. (b) Convergence results with
different initializations and evolutions of the HBGVF snakes.
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4.2. Convergence to Concavities

It can be seen from Figure 1 that the HBGVF snake performs well on converging to
the U-shape image. Next, in order to better test the advantages of the HBGVF snake, we
use the other three images with different concave surfaces to compare with other methods
similar to GVF. Figure 2 presents the convergence results of the corresponding approaches.
One can see that just the HBGVF and GGVF snakes can converge on the three images,
the reason behind this observation is that the HBGVF model takes into account the image
structure that was characterized by the Hessian matrix, and the GGVF model emphasizes
the image structure by paying more attention to the edges by using two varying weighting
functions. However, the CN-GGVF model also adopts the two varying weighting functions
that are identical to those in the GGVF model, the CN-GGVF snake cannot converge to
the various concavities at all, the reason is that the component normalization operation
changes the direction of the vector field. Taking the heart image as an example, Figure 2i
presents the associated GGVF vector field around the entrance of the concavity, one can see
that the vector field in the blue circle is approximately horizontal, since the vector left to the
blue circle is downward, it drives the snake contour into the concavity. Figure 2h presents
the associated CN-GGVF vector field, where the vectors in black and red are these before
and after component normalization, respectively, it is clear that the CN-GGVF field in the
yellow circle before component normalization (in black) is similar to the GGVF vector,
however, due to the component normalization, the CN-GGVF vector (in red) is upward,
and pushes the snake contour out of the concavity. As a result, the CN-GGVF snake stops
at the upper half of the concavity. This example tells us that component normalization is
not always beneficial to the evolution of the snake contour. The concavities in the man
and cat images are semi-close, and the CN-GGVF snake is also not good at converging to
these concavities. Therefore, the improper use of the weighting function may cause the
opposite effect. Of course, the appropriate use can greatly improve the accuracy of the
model, such as the application in [62]. The GVF and VEF snakes just failed in one case,
and we will see later that the shortcoming of the VEF snake is that it does not perform well
when preserving weak edges. The NGVF snake just works well on the man concavities,
and since the limited capture range, the initial contour for the cat image is very close to the
cat at the left-bottom corner.

4.3. Weak Edge Preserving

Figure 3a is an example of testing the ability of the HBGVF model to retain the weak
edge of the image. The outer ring of the image is seriously blurred in the upper right corner.
Refer to the edge diagram in Figure 3b. It can be seen that the contour of the snake is easily
attracted to the inner ring of the strong edge. Since it is a pair of contradictions to enlarge
capture range and to preserve weak edge simultaneously, the regularization parameters
are tuned to μ is 0.1 for GVF, NGVF, and HBGVF, k is 0.01 for the GGVF and CN-GGVF,
the size of region D for VEF model is just one twenty-fifth of that of the image, k for HBGVF
is 0.01. One can see that the HBGVF snakes can preserve the weak edge well although the
diffusion parameter μ is identical to those of the GVF and NGVF; the reason behind this
observation is that the HBGVF model takes into account the image structure. Although the
kernel size for the VEF is very small and the initial contour for the VEF snake is close to
the object, the snake contour yet collapsed at the weak edge. The CN-GGVF and GGVF
snakes also stop at the weak edge and the convergence results are almost identical due to
the similar diffusion mechanism, when compared with that of the HBGVF snake, the result
of the HBGVF snake is smoother, this observation implies the HBGVF field is more regular.
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Figure 2. Convergence to concavities. (a) Test images: heart image, man image, and cat image.
Evolution and convergence results of the (b) GVF snake, (c) GGVF snake, (d) VEF snake, (e) NGVF
snake, (f) CN-GGVF snake, and (g) HBGVF snake. (h) The CN-GGVF field, the vectors in black and
red are these before and after component-normalization, respectively, (i) the GGVF field.

Figure 3. (a) Test image, (b) edge map. Convergence results of each model: (c) the GVF snake,
(d) the GGVF snake, (e) the VEF snake, (f) the NGVF snake, (g) the CN-GGVF snake, and (h) the
HBGVF snake.
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4.4. Test Results of HBGVF Model on Real Images

In order to further highlight the comprehensive performance of the HBGVF snake, we
used several real images for comparison. Figure 4 presents a gear image, where there are
more than ten semi-close concavities with order number.

The parameter k is 0.2 for the GGVF and 0.3 for the CN-GGVF in order to get a balance
between entering the concavities and preserving a weak edge, the parameters for other
models are identical to those in Figures 1 and 2. One can see that the GVF snake converges
to the concavities from #0 to #9, although it collapses at the two teeth around concavity
5. The GGVF snake converges to the concavities from #0 to #8, and it seems that the
GGVF snake is good at preserving a weak edge, in fact, one can see that there is contour
entanglement from the right part in Figure 4d, which is a zoomed-in version of the blue
rectangle in the left part. The VEF snake suffers from weak edge leakage, and collapses at
most of the teeth, see Figure 4e. Figure 4f is the result of the NGVF snake treatment, which
manifests that the NGVF snake is not good at concave convergence, and this observation
agrees with that in Figure 2. The CN-GGVF snake performs similarly to the NGVF snake,
see Figure 4g. Since the HBGVF takes into account the image structure, the HBGVF snake
converges to the concavities from #0 to #12 except the 11th one. However, from the zoomed-
in part of the blue rectangle in the left part, HBGVF snakes also performed poorly, as shown
in the right part of Figure 4h; in fact, the performance in this example can be enhanced by
decreasing the parameter k in HBGVF.

Figure 5 presents a second real image, a flying eagle, and the feathers on the wings
are difficult for the active contour to extract. In order to get a balance between extracting
the feathers on the wings and enlarging the capture range, the regularization parameter
μ is 0.05 for GVF, NGVF, and HBGVF, k is 0.05 for the GGVF and CN-GGVF, the size of
region D for the VEF model is just one sixty-forth of that of the image, k for HBGVF is 0.01.
The white dash-point lines are the initial contour and the red solid lines are the convergent
results. As can be seen from Figure 5a, the GVF snake works well except for the feathers on
the right wing. Figure 5b shows that the GGVF snake yields good results in extracting the
feathers on both wings, however, it is trapped in local minimum behind the tail. The result
of the VEF snake is reported in Figure 5c, and it is obvious from the results that the snake
contour is trapped in a local minimum and also fails on extracting the feathers. The NGVF
and CN-GGVF snakes are also trapped in a local minimum, see Figure 5d,e, respectively,
and the CN-GGVF snake cannot enter the concavities formed by the feathers. On the
contrary, Figure 5f shows that the HBGVF snake works well on extracting the feathers and
is not trapped in a local minimum, which manifests that the HBGVF field is regular.

Figure 4. (a) Original test metal gauge image; (b) edge map; the convergence results of each model:
(c) the GVF snake, (d) the GGVF snake, (e) the VEF snake, (f) the NGVF snake, (g) the CN-GGVF
snake, and (h) the HBGVF snake.

Figure 6 presents a medical image, and for the weak edge shown in the white box
in Figure 6a, the snake contour is prone to leakage here, the intensity inhomogeneity is
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also a difficulty. In order to achieve a balance between maintaining the weak edge and
overcoming inhomogeneity, the regularization parameter μ is 0.02 for GVF, 0.03 for NGVF
and HBGVF, k is 0.03 for the GGVF, and 0.07 for the CN-GGVF, the size of region D for
VEF model is just 1/144 of that of the image, k for HBGVF is 0.01. One can see that there is
weak-edge leakage and local minimum trap simultaneously for the GVF, VEF, and NGVF
snakes. The GGVF, CN-GGVF, and HBGVF snakes yield similar results, where there is no
weak-edge leakage or local minimum trap. It is clear that the μ for HBGVF and NGVF are
identical, and even larger than that for the GVF, however, the HBGVF snake preserves a
weak edge well, the reason behind this observation is that the HBGVF model takes into
account the image structure. Figure 7 shows more results of the HBGVF snake on real
images, the initial contours are dash-point lines and the convergence results are the solid red
lines. The first row presents flowers and leaves and the HBGVF snake extracts the objects
accurately, the second row shows three eagles and the difficulty for the HBGVF snake is
similar to that in Figure 5, the HBGVF snake also yields satisfactory results. There are three
medical images in the third row, and in each panel, the image on the left is the original
image with initial contour, from which one can see the blurred and weak boundaries of
the objects. The display result on the right shows that the HBGVF snake can satisfactorily
delineate the object boundaries.

Figure 5. The convergence results of each model: (a) the GVF snake, (b) the GGVF snake, (c) the
VEF snake, (d) the NGVF snake, (e) the CN-GGVF snake, and (f) the HBGVF snake. In order to get a
balance between preserving the feathers on the wings and enlarging the capture range, the regularization
parameter μ is 0.05 for GVF, NGVF, and HBGVF, k is 0.05 for the GGVF and CN-GGVF, the size of region
D for VEF model is just one sixty-forth of that of the image, k for HBGVF is 0.01.

Figure 6. (a) Test medical image; the convergence results of each model: (b) the GVF snake, (c) the GGVF
snake, (d) the VEF snake, (e) the NGVF snake, (f) the CN-GGVF snake, and (g) the HBGVF snake.
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Figure 7. More examples of the convergence results of the HBGVF snake.

5. Conclusions

To sum up, the smoothness constraint formula is expressed in the form of a matrix,
and the image structure represented by the Hessian matrix is introduced into the GVF
model. This GVF model based on the Hessian matrix is abbreviated as HBGVF. Through the
above theoretical analysis and experimental comparison, it can be proved that compared
with other GVF-based models, the HBGVF snake has many advantages, such as excellent
convergence on various concave surfaces, retaining weak edges, and so on. The above
experiments include synthetic images and real images in real life. These experiments have
proved the excellent characteristics of the HBGVF model. The proposed HBGVF model can
also be employed for other applications such as those in [63–72], and this is our next goal.
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Abstract: Digital technologies have recently become more advanced, allowing for the development
of social networking sites and applications. Despite these advancements, phone calls and text
messages still make up the largest proportion of mobile data usage. It is possible to study human
communication behaviors and mobility patterns using the useful information that mobile phone data
provide. Specifically, the digital traces left by the large number of mobile devices provide important
information that facilitates a deeper understanding of human behavior and mobility configurations
for researchers in various fields, such as criminology, urban sensing, transportation planning, and
healthcare. Mobile phone data record significant spatiotemporal (i.e., geospatial and time-related data)
and communication (i.e., call) information. These can be used to achieve different research objectives
and form the basis of various practical applications, including human mobility models based on
spatiotemporal interactions, real-time identification of criminal activities, inference of friendship
interactions, and density distribution estimation. The present research primarily reviews studies
that have employed mobile phone data to investigate, assess, and predict human communication
and mobility patterns in the context of crime prevention. These investigations have sought, for
example, to detect suspicious activities, identify criminal networks, and predict crime, as well as
understand human communication and mobility patterns in urban sensing applications. To achieve
this, a systematic literature review was conducted on crime research studies that were published
between 2014 and 2022 and listed in eight electronic databases. In this review, we evaluated the most
advanced methods and techniques used in recent criminology applications based on mobile phone
data and the benefits of using this information to predict crime and detect suspected criminals. The
results of this literature review contribute to improving the existing understanding of where and
how populations live and socialize and how to classify individuals based on their mobility patterns.
The results show extraordinary growth in studies that utilized mobile phone data to study human
mobility and movement patterns compared to studies that used the data to infer communication
behaviors. This observation can be attributed to privacy concerns related to acquiring call detail
records (CDRs). Additionally, most of the studies used census and survey data for data validation.
The results show that social network analysis tools and techniques have been widely employed to
detect criminal networks and urban communities. In addition, correlation analysis has been used to
investigate spatial–temporal patterns of crime, and ambient population measures have a significant
impact on crime rates.

Keywords: mobile phone data; call detail records (CDRs); urban human mobility patterns;
human communication behavior; urban dynamics; criminal networks; social networks; urban crime
prediction; urban sensing; systematic literature review
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1. Introduction

Even though digital technologies have become more advanced in recent times and
allowed for the development of social networking sites, computer software applications,
and emails, research findings have shown that phone calls and text messages still represent
the greatest proportions of mobile data usage. Statista, a German company specializing in
market and consumer data, estimated that the global number of mobile subscriptions would
exceed 8 billion as of 2020. Whenever mobile phone users initiate an activity (e.g., calling,
texting, and connecting to the Internet), this action is recorded by the mobile network
operator. The information saved includes such details as each call’s duration, timestamp,
and location at which the interaction started. When considering the aforementioned
points along with the mobile subscription figure, it could be concluded that tremendous
amounts of mobile phone data are generated every day. Maintaining such rich data,
which comprise the details of individuals’ behaviors and activities, is advantageous in the
sense that human communication behavior and mobility patterns can be studied at a low
cost. The accessibility of this data has been reflected in various studies and disciplines
over the years in terms of the ubiquitous use of mobile phone data [1]. For instance,
publications have focused on urban sensing, safety, health, emergencies, transportation
planning, and criminology.

Mobile phone data are log files collected from the users by mobile network operators
during the service provision process. They contain all of the interactions that the user has
initiated with the network, whether actively (e.g., when making a phone call, sending a
text message, or accessing the internet) or passively (e.g., when switching the phone on
or off, receiving a signal from the mobile network, or changing the type of connection).
They also contain the details of each of these interactions, such as the phone numbers of the
caller and receiver, the timestamp, and the duration and location of the interaction (i.e., the
cell tower ID). Every telecommunications service provider (TSP) records users’ interactions
with the cellular network whenever they engage in an activity on their mobile devices; here,
the data are recorded in the service provider’s database.

Mobile phone data have proven to be the most prominent form of data, helping us
understand the microscopic details of social networks, human mobility, and human be-
havioral patterns [1]. For instance, they have enabled us to understand how members of
a target population (i.e., users) change their communication (e.g., calling) behavior and
mobility patterns following an emergency event, such as a terrorist attack [2]. Unsurpris-
ingly, mobile phone data have become a topic of discussion in various studies and the
centerpiece of many real-world applications [3,4]. In such contexts, they are used to infer
social ties and interactions among individuals [5], estimate daily population dynamics [6],
map tourist travel behaviors [7,8], identify suspects [9], detect criminal networks based on
communication behaviors [10,11], detect criminals based on mobility patterns [12], predict
crimes and criminal behaviors [13,14], understand human mobility patterns in urban envi-
ronments [15], and estimate human mobility and behavior under emergency events, such
as natural disasters [16], migration streams [17], reprisals of organized criminals or militia,
and the spread of infectious diseases.

When considering the applications described above, it becomes apparent that mobile
phone data are among the most reliable sources of information that could help sense and
record human activities. Moreover, they have a great potential for being used to reveal
many aspects of human mobility patterns and communication behaviors. Therefore, using
these data can help us to accurately and effectively predict and understand individual
friendship relationships, criminal relationships, social ties, and interactions based on calling
behaviors, as well as humans’ way of living, which has always been inextricably linked [18]
with movement patterns.

In the last decade, mobile phone data have been used as sensors for detecting human
mobility and communication behaviors. Due to the wide use of smartphones and the fast
growth of telecommunication networks, a large quantity of data on how people move and
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behave across space and time has been recorded. The digital traces left by smartphones
provide valuable, real-time information about various human activities.

For example, mobile phone data have been used to indicate the presence or absence of
humans during certain times and at specific locations [19]. Thus, in criminal investigations,
location-based mobile phone data could be used to indicate the presence of suspects in an
area at a certain time where a crime has taken place, to monitor the spatial and temporal
fluctuations of a population’s activities in a given area, to estimate the mobility flow of
visitors, and to infer land use (i.e., commercial, industrial, residential, and educational)
based on the total call volume or number of calls managed by a given cell tower over a
given period of time [4,20]. Because these measures and assessments are extracted from
mobile data, the data have become a topic of academic discussion and the centerpiece of
many real-world applications.

For example, Refs. [21–23] depicted human mobility patterns from mobile phone
data by extracting spatiotemporal features in the form of timestamps and cell tower IDs.
These features were used to estimate or count the number of times a mobile phone device
communicated with a given cell tower. These parameters and measurements aided in the
investigation of the relationship between human mobility patterns and crime patterns.

Similarly, spatiotemporal features, such as cell tower IDs, timestamps, and call logs,
have been extracted to depict other aspects of human activities, such as identifying resi-
dential and working activity to evaluate adherence to NPI policies, such as stay-at-home
regulations or recommendations [24–26]; to estimate migration flow [18]; and to calculate
the number of trips made between an origin (e.g., home) and destination (workplace) [27].
These measurements were calculated based on the definition of home and work locations,
where home is indicated as the most frequently used or contacted cell tower during night-
time hours (7 p.m. to 7 a.m.) and work is indicated by the most frequently used cell tower
during the day.

Another example of a practical application of human activity characteristics that can
be extracted from mobile phone data is the detection of criminal social interactions. For
example, social networks can be created among individuals making or receiving calls or
messages who are classified as actors (nodes) within the network; each link between actors
is represented by the type of communication (call or message). Some studies [28,29] have
diagrammed criminal networks by analyzing criminal communication (calling) behaviors,
such as call frequency, maximum and minimum numbers of incoming or outgoing calls
and messages, and temporal changes in mobile phone call patterns. This process, wherein
specific social groups are identified along with their internal structures and communities,
is referred to as social network analysis (SNA). SNA can be harnessed to determine the
relationships and interactions between criminals by reconstructing the communication rela-
tionships that are obtained from mobile phone data as a network, where a node represents
a criminal and an edge represents a communication (i.e., a phone call or a message). This
method of analysis has been widely adopted in mobile phone data studies since it can help
criminal investigators determine who belongs to a criminal organization, who heads it, and
the relationships that exist within it. Using this approach in the study of criminal networks
allows criminal investigators and experts to understand a network’s hierarchy, its key
leader, and subordinate leaders, and label the various levels of the criminal organization.

Here, we review existing studies that utilize mobile phone data with a particular focus
on detecting and predicting criminal behaviors from people- and place-centric perspec-
tives [13]. This includes studies that employ data on the prediction of crimes and criminal
activities, the identification and detection of suspects and criminals, and other studies
related to criminological research, such as exploring the relationship between human mo-
bility patterns and crime patterns. We also shed light on the methods that employ mobile
phone data to understand the dynamics of human behavior and mobility in urban sensing.

Although studies [1,3] made impressive contributions by exploring the applications
of mobile phone data in social networking and urban sensing, knowledge about the
use of mobile phone data in criminology research is lacking. Thus, a systematic review
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is needed to fill this gap by investigating the current state of mobile phone data use
and applications in criminology research. Such an investigation would help to offer an
overview of current approaches used to fight crime, prevent criminal activities, and detect
criminal organizations. In addition, investigating these approaches can generate significant
information about the tools and methods previously used to analyze mobile phone data, as
well as provide a broader understanding of people’s actions and activities in the areas in
which they live and socialize and categorize individuals according to their mobility patterns
so that the authorities can determine population flows in these zones before and during
crimes. Thus, this study was motivated by a desire to enable researchers to create effective
methods for extracting useful information from mobile phone data. These well-designed
methodologies will enhance the process of identifying suspects and predicting crimes and
provide a more complete picture of the dynamics of criminal behaviors from a people- and
place-centric perspective.

Thus, this review aims to examine and explore the applications derived from human
behavioral patterns extracted from mobile phone data in criminology research and evaluate
the characteristics of multiple analysis perspectives (mobility patterns, communication
behaviors, and social interactions) that have been derived from mobile phone data to
depict aspects of human behavior and activity. The review also focuses on analyzing and
explaining the choice of human features and characteristics, such as spatiotemporal and call
features, that have been extracted to model human mobility and communication patterns
in the context of criminology.

1.1. Survey Analysis

Limited types of reviews and survey articles related to mobile phone data have sum-
marized applications in the mobile phone data domain. Notably, Refs. [1,3,4] presented
comprehensive surveys about different applications of mobile phone data. Blondel et al. [1]
reviewed social network applications that can be derived from mobile phone data in
various disciplines and domains, such as social relationships, urban sensing, epidemics,
public transportation, data protection, and criminology, with a major focus on studies that
construct social networks according to communications behavior (calling information).
Calabrese et al. [3] presented a comprehensive review of mobile phone data applications
in the urban sensing domain by discussing the different types of mobile phone datasets
and processing techniques that have been created in this domain. Okmi et al. [4] pre-
sented surveys about different methods, characteristics, and features used for assessing
and predicting human behaviors in various domains such as urban sensing, criminology,
transportation, and health. Bhattacharya and Kaski [30] reviewed the human social net-
work application, one of the social network applications in the mobile phone data domain.
Ghahramani et al. [31] reviewed another survey paper about mobile phone data in the
urban sensing domain. The authors presented a survey of the techniques and methods
that have been used with mobile phone data in urban sensing applications, such as urban
planning and public safety, by discussing the strengths and weaknesses of various ap-
proaches and comparing their advantages and disadvantages with those of other mobility
datasets that capture people’s mobility patterns, including GPS, handover records, and
location data.

Nevertheless, multiple analytical perspectives on mobile phone data that consider
human communication behavior, social networks, and mobility patterns at various levels of
mobile phone data (i.e., individual, aggregated, and cell tower data) have yet to be fully in-
vestigated. Studies of urban sensing domains are typically based on the use of mobile phone
data that have been aggregated at the cell tower level, which provides only spatiotemporal
information. Therefore, studies focusing on urban sensing domains have mostly discussed
the analytical perspective of human mobility analysis patterns. Although [1] sheds light on
various mobile phone data applications derived from different types of mobile phone data
(i.e., individual, aggregated, and cell tower data), crime applications in mobile phone data
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have not been fully reviewed or discussed. Furthermore, new crime applications in mobile
phone data have not been explored or investigated since that review.

This study differs from the previous survey framework in the sense that it examines
and investigates various processing techniques and analytical perspectives that have been
built based on mobile phone data at various levels to capture many aspects of human
behaviors. These analytical perspectives, such as human mobility patterns, communication
behaviors, social interactions, and mobile phone usage activities, have been built on multi-
ple spatiotemporal and call characteristics extracted from mobile phone data. Even though
Blondel et al. [1] aimed to review social network applications built on analyzing human
social interactions that can be derived from mobile phone data and Calabrese et al. [3]
presented a survey of urban sensing applications that are built on analyzing mobility pat-
terns, knowledge about the use of mobile phone data in crime applications is still lacking.
Thus, this study is the first to review the research focused on human mobility patterns,
social interactions, and communication behaviors in crime applications and urban sensing
applications. Figure 1 illustrates the multiple analytical perspectives and applications that
this study has investigated and evaluated.

 

Figure 1. Multiple analytical perspectives and applications based on mobile phone data at various
levels capture aspects of human behaviors.

The primary contribution of this systematic literature review (SLR) is to provide a
comprehensive overview of the applications of mobile phone data in crime-control research.
As a comprehensive SLR on this topic is lacking, the present study represents the first
attempt to carry out a critical analysis of this topic. To achieve this goal, a thorough search
of eight top scientific databases (i.e., the Association for Computing Machinery Digital
Library, Institute of Electrical and Electronics Engineers Xplore, Multidisciplinary Digital
Publishing Institute, Sage, Science Direct, Scopus, SpringerLink, and Web of Science) was
performed, and 107 primary studies that met the study’s scope and criteria were retrieved.
This study involved four steps. The first was to extensively and systematically review the
current state of mobile phone data use in crime applications, especially in those involving
the identification and detection of criminals and the prediction of crimes. The second step
was to investigate empirical research using mobile phone data to predict human behavior
and mobility patterns in urban sensing applications. The third step involved providing
a taxonomy for the final dataset of articles based on the scientific approach used and the
research questions answered. The last step was to point out the potential challenges faced
by this body of literature’s state-of-the-art techniques and to provide potential directions
for future research.
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1.2. Mobile Phone Data Types (Levels)

Generally, the mobile phone data record the users’ interactions on a mobile network
and include details such as the IDs of the caller and the callee, the duration and timestamp
of the interaction, and the location of the parties involved in the interaction (as determined
by the cell tower ID). However, the data can be further divided into two types: a type
that records the details of an interaction between a mobile device and the network, known
as event-driven mobile phone data, and another type based on the cell tower location
updates of mobile phones, known as network-driven mobile phone data (see Okmi et al. [4],
Section 3, for more details about mobile phone data types).

The structure of the paper is organized as follows: In Section 2, we present the research
methodology. In Section 3, we present the results of the SLR. In Section 4, the study
taxonomy is presented. Section 5 addresses the research questions and discusses recent
advances in detection methods. Section 6 discusses privacy concerns, investment behavior,
and challenges. Section 7 defines the current problem and proposes a system model.
Section 8 offers recommendations for future research and concludes the review.

2. Methodology

This section outlines the research methodology used for the study. A systematic
literature review was conducted by adopting Kitchenham’s guidelines [32] for search
processes, inclusion and exclusion criteria, and data extraction. This study follows the
reporting guidelines of “PRISMA” (“Preferred Reporting Items for Systematic Reviews”), which
consist of a 27-item checklist and a 4-phase flow diagram for the selection of papers. The
PRISMA statement by Liberati et al. [33] was used for the study selection process. This
study also performed a bibliometric analysis along with the SLR to provide more thorough
insights into the topic. Figure 2 shows the roadmap of the SLR, which clarified the planning
of the review regarding the following points: the formulation of research questions, the
study selection process, eligibility criteria (inclusion and exclusion criteria), bibliometrics
and data extraction and synthesis strategies, study taxonomies, research questions, and
future work. The systematic literature review road map begins with defining the main
contributions and objectives of the review to allow the formulation of the research questions
needed to achieve the study objectives. To answer these questions, a systematic review and
bibliometric analysis were conducted to provide a thorough analysis of the topic. In the
next stage, the studies were summarized, and a taxonomy based on the scientific approach
was produced. This taxonomy helped to answer the research questions while establishing
the current state of the research trends and applications of mobile phone data. In the final
step of the road map, study limitations and future work were discussed.

2.1. Research Questions, Explanations, and Motivations

The comprehensive, systematic literature review presented in this research will focus
on studies that have explored the use of mobile phone data to detect suspicious movements,
crimes, and suspects; to predict human behaviors; and to understand human communica-
tion behavior. Two primary research questions have been developed for the present work,
which are designed to determine the current status of mobile phone data and to investigate
the different characteristics of studies that have employed mobile phone data in a variety of
fields. As far as we are aware, there are no previous studies that have reviewed advancements
in the field of mobile phone data using the specific inclusion criteria of the present research.
This is a significant reason for which we wish to carry out this review. Below, we formulate
two research questions with their explanations, as presented in Table 1 of this study.

1. RQ1: What are the current state-of-the-art methods and techniques regarding the use
of mobile phone data in crime applications, especially in identifying suspects and
predicting crimes?

2. RQ2: How can identifying empirical mobile phone data studies to predict human
behavior and mobility patterns contribute to a clearer understanding of the dynamics
of criminal behavior contexts from a people- and place-centric perspective?
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Figure 2. A systematic literature review roadmap that details the phases and stages investigated
in this review will provide a more complete picture of the current state of research methods and
techniques using mobile phone data.

Table 1. Research questions, explanations, and motivations.

Research Questions Explanation

RQ1

Several studies have employed mobile phone data to predict crimes and criminal behaviors
and to identify criminals and suspects. The present review offers a new and deeper insight
into the advanced methods used nowadays in crime applications based on mobile phone

data and the benefits of using such data to predict crimes and identify suspects.

RQ2

Mobile phone data have been used in a variety of studies to understand human behaviors
and mobility patterns. More precisely, the spatiotemporal information provided by mobile
phone data can provide clearer insights into human movements in various applications and
academic fields. For instance, mobile phone data has been used to explore human mobility

patterns and detect certain types of behaviors in cities and urban zones where criminal
activities are much more likely to occur. Mobile phone data have thus been used in different

crime and urban sensing applications to serve different purposes, such as defining the
actual populations at risk, investigating the relationship between human dynamics and

crimes, and inferring land use types based on human dynamics and interactions. For all the
above reasons, the defined research question stimulated this investigation of mobile phone

data usage in urban sensing, and the results should enable researchers to create more
effective methods for extracting useful information from mobile phone data.
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2.2. Study Selection

The flow diagram for selecting candidate articles consists of the following phases:
identification, screening, eligibility, and inclusion. Figure 3 shows the PRISMA flow
diagram for the study selection processes.

Figure 3. The four-phase flow diagram for the selection of papers.

The first phase comprised the process of identifying the most relevant research articles
from reliable database sources by running the following search query (“call detailed records”
OR “call detail records” OR “call data records” OR “mobile phone datasets” OR “mobile
phone data” OR “mobile phone networks” OR “mobile phone network data” OR “mobile
network data” OR “mobile network activity” OR “mobile communication data” OR “mobile
phone call detail records”) under the “Search Within Title”, “Abstract”, and/or “Keywords”
filters. The search query parameters were adjusted appropriately to account for the default
configurations of the databases. A notable case is the AND operator, which is implemented
by default between the Search Within terms. This makes it difficult to combine two
search terms by using the OR operator against the Title, Abstract, and Keywords filters.
For instance, the searches within the SAGE and MDPI databases were run against the
Abstract filter because this yielded more results (i.e., publications) as compared to the
Title and Keywords filters. Accordingly, the results obtained from the Abstract filter were
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ensured to be inclusive of the results produced by both the Title and Keywords filters. To
ensure a comprehensive search of articles, the search query was run on the following eight
database sources: ACM Digital Library, IEEE Xplore, MDPI, SAGE, Science Direct, Scopus,
SpringerLink, and Web of Science. These databases offer highly advanced search options
that allow the researchers to fine-tune their queries, in addition to their ability to produce
accurate citation data, remove duplicated results, and exclude certain materials such as
patents and gray literature. In contrast to the aforementioned databases, Google Scholar
(GS) was excluded from the present study due to its limited search functionality, inaccurate
reporting of metadata, and inability to remove duplicated results.

The performed search yielded a total of 3796 publications based on the given criteria.
The obtained data were imported into a Microsoft Excel spreadsheet and EndNote and
later ordered by relevance in preparation for the subsequent phases. Figure 4 illustrates a
flow chart for retrieving relevant studies through the search of databases.

Figure 4. Flow chart for retrieving relevant articles through the search of databases.

The parameters that were used to search the database sources in the identification
phase are presented in Table 2. These parameters facilitated the subsequent phases by
setting the content language to English and the publication time to the period from 2014
through 2022. This ensured that articles written in languages other than English or before
2014 were omitted from the search results. It is noteworthy that, for the ScienceDirect
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database, the search query was iterated twice since the database only allows up to 8
OR operators to be included at once. Accordingly, the search was first performed with
8 keywords, then again with the remaining keywords. Subsequently, the results from each
search iteration were merged together into one list.

Table 2. Set of parameters that were applied at the identification phase to filter each database.

Phases in the
Selection of

Papers
Database

Number of
Returned Articles

Timespan Content Type Search Within

Identification
Phase

Scopus (SCP) n = 753 2014–2022 Article, Review
Article

Title, Abstract, and
Keywords

Elsevier
ScienceDirect (SD) n = 183 2014–2022 Article, Review

Article
Title, Abstract, and

Keywords

Web of Science
(WoS) n = 588 2014–2022 Article, Review

article

Topic (Title,
Abstract, and

Keywords)

IEEE Xplore (IEEE) n = 731 2014–2022 Article, Conference
paper

Metadata (Title,
Abstract, and

keywords)

SpringerLink (SL) n = 1371 2014–2022 Article,
Conference paper Abstract

Multidisciplinary
Digital Publishing
Institute (MDPI)

n = 62 2014–2022 Article, Review
Article Abstract

ACM Digital
Library (ACM) n = 83 2014–2022 Article Title, Abstract

Science And
Geography

Education (SAGE)
n = 25 2014–2022 Article Abstract

Total Papers identified in the identification phase (n = 3796)

The second phase was the screening phase, which incorporated the process of re-
moving duplicates from the obtained list of publications across all databases, followed
by a manual screening to exclude irrelevant articles based on their titles, abstracts, and
keywords. This step is crucial because many articles may fall under the given search query
but are published in irrelevant fields. This phase yielded a total of 2687 publications after
removing duplication and irrelevant articles.

The third phase was the eligibility phase, which involved reading the full text of
the articles selected from the previous phase. This phase assessed the articles against the
inclusion criteria to determine their eligibility (refer to Table 3). Therefore, the total number
of articles remaining after reading the full text is N = 107.

Finally, in the last phase, the articles chosen from the third phase were used to answer
the research questions of the present study. To avoid bias, all of the phases were reviewed
and performed by one author, and then a test–retest analysis was conducted by the second
author to assess reliability.
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Table 3. Eligibility criteria.

Inclusion Criteria (IC) Exclusion Criteria (EC)

Studies that present novel scientific contributions regarding the
use of mobile phone data in detecting and identifying suspects

and criminals.

Articles using mobile phone data in the context of smart
marketing; the transportation sector (such as transportation
planning, transport mode detection, and traffic prediction);

economic forecasting; and health sciences research.

Studies that incorporate mobile phone data to predict crimes,
perform spatial–temporal crime analysis, or have any other

bearing on criminological research.

Studies using mobile phone data to measure human mobility in
relation to the epidemiology of infectious diseases.

Studies that investigate the use of mobile phone data in home
and work location detection; mapping human population

density; classifying land use types; detecting social interaction
networks; and others.

Publications that are not written in the English language.

2.3. Data Extraction and Synthesis Strategy

This section is essential for any SLR to aid in designing the data extraction form
for the study results, and it is needed to help answer the research question. For this
purpose, an Excel spreadsheet was created to store essential data from the selected arti-
cles. The data extraction form includes four parameters. The following data points were
manually extracted:
DE1) The title of the article, the authors, the publishing journal, and other publication details.
DE2) Information related to mobile phone data types and their characteristics.
DE3) Information related to the mobile phone data domain and its applications; study area.
DE4) Information related to methods and techniques used in the mobile phone data domain.

The data synthesis was performed to accumulate and summarize the results of the
included primary studies as well as to extract quantitative and qualitative data from the
latter in forms that can be represented by tables, pie charts, bar and clustered bar charts, and
scatter charts. VOSviewer software was used to obtain a visual representation of the data.

3. Results

This section presents a summary of the results obtained from the study selection
process and includes details about the search results, the distribution of mobile phone data
types, and a visualization of the co-occurrence of keywords. The distribution of publication
type, publisher’s locations, most cited publications, distribution of analysis perspectives,
and publication years are also provided.

3.1. Search Results

A total of 3796 studies were initially identified from the eight databases in the identifi-
cation phase. In total, 2687 studies were subsequently excluded through the screening phase
based on the filtering of the titles, abstracts, and keywords, which resulted in greatly de-
creasing the number of papers and removing duplicate papers obtained across all databases.
Then, the results were further refined according to the eligibility criteria, and 2584 were
removed based on the exclusion criteria. Eventually, 107 studies were included as the final
set of selected articles in this review. Figure 3 depicts the four-phase flow diagram for the
selection of papers.

3.2. Publications Years

Figure 5 shows the publication years of selected studies as being between 2014 and
2022. It can be seen clearly that the research on mobile phone data has a steady indication
of publications.
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Figure 5. The distribution of selected articles by year of publication.

3.3. Publication Type

Figure 6 illustrates the distribution of publication types in mobile phone data. Out
of the 107 primary studies selected, we observed that 86 (80%) appeared in articles and 21
(20%) were published in conferences. These statistics demonstrate that articles are the most
active publication in the mobile phone data domain.

 

Figure 6. The distribution of publication types.

3.4. Mobile Phone Data Levels

Figure 7 illustrates the distribution of all mobile phone data types: mobile phone data
aggregated at the cell tower level; mobile phone data at the individual level, known as
call detailed records (CDRs) data; and mobile phone data at the aggregate level, known as
aggregated CDRs data.

350



Sensors 2023, 23, 4350

 

Figure 7. Distribution of mobile phone data types.

The charts illustrate that mobile phone data aggregated at the cell tower level exceed
mobile phone data at the individual and aggregated levels. A total of 58 studies (53% of
the 107 primary studies) investigated mobile phone data aggregated at the cell tower level,
while 35 studies (32% of the primary studies) examined mobile phone data at the individual
and aggregated levels, usually called CDRs and aggregated CDRs, respectively. Almost 15%
of the studies combined multiple data types; 7 (6% of the 107 primary studies) were survey
papers in which the authors studied and reviewed all mobile phone data levels, while 10
(9% of the primary studies) utilized mobile phone data at the individual and cell tower
levels. These studies used mobile phone data at these levels to investigate individuals’
social networks based on the calling information and to examine human mobility patterns
based on the spatial and temporal characteristics. For the sake of simplicity and clarity,
during the process of collecting information about the specific types of mobile phone data
explored in the literature, we found that there was misunderstanding, confusion, and
misuse of the correct terms for each mobile phone data type. For example, most studies
refer to mobile phone data that are aggregated at the cell tower level as CDRs data, while
CDRs data actually refer to mobile phone data at the individual level. For that reason,
we devoted time to clarifying which terms were used for what types of data, finding that
researchers and academics have referred to the vast majority of mobile phone data types
as CDRs data. To solve this issue, we relied on three things. The first was the attributes
that were utilized or investigated by a given study, where each mobile phone data type has
different attributes. For example, mobile phone data aggregated at cell tower level have
the following attributes: timestamp, user ID, and cell tower ID with the corresponding
latitude and longitude coordinates. On the other hand, mobile phone data at the individual
level (CDRs data) have the following attributes: caller and callee IDs; caller’s connected cell
tower ID; callee’s connected cell tower ID; duration; and timestamp. Second, they showed
whether the authors illustrated how the data were collected and generated, and third, what
application was investigated by a given study; for example, mobile phone data aggregated
at the cell tower level can capture users’ spatiotemporal change patterns based on the
spatiotemporal information provided by this data type, which is thus mostly related to
mobile phone data applications concerning mobility patterns. This procedure was tedious
and time-consuming, but our efforts should help future researchers differentiate different
types of mobile phone data and consider these points in the future.
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3.5. Citation Count

Table 4 shows the top 13 most cited articles from the primary studies. However, the
citation count is a time-variant variable, meaning that it will likely change over time. For
the data collection process, the Science Citation Index, Social Science Citation Index, Web of
Science, and Scopus are well-known tools for performing bibliometric analyses. However,
the data used in this study were collected from Google Scholar, which provided higher
citation counts than the aforementioned tools due to its ranking algorithm being more
inclusive by including non-peer reviewed papers, working papers, and preprint papers.
The total citation count of the 10 most cited papers in this domain is 3588.

Table 4. Top 10 most cited articles and reviews.

Reference Domain/application
Citation
Count

Year

[6] Mapping human population density 786 2014

[1] Constructing social networks from mobile
phone data 574 2015

[34] Detecting cities’ hotspots 397 2014

[20] Classifying urban land uses 347 2014

[13] Predicting crime 325 2014

[3] Developing urban sensing applications
based on mobile phone data 306 2014

[35] Inferring home and work locations 292 2014

[36] Mapping society-wide interaction
networks of two European countries 268 2014

[10] Detecting criminal networks 181 2014

[21]
Investigating correlations between human

mobility patterns and crime rates (i.e.,
crime statistics)

112 2016

Studies such as [1,3,6,20] have been the most influential due to, for example,
Deville et al. [6] and Pei et al. [20] being the first to present the ideas described in their re-
search. Pei et al. [20] solved the problem of inferring urban land use from mobile phone data
by improving the existing classification of different urban land uses, while Deville et al. [6]
was one of the first to use mobile phone data to map human population distributions
instead of employing traditional datasets, such as censuses and surveys. A criminology
study by [13] additionally employed mobile phone data to predict crime hotspots. Notably,
Refs. [1,3] provided thorough overviews (research surveys) of how mobile phone data are
used in different applications and domains. This table can be helpful for researchers and
scholars as an index or reference for not only the most highly cited papers, but also for
pinpointing papers on mobile phone data that they can use as starting points for further
research in this domain.

3.6. Place of Publication

Figure 8 shows the number of selected studies grouped by place of publisher (journal
publishing companies). It can be seen that the selected primary studies are chosen from a
variety of different academic publishers. However, as the bar graph demonstrates, Elsevier,
Springer, and IEEE have the highest share among 19 academic publishers with 56% (60
out of 107), which is not surprising. As a matter of fact, Scopus, which belongs to the
same publisher as Elsevier, IEEE, and Springer, returned the highest share during the
identification phase (the initial search result) with 75.2% (2855 papers out of 3796). We also
observed that famous world-class publishers such as PNAS and the Royal Society, which
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are among the most prestigious and highly cited multidisciplinary research journals, are
among the publishers in the mobile phone data domain.

 

Figure 8. The distribution of publisher channels.

3.7. Mobile Phone Data Methods and Problems

Here, we detail mobile phone data problems and provide a comparison of different
methods used to solve these problems (see Figure 9). Generally, mobile phone data prob-
lems can be divided into five main groups: classification, clustering, detection, estimation,
and privacy problems. The relevant studies have mostly been related to clustering prob-
lems. Thus, many mobile phone data studies have been conducted to solve problems with
clustering approaches in numerous applications. For example, in these references [20,37,38],
inferring land use types was identified as a clustering problem. In References [39–42], the
authors sought to identify users’ habits. In Reference [19], the authors clustered users based
on their weekly patterns.

Social network analysis techniques and metrics have been widely used to solve prob-
lems related to the community detection problem (CDP), community structure, and so-
cial network visualization. For example, detecting criminal networks has been seen as
a CDP. In References [28,29,43,44], the authors applied different community detection
algorithms to detect criminal networks. Novovic et al. [45] applied community detec-
tion techniques to infer a correlation between human dynamics and land use. Moreover,
Shi et al. [46] applied a community detection algorithm to detect the spatial interactions of
urban social communities.

Classification problems have been examined in studies aiming to identify suspects.
In References [9,47], classification algorithms were used to differentiate suspects from
non-suspects. Another example of a classification problem is predicting crime hotspots.
Bogomolov et al. [13] applied classification algorithms to classify crime hotspots into two
classes, high or low crime levels. Moreover, Ref. [48] used algorithms to classify land uses.
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Figure 9. Comparison of different methods and problems used in mobile phone data studies.

Furthermore, k-anonymity techniques and approaches have been suggested as solu-
tions to solve problems related to privacy risks and data protection, such as in [49,50]. For
estimation problems and correlation analysis problems, statistical measurements, such as
correlation coefficients and regression models, have been used; for example, Pearson’s cor-
relation coefficients were used in [6,51], whereas Spearman’s correlation was used in [21,52].
Finally, areal weighting, dasymetric mapping, and Voronoi tessellation techniques have
been used to solve problems related to spatial mapping and population mapping, such as
in [53–55].

3.8. Analysis and Perspectives

The percentage of the selected articles studying human mobility patterns is higher than
that of studies looking at communication behaviors. Figure 10 highlights this extraordinary
growth in the number of studies that utilize mobile phone data to investigate human
mobility and movement patterns, with these representing 66.4% (71 out of 107) of all studies,
as compared to the mere 18.6% (20 out of 107) that used such data to study communication
behaviors, and studies that investigate both human behaviors represented a further 15%
(16 out of 107). This observation may be attributable to the fact that mobile phone data
aggregated at the cell tower level were the most commonly investigated, as shown in
Figure 6, which shows the distribution of mobile phone data types under investigation,
and this type of data (mobile phone data at the cell tower level) reveals only information
about human spatiotemporal patterns. As a result, several applications related to human
mobility patterns can be derived from this data type, i.e., mobile phone data aggregated at
cell tower level. This finding may also be explained by privacy concerns that restrict and
increase the difficulty of accessing or acquiring mobile phone data at the individual level
(CDRs data), which might contain sensitive details such as spatiotemporal trajectories and
communication information about the receiving side of the communication, as opposed to
mobile phone data at the cell tower level, which does not reveal communication details.
Furthermore, due to difficulties seen in managing and processing CDRs data based on
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the nature of raw data, data cleansing and preprocessing, such as noise reduction and
managing sparsity constraints, is required.

 

Figure 10. Distribution of analysis perspectives in mobile phone data.

3.9. Network Visualization of the Co-Authorship Analysis by Country in Mobile Phone Data

This network in Figure 11 visualizes the worldwide co-authorship of the countries
that have published articles on mobile phone data by evaluating the performance of the
participating countries and the degree of cooperation between countries to produce papers
on mobile phone data. Each node inside the cluster represents a country, and the node
size refers to the publication weight, while the total link strength reflects the degree of
co-authorship links to other countries. For example, the United States, China, and the
United Kingdom have the largest proportion of publications in mobile phone data with
203, 181, and 131 publications, respectively, and the total number of co-authorship ties to
other countries is 229, 136, and 187.

Figure 11. Network visualization of the co-authorship analysis by country.

3.10. Co-Occurrence Network Visualization of Keywords in Mobile Phone Data Studies

This section describes the construction of the keyword co-occurrence map, which is
based on the co-occurrence data. The map in Figure 12 visualizes the co-occurrence network

355



Sensors 2023, 23, 4350

of the most frequently used keywords or search terms in mobile phone data studies. To
further understand the relationships between different clusters within the network, each
node has been made to represent its value or importance based on the occurrence weight of
the node itself and the strength of its link with other nodes (each node represents a search
term, links represent the occurrence of a pair of search terms, and the weight of the link
is represented by the co-occurrence frequency of each pair of search terms). Node size
refers to the frequency of the occurrence of a keyword (e.g., mobile phone data, detailed
call records, etc.) in the selected publications, and it is measured by the number of articles
that have used that keyword (or a corresponding term) in their list of keywords. The first
cluster contains blue nodes and is the largest of all seven clusters. It depicts mobile phone
data with a weight (occurrence) of 170 and 492 links, followed by human mobility with a
weight (occurrence) of 84 and 219 links. The blue cluster includes the following human
mobility pattern search terms: mobile phone data, human mobility, mobility patterns,
mobile communication, urban area, and others. The second cluster contains red nodes
representing terms related to mobile phone data types, such as CDRs data, and human
communication behavior, such as social networking, social network analysis, criminal
networks, big data, and economic and social effects. The third cluster contains green
nodes that represent terms related to human mobility patterns and their applications, such
as spatial–temporal analysis, population distribution and density, human activities, and
geographic mapping.

Figure 12. Network visualization of keywords in mobile phone data studies.

4. Study Taxonomy

This section describes the process by which the selected studies were organized and
categorized into structured taxonomies in a way that helps address the research questions
and sheds light on the current state of mobile phone data applications. A taxonomy is
presented in Figure 13 that contains categories and subcategories of mobile phone data
according to specific factors, including the analysis and processing techniques (analysis
perspectives), the dataset level (i.e., individual, aggregated, cell tower), and types of appli-
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cations. Generally, mobile phone data are utilized in the analysis of human communication
behaviors and mobility patterns; thus, the taxonomy is categorized according to aspects
related to the analysis perspectives of mobile phone data. Since the analysis of mobile
phone data occurs at three different levels, which are the individual, aggregated, and
cell tower levels, a new classification is made according to these levels. Similarly, the
processing techniques used to analyze mobile phone data on each level embrace numerous
applications that also require subcategorization as a new classification.

 

Figure 13. Taxonomy of research literature in mobile phone data.

4.1. Mobility Patterns (Main Category): The First Leg

The first leg of the study comprises mobility patterns, which are further classified into
one of the mobile phone data types (levels), in this case, mobile phone data aggregated at
the cell tower level. This leg discusses the studies that use mobile phone data aggregated
at the cell tower level. Such data store records that detail the user ID (caller ID), the
timestamp (e.g., call date, call time), and the location data (cell tower ID), where each
record is geolocated based on the nearest BTS. These details allow us to capture users’
spatiotemporal change patterns extracted from spatiotemporal information collected from
this type of data. Thus, mobile phone data aggregated at the cell tower level have been used
for several applications related to human mobility patterns, such as estimating populations,
identifying home and work locations, and identifying land use types.

Mobile phone data at this level are usually used to capture human mobility patterns
since only spatiotemporal information is recorded. Thus, the details at this level allow
for the estimation of a population in a certain block or area based on the phones that are
connected to the cell tower. Identification of visitors to and residents of an area is carried
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out by identifying nearby cell towers that the mobile devices are connected to most of
the time. Furthermore, the activities of mobile phone users within a given geographical
location can be captured by the cell towers connected to them, and changes in the location
of mobile phone users from one place to another can allow them to be identified as residents
or visitors based on human activity, represented by spatiotemporal characteristics obtained
from mobile phone data. These spatiotemporal characteristics that explain human activities
provide a wide array of applications, which will be discussed here.

Mobile phone data at the cell tower level cannot be used to investigate and study
human communication behavior and social communication patterns because they do not
contain information regarding calling patterns that illustrate details of the other side of
the communication. A full description is added later for the second leg when discussing
applications used for mobile phone data at the individual and aggregated levels, usually
called CDRs and aggregated CDRs, respectively. Thus, this leg mostly discusses human
mobility patterns based on mobile phone data aggregated at the cell tower level.

4.1.1. First Application: Estimating and Mapping Population Distributions

Many aspects of human activities are related to human mobility patterns, and inves-
tigating these patterns has become a common use of mobile phone data; this can be seen
clearly in the number of applications derived from this analysis perspective based on the
spatiotemporal characteristics that can be extracted from mobile phone data that cover
multiple aspects of human life activities. Importantly, this includes estimating and mapping
population distributions. Mobile phone data have been used to estimate population densi-
ties by mapping the hourly dynamics of population based on spatial-temporal trajectories
extracted from mobile phone data. To map the population’s presence at a cell tower, Deville
et al. [6] applied an interpolation method of spatial mapping known as areal weighted
interpolation (AWI), which allows the interpolation of coverage areas’ spatial division and
its attributes through areal intersection with spatial units, such as blocks or administrative
areas. In this manner, the areal weight of a census block can be intersected with the cell
tower coverage of a mobile network. This study led to further discoveries based on such ap-
plications. Sakarovitch et al. [56] aimed to estimate resident populations by using Voronoï
tessellation, which partitions the geographical space of cell tower coverage into Voronoï
polygons. By applying dasymetric mapping methods to enhance population mapping on a
more fine-grained spatial scale, Ref. [53] applied a two-step floating catchment area method
(2SFCAe) and land use regression (LUR).

However, as these methods only consider mapping populations based on spatial
distribution, to improve the mapping of the spatial distribution of cell towers with respect
to population and thus to map population dynamics, a more fine-grained spatial and
temporal scale is required; various researchers [55,57,58] have thus applied dasymetric
interpolation methods to map population distribution by integrating this with a temporal
perspective. The aim of such work is to use multi-temporal function-based dasymetric
(MFD) interpolation to enhance the accuracy of the spatiotemporal resolution of population
dynamic distributions by capturing temporal patterns. However, Liu et al. [59] criticize
previous work in mapping dynamic populations due to their failure to estimate a popu-
lation distribution at a fine temporal scale due to capturing the temporal patterns of the
population only over a given time period. Thus, they aimed to map population dynamics at
hourly intervals by reconstructing time series trajectories of hourly population density. In
their quest to enhance the accuracy of mapping population density distribution effectively,
Ref. [60] determined that a lack of ground truth data for the dynamic population density
distribution over various time scales might affect the estimation of a population at a finely
grained temporal resolution; they thus used the Tencent positioning dataset with fine-grain
temporal resolution as ground truth data for training in a deep learning model using a
deep convolutional generative adversarial network (DCGAN).

However, Salat et al. [54] criticized previous methods because they required a large
number of finely grained data sets in order to train a given model, such as census and
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satellite data. This is especially the case in some developing countries where census data
are not always available to validate the models; thus, the authors sought to provide a
model without requiring training datasets by applying a hierarchical clustering method
(hierarchical cluster analysis). References [61,62] sought to solve these problems related
to estimating the population density, such as data heterogeneity and multiple sources
of mobile network operator (MNO) data. They performed this by proposing two novel
methodological frameworks which they designed to correlate multiple mobile phone data
sources (location area-level data, CDRs, aggregated CDRs, and mobile phone data) from
multiple MNOs based on data fusion models and joint analysis techniques.

Taking this idea further, based on a similar aim to map and estimate population
distribution, Shi et al. [63] not only attempted to estimate population density distribution
but also strove to investigate the correlations between population density distribution and
public service facilities such as retail stores, businesses, hotels, culture and art facilities, and
parks. The findings of their study showed that the distribution of public service facilities is
strongly linked to population density during the day (daytime population).

4.1.2. Second Application: Investigating the Relationship between Human Mobility
Patterns and Criminal Activity Patterns

This application covers studies examining human behavioral activities as reflected in
spatiotemporal mobility patterns extracted from mobile phone data and their associations
with crime patterns. Empirically speaking, estimating how people move, measuring their
presence at a given place, measuring population risks, and estimating the flow of the general
population to provide information about criminals’ movements—all these measures have
been reconstructed or derived from spatial-temporal characteristics in mobile phone data
as part of investigations into their relationship with crime patterns, as well as to develop
a better understanding of spatiotemporal patterns of crime. References [13,14,64] were
some of the first studies that investigated the correlation between human mobility patterns
and criminal activity patterns in the mobile phone data domain. Traunmueller et al. [64]
aimed to observe such a correlation based on testing Jacob’s hypothesis, which suggests
that high population density and population diversity (age diversity, ratio of visitors, and
ratio of residents) reduce violent crime rates, and the results show that the relationship
between crime activities and the diversity of age and ratio of visitors was negatively corre-
lated. Bogomolov et al. [13,14] performed one of the first studies to investigate correlations
between human behavioral activities as depicted in spatiotemporal patterns from mobile
phone data and criminal activities. The authors used this data as a proxy to measure
people’s presence at a given place to predict the relevant crime levels (classifying crime
levels) in terms of “low crime levels” or “high crime levels”. These studies opened up the
type of data used in such applications, and [21,51,65] then went a step further by using
mobile phone data as a measure to estimate the ambient population (population at-risk). In
the [21] study, the authors measured the ambient population to investigate its relationship
with crime rates, with results that showed a strong correlation between the ambient popu-
lation and theft crimes, based on identifying “people who might commit theft”. Similarly,
Ref. [51] estimated the ambient population as an alternative measurement of the population
at risk to investigate the effects of the ambient population on the spatiotemporal patterns
for migrants and natives in terms of violence committed by migrants and natives, and
the results show that the ambient population has a positive relationship with migrant
violent crimes. Finally, Ref. [65] aimed to examine the relationship between the ambient
population and the spatial crime pattern of larceny-theft, with results showing that the
ambient population has a positive link with larceny-theft crimes.

Instead of estimating the ambient population as in previous studies, References [52,66]
investigated the correlations between exposed population-at-risk (population at risk of
exposure to violence), which may be a mix of criminals and victims, and temporal–spatial
patterns of violent crime in public to determine their impact on violent crime in pub-
lic spaces. Haleem et al. [52] aimed to evaluate the influence of exposed and ambi-
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ent populations-at-risk on violent crimes associated with the nighttime economy (NTE).
Lee et al. [66] built on the same notion of “exposed population-at-risk”, with the addi-
tion of the spatial and temporal characteristics of violent crime in public spaces. Finally,
Song et al. [67] attempted to determine whether the daily mobility flows of the general
population could provide a template for the daily mobility of criminals.

4.1.3. Third Application: The Detection of Homes and Other Meaningful Locations

Many studies have focused on identifying home and work locations, which can be
part of the analysis of mobile phone data. Not all studies were primarily focused on the
detection of home and work locations, but during the analysis phase, the detection of home
and work locations may have been required for preprocessing prior to further analysis.
This process has been widely followed with mobile phone data in many studies [5,12,13,18],
while other studies have mainly focused on detecting home or work locations [35,68,69].

Human mobility patterns extracted from mobile phone data have been used to model
daily human activities (for example, home, work, shopping, etc.) by parsing trajectory
features from spatiotemporal information into fixed locations. This indicates where people
conduct their activities or the locations where the most activity takes place. Therefore, daily
activity patterns based on mobile phone data can identify and estimate home and work
locations or other meaningful locations. Kung et al. [35] aimed to detect home and work
locations based on human mobility patterns. Two criteria were chosen to define home and
work locations, namely, the home location was identified as the most frequently visited
location during nighttime, and the work location was the most frequently visited location
during daytime hours. Empirically, identifying a person’s home means that a single cell
tower is allocated as their home location, so the most frequently used cell tower location
during the night hours, for example, 7 p.m.–7 a.m., is the approximate location of residence.
Tongsinoot and Muangsin [68] identified the home detection by correlating mobile phone
data with Internet data usage containing attributes such as mobile numbers, timestamps,
upload volume, download volume, cell tower ID, and network ID. This was conducted to
improve the detection of home and work locations, claiming that previous identification
methods are based on the time or duration criteria, where the proportion of staying time is
calculated to estimate the location. Vanhoof et al. [69] aimed to improve home detection by
defining five home criteria based on calling activities and mobility patterns.

4.1.4. Fourth Application: Urban Hotspot Detection

This part highlights scholarship that uses mobile phone data to detect urban hotspots
(hotspots refer to regions with higher concentrations of people, the most congested places,
or high-intensity crime areas) based on human mobility patterns. Louail et al. [34] sought
to detect urban crowd hotspot areas (areas considered to be dense) in 31 Spanish cities.
They performed this by extracting spatial–temporal characteristics, such as aggregating
every hour (because hotspots fluctuate over time as a result of human mobility patterns) the
total number of mobile users in each cell tower, which helps in turn to estimate population
density. After depicting user density based on human mobility, the authors then established
a threshold to identify hotspots by using a non-parametric method based on the logarithmic
derivative of the Lorenz curve. The threshold density population describes each cell i (cell
size is between 500 m and 2 km) with a density of users larger than the threshold δ for
the density ρ(i, t) > δ as a hotspot cell at time t, while Yang et al. [70] set out to detect two
types of urban human dynamics hotspots—convergent and dispersive hotspots—in the
city of Shenzhen, China. In order to identify human mobility hotspots, they applied an
unsupervised clustering algorithm, the X-means algorithm, statistical analysis, and kernel
density estimation (KDE). Similarly, the KDE method was used by Ghahramani et al. [71],
who aimed to detect hotspots in Macau, China. However, the authors extracted charac-
teristics of calling behaviors to illustrate urban population density, such as the frequency
of calls at different timestamps and the duration of calls, along with spatial and temporal
characteristics such as spatial objects referring to cell towers.
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4.2. Communication Behaviors and Mobility Patterns (Main Category): The Second Leg

The second leg comprises communication behaviors and mobility patterns at the
individual and aggregate levels. This section thus discusses what applications remain to be
derived from mobile phone data at the individual and aggregate levels, and what human
behavioral patterns may be captured by these data types.

Mobile phone data at both the individual level and aggregate level can be used to in-
vestigate and study human communication behavior and social communication alongside
mobility patterns due to the fact that mobile phone data at both the individual level and ag-
gregate level contains both communication information and spatial–temporal information.
Individual data do contain details that reflect attributes such as caller ID, callee ID, caller’s
connected cell tower ID, callee’s connected cell tower ID, duration of call, and timestamp,
which allows the development of applications related to communication behaviors such
as the mobile social networks (detecting social networking), the detection of criminal re-
lationships, inference of social ties, and various applications related to human mobility
patterns, such as the identification of suspects based on spatiotemporal characteristics, and
the detection of criminals based on their calling patterns and mobility behaviors, which all
will be discussed in this section. A full description of the applications derived from mobile
phone data at individual and aggregated levels is thus offered in the next section.

4.2.1. Social Network Applications

Mobile phone data’s application to the investigation of mobile social networks is a
solid and self-sufficient topic. The study of human sociality using mobile phone data
has evolved into a distinct field of study that gives insight into the dynamics of human
social networks [30], which explains the rapid expansion in the volume of such studies.
Mobile phone data have thus been used to study a huge range of human sociality-related
topics across various applications, including the investigation of social ties, the inference
of relationships, the detection of social networking communities, and the detection of
temporal or spatial social networks based on spatiotemporal characteristics.

4.2.2. First Application: Detecting Human Social Interaction Networks Based on
Spatiotemporal Mobility Patterns

This application focuses on studies that use CDRs to identify social communities based
on spatiotemporal mobility patterns, or, in other words, using mobility patterns as a means
to detect communities. Shi et al. [46] constructed human social network interactions in a
manner that aimed to discover spatiotemporal interaction communities arising from spatial
human mobility patterns extracted from spatiotemporal information in CDRs data, such as
the identification of the most frequented locations of users, identified as homes and work-
places, based on each user’s most active cell tower. To achieve this aim, the authors applied
two methods: the Newman method and the Moore community detection algorithm, which
detects social communities and uses the kernel density estimation method to visualize the
spatial distributions of different communities. Truică et al. [72] aimed to detect or cluster
groups of nodes that reflected social interactions based on spatiotemporal information
(mobility patterns) by applying the Louvain algorithm, a well-known community detection
algorithm, while Xu et al. [73] aimed to detect communities across faculty members and
students in a virtual campus mobile network based on spatiotemporal patterns of users’
trajectories. Lind et al. [74] built social networks that aimed to detect spatial–temporal
interaction communities based on human mobility patterns extracted from CDRs data;
however, the authors also extracted one additional attribute from CDRs data, Internet usage,
based on the fact that detecting communities based on just SMSs and phone calls limits the
registration of spatiotemporal information to cell tower contacts; adding internet usage to
represent interactions thus increases observed user events by allowing the visualization
of additional areas (spatial information) based on user-triggered events, such as browsing
or accessing the Internet. Sumathi et al. [75] aimed to build a social events network to
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detect and estimate the number of participants attending the Indian Institute of Science in
Bengaluru based on their mobility patterns.

4.2.3. Second Application: Detecting Human Social Interaction Networks based on Human
Communication Behaviors

This section discusses studies where human communication behavior is used as a
means to construct social networks. Schläpfer et al. [36] constructed social networks of
human interactions based on communication behavior extracted from CDRs data, such as
the total number of contacts, call volume, and number of calls, where subscribers (contacts)
are the nodes and the call volume and number of calls are measures of reciprocity to
quantify social ties between nodes. Their aim was to investigate the relationship between
the size of the city and human social interactions, which in turn scale superlinearly with
the city population size. Filipowska et al. [76] aimed to build user social profiles based
on call information, including the number and duration of phone calls, to visualize social
network activities among groups of users to help differentiate or classify relationship levels
based on defining weak or strong ties between individuals. Reference [77] constructed
students’ social networks based on communication behaviors represented by their calling
characteristics, such as the total number of calls and SMSs as well as call duration. Their aim
was to construct students’ social networks based on identifying chronotypes, such as owls
(evening-active) and larks (early risers and early sleepers). In this process, degrees were
assigned to each node and weights were assigned to each link in order to assess network
structures. Yu et al. [78] also constructed social networks of friend relationships based
on communication behaviors extracted from calling information that included the total
number of calls and SMSs, along with call duration, timestamps, and other measures, by
applying a semi-supervised algorithm. Their aim was to classify user relationships based
on the strength of social ties between two classes, “friends” and “non-friend”. Similarly,
Gaito et al. [79] built social networks to visualize human social interactions based on
communication information that included the number of calls and SMSs, call durations,
and call frequency. Their aim included investigating which communication channels, as
represented by phone calls and text messages, users preferred for their interactions.

4.2.4. Third Application: Inferring Social Network Based on Mobility Patterns and
Social Interactions

Other studies combined both types of human behaviors, such as [5,80], both of which
sought to capture macroscale patterns of mobility and social interactions. They studied the
interplay between human mobility patterns and human social interactions to investigate
how human mobility patterns influence social interactions.

Deville et al. [80] aimed to capture any relationships between human mobility and
social networks, based on combining three different mobile phone datasets simultaneously
to capture two perspectives on human behavior, defined by human mobility and social
networks. The results revealed that these two behaviors are not independent, as there
is a strong relationship between human mobility and communication patterns within
social networks: as distance increases, the average number of fluxes in social interactions
increases (number of calls) given the same volume of mobility fluxes (number of jumps
between two locations). Phithakkitnukoon and Smoreda [5] investigated the interplay
between human mobility and sociality (in terms of social tie strength) by extracting human
social behaviors from calling information such as the daily number of calls made and
received, call duration, and human mobility patterns as extracted from spatiotemporal
information such as the number of locations a person visited in a time period, the travel
distance range, and the degree of variation. Finally, Morales et al. [81] constructed an
ethnic interactions network based on mobility and communication patterns by correlating
two datasets, in which the first contains calling information and the latter contains spatial–
temporal information. The network aims to detect different ethnic and religious groups
in Ivory Coast by mapping each community to its geographically closest ethnic group. To
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achieve this goal, the authors applied community detection techniques such as the Louvain
community detection algorithm and a K-means clustering algorithm.

4.2.5. Fourth Application: Suspect Identification

This application arises from studies related to identifying suspects (people who are
thought to be involved in certain criminal activities), based on detecting suspicious activities
and movement patterns of all parties involved by examining the digital traces left by
mobile phone devices that depict communication behaviors and mobility patterns. Digital
traces left by people at locations where a crime has taken place, for example, can reveal a
representative sample of the population present at a crime scene at a given time. Table 5
shows different features and analytical perspectives used to identify suspects.

Table 5. Prior research on suspect identification.

Reference Features Description

[82] Spatiotemporal features

This study aimed to identify the most probable suspects in a given
case by correlating CDRs with other data sources, such as digital

video recorders (DVRs) and base transceiver station (BTS) log files to
help investigators with otherwise insufficient evidence pinpoint

hidden details about their suspects and gather further digital
evidence to show how a crime is committed. The author extracted

spatiotemporal information, such as the suspects’ various trajectories,
from CDR data and cell tower IDs that showed each suspect’s home
cell tower location along with other visited cell tower locations, to

prove involvement in the crime.

[83] Call features

This study aimed to identify suspects based on their calling
characteristics, including any phone calls made or received by the

suspects at the crime scene, in conjunction with archived CDRs data
drawn from a central database that contained details on previously
convicted criminals whose names had been recorded in older cases.

[84,85] Call and spatiotemporal features

These studies aimed to improve the identification performance of
suspects in terms of efficiency, effort, and scalability. To achieve this,

they proposed a system-based big data analytic process to extract
communication and mobility information from CDRs data, including

aspects such as the most frequent caller, the number of times the
suspect called other suspects, call frequency, suspect trajectories, and

the most visited location based on the most frequently used
cell tower.

[86] Spatiotemporal features This study proposed a terrorist detection system that aims to detect
suspicious activities based on user trajectories.

[87] Call and spatiotemporal features

This study aimed to investigate additional details by identifying
suspects and their accomplices. To achieve this, the authors extracted
calling and spatiotemporal information from the CDRs, such as calls
made and received by suspects and suspects’ trajectories near crime
locations, then applied MariaDB, an open-source relational database

management system (RDBMS), to analyze the CDRs data.

[9,47] Call features

Rather than applying traditional methods, these studies proposed
machine learning methods to tackle the identification process. They
applied classification algorithms that aimed to separate suspects from

non-suspects based on communication behaviors.

[88] Call features

Going one step further, some studies discussed the challenges
associated with analyzing CDRs to identify suspects. Marshall and

Miller [88] aimed to present different techniques and scenarios
suspects might use to avoid recording of their communication and

mobility activities, such as stealth SIM, voice changing, roaming
callback, and call obfuscation.
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4.2.6. Fifth Application: Detecting Criminal Networks

This application is drawn from studies that utilize CDR data to detect criminal net-
works based on communication behaviors and mobility patterns.

With regard to the detection of criminal networks based on communication behaviors,
Ferrara et al. [10] proposed a forensic analysis system named LogAnalysis, whose concep-
tual framework aimed to detect the most influential criminals in a criminal organization
by applying social network analysis (SNA) tools and metrics such as degree centrality,
closeness centrality, and “betweenness” centrality to identify both influential members and
less-involved members of criminal networks and to quantify the degree of the relationships
between vertices. Similarly, Refs. [11,28,29,43,44] proposed multiple forensic systems to
detect criminal networks based on the calling characteristics of criminal communication be-
haviors, including outgoing and incoming calls between two identified vertices (criminals)
and the maximum and minimum numbers of incoming or outgoing calls and messages.
The SIIMCO system created by [11] aimed to detect lower-level criminals and their imme-
diate leaders in a criminal network, as these are the most likely to be arrested, while the
IICCC by [43] and CLDRI by [44] systems aimed to detect high-level criminals, identified
as the most influential members in a criminal organization. ECLfinder [28] similarly aimed
to detect and classify both high-level and lower-level criminals in a criminal network.
Agreste et al. [29] aimed to uncover the underlying structure of Italian Mafia gangs and
detect their key leaders.

Other work focused on the detection of criminals based on mobility patterns:
Griffiths et al. [12] aimed to detect mobility patterns within specific terror networks (UK-
based Islamist terrorists) by extracting various spatial and temporal features such as the
locations most frequently visited by each criminal as reflected in their phones’ connections
with each cell tower, which would also allow the measurement of the relevant distances
between criminals’ home locations, crime locations, and other time-stamped locations.

5. Research Questions

The review introduces two research questions to cover the absence of data in the
literature and what existing literature lacks in the fields of criminology and urban sensing.

5.1. RQ1: What Are the Current State-of-the-Art Methods and Techniques Regarding the Use of
Mobile Phone Data to Identify Suspects and Predict Crimes?

Before reviewing the state-of-the-art methods and techniques that employ mobile
phone data for the identification of suspects and prediction of crimes, we first give a brief
discussion on why such data can be seen as a sensor for human activities and mobility in
the context of criminology.

Mobile phone data contain different kinds of digital traces, such as mobility traces
and communication traces, which can be used as evidence in criminal investigations [89].
Therefore, the digital traces left by a large number of mobile devices provide valuable
information that facilitates the understanding of human behavior and mobility in the
context of criminology, such as the prediction and identification of crimes and suspects.
For example, Griffiths et al. [12] analyzed the mobility behaviors of criminals based on
the digital traces they left at home and other meaningful locations, such as the crime
scene. The mobility traces of criminals were identified by cell tower locations where they
previously received a call. The traces were then analyzed to determine the regularities in
the criminals’ movements and to investigate whether the movements were not random.
The authors subsequently concluded that there is a high degree of spatial regularity in the
criminals’ movements.

We report the state-of-the-art methods and techniques concerning the use of mobile
phone data in identifying suspects and detecting criminals. A particular focus is given to
existing scientific literature that has explored the use of mobile phone data in the context
of criminal behavior from people- and place-centric perspectives. Our taxonomy of crime
study concerning mobile phone data identified three applications: suspect identification,
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criminal network detection, and investigating the correlation between human mobility
patterns and spatiotemporal crime patterns.

5.1.1. The First Group of Applications Deals with Using Mobile Phone Data to
Identify Suspects

A suspect is defined as an individual who is suspected to be involved in a crime [47]
based on the digital traces left at the crime scene. In criminal investigations, location-based
mobile phone data can be used to indicate the presence of suspects in an area at a certain
time when a crime has taken place, whereas communication traces can be used to identify
accomplices in a criminal activity. As examples, References [82,84] collected mobility traces
left at crime scenes to determine suspects’ positions and presence at the crime scenes.

At the identification phase, the literature has shown that researchers used several
parameters and attributes to determine suspects (e.g., outgoing calls, incoming calls, the
start time of the call, location, duration, the number of calls made, and messages received).
For example, in [9,83] methods, the researchers extracted communication information
such as “outgoing calls”, “incoming calls”, frequent callers”, and “maximum duration” to
identify suspects. However, Reference [87] extracted spatiotemporal information along
with communication details to identify suspects.

5.1.2. Suspect Identification Models Can Be Divided into Unsupervised and
Supervised Models

Unsupervised models use unlabeled data and subjective definitions for the identifica-
tion of suspects (e.g., “suspects are those who contacted previously contacted criminals
and also made calls nearby the crime scene”).

Supervised models use historical data where each user is labeled as suspect or non-
suspect and try to find patterns in phone call data records that distinguish between those
who were historically selected as suspects and non-suspects.

Khan et al. [85] used CDR data of various suspects and victims in order to extract
associations between pairs of telephone numbers that can point out a few correct directions
for identifying the most likely correspondence between suspects and victims. The method-
ology was based on the idea that frequent calls and the duration of calls may be indicative
of a criminal–victim relationship.

The technical implementation was conducted using a combination of Hadoop (a
framework for distributed processing of large data sets across clusters of computers) and
Hive (a data warehouse architecture for querying data stored using Hadoop). The choice of
tools was justified by the widely known efficiency of these tools for mining big data and by
the security of Hadoop, which is important due to the use of highly confidential data. Even
though it is a “simple implementation”, some important weaknesses are worth mentioning.
There is no evidence that frequency of calling or maximum call duration are helpful in
identifying actual criminals, as authors do not validate their model against ground truth
data. They used only a very limited set of call features, not including spatiotemporal
characteristics, to identify suspects. The use of location data would have been useful in
placing the suspects and their accomplices at the crime scene.

In Reference [83], the authors used CDRs data to identify links that exist among
criminals and anti-social elements. Their analytic approach was based on the idea that
anti-social elements have their own network of contacts, and the identification of those
closely linked to previously convicted people is helpful in shortlisting suspects. That is why
their network analysis methodology was based on graph theory as a tool for identifying
otherwise hidden relationships.

While the authors demonstrated an actionable graph-based decision support tool for
streamlining inference that would otherwise be difficult to achieve using slicing and dicing
data in spreadsheets, the study has some weaknesses. The approach relies on looking for
exact matches in long-term historical data and thus makes the unrealistic assumption that
suspects do not change their mobile devices after communicating with convicted criminals,
which looks like very incautious behavior for experienced criminals.
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Authors in Reference [9] proposed a supervised machine learning method to identify
suspects. The task was to classify users into suspects and non-suspects. The researchers
turned the CDR-level dataset (13 million rows) into a user-level dataset (10,000 rows)
through data aggregation and feature generation. As a result, each user was characterized
by 30 discrete features derived by discretizing such features as the number of calls made, the
average duration of calls, the proportion of calls and text messages, etc. A targeted Bayesian
network learning (TBNL) model was applied that resulted in a descriptive network in which
the selected features and their interactions were used to discriminate between positive (e.g.,
“suspects”) and negative (e.g., “non-suspects”).

The model was validated using 10-fold cross-validation, where the sample of 10,000 users
was split into 10 random folds of 1000 users each, and every time, 9 folds were used for
training and 1 fold was used as a holdout sample for testing purposes.

The main strengths of the study are the demonstration of the proposed model’s
strength relative to several competing algorithms and the fact that the model results in
actionable empirical facts about factors that increase the probability of being a suspect. The
main weaknesses of the study are as follows: The authors demonstrated that the text-to-call
ratio is substantially lower for suspects than for non-suspects in the late morning hours
but did not provide the same type of interpretation regarding other predictors. The cross-
validation procedure was used for optimizing model parameters, feature selection, and
measuring its performance, which could inflate performance metrics. This could have been
avoided by keeping around 10% of the dataset for final model testing.

Hassan et al. [47] applied a Graph Convolutional Network model (GCN) in order
to identify suspects from non-suspects. The authors built a straightforward undirected
graph (G), represented by the input matrix A, which was to be applied to two-dimensional
convolutional layers. Graph G contains six nodes, with the features of each node used to
classify criminals from non-criminals. Hence, the authors performed a semi-supervised
classification method on a small number of labeled data to train the classifier (seed nodes
belong to convicted criminals to help train the classifier). The output then is a single binary
for each node, indicating whether the corresponding node is predicted to be a suspect or not.
Although the proposed method has yielded promising results, it is not without limitations.
To begin with, CDRs were fully employed; therefore, the communication information only
featured the node. Second, because the resulting network of CDRs data is rather sparse,
modeling the network in the context of seed nodes may require domain-expert knowledge.
Methods in deep learning are usually effective as long as they require large numbers of
data. Thus, Hassan’s model produced a sparse network due to the limited training sample.

5.1.3. The Second Application Deals with the Detection of Criminal Relationships Based on
Communication Behaviors and Mobility Patterns

Once the suspects in a crime have been identified, it is important to investigate the
roles that each criminal plays within a specific network. Connecting a suspect to other
perpetrators and understanding their relationships with criminal networks is difficult, and
thus the use of CDRs data has been increasingly exploited by social network analysis (SNA)
tools and metrics, including degree centrality and betweenness centrality, all of which can
be used to identify influential members and low-level members of criminal networks.

5.1.4. The Construction of a Social Network from Mobile Phone Data

A graph (or network) can be used to model mobile phone data (Graph G = (V, E). A
graph contains various nodes (or vertices) that represent different mobile phone users, and
the edges E represent text messages and calls between two individual users.

Studies on social networking cover many topics, including community detection, social
network structure, and measuring network modularity. Partitions or clusters of nodes
in a graph are typically known as communities in network investigations. Communities
can be structured in two ways: non-overlapping structuring, in which nodes belong to
only one community, and overlapping structuring, in which nodes can be part of multiple
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communities. Several researchers have used social network analysis tools to solve the
community detection problem [45,46,90]. SNA tools can also help investigators understand
the hierarchical structure of criminal networks since it is difficult for forensic analysts to
determine who belongs to a criminal organization and the relationships that exist within
it. Thus, SNA can be harnessed to determine the relations and interactions between
criminals by reconstructing the communication relationships that are obtained from mobile
phone data as a network, where a node represents a criminal and an edge represents a
communication (i.e., a phone call or a message). Using this approach in the analysis of
criminal networks allows the investigators to understand the hierarchy and structural
properties of the network.

5.1.5. Detecting Criminal Networks Based on Communication Information

In this section, research that has used social network analysis tools and measures to
detect criminal networks based on mobile phone data will be presented.

In the relevant works of the literature, a collection of SNA techniques and algorithms
have been used to detect and probe criminal networks. These approaches and algorithms
have primarily been used to solve problems relating to community detection, while statisti-
cal metrics have been used to analyze relationships between vertices and assess structural
centrality in networks. Several researchers [10,28,43] have developed many detection
methods based on communication information extracted from mobile phone data to detect
communities in criminal networks. Moreover, these researchers have employed the same
analytical method used to investigate criminal networks (namely, social network analysis)
but with different detection algorithms.

For instance, Ferrara et al. [10] proposed LogAnalysis, a criminal investigation expert
system, to detect criminal networks. This system incorporates a well-known detection
algorithm called the Girvan and Newman (GN) algorithm. They opted to use the GN
algorithm due to its capacity to identify edges in networks lying between communities
(when edges are less central, they are most likely to fall “between” communities). Subse-
quently, the system removes these edges, leaving the communities behind. The researchers
have used this system to identify interconnected nodes that belong to different clusters
and gradually remove them, which disconnects the clusters and ultimately reveals the
community structure. Then, edge-betweenness and centrality metrics were calculated.
The measurements focus on the less central edges, where the edges are most “between”
communities. This is more effective than using a measure that focuses on the central edges.
In the experimental setup, 381 nodes and 428 edges were identified. After the mobile phone
network was configured and the detection algorithm was applied, a total of 16 communi-
ties were identified. The key objective was to identify edges from interconnected nodes
that belong to different clusters (different communities) and progressively remove them.
Therefore, the edge-betweenness centrality measure was incorporated in the algorithm,
which facilitated the removal of 28 edges and the development of a community consisting
of multiple groups (after each node is assigned to one cluster). The findings also reveal that
all vertices are linked to a central vertex, which serves as a hub and generates a centralized
network. This happens because GN is greedy in its approach to clustering and focuses on
collecting vertices in the network [11]. To perform this, a number of rules are followed,
after which vertices are merged to create a coherent division of the criminal community
structure. Therefore, if the central vertex is removed, a hierarchical network can be created,
which, in turn, enables subgroups to be identified through their interactions with other
group members.

After the researchers had identified the social criminal network, they plotted it on a
graph using a visualization tool. Visualization plays a major role in increasing investigators’
comprehension of the complexity of the network; thus, it is a useful tool for visualizing
and presenting complicated networks. They tried three different visual layouts, namely,
the node–link diagram, the convex hull, and the force-directed layout.
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Following that, Agreste et al. [29] worked with Italian law enforcement to collect
mobile phone data that revealed the communication details of the Sicilian Mafia group.
This work was similar to that of [5] in terms of detecting and structuring criminal networks
but different when it came to describing how the criminal network functioned. The
researchers created two networks, one of which was based on the mobile phone data and
thus contained the identities of 1716 suspects (vertices) and 8481 contact logs in the form
of phone calls, SMS, MMS, etc. (edges). On the other hand, the second network was
based on the relationships between various individuals involved in criminal acts. The two
networks were merged through an aggregated network that enabled all pairs of nodes to
be connected by an edge in at least one network. Meanwhile, the results show that there are
several criminals who can be identified by correlating mobile phone data with crime data.

Other criminal detection systems based on social network analysis are carried out
by adopting Prim’s Minimum Spanning Tree (MST) algorithm in [28], the Concept Space
Approach (space algorithm) in [11], and Blondel’s algorithm in [47]. The most significant
variation between these systems are the metrics and measures used to identify key members
of criminal networks (see Table 6 for more details).

Table 6. List of methods, analysis approaches, and metrics in crime applications.

Reference
Analysis

Perspective
Analysis

Approach
Algorithm/Measure

Network Metrics/
Parameter

Limitation

[28] Communication
behaviors SNA

Detection algorithm
(Prim’s Minimum

Spanning Tree
Algorithm)

Edge-centric
Missing location

data, greedy
algorithm

[10] Communication
behaviors SNA

Detection algorithm
(Girvan–Newman and

Fruchterman–Reingold)

Edge-betweenness
centrality

Complex network,
detection only

based on
communication

information,
greedy algorithm

[11] Communication
behaviors SNA

The concept space
approach (space

algorithm)
Vertex-centric

Suitable for small
networks,

detection only
based on

communication
information

[51] Mobility patterns
Regression and

Correlation
Analysis

Akaike information
criterion (AIC), spatial

autocorrelation (SA)
using Pearson’s
Correlation, and

negative binomial
regression model (NBM)

Offender anchor
points.

Detection only
based on

spatiotemporal
information

[12] Mobility patterns
Statistical and

Correlation
Analysis

Spearman’s rank
coefficient (ρ) statistics,
Pearson’s correlations,

and the cumulative
distribution function

Offender anchor
points.

Detection only
based on

spatiotemporal
information

5.1.6. Detecting Criminals Based on Spatiotemporal Information

On the other hand, studies have investigated the use of spatiotemporal information to
identify criminal relationships and activities.

For instance, Hassan et al. [47] identified suspects by monitoring the spatial–temporal
movements of criminals, while the authors in Reference [12] carried out cumulative fre-
quency analysis using various statistical functions, including cumulative distributions and
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cumulative probability distributions, to determine whether criminals have routine activity
spaces. Thus, the authors extracted spatiotemporal characteristics of criminals, such as the
distances between their homes and safe houses (i.e., bomb manufacturers or armories) and
the most commonly visited locations. The findings indicated that the criminals frequented
particular areas, with most of their activity clustered between their home and safe house
(crime location). Ultimately, this implies that criminals do not select targets randomly and
that their movements are routine and steady.

Furthermore, Feng et al. [51] studied spatial variations in crimes perpetrated by
both native and migrant criminals by correlating multiple mobility datasets, including
offender data, mobile phone data, and points-of-interest (POI) data. The authors selected
anchor points to identify criminal spatial patterns as well as to understand what motivates
criminals to carry out crimes in the proximity of their homes. The findings revealed that
offender anchor points are more prominent in native violent crimes than those perpetrated
by migrants. This is because criminals’ homes and crime scenes share similar spatial
patterns. This means that native offenders are much more likely to use their homes as
anchor points when selecting targets for their crimes. On the other hand, migrant criminals
are more likely to be impacted by crime attractors, crime generators (such as bars, clubs,
etc.), and areas with vast populations.

The studies of both [12,51] explored criminal anchor points. Anchor points may be
residences, workplaces, or any significant area that a criminal leaves to carry out a crime.
Anchor points play a critical role in identifying places of importance to criminals and in
detecting the spatial mobility of criminals. This is because criminals typically target areas
near their residences to commit crimes. In other words, the probability of committing a
crime decreases as one moves further away from their anchor points; thus, violent crimes
tend to take place near the offender’s anchor points.

To summarize, some studies detected criminal networks by analyzing communication
behaviors based on extracting call information, whereas other studies analyzed criminals’
activities based on spatial–temporal mobility patterns, as presented in Table 6; however,
detecting criminal activities by taking into account both criminal communication behavior
and mobility patterns may be extremely useful [4].

5.1.7. The Third Application Deals with Using Mobile Phone Data to Investigate Human
Mobility Patterns and Spatial–Temporal Crime Patterns

The spatiotemporal patterns of crimes can be determined by extracting human routine
activities and mobility patterns from mobile phone data [52] and then examining the
correlations between the human dynamics and crime data [64]. Accordingly, mobile phone
data have been widely used in crime analysis and predictions to identify crime hotspots [14],
investigate the relationship between ambient population and crime hotspots [21], and
measure population density at a certain place based on the number of mobile devices
connected to a given cell tower located in the area where a crime has taken place.

Unlike previous applications, here, a large sample of the population is considered as
a measure to investigate the relationship between human dynamics and crime patterns.
Such a measure helps gain further insight into exploring whether mobility patterns of the
population can help predict where criminals commit crimes [67] or serve as a measure of
ambient population-at-risk [66]. Estimating the correlation between population dynamics
and crime patterns was earlier investigated by Bogomolov et al. [13], who extracted users’
locations to estimate population counts at a given location. However, these studies [51,52]
have been interested recently in finding out the correlation between the spatiotemporal
patterns of crimes and human routine activities, which may ultimately help to provide
information about criminals’ movements since the mobility patterns of the general pop-
ulation provide a template for the mobility of criminals [67]. The third application thus
investigates the relationship between population dynamics and crime patterns.

Multiple types of data and different spatial units have been proposed to investigate
the correlation between human dynamics and crime patterns. The spatial unit of analysis is
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different according to the format of the data and the official providers. Census units are used
in Reference [67] because they are homogeneous in terms of population composition, and
Lower Layer Super Output Area (LSOA) units are considered in these studies [13,21,52,66].
Additionally, spatiotemporal characteristics extracted from mobile phone data, such as
“the number of times a mobile device communicates with the network”, “timestamp”, “cell
ID”, and “the most-contacted tower during daytime or nighttime”, are used in different
contexts. For example, the Mobile Phone Origin Destination (MPOD) dataset is used in
References [52,66], and the lack of spatial granularity is marked as a weakness, as is the
density of signal towers, which is higher in urban areas and lower in suburban ones. This
may cause some errors in spatializing the data; thus, a geographical information system
(GIS) is used in order to distribute MPOD data across LSOAs.

Statistical models were suggested in the literature to investigate such a correlation. As
statistical methods are employed, multiple statistical scores and parameters are used to
calculate correlations. For example, in Reference [21], the authors observed that there is
no normal distribution; thus, Spearman’s rank correlation coefficient (ρ) statistic was used
over Pearson’s product-moment coefficient (r) to calculate correlations between ambient
population and crime rates. In Reference [67], the authors applied a discrete choice model
to test this hypothesis and determine if the daily mobility flows of the general population
can provide a template for the daily mobility of criminals.

The methods used for accomplishing each goal are different, but one aspect is common
to all papers: the variables taken into account as ‘crime generators’ are: underground
stations; schools (i.e., middle and primary schools); music venues; hotels; hospitals; restau-
rants; supermarkets; clubs; bars; subway stations; and banks. The mean, standard deviation,
minimum, and maximum values were calculated and reported at the census level. For
example, there are 11.15 restaurants on average per census unit. In Reference [67], primary
schools, hospitals, basic stores, bus stops, supermarkets, banks, and restaurants are listed
as ‘crowded spaces’. Song et al. [67] then used the conditional logit model, which aims to
analyze the effect of distance, crime generators, and the role population mobility patterns
play in offenders’ choice of locations for committing TFP (theft from person). The results
showed that all facilities except schools, markets, and bars function as crime generators,
and so their presence shows a high likelihood of offenders committing TFP. Furthermore,
with larger facilities that have significant effects, such as subway stations, cinemas, or
hospitals in the census unit, the odds of being chosen increase by 57.0, 15.4, and 13.5%,
respectively. The results also showed that there is a strong correlation between a criminal’s
home and crime sites, where criminals often choose places nearby to commit crimes close
to where they live.

In the study [21], the variables are residential population, workday population, geo-
located Twitter messages, mobile phone activity counts, population 24/7 estimates, and
theft from the person who committed the offense. Malleson and Andresen [21] used Getis–
Ord Gi*statistics, which examine each location i (LSOAs in this case) together with its
neighboring locations j, and then “it calculates whether or not the total number (or rate) of
occurrences in i and j is greater or lesser than would be expected by chance when compared
to surrounding locations up to a distance from i. If a difference is found, then the areas I and
j are assumed to be associated with and different from their surroundings, i.e., a hotspot
or coldspot.” The results showed that there is a poor correlation between the residential
and ambient populations. On the other hand, strong correlations are noticed between some
of the measures of the ambient population (workday population, mobile phone data, and
population 24/7 daytime estimates). Moreover, the correlation between thefts and ambient
population is stronger than the one between thefts and residential population. Thus, for
calculating the crime rate, the ambient population is more suitable than the residential
population.

However, Haleem et al. [52] calculated both the ambient and exposed population-
at-risk by correlating two datasets: census data to capture residential population counts
and mobile phone data to capture transient population counts. This procedure allows
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for the estimation of the ambient and exposed populations for different time bins. The
ambient population-at-risk, thus, was calculated by estimating the residential population
at a given spatial unit, summing it with the population entering this unit at a certain
period of the day, then subtracting the population existing in this area for the same time
of the day. The Spearman’s rank correlation coefficient (ρ as rho) statistic was used to
evaluate the correlation between the ambient and exposed population-at-risk measures
and violent crimes. The results showed that the exposed population is more significant
than the ambient population, and the exposed population measure appears to be a more
suitable denominator for exploring violent crimes in public space.

5.1.8. Recent Advances in Method

Recently, a variety of machine learning models and social network analysis techniques
have employed mobile phone data [4] to improve criminal network detection, fraud activity
detection, and crime prediction.

In recent years, the reconstruction of social networks from mobile phone data by
means of graph theory and social network analytics (SNA) has become common in mobile
phone data studies. Graph theory refers to the mathematical study of interactions between
sets of nodes (otherwise known as vertices) linked by edges. Through the use of social
network analysis tools and methods, computer and mobile social networks, including the
internet and mobile communications, can be represented graphically in this manner, and
graph theory techniques have thus been widely applied in the field of mobile phone data to
identify various types of social networks, including the detection of criminal networks [91],
the identification of ethnic communities [81], the development of specific socio-economic
communities [92], and the determination of geographical networks [93]. This has become
possible due to the fact that call data and spatial–temporal data acquired from mobile
phones disclose multiple details about a variety of communication links and dynamic
networks. The communications recorded on a mobile phone are assumed to constitute
a representative part of a person’s overall social networking, with mobile phone data
creating a social network among those individuals making or receiving calls or messages,
who are classified as actors (nodes) within the network; each link between the actors
is then represented by the type of communication (call or message). Empirically, the
resulting social networks are constructed based on both the communication behaviors
(calling information) and the spatiotemporal information (mobility patterns) extracted from
the mobile phone data, allowing observation of a range of social interactions. A network
can thus be constructed based on the call patterns created by all the individuals making or
receiving calls or messages in the network. A geographical network may, however, be based
instead on spatiotemporal information, with the nodes set as geographic locations (e.g.,
cell towers) and the edges between nodes being represented by the interactions (mobile
phone activity) between pairs of these cell towers.

Cavallaro et al. [91] reconstructed the criminal network of the Sicilian Mafia by ap-
plying SNA tools and matrices to identify key leaders and their reports, such as bosses
and intermediaries. Ficara et al. [94] built a network of suspected criminals based on their
calling information; here, the nodes were represented by suspected members and the edges
were represented by phone call records. Dileep et al. [95] similarly proposed a forensic
detection system to detect the development of suspicious communities based on extracted
phone call records.

Statistical methods and machine learning techniques have also been employed to
predict crime and detect fraud in other ways. For example, Bogomolov et al. [13] extracted
human mobility patterns from mobile phone records to predict crime hotspots in London by
using the Random Forest classifier to classify geographical areas into two classes based on
whether they displayed high or low crime levels. However, Wu et al. [96] criticized previous
data collection methods such as CDRs, Twitter, and Foursquare data in terms of errors
in estimating mobility flows for crime prediction, choosing instead to estimate human
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origin–destination mobility flows using GPS data alongside applied deep learning models
such as the gated recurrent units (GRU) model and the graph convolution network (GCN).

While many existing studies have used correlation and regression analysis to inves-
tigate the relationship between human dynamics and crime spatial–temporal patterns,
Rummens et al. [22] used mobile phone data to investigate whether residential populations
or ambient populations have the greatest positive impact on crime rates; the results showed
a stronger correlation between ambient populations and crime rates, particularly those
for bicycle theft and aggressive theft. Going further, while previous studies examined the
impact of ambient and residential population on crime rates, Long et al. [97] aimed to in-
vestigate the impact of ambient populations on street robbery rates by applying correlation
and regression analysis; they found that the ambient population has a significant effect in
terms of reducing opportunistic street robbery and similar crimes. Long and Liu [98] also
applied discrete choice models to investigate spatial differences in the patterns of two types
of criminals committing street robberies, namely, migrant robbers and native robbers; those
results suggested that migrant offenders tend to commit street robberies outside of the old
town areas, in industrial areas, while native robbers prefer to commit crimes in villages
and older urban areas due to their familiarity with the area, supported by the high mobility
of the population and high socioeconomic heterogeneity.

Some studies have employed mobile phone data to detect suspicious and fraudu-
lent behaviors for telecom companies, such as fraud call detection methods based on
machine learning. Studies [99–101] proposed a range of deep learning models, such as
deep neural networks (DNN), convolutional neural networks (CNN), and graph neural
networks (GNN), to detect fraudulent phone calls, for example. Using unsupervised learn-
ing techniques, such as K-means, density-based spatial clustering of applications with
noise (DBSCAN), and hierarchical clustering, References [102,103] also sought to detect
fraudulent behaviors for telecom companies, such as fraudulent calls and suspicious call
records. Finally, Reference [104] aimed to detect suspicious call behavior by using a range
of supervised and unsupervised learning models, including K-means and Random Forest.

5.2. RQ2: How Can Identifying Empirical Mobile Phone Data Studies to Predict Human Behavior
and Mobility Patterns Contribute to a Clearer Understanding of the Dynamics of Criminal
Behavior Contexts through a People- and Place-Centric Perspective?

This question was designed to explore research that has utilized mobile phone data to
gain a greater understanding of human behaviors and mobility patterns in urban environ-
ments. Experts need to explore people’s actions and activities in the urban areas in which
they live and socialize and classify individuals according to their mobility patterns so that
the authorities can determine population flows in these zones before and during crimes
and provide significant information about criminals’ movements while they are engaging
in criminal activities.

These approaches can generate significant information about the tools and methods
previously used to analyze mobile phone data, as well as provide a broader understanding
of human and/or individual actions and activities.

5.2.1. Human Mobility Patterns in Urban Environments

The spatiotemporal information provided by mobile phone data can help one under-
stand population behavior and mobility patterns in several applications. Investigating
population mobility patterns helps one to understand the way humans live, since such
patterns reflect the places they visit and stay in the most, as well as their movements during
working hours and weekends; thus, many studies use mobile phone data to understand
human mobility patterns. To name a few, Thuillier et al. [19] classified individuals into
6 groups based on their daily mobility profiles to comprehend the mobility flows of individ-
uals inside a territory in southwest Paris. These profiles were developed by leveraging the
spatiotemporal characteristics extracted from mobile phone data. Ghahramani et al. [71]
estimated the frequency of calls at each spatial object (cell towers) to construct a map
of hotspots in China. These studies deal with human mobility in urban settings, where
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crimes are more likely to be committed. Therefore, it is highly important to analyze human
mobility patterns inside the city since understanding where and how populations live
and socialize and classifying individuals based on their mobility can help to understand
population flow [31], which may ultimately help provide information about criminals’
spatial–temporal patterns [67]. This section then reviews important contributions to the
study of mobile phone data in urban settings.

5.2.2. Land Use Inference

Long-standing discussions in several disciplines have focused on the connection be-
tween land use and human mobility patterns [105] extracted from mobile phone data. This
is because understanding the relationship between human activity and land use can help
to provide valuable insights into human dynamics and interactions with their physical
environment, such as depicting human lifestyles in urban areas and how humans interact
and socialize, and investigating the impact of the land use characteristics (commercial,
industrial, residential) on urban crime. Thus, many studies have acknowledged the impor-
tance of classifying land use to understand the relationship between land use patterns and
human activities and interactions.

The classification of land use patterns for visitors or in residential or business areas
can be conducted based on extracting human activity characteristics from mobile phone
data. Specifically, spatiotemporal and call features extracted from mobile phone data can be
used to depict human activity characteristics and infer land use types. For example, Refer-
ences [20,106] explored human activity patterns to infer land use based on spatiotemporal
calling volume patterns. Novovic et al. [45] employed user activity variations in space
and time to depict human activities; commuting flow patterns to infer land use types was
investigated by [107]; and Lenormand et al. [90], along with Ríos and Muñoz [37], inferred
land use based on the temporal changes in human activities.

5.2.3. Spatial Distribution of Mobile Phone Presence from Cell Towers to Census
Spatial Units

Determining the spatial distribution of mobile phone presence in a cell tower’s cov-
erage area is an important step that needs to be resolved before conducting any further
analysis, and it is a common standard procedure for mobile phone data processing. This
requires that the spatial configuration of the base stations of a mobile network be matched
with the census data. In order to match census data with mobile phone data, we must
coincide the spatial scale because the use of different spatial units introduces difficulties
when comparing the datasets [3]. Census data are collected according to geographical areas,
such as blocks, tracts, or at the country level, whereas mobile phone data are collected at
the base station. Thus, the spatial distribution of the base stations should be equal to the
spatial units of the census data.

Identifying the position of a mobile device is based on the location of cell towers,
which serve as a proxy for the mobile device. The cell towers are represented as Voronoi
cells (polygons) using Voronoi tessellation [58]. Voronoi tessellation is used to visualize the
position of mobile phones inside the cell towers’ coverage area, which has been approxi-
mated as a Voronoi region of a cell tower. The Voronoi diagram contains a point for each
cell tower, where the centroid of each point is based on the location of the corresponding
cell tower. The resulting Voronoi cells can be viewed as a partition that corresponds to the
optimum distribution of towers in a geographical area in a cellular network layout in the
real world.

Hence, it is important to perform the spatial distribution of the base stations of a
mobile network such that the bases correspond with predefined census units to obtain a
fine-scale spatial resolution and to represent the spatial scale of the census data collected
at a spatial unit with the mobile phone data collected at the cell towers. This entails the
matching of the spatial configuration between the base stations and the census data, which
represent the same geographical units.
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6. Discussion

Previously, this work reviewed the mobile phone data domain and its applications in
the areas of crime analysis and urban sensing, developing a consistent taxonomy based on
a scientific approach in which studies can be classified at the first level based on human
behavior analysis, then subcategorized based on the mobile phone data types used, before
being finally classified based on applications derived from each mobile phone data type.
This taxonomy helps to answer the research question, shed light on the current state of
mobile phone data applications and the current investigation trends in mobile phone data,
and highlight existing research gaps. This process was followed by the formulation of
two research questions intended to investigate human behavior from both mobility and
communication perspectives, the investigation of which helped to generate significant
information about the tools and methods previously used to analyze mobile phone data as
well as providing a broader understanding of human and individual actions and activities.

The purpose of this section is thus to discuss privacy concerns and investment behavior,
and shed light on the emerging common challenges.

6.1. Privacy Concerns and Ethical Implications

Previously, this work discussed the benefits that such data can provide for the com-
munity and researchers in terms of fighting crime, detecting congestion zones, enhancing
urban infrastructure design and urban planning, fighting epidemics, and preventing the
spread of infectious diseases. However, mobile phone data are subject to various limita-
tions, including the risk of privacy breaches due to their containing sensitive information
about individuals’ locations and their communication information. The potential for a
breach of these sensitive details thus raises both privacy concerns and ethical questions
about the use of such data.

Various privacy-preserving techniques have been suggested to address this issue.
Arcolezi et al. [108] proposed the use of local differential privacy (LDP) techniques, in
which each user’s CDRs data are sanitized in the server held by the mobile network oper-
ator (MNO) before any data collection processes are performed, while Arfaoui et al. [50]
proposed the application of specific anonymization techniques, such as suppression, k-
anonymity, and L-diversity, to help guarantee anonymity and prevent personal identifi-
cation of users. To protect mobile phone users’ location privacy, Gramaglia et al. [109]
also proposed a privacy model based on the application of generalization and suppression
techniques to achieve k-anonymity in terms of mobile phone spatiotemporal trajectories.

Some authors have also provided recommendations with regard to the multiple ethical
implications of such data use. Vespe et al. [110] suggested the development of an expert
group of telecommunication engineers, data scientists, lawyers, and data protection and
ethics experts, with the aim of addressing various scientific challenges to develop sound
data security and protection protocols, alongside the establishment of an Ethical Committee
to take on the mission of considering all ethical aspects of work in this field. Similarly,
Cinnamon et al. [111] encouraged researchers to facilitate the development of global mobile
data usage guidelines, regulations, and standards to provide rapid, secure data access for
organizations and researchers that included rapid and efficient techniques for detecting
gaps and biases in mobile phone data. Boenig-Liptsin et al. [112] developed a data science
lifecycle framework that aims to educate data science students and researchers about the
ethical elements of their work and teach or promote ethical principles for responsible
data science.

However, privacy implications and ethical concerns still represent challenging ob-
stacles in terms of the use of mobile phone data. In particular, most existing solutions
and recommendations have been based on theoretical frameworks rather than empirical
work, many of which are impractical and do not conform with national and interna-
tional data protection regulations. Most existing privacy techniques thus rely heavily on
anonymization solutions.
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Recently, mobile phone data have been widely used to combat the spread of infectious
diseases in emergency situations such as the COVID-19 pandemic and to prevent criminal
activities such as terrorist attacks and street robberies. Ignoring the previous advantages of
mobile phone data in enhancing quality of life and ensuring citizen safety, some fears and
ethical implications have been raised about the violation of people’s privacy and liberty and
the imbalance of justice between the right to preserve personal data and law enforcement.
However, during emergency situations and natural disasters, government surveillance
operations serve to enforce laws against terrorism and serious crime and to place restrictions
on people’s basic liberties [113]. For example, in an emergency situation in which suspected
terrorists are suspected of criminal activities, the acquisition of their mobile phone data
is warranted for forensic analysis and real-time monitoring of their mobility dynamics.
Thus, in some cases, it is difficult to strike a balance in data protection during dangerous
situations such as terrorist attacks. In addition, creating a balance between controlling
national security threats and preserving the personal privacy of suspected phone users is
questionable when it comes to the public security and safety of citizens, which are more
important than preserving users’ data rights.

Mobile phone data are not the only critical data form that suffers from privacy com-
plications; such concerns have been an ongoing topic with regard to other mobile sensing
data. With the growing popularity of mobile wireless devices equipped with various kinds
of sensing abilities and a plethora of on-board sensors, the emergence of a large variety
of people-centric mobile crowd-sensing (MCS) systems has been rapid [114,115], raising
additional concerns. As a result, MCS has become the main emerging sensing paradigm
for large-scale sensing applications [116], and it is now used in a range of applications
that includes urban dynamics mining, public safety, traffic planning, and environmental
monitoring [117].

Mobile crowd-sensing systems are designed to collect city-wide spatiotemporal
data [118] from a range of embedded and connected sensors such as GPS sensors, air
quality sensors, cardio meters, and health care sensors [119]. However, although these
recordings of valuable information offer various benefits for communities in terms of
transportation planning and developing public health in communities, such data contain
sensitive spatiotemporal information about individuals, such as home addresses, work
locations, and health records, which may create possible threats to user privacy if such data
are misused or re-identified [120] by attackers.

Privacy-preserving mobile crowd-sensing systems have thus been proposed to pre-
serve and protect user privacy. Agir et al. [121] proposed a form of location privacy
protection based on location obfuscation techniques while preserving worker location
privacy. Jin et al. [122] designed an auction-based incentive mechanism for MCS systems
that enabled data owners to sell location trace information and choose the level of location
information to disclose to the MCS system. Chen et al. [123] also proposed a blockchain-
based, decentralized framework for MCS systems that aimed to detect fake tasks input by
malicious requesters as well as guarantee the task information was not tampered with.

This study contributes to addressing such aspects of privacy concerns in data formats
such as MCSs by examining how the approaches proposed can preserve user privacy and
protect their information. This is conducted to allow other privacy-preserving mechanisms
to be adopted in a mobile phone data context, helping scholars discover new tools and
mechanisms for protecting and preserving user privacy.

6.2. Investment Behavior

In recent years, advances in artificial intelligence and sensor technology as part of the
technological revolution have influenced investment behavior and provided opportunities
for corporate development [124,125]. Investments in the field of healthcare have produced
highly advanced sensor technology, and many technology companies have invested in
digital health products, such as new screening interventions and diagnostic testing. For
example, the conversion from the Sanger sequencing method to parallel processing tech-
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nologies in next-generation sequencing (NGS) has resulted in a significant decrease in
the cost of whole-genome sequencing over the past 13 years [126]. There have also been
advances in microfluidic technology and devices used to investigate cancer biology and
cancer diagnostics. Microfluidic devices are favored for cancer cell detection because of
their high sensitivity, control of fluids in the range of micro- to picoliters, and low cost [127].
Similarly, as the high-precision scientific research industry rapidly grows, so do the de-
mands for extremely sophisticated sensor technologies [128]. For example, Reference [129]
proposed a photonic spin Hall effect (PSHE) sensor with high sensitivity and the ability to
detect both cancer cells and biomedical blood glucose. Thus, with the emergence of health
technologies and technological advances in healthcare, individuals are able to make better
decisions on how to invest in their health based on the available technology, and firms
are able to make better decisions about investing in technology that is both profitable and
effective at disease prevention, diagnosis, and cure.

Advances in agricultural technology have also played an important role in farmers’
investment intentions and willingness to invest [130]. Despite the fact that investments in
big data analytics solutions are still risky and the cost is substantial [131], firms that invest
effectively can benefit from increased customer satisfaction and market performance [132].

6.3. Challenges

Although mobile phone data have proven useful in various domains and disciplines
with respect to understanding human behavioral patterns, the literature shows a number
of serious issues and challenges arising with regard to data access and analysis.

6.3.1. Data Acquisition Challenges

While accessing the required datasets in any study may be hard work, mobile phone
data can be among the most difficult to access for several reasons. In particular, mobile
phone data at the individual level (CDRs data) contain a wide range of sensitive details
about personal characteristics that may expose a person’s identity and personal characteris-
tics. Calabrese et al. [3] thus recommended the use of mobile phone data at the aggregated
level and at the cell tower level. However, mobile phone data at the cell tower level lacks
calling information, and it is thus not suitable for applications related to human social
interactions and communication behaviors. The literature also shows that the use of mobile
phone data at the individual level in criminology studies always requires permission from
police and law enforcement, which might be a long process.

Several studies have attempted to provide solutions and recommendations to protect
and ensure data privacy so as to facilitate access to mobile phone data, such as that
conducted by De Montjoye et al. [133], who proposed a remote access model wherein
mobile phone data are held by mobile phone operators. However, accessibility remains a
significant barrier to using mobile phone data, as governments and businesses are reluctant
to make such data public due to privacy concerns [31].

6.3.2. Data Analysis Challenges

The first challenge arising during analysis is that mobile phone data are unlabeled,
causing issues around later labeling, especially in supervised ML approaches that require
a model to be trained with ground truth data. In the absence of ground truth data, some
studies have turned to the use of semi-supervised models in which the model is primed
with a small amount of labeled data, such as [20,78], with still others relying on a process of
data annotation using domain experts and manual labeling, such as in [39,40,134]; however,
the latter requires a lot of manual work.

6.3.3. Challenges Related to the Standardization of Mobile Phone Data Keywords (Terms)

In the literature, we found that there was misunderstanding and misuse of the correct
terms for each mobile phone data type. For example, several studies have used various
terms or keywords that refer to the mobile phone data, with “the mobile phone data”
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and “call detailed records data” being the most frequently used in the vast majority of
articles. This makes it difficult to search for related papers on this topic. More specifically,
when reporting relevant journals and conference proceedings that focus on the topic of
mobile phone data in a systematic literature review (SLR), the inconsistent use of keywords
by authors makes it infeasible to create search strings that cover all studies within the
aforementioned domain. Furthermore, some papers completely omit the relevant “mobile
phone data” terms from their keywords or abstracts, necessitating extra time to be dedicated
to scanning the full text of such papers, which is a considerably tedious and inefficient job.

7. Problem Definition and System Model

This section defines the current problem in mobile phone data with regard to detecting
criminal behaviors and proposes a system model to overcome the current challenge.

Problem definition:
The current state of mobile phone data in the context of detecting criminal behaviors

and dynamics is still incomplete and inaccurate [4] due to challenges in mobile data pre-
processing and analysis.

The problem with pre-processing mobile phone data comes from the fact that raw data
can be rough, noisy, and sparse, making it hard to work with. Therefore, the data must be
cleaned and preprocessed before being used [71,72,100]. Additionally, during analysis, the
use of incomplete or partial mobile phone data, missing values, and partial information
(incomplete mobility and calling information) can result in the misleading and inaccurate
detection of criminal behaviors and a partial aspect of human behavior [4,79,135,136]. As a
result, there is a need to address the issues of incomplete and inaccurate preprocessing and
analysis of mobile phone data to improve the detection of criminal behaviors and dynamics.

Proposed model:
Based on a review of the available literature, a forensic analysis system for the detection

of criminal behaviors and dynamic activity is proposed for future research. Figure 14 illus-
trates the different steps of the criminal detection model, which is composed of two stages.

The first stage incorporates mobile phone data at two levels (individual and cell tower
levels) to capture different aspects of criminal behaviors (communication behaviors, social
networks, and mobility patterns). This stage is then followed by data preprocessing and
feature extraction, with several tools and techniques applied, including spatial mapping,
feature dimensionality reduction, and uncertainty reduction methods.

The first step in the first stage is the data collection process, which includes the gather-
ing of two types of mobile phone data: mobile phone data at the individual level (CDRs),
which can represent the mobility and communication records of suspected criminals, and
cell tower location data, which represents a larger sample of the general population, in-
cluding victims, criminals, suspects, and visitors, with the latter indicating individuals’
locations at the moment a crime takes place based on their use of cell towers in the crime
area location. These can thus be used to investigate the relationships between human
dynamics and interactions and spatiotemporal crime patterns, along with crime scene
data that provides spatiotemporal information on crime incidents according to the official
records. The second step is the preprocessing of mobile phone data, which includes the
extraction of stay points to detect home location and other meaningful location and spatial
mapping techniques to intersect or project mobile network cells into spatial units. The
third step involves feature extraction, which helps describe criminal behaviors in terms of
spatiotemporal features and call features.
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Figure 14. The proposed system model for detecting criminal behaviors.

The second stage itself is composed of two steps: analysis and validation. In the
analysis step, the construction of a detection model is performed using multiple machine
learning classifiers to classify individuals as criminals and non-criminals, thus constructing
a classifier that enables the recognition of criminal activities based on spatiotemporal and
phone use features. These algorithms are then evaluated to determine the most effective
ones, which should yield better results than the other classification algorithms. The results
are then used to build up a criminal network of suspected criminals based on applying
social network analysis tools and metrics. The construction of a criminal network is
conducted to assist law enforcement and crime agencies in identifying the most influential
members (who issue commands) and low-level members in a criminal network, clarifying
each member’s role in the relevant criminal organizations. The final step is to evaluate
the detection model in terms of its accuracy in detecting criminal activity, and this also
involves evaluating the model results with the help of forensic experts.
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8. Future Research Directions, Conclusions, and Limitations

The present review of the existing literature reveals possible directions for future
research. The findings highlight aspects that should be considered with regard to data
collection, data preprocessing, data analysis, and other considerations.

8.1. Data Collection

While collecting mobile phone information, researchers need to consider some points.
First, these data should be obtained from leading mobile network operators with a min-
imum market share of 40–50% and a network providing spatial coverage for 95% of the
target population, although these criteria can vary depending on the studies’ goals. Sec-
ond, researchers need to collect mobile phone data with a full range of users’ attributes,
including mobility and communication characteristics. Records that lack all or part of this
information hamper analyses and make interpretations of human behavior difficult or even
provide misleading evidence.

Last, anonymization is another important step that helps safeguard personal pri-
vacy. Before mobile phone data depart storage facilities, mobile telecom operators must
anonymize subscribers’ phone numbers and replace them with a unique security iden-
tity [5]. During analysis, k-anonymity techniques and approaches should be applied to
avoid exposing personal characteristics or leaving enough patterns to reveal individual
users’ identities.

8.2. Pre-Processing Steps
8.2.1. Labeling Home and Other Meaningful Locations

Previous research has shown that identifying home and other meaningful locations
is a crucial step in handling mobile phone data, which is part of pre-processing this
information so that further analyses can be conducted using this information, as has been
conducted in multiple studies [13,18,34,52,67,137]. Identifying these locations provides a
better understanding of human mobility patterns and increases the comprehensiveness
of the conclusions that can be drawn from the data. For example, Griffins et al. [12] first
established the location of criminals’ homes to clarify their involvement in terrorist attack
plots since criminal activities often take place at or near frequently visited locations and
criminals often commit crimes close to where they live.

8.2.2. Mapping Population Distribution

The geographical distribution of mobile phone users can be determined based on
cell towers’ coverage areas. This crucial step must be completed before proceeding with
any further analysis. Defining geographical distribution is, more specifically, a standard
technique used in mobile phone data, which has been conducted in multiple studies [57–63].
It requires a correspondence between census or land cover data and the spatial structure
of a mobile network’s base stations because unevenly distributed cell towers will hamper
any attempt to map population distribution. Each mobile phone’s geographical location is
assigned to a specific cell tower that provides the network signal, so mobile phone location
data’s accuracy depends on the towers’ coverage area. The literature shows that researchers
often allocate their target population to 1 km- or 500-m-grid cells using methods such as
Voronoi tessellation, areal weighting, and dasymetric interpolation.

For instance, Deville et al. [6] applied areal weighted interpolation to the spatial
distribution of each cell tower’s coverage area matching a specific spatial unit in order
to map the relevant population’s presence at that tower. The spatial unit used can vary
between studies and can represent blocks, tracts, administrative units, or any other division
that reflects how census data were collected. Deville et al. [6] calculated—for each cell tower
j simulated and delineated as a Voronoi cell—the population density based on the number
of calls or mobile phone presence per cell tower (σci), in which ci denotes the Voronoi cell
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associated with cell tower j. Equation (2) was used to estimate mobile phone presence σcj

for an area of unit ci that intersects cj:

σci =
1

Aci
∑cj

σcj
(
ci ∩ cj

)
(1)

in which Aci is spatial unit ci’s area and A(ci ∩ cj) is the intersection between unit ci’s area
and Voronoi cell cj.

8.3. General Recommendations
8.3.1. Recommendations for Improving Interpretation and Justification

Providing a theoretical explanation can play a key role in interpreting differences in
results. Justification is absent from the existing literature due to the absence of validation
data, so Vanhoof et al. [69] observed that researchers could have trouble discussing re-
sults on a theoretical level and determining which outcomes and approaches are better.
Blondel et al. [1] also mentioned the need to provide theoretical explanations along with
empirical evidence, which can facilitate the interpretation of variations in results and,
subsequently, the determination of which findings are significant.

8.3.2. Recommendations for Considering Spatiotemporal Information

Extracting spatiotemporal characteristics to visualize the geographical location of
nodes (to visualize the spatial distribution of nodes, or subscribers, in a social network)
has been missing in many studies, and current studies rely either on communication
information or spatial information to construct social networks. Thus, we recommend
including spatiotemporal information with communication information to investigate the
interplay between criminal mobility patterns and social interactions. For instance, previous
studies [10,11,28] have not considered spatiotemporal information to detect criminals (i.e.,
the geographic position of nodes is unknown) and have overlooked the spatial position
of a node that can connect it to a crime scene or area. Moreover, geographic proximity
offers opportunities for face-to-face interactions between individuals. Thus, during graph
partitioning into groups of nodes, their geographic locations should be considered to be
where nodes have a geographic position.

In addition, the identification of important members was founded on features extracted
from communication information and conducted by placing a weight on the edges between
nodes (criminals), such as the maximum number of outgoing phone calls or messages and
call duration. Therefore, location data will play an important role in the weighting in that
some nodes may not reflect the importance value of a given node in criminal networks.
Thus, weighting edges by considering criminals’ mobility patterns could affect results,
since the weights of edges reflect their relational strength between the network’s vertices.

Furthermore, few studies have attempted to investigate the relationship and interplay
between all aspects of human behavior (mobile communication behavior, social networks,
and mobility patterns). This suggestion should arise more in the future for investigating
the interplay between communications, social interactions, and mobility patterns through
the lens of mobile phone data.

8.3.3. Recommendations to Build a Data-Driven Approach

The study results show that various spatiotemporal and call features have been ex-
tracted from mobile phone data to depict or capture criminal behaviors and activities [4].
However, there is no generalized approach in which mobility and social (communication)
characteristics can be extracted to capture human behavior, as the literature shows that
there are various and multiple spatiotemporal and temporal scales to characterize human
and criminal behaviors. Thus, a data-driven framework is needed to determine which
measurements and characteristics can be extracted from mobile phone data to visualize
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and depict different aspects of criminal behaviors, as well as to differentiate and generalize
all features and their different functionalities.

8.3.4. Recommendations for Labeling Mobile Phone Data

As mobile phone data are unlabeled, semi-supervised approaches are needed to tackle
this issue. A small number of labeled data can be obtained from surveys, censuses, or other
geospatial data sources, such as training samples. Mobile phone data can also be labeled
by domain experts.

8.4. Conclusions and Limitations

This study conducted an SLR to gain comprehensive, up-to-date insights into the
current state-of-the-art methods and techniques utilizing mobile phone data in crime-
control applications, as well as research that has used mobile phone data to investigate and
predict human actions and mobility patterns with reference to urban sensing, which can
significantly assist researchers in forming a complete picture of all related crime dimensions.
By including studies that have utilized mobile phone data to understand and predict human
behavior, the present review made an important contribution to what topics need to be
included and discussed to provide a complete understanding of how such studies can help
meet objectives in this area. Exploring the movements of human beings in urban areas
enables researchers to gain more profound insights into how humans live and the places
they most often frequent. The present investigation thus examined the current state of
mobile phone data usage in criminology research and shed light on the methods employed
to process these data in order to understand the dynamics of human behavior and mobility
in the context of urban sensing applications. The latter include estimating and mapping
population density, inferring the correlations between human dynamics and land use, and
detecting home and work locations.

This study was the first to review the research focused on human mobility and com-
munication behavioral patterns and to make both variables the SLR’s main focus in crime
applications, in combination with a lesser emphasis on urban zones. The review covered
the most prominent results reported thus far, in particular, analyses of mobile phone data
in criminology. The current research is concentrated on detailed data processing and
analysis techniques used to understand mobile phone data. The results also include a list
of recommendations regarding which techniques and features to use and a discussion of
the extant lacunae and obstacles to help researchers and scholars better plan their studies.
In addition, the SLR explored which applications have been derived based on human
behavioral patterns extracted from mobile phone data.

Although the present research’s approach was based on standard SLR methodology,
this study was still subject to limitations. First, the review was intended to provide up-
to-date comprehensive coverage of the chosen topic, but the results are neither complete
nor should they be regarded as a definitive summary of all the related research. This
limitation is primarily due to the exclusion of relevant academic material published in
other languages. Nonetheless, the studies included in this review were carefully selected
from eight databases and published in international journals. A number of other relevant
journals may also have fallen outside the scope of the current review. Those excluded cover,
among others, studies of churn prediction, the transportation sector (e.g., transportation
planning, transportation mode detection, and commuter trips), anomaly detection, and the
epidemiology of infectious diseases, such as COVID-19, in which human mobility patterns
have been investigated. These publications were left out because of the large body of
literature available and the chosen research objective.

Last, the findings provide unique and potentially useful contributions to the field of
criminology, including supporting the conclusion that mobile phone data’s applications in
the crime domain still have great potential for further extending the existing knowledge.
These approaches can be adopted to explore other domains. On a technical level, the
existing analytical perspectives on mobile phone data are somewhat similar in all academic
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fields that mainly focus on human communication behaviors and mobility patterns. For
example, human mobility analyses have been widely conducted in many domains as
part of varied practical applications in which mobile phone data facilitated the capture of
individuals’ spatial–temporal mobility patterns in a range of human activities associated
with urban zones, crime, transportation, and the COVID-19 pandemic. Researchers can
adopt more of the techniques and approaches applied in other areas, as well as combine
two or more methods, to develop the current understanding of human mobility and
interactions further.

In addition, the experiments reported in the mobile phone data literature have often
incorporated a variety of different setups and assumptions, each adjusted to complement
the techniques applied. In other words, the empirical research conducted with these data
has involved various contexts and applications designed to serve each study’s purpose.
The current SLR provided a broad overview that can help scholars decide which tools serve
their purpose best and discover new uses, thus opening up the possibility of broader—and
fewer limitations on—applications so that they can be tailored to serve each study’s specific
goals. This finding further justifies this SLR’s consideration of other experiments conducted
in different contexts.
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