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Preface

This Special Issue, entitled Dynamics and Control of Aerospace Systems, presents a curated

selection of innovative research articles that address critical challenges and recent advancements

in aerospace engineering. Covering a broad spectrum of topics, this reprint explores distributed

control for space manipulators, state-dependent control for drag-free satellites, hybrid propulsion

systems for CubeSats, vibration suppression in flexible structures, and intelligent control strategies

for aero-engines. These studies provide robust theoretical frameworks and experimental validations

to enhance the performance, reliability, and safety of aerospace systems.

The motivation for this Special Issue arises from the rapid evolution of aerospace technologies

and the growing demand for efficient, reliable, and adaptive control mechanisms in space exploration,

satellite systems, and aviation. By integrating advanced control methods, innovative materials,

and state-of-the-art sensing technologies, the contributions included in this reprint offer practical

solutions and valuable insights into overcoming real-world challenges in aerospace dynamics and

control.

Targeted at researchers, engineers, and practitioners in aerospace engineering and related

disciplines, this reprint provides a comprehensive overview of the latest developments and future

trends in the field. The authors, recognized experts in their respective domains, have made

substantial contributions to advancing aerospace technologies, offering both theoretical and practical

perspectives.

We extend our heartfelt gratitude to all of the authors for their exceptional contributions, the

reviewers for their meticulous evaluations, and the editorial team of Actuators for their unwavering

support and guidance throughout the publication process. Their collective efforts have ensured the

high quality and impact of this Special Issue.

Ti Chen, Dongdong Li, Junjie Kang, Shidong Xu, and Shuo Zhang

Guest Editors
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Article

Distributed Passivity-Based Control for Multiple Space
Manipulators Holding Flexible Beams

Ti Chen, Yue Cao, Mingyan Xie Shihao Ni, Enchang Zhai and Zhengtao Wei *

State Key Laboratory of Mechanics and Control for Aerospace Structures, Nanjing University of Aero-Nautics and
Astronautics, No. 29 Yudao Street, Nanjing 210016, China; chenti@nuaa.edu.cn (T.C.); cao.yue@nuaa.edu.cn (Y.C.);
xmingy@nuaa.edu.cn (M.X.); nshnuaa@nuaa.edu.cn (S.N.); zhainc0312@nuaa.edu.cn (E.Z.)
* Correspondence: weizhengtao@nuaa.edu.cn

Abstract: This paper proposes a distributed passivity-based control scheme for the con-
sensus and vibration suppression of multiple space manipulators holding flexible beams.
A space manipulator holding a flexible beam is essentially a rigid–flexible underactuated
system. The bending deformation of the flexible beam is discretized by employing the
assumed modes method. Based on Lagrange’s equations of the second kind, the dynamics
model of each manipulator holding a flexible beam is established. By connecting such
underactuated systems with the auxiliary Euler–Lagrange systems, a distributed passivity-
based controller is designed under undirected communication graphs. To suppress flexible
vibration effectively, a distributed controller with the feedback of the velocity of deflection
at the free end of the flexible beam is proposed to achieve the manipulator synchroniza-
tion and vibration suppression simultaneously. The stability of the proposed controller is
analyzed with LaSalle’s invariance principle. Numerical simulations and experiments are
conducted to show the effectiveness of the designed controllers.

Keywords: underactuated systems; passivity-based control; vibration suppression;
distributed control; rigid–flexible

1. Introduction

Space manipulators are playing an increasingly significant role in complex space oper-
ations. The space manipulators can independently complete on-orbit servicing operations
such as target capture, space observation, extravehicular equipment installation, etc. In
addition, the space manipulators can also assist astronauts in completing extravehicular
operations, reducing the workload of the astronauts. The application of space manipulators
greatly improves the efficiency and safety of space missions. Therefore, space manipulators
have attracted widespread attention from researchers in all fields.

The coordinated control of multiple networked manipulators is of great significance
for space tasks such as load transportation and human–machine collaboration. The
manipulator dynamics model established by the Lagrangian method is essentially an
Euler–Lagrangian (EL) system. Therefore, the consensus of multiple manipulators can be
solved by using the distributed control algorithms of multiple EL systems. In order to
achieve the consensus of multi-agent systems, distributed control is usually considered
one of the important methods since it does not need global information. Distributed con-
trol coordinates the behavior of the group through the information exchange between
intelligent agents [1–3]. The construction of the communication topology is a crucial step
for distributed control of multi-agent systems. A common approach to describe the com-
munication topology is the graph theory [4]. Communication graphs usually include

Actuators 2025, 14, 20 https://doi.org/10.3390/act14010020
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directed and undirected graphs. In directed graphs, information exchange between agents
is unidirectional, and communication ability is limited [5]. To improve the flexibility of the
communication topology, Meng et al. [6] introduced switchable directed graphs into the
distributed control of multi-agent systems. Different from the directed graph, undirected
graphs allow the path between any nodes being undirected, which results in higher fault
tolerance [7,8]. Liu et al. modeled the communication network of multiple EL systems as
an undirected graph [9]. Furthermore, for the consensus missions of multi-agent systems,
there may or may not exist a leader. Hence, the consensus behavior can be divided into
leader–follower and leaderless patterns [10,11]. Wang et al. proposed an adaptive controller
based on distributed observers to solve the leaderless consensus problem of heterogeneous
networked Euler–Lagrange systems [12]. In certain space missions, such as transportation,
it is necessary for each agent to follow the leader to reach the designated position and
orientation. The leader–follower pattern is more suitable for such space missions. Song
et al. designed an optimized leader–follower consensus controller by combining sliding
mode control and reinforcement learning for multiple manipulators [13]. Cong et al. ad-
dressed the issue of synchronization control for multiple nonlinear manipulation systems
by designing a bounded distributed cooperative controller with a virtual leader [14].

In current space missions, manipulators will probably operate some flexible modules.
For a manipulator grasping a flexible appendage, such as solar panels, it is necessary
to suppress the elastic vibration of the flexible appendage during the movement of the
manipulator. Essentially, flexible appendages have infinite degrees of freedom. Also, there
are usually no extra actuators on the flexible appendages. Hence, the system made of
the manipulator with the flexible appendage is essentially an underactuated EL system.
This poses a significant challenge for the controller design. The main control methods for
underactuated systems include backstepping [15,16], feedback linearization [17], Passivity-
Based Control (PBC), and so on. For example, Yan et al. proposed an adaptive controller
based on the backstepping method to address the control problem of a planar underactuated
manipulator with two flexible joints [18]. Du and Li addressed the consensus for multiple
underactuated EL systems by designing a distributed control law based on the backstepping
method using the cascaded normal form [19]. Cheikh et al. designed a control method
that combines sliding mode control and partial feedback linearization to address the issue
of underactuated system control caused by joint actuator failures in the manipulator [20].
Matous et al. simplified the dynamic behavior of underactuated underwater vehicles
using the output feedback linearization method to allow many control strategies to be
employed [21]. For highly coupled nonlinear systems, it is difficult to convert the system
into a standard cascade normal form [22,23], so the backstepping and feedback linearization
methods may not be applicable to highly coupled nonlinear systems. Ortega et al. [24,25]
proposed the PBC theory based on the passive characteristics of the system. The PBC does
not require altering the system’s nonlinearity and structure, thereby decreasing the difficulty
of the controller design [26]. Chen et al. addressed the issue of attitude synchronization
during the maneuvering of a group of underactuated flexible spacecrafts. Considering the
scenario without system damping, they designed a distributed passivity-based controller
that relied only on attitude angle feedback [27]. Introducing vibration information of the
flexible beam into the control system is an effective way for vibration suppression in such
underactuated systems. Mansour et al. addressed the problem of vibration suppression
and stability control of a single-joint flexible manipulator. A vibration suppression method
based on deformation feedback to adjust torque was designed [28]. Wang et al. proposed a
distributed cooperative controller for the vibration problems of multiple underactuated
flexible spacecraft. The controller utilizes proportional and differential feedback, as well as

2



Actuators 2025, 14, 20

interactive feedback between adjacent control units, to suppress vibrations while achieving
attitude consensus among multiple spacecraft [29].

As mentioned above, few studies have thoroughly investigated the issue of vibration
suppression of flexible payloads during the consensus of space manipulators [30–32],
particularly by integrating the feedback of the Velocity of Deflection at the Free End of the
Beam (VDFEB) into the passivity-based controller. This paper aims to present distributed
passivity-based controllers for networked space manipulators holding flexible appendages.
Compared with the studies on distributed control of fully actuated and rigid manipulators
in [4,7,12,14], this paper proposed distributed passivity-based controllers for a team of
rigid–flexible underactuated systems to realize the consensus manipulation and vibration
suppression of the flexible appendages. Moreover, different from the distributed passivity-
based controller in [27], the VDFEB is introduced into passivity-based controllers as the
feedback signal.

The rest of the paper is organized as follows. Problem formulation is given in Section 2.
The distributed passivity-based controllers with or without the feedback of the VDFEB are
designed in Section 3. Sections 4 and 5 present the results of numerical simulations and
experiments, respectively. Conclusions are drawn in Section 6.

2. Problem Formulation

2.1. Research Objective

This paper will investigate the control problem of a group of fixed-base four degrees-
of-freedom manipulators. Each manipulator holds a flexible beam without any actuators.
The control purpose is to realize the coordinated motion of multiple manipulators and
vibration suppression of the flexible beams. The space mission scenario is illustrated in
Figure 1.

 

Figure 1. Mission concept of cooperative operation of flexible beams using multiple space manipulators.

2.2. Graph Theory

Consider a multi-agent system composed of multiple manipulators. The information
exchange among the multiple intelligent agents can be described as a communication
topology graph. The graph consists of a set of nodes and edges, denoted as G = (V, E).
Nodes represent agents, and edges represent the paths of information flow between ad-
jacent agents. In graph G = (V, E), V = {1, 2 . . . N} represents the set of all nodes, and
E ⊆ V × V represents the set of all edges connecting the nodes. The edge (i, j) represents
the information flow from node i to node j, and node i is a neighbor of node j. A graph G
is undirected if there is an edge (j, i) for any edge (i, j); otherwise, the graph is directed.
The set of neighbors of node i is denoted by Ni = {j ∈ V|(i, j) ∈ E}. The path from node
il to node ik is a series of ordered edges (il, il+1), where l = 1, . . . , k − 1. If there exists at
least one path between any two nodes, the graph G is connected. The adjacency matrix of

3
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graph G is defined as A =
{

ai,j
} ∈ R

N×N , where ai,j ≥ 1 if (j, i) ∈ E; otherwise, ai,j = 0.
The in-degree of the ith node is denoted as di, which is defined as the sum of the elements
in the ith row of the adjacency matrix A, i.e., di = ∑N

j=1 aij. The matrix D is then defined as
D = diag{di}, where D is a diagonal matrix with di as its diagonal elements. The Laplacian
matrix L of the graph G is then defined as L = D − A.

Assume that the desired position of the manipulator is determined by a virtual leader,
denoted as node 0. Node i is said to be reachable from the leader if there exists a path from
the leader to node i. If there exists a path from the leader to every node, the leader is said
to be globally reachable. If node i can receive information from the leader without having
to go through other nodes, then bi is set to 1; otherwise, bi = 0. The matrix H is defined as
H = L + B, where B = diag{bi}.

Lemma 1. In graph G, if there is at least one follower that can receive information from the leader
and the communication among followers is a connected undirected graph, the leader is globally
reachable [33] and the matrix H is positive definite [34].

2.3. System Dynamics

The schematic diagram of a 4-DOF manipulator grasping a flexible beam in a three-
dimensional space is shown in Figure 2. The beam is slender such that it is considered as
an Euler–Bernoulli beam.

 

Figure 2. A manipulator with 4 joints grasping a flexible beam.

As illustrated in Figure 3a, the cross-section of the beam is parallel to the ozy plane.
To facilitate understanding, the three-dimensional floating frame is projected onto the
oxy plane along the height direction of the flexible beam. w(x, t) denotes the bending
deformation of the flexible beam, which occurs in the plane oxy, as shown in Figure 3b.
w(x, t) is discretized by using the assumed mode method and shown as follows

w(x, t) =
∞

∑
i=1

Wi(x)pi(t) (1)

where Wi(x) is the ith order mode shape and pi(t) is the corresponding modal coordinate,
respectively. Without loss of generality, only the first bending mode of the cantilever beam
is considered in this study. Therefore, the first-order mode shape function is

W1(x) = cosh s1x − cos s1x + v1(sinhs1x − sin s1x) (2)

4
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where
v1 = − sinhs1l − sin s1l

cosh s1l + cos s1l
(3)

and s1 is the first-order wave number. Then, s1lb = 1.8571, and lb is the length of the flexible
beam. To facilitate subsequent writing, the p1(t) is uniformly replaced with η(t).

  
(a) (b) 

Figure 3. The bending deformation of the flexible beam in the floating frame; (a) the cross-section of
the beam; (b) the deformation plane of the beam.

To give a short expression, (t) after a variable will be uniformly omitted in the following
context. Hence, the dynamic model of a space manipulator grasping a flexible beam system
is given based on the Lagrange equation of the second kind as follows:

M(q)
..
q + C

(
q,

.
q
) .
q + Kq = u (4)

where u =
[
ua 0

]T
represents the generalized driving torque vector, and q ∈ R

n repre-
sents the generalized coordinates of the system. ua is the input torque of the manipulator’s
joints. The generalized coordinates of the system can be written as q =

[
qT

a η
]T, where

qa = [q1 q2 q3 q4]
T ∈ R

4 and η ∈ R. q1, q2, q3 and q4 represent the generalized coordi-
nates of the manipulator’s joints. η represents the modal coordinate of the first bending

mode of the flexible beam. M =

[
m11 m12

m21 m22

]
is the mass inertia matrix of the system.

C =

[
c11 c12

c21 c22

]
includes the centrifugal and Coriolis matrix of the system. K =

[
0 0
0 K

]
is

the stiffness matrix. It is clear that only the manipulator joint angles are controlled directly.
The dynamic model can also be written in the following form of partitioned matrix:[

m11 m12

m21 m22

][ ..
qa..
η

]
+

[
c11 c12

c21 c22

][ .
qa.
η

]
+

[
0 0
0 K

][
qa
η

]
=

[
ua

0

]
(5)

Then, the dynamic equations of the networked manipulator holding flexible beam
systems can be rewritten according to Equation (4) as

Ms(q)
..
qs + Cs

(
q,

.
q
) .
qs + Ksqs = us (6)

where Ms = diag{Mi} ∈ R
5N×5N , Cs = diag{Ci} ∈ R

5N×5N , Ks = diag{Ki} ∈ R
5N×5N ,

qs =
[
qT

a1 η1 . . . qT
aN ηN

]T, us =
[
u1

T . . . uN
T]T for i = 1, . . . , N. Note that N represents the

number of the manipulator of concern. The subscript i is added to show that the variables
are corresponding to the ith agent.

5
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2.4. System Energy Analysis

The definition of passive is briefly introduced in this subsection firstly. Consider the
system governed by the following equation

∑ :

{ .
x = f(x, u)
y = h(x, u)

(7)

where a causal dynamic operator ∑ : u → y [35] is defined. According to [36,37],
Equation (7) is passive if there is a continuously differentiable semidefinite function E
such that

.
E ≤ uTy, ∀(x, u) (8)

where E is called the storage function. Moreover, it is said to be lossless if
.
Es = uTy.

For the system in Equation (6) with output ys =
.
qas, where qas =

[
qa1

T . . . qaN
T]T, the

storage function is defined as

Es =
1
2

.
qs

TMs(q)
.
qs +

1
2

qs
TKsqs (9)

where the first and second terms in Es are the kinetic energy and potential energy for the
networked manipulators carrying a flexible beam, respectively. The derivative of Es can be
expressed as

.
Es =

.
qs

TMs
..
qs +

1
2

.
qs

T .
Ms

.
qs + qs

TKs
.
qs

= 1
2

.
qs

T
(

2us − 2Cs
.
qs − 2Ksqs +

.
Ms

.
qs

)
+ qs

TKs
.
qs

(10)

The following equation can be obtained for the EL system:

.
qs

T
(Ms − 2Cs)

.
qs = 0 (11)

Hence, Equation (10) can be rewritten as

.
Es =

.
qs

Tus (12)

Since u =
[
ua 0

]T
,

.
Es can be reformulated as

.
Es =

.
qas

Tuas (13)

where uas =
[
ua1

T . . . uaN
T]T. Hence, the system in Equation (9) is lossless.

3. Controller Design

In order to achieve the leader–follower consensus of multiple manipulators holding
flexible beam systems, the focus of the passivity-based controller is to construct an auxiliary
controller dynamic equation with isomorphic structure and form a closed-loop system with
the system dynamic equation. In order to further suppress flexible vibrations, the feedback
of the VDFEB is added to the controller as an integral form. This enables the manipulator
to suppress vibration actively without adding an actuator.

3.1. Control Objective

The controller design is intended to drive N manipulators that hold flexible beams
to track a static virtual leader while effectively suppressing flexible vibration under the
following Assumption 1. The desired generalized coordinate vector is represented by
qd = [qT

ad 0]T, where qad is the desired value of qai. The leader–follower synchroniza-

6
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tion and vibration suppression problems are said to be achieved if lim
t→∞

‖qi‖ = qd and

lim
t→∞

∥∥ .
qi
∥∥ = 0 hold for i = 1, . . . , N.

Assumption 1. The communication topology is undirected and connected. At least one follower
can receive information from the leader.

If Assumption 1 is satisfied, it can be clearly concluded from the description in
Section 2.1 that the matrix H is positive definite.

3.2. Passivity-Based Control Method

The objective of PBC methods is to render the closed-loop system passive. Essen-
tially, as illustrated in Figure 4, a PBC is realized by interconnecting another auxiliary
Euler–Lagrange system with the controlled plant. The resulting controller can be referred to
as an Euler–Lagrange controller. This approach allows for the incorporation of additional
energy and damping into the closed-loop system.

Figure 4. Information exchange mechanisms between the controller and the control plant.

3.3. Design of Distributed Passivity-Based Controller

The purpose of this subsection is to utilize PBC methods to design a distributed
controller for achieving synchronization of multiple manipulators gripping a flexible beam.
Before proceeding, a necessary assumption is stated as follows.

Assumption 2. Only the joint angles of the manipulators are measurable.

In synchronization missions, it is crucial to ensure real-time communication and
complete the task in the shortest possible time with minimal information. Therefore,
studying the control problem based on joint angle feedback only is highly necessary.
According to the requirements of Assumption 2, only qas will be used as feedback variables
in the controller design in this subsection.

By introducing the virtual generalized coordinates corresponding to the generalized
joint angle coordinates of the manipulator [24], the dynamic equation of the controller can
be formulated as follows:

Mc
..
θ+ Cc

.
θ+ Kc(θ− qs) + (H ⊗ I4)(θ− qd) = 0 (14)

where Mc = diag{Mci} ∈ R
4N×4N , Cc = diag{Cci} ∈ R

4N×4N and Kc = diag{Kci} ∈
R

4N×4N are constant positive definite matrices. Mci ∈ R
4×4, Cci ∈ R

4×4 and Kci ∈ R
4×4

are also constant positive definite matrices for i = 1, . . . , N. θ ∈ R
4N is a generalized

coordinate vector of the controller dynamics. Thus, the controller dynamics corresponding
to the ith manipulator are as follows:

MCi
..
θi + CCi

.
θi + KCi(θi − qi) +

N

∑
j=1

aij
(
θi − θj

)
+ bi(θi − qad) = 0 (15)

7
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It is evident that, since the controller dynamics correspond to the ith manipulator
depends on its own information and that of its neighbors, the controller is distributed. The
total energy associated with the controller dynamics can be formulated as

Ec = EcT

( .
θ
)
+ EcK(θ, qs) (16)

where
EcT

( .
θ
)
=

1
2

.
θ

T
Mc

.
θ (17)

and
EcK(θ, q) =

1
2
(θ− qas)

TKc(θ− qas) +
1
2
(θ− qad)

T(H ⊗ I4)(θ− qad) (18)

where Kc is a positive definite matrix to be defined in the following controller.
According to Assumption 2, since the joint angles of the manipulator are measurable,

the controller can be designed as follows:

uas = Kc
(
θ− qas

)
(19)

For the leader–follower consensus under an undirected communication graph, only
the controller’s generalized coordinates are exchanged among the followers by using the
distributed auxiliary Euler–Lagrange dynamics.

Theorem 1. For the networked manipulators gasping a flexible beam governed by Equation (6), the
controller in Equation (19) based on the controller dynamics in Equation (14) can drive the group of
manipulators to track the leader and suppress the flexible vibration asymptotically.

Proof. The following total energy of the system is selected as the Lyapunov function
candidate.

V1 = Es + Ec (20)

where ES and EC are defined by Equations (9) and (16), respectively. The time derivative of
V1 is

.
V1 =

.
qT

asuas +
.
Ec

=
.
qas

TKc(θ− qas)−
.
θ

T
C

.
θ− .

θ
T

Kc(θ− qas)−
.
θ

T
(H ⊗ I4)(θ− qad)

+
( .

θ− .
qas

)T
Kc(θ− qas) +

.
θ

T
(H ⊗ I4)(θ− qad)

= − .
θ

T
Cc

.
θ

≤ 0

(21)

According to LaSalle’s invariance principle, the system will asymptotically converge to
the largest invariant set B =

{
qas,

.
qas, ηs,

.
ηs, θ,

.
θ
∣∣∣ .
V1 = 0

}
. Given that Cc is positive definite,

the condition
.

V1 = 0 implies that
.
θ = 0. Under the assumption that

.
θ ≡ 0, θ remains

constant; therefore, the controller dynamics described in Equation (14) can be reformulated as

Kc(θ− qas) + (H ⊗ I4)(θ− qd) = 0 (22)

It can thus be inferred that qas remains invariant. Given that both Kc and (H ⊗ I4)

are constant positive definite matrices, it follows that
.
qas =

..
qas = 0. Consequently, the

8
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dynamic equation of the rigid–flexible coupled manipulator, as expressed in Equation (5),
can be reformulated as{

m12
..
ηi + c12

.
ηi = constant

m22
..
ηi + c22

.
ηi + Kiηi = 0

(i = 1, 2, · · · N) (23)

From the dynamic Equation (5) of the manipulator, there exists at least one row of [m12

c12] independent of [m22 c22]. Therefore, the aforementioned Equation (23) has a unique
solution when ηi ≡ 0 and m12

..
ηi + c12

.
ηi = 0, which holds when θi = qai = qad. Hence,

the unique solution to Equation (23) is ηi ≡ 0. Consequently, when
.

V1 = 0, it follows
that ηs ≡ 0 and θ = qas = qad. Therefore, according to LaSalle’s invariance principle, the
controller can achieve distributed consensus control and vibration suppression. Therefore,
this system is asymptotically stable. �

Remark 1. The closed-loop system previously mentioned can be reformulated as follows⎧⎪⎨⎪⎩ Ms(q)
..
qs + Cs

(
q,

.
q
) .
qs + Ksqs =

[
uas

0

]
Mc

..
θ+ Cc

.
θ+ uas + (H ⊗ I4)(θ− qd) = 0

(24)

Then, the energy function of this closed-loop system Vc can be formed as

Vc =
1
2

.
qs

TMs(q)
.
qs +

1
2

qs
TKsqs +

1
2

.
θ

T
Mc

.
θ+

1
2
(θ− qad)

T(H ⊗ I4)(θ− qad) (25)

The time derivative of Vc is

.
Vc =

.
qas

TKc(θ− qas)−
.
θ

T
C

.
θ− .

θ
T

Kc(θ− qas)

=
( .

qas −
.
θ
)T

uas −
.
θ

T
Cc

.
θ

≤
( .

qas −
.
θ
)T

uas

(26)

where
.
qas −

.
θ and uasare the new output and input of this system, respectively. Hence, the closed-

loop system considered is passive.

3.4. Distributed PBC with the Feedback of the VDFEB

This section will systematically discuss the controller design with feedback of the
VDFEB. As mentioned in Section 2.3, only the first-order bending mode of the flexible beam
is considered. Since W1(x) depends only on x, W1(l) is a constant. Define the rate of change
in the deflection at the end of the flexible beam as

g(t) =
.

w(l, t) = A
.
η (27)

where A = W1(l).

Assumption 3. The angles and angle velocities of manipulator joints, and the velocities of the
deflection at the end of the flexible beam, are all measurable.

According to the above assumption,
.
qa, g(t) and qa can be used to design the following

controller. Inspired by [28], the new controller can be reformulated as follows:

9
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uai = Kci

⎡⎢⎢⎢⎣
θi,1 − qai,1

θi,2 − qai,2

θi,3 − qai,3

θi,4 − qai,4

⎤⎥⎥⎥⎦+ Kci

⎡⎢⎢⎢⎢⎣
cos2 qai,4g(t)tanh

(
−k

.
qai,1

)∫ t
0 cos2 qai,4tanh

(
−k

.
qai,1

)
g(τ)dτ

0

sin2 qai,4g(t)tanh
(
−k

.
qai,3

)∫ t
0 sin2 qai,4tanh

(
−k

.
qai,3

)
g(τ)dτ

0

⎤⎥⎥⎥⎥⎦ (28)

In this context, qai,1 · · · qai,4 represent the first to fourth joint angles of the ith manipula-
tor, and θi,1 · · · θi,4 are the four elements of θi,1. The first term in Equation (28) is identical to
that in Equation (19), while the second term represents the fine-tuning of the torque of the
first and third joints of the manipulator to suppress the vibration of the flexible beam. Such
torques applied to the first and third joints to suppress vibrations depend on the angle of
the fourth joint. It should be noted that such a control torque for vibration suppression is
specifically designed based on the unique configuration of the space manipulators in this
paper. The value of k is chosen as a large positive constant. This controller is designed to
further suppress the vibration of flexible beams. According to the design of this controller,
the vibration information of each beam is only feedback to its own controller, and there is
no need to exchange the system states between followers.

Theorem 2. For the networked manipulators gasping a flexible beam governed by Equation (6),
with the controller dynamics in Equation (14), the controller in Equation (28) can drive the group of
manipulators to track the leader and suppress the flexible vibration asymptotically.

Proof. Define the following vectors:

ψi =

⎡⎢⎢⎢⎢⎣
∫ t

0 cos2 qai,4tanh
(
−k

.
qai,1

)(
− .

qai,1

)
g(τ)dτ

0∫ t
0 sin2 qai,4tanh

(
−k

.
qai,3

)(
− .

qai,3

)
g(τ)dτ

0

⎤⎥⎥⎥⎥⎦ (29)

and

δi =

⎡⎢⎢⎢⎢⎣
cos2 qai,4g(t)tanh

(
−k

.
qai,1

)∫ t
0 cos2 qai,4tanh

(
−k

.
qai,1

)
g(τ)dτ

0

sin2 qai,4g(t)tanh
(
−k

.
qai,3

)∫ t
0 sin2 qai,4tanh

(
−k

.
qai,3

)
g(τ)dτ

0

⎤⎥⎥⎥⎥⎦ (30)

Consider the following Lyapunov function:

V2 = Es + Ec +
1
2

ψs
TKcψs (31)

where ψs =
[
ψ1

T, . . . , ψN
T]T.

The time derivative of V2 is

.
V2 =

.
qT

asuas +
.
Ec + ψs

T
.

ψs

=
.
qas

TKc(θ− qas) +
.
qas

T
δs −

.
θ

T
C

.
θ− .

θ
T

Kc(θ− qas)−
.
θ

T
(H ⊗ I4)(θ− qad)

+
( .

θ− .
qas

)T
Kc(θ− qas) +

.
θ

T
(H ⊗ I4)(θ− qad) + ψs

TKc
.

ψs

(32)

where δs =
[
δ1

T, . . . , δN
T
]T

. One can obtain

10
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.
qas

T
δs = ∑N

i=1
.
qai

T
δi

= ∑N
i=1

.
qai,1 cos2 qai,4g(t)tanh

(
−k

.
qai,1

)∫ t
0 cos2 qai,4tanh

(
−k

.
qai,1

)
g(τ)dτ

+
.
qai,3 sin2 qai,4g(t)tanh

(
−k

.
qai,3

)∫ t
0 sin2 qai,4tanh

(
−k

.
qai,3

)(
− .

qai,3

)
g(τ)dτ

(33)

and

ψs
T

.
ψs = ∑N

i=1 ψi
T

.
ψi

= ∑N
i=1

(
− .

qai,1

)
cos2 qai,4tanh

(
−k

.
qai,1

)
g(t)

∫ t
0 cos2 qai,4tanh

(
−k

.
qai,1

)(
− .

qai,1

)
g(τ)dτ

+
(
− .

qai,3

)
sin2 qai,4tanh

(
−k

.
qai,3

)
g(t)

∫ t
0 sin2 qai,4tanh

(
−k

.
qai,3

)(
− .

qai,3

)
g(τ)dτ

(34)

Based on Equations (33) and (34), it can be derived that

.
qas

TKcδs = −ψs
TKc

.
ψs (35)

Utilizing Equation (35), Equation (32) can be reformulated as

.
V2 =

.
qT

asuas +
.
Ec + ψs

T
.

ψs

=
.
qas

TKc(θ− qas) +
.
qas

T
δas −

.
θ

T
C

.
θ− .

θ
T

Kc(θ− qas)−
.
θ

T
(H ⊗ I4)(θ− qad)

+
( .

θ− .
qas

)T
Kc(θ− qas) +

.
θ

T
(H ⊗ I4)(θ− qad) + ψs

T
.

ψs

= − .
θ

T
Cc

.
θ

≤ 0

(36)

Similarly to the Proof of Theorem 1, it can be concluded that
.
θ ≡ 0 implies ηs ≡ 0

and θ = qas = qad. From LaSalle’s invariance principle, θ → qad , qas → qad ,
.
qas → 0 and

.
ηs → 0 as time goes to infinity. �

Remark 2. Similar to Remark 1, the closed-loop system governed by Equation (28) is passive.

Remark 3. As shown in the proof of Theorems 1 and 2, the closed-loop system will converge to the
largest invariant set B =

{
qas,

.
qas, ηs,

.
ηs, θ,

.
θ
∣∣∣ .
θ ≡ 0

}
, which corresponds to the desired control

state. Hence, the proposed control method also works for other underactuated EL systems satisfying
such a property that the underactuated variable will be equal to the desired value once the actuated
variable is kept constant.

4. Numerical Simulations

With the distributed system governed by the dynamics equation in Equation (4) as the
control platform, some simulations will be introduced to validate the effectiveness of the
control scheme proposed in Section 3.4. In this section, the distributed system consists of
four space manipulators grasping flexible beams. The undirected communication graph
is presented in Figure 5 and it shows that only manipulator numbered 1 can obtain the
desired position information from the virtual leader. The parameters of the manipulator
and the flexible beam are shown in Table 1. I1 to I4 represent the inertia matrices of the
various parts of the manipulator. mi and li represent the mass and size of each structure of
the manipulator [38], respectively. lb, EI, ρ and A represent the length of the flexible beam,
flexural rigidity, density, and cross-sectional area, respectively.
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Figure 5. The undirected communication graph for the distributed system.

Table 1. System parameters.

Parameter Value Unit

I1 diag{1.5, 1.5, 10} × 10−3 kg · m2

I2 diag{0.2, 10, 10} × 10−3 kg · m2

I3 diag{2, 2, 0.3} × 10−3 kg · m2

I4 diag{1, 1, 0.6} × 10−3 kg · m2

mi(i = 1, 2, 3, 4) 0.79, 0.46, 0.27, 0.26 kg
Li(i = 1, 2, 3) 0.14, 0.35, 0.4 m

lb 1 m
EI 2.917 N · m2

ρ 2700 kg/m3

A 5 × 10−5 m2

To show the effectiveness of the feedback of the VDFEB in the proposed controller,
the PBC in Equation (19) together with the proposed controller in Equation (28) are
compared with each other. The initial angle vectors of the space manipulators are set

as q∗a1 =
[
−π

2 −π
8

π
8 0

]T
, q∗a2 =

[
π
2 −π

8
π
8 0

]T
, q∗a3 =

[
π
2 −π

8
π
8

π
8

]T
and

q∗a4 =
[
−π

2 −π
8

π
8

π
8

]T
, respectively. There is no deformation in the flexible beam at

the initial time, i.e., both the values the ηi and
.
ηi for i = 1 . . . N are set as 0 initially. The

desired joint angle vector is qad =
[
0 0 0 0

]T
. The parameters in controller dynamics

in Equation (15) are chosen as Mci = I4, Cci = 50I4 and Kci = 100I4. Note that Mci, Cci and
Kci remain consistent in the simulations under these two control laws. Furthermore, k is
chosen as 1 × 104 in the designed controller in Equation (28).

Figures 6 and 7 display the responses of the joint angles of the manipulators under
the control laws in Equations (19) and (28), respectively. As we can see, all the joint angles
of the manipulators converge to the desired positions at about 300 s. It is clear that both
controllers can effectively drive multiple manipulators to achieve the consensus. According
to Equations (19) and (28), the control input will continually drive the joint angle qas to
approach the virtual generalized coordinate θ. The time histories of the tracking errors of
the joint angles under two control laws are shown in Figures 8 and 9. It can be found that
the tracking errors of the joint angles are all within 0.001 rad and converge to zero ultimately.
Furthermore, in order to compare the differences between the tracking performance of the
joint angles under these two control schemes, the following function is employed.

Ai,j(t) =
∫ t

0

∣∣ei,j(τ)
∣∣dτ (37)

12
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where ei,j = θi,j − qai,j represents the tracking error between the jth joint angle of the ith
manipulator and the virtual generalized coordinate. Essentially, Equation (37) represents the
area enclosed by the absolute value of the function ei,j(τ) and the time axis. According to
Equation (37), the calculation results in Figures 8 and 9 are presented in Figure 10. As shown
by the red bar charts, the areas corresponding to the time responses of the joint angles under
the PBC with the feedback of the VDFEB are smaller than those under the controller in the
absence of the feedback of the VDFEB. Note that there exists little difference for the fourth
joint angles between the areas under these two controllers. The reason for such little difference
can be found in Equation (28). As we can see, the feedback of the VDFEB is not employed
in the control signal of the fourth joint. Therefore, it can be concluded that the PBC with the
feedback of the VDFEB presents greater tracking performance.

 
(a) 

 
(b) 

 
(c) 

i= i= i= i=

i i i i

i i i i

 
(d) 

i i i i

Figure 6. The simulation results of the manipulators under PBC. (a) Joint angles of manipulator 1,
(b) Joint angles of manipulator 2. (c) Joint angles of manipulator 3. (d) Joint angles of manipulator 4.
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(a) 

 
(b) 

 
(c) 

 
(d) 

i i i i

i i i i

i= i= i= i=

Figure 7. The simulation results of manipulators under PBC with the feedback of the VDFEB.
(a) Joint angles of manipulator 1. (b) Joint angles of manipulator 2. (c) Joint angles of manipulator 3.
(d) Joint angles of manipulator 4.

To further analyze the effect of the feedback of the VDFEB in the proposed con-
troller [39], the comparison of the first bending mode of the flexible beam under the control
laws in Equations (19) and (28) is conducted. Figure 11 shows the comparison results, and
it can be seen intuitively that the value of the modal coordinates under the control law of
Equation (28) is smaller than that of Equation (19). Similarly, to highlight the effectiveness
of vibration suppression under the feedback of the VDFEB, the performance function of
vibration suppression is defined as follows.

Bi(t) =
∫ t

0
|ηi(τ)|dτ (38)
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(a) 

 
(b) 

 
(c) 

 
(d) 

e
j

e
j

j j j j

j j j j

Figure 8. Tracking error of the joint angles of manipulators under PBC. (a) Tracking error of the joint
angles of manipulator 1. (b) Tracking error of the joint angles of manipulator 2. (c) Tracking error of
the joint angles of manipulator 3. (d) Tracking error of the joint angles of manipulator 4.
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(a) 

 
(b) 

 
(c) 

 
(d) 

j j j j

j j j j

j j j j

Figure 9. Tracking error of the joint angles of manipulators under PBC with the feedback of the
VDFEB. (a) Tracking error of the joint angles of manipulator 1. (b) Tracking error of the joint angles of
manipulator 2. (c) Tracking error of the joint angles of manipulator 3. (d) Tracking error of the joint
angles of manipulator 4.
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(a) 

 
(b) 

 
(c) 

 
(d) 

j j j j j j j j

j j j j

Figure 10. The tracking performance under PBC and PBC with the feedback of the VDFEB.
(a) The comparison for manipulator 1. (b) The comparison for manipulator 2. (c) The compari-
son for manipulator 3. (d) The comparison for manipulator 4.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 11. The modal coordinates of the flexible beams. (a) Modal coordinates of beam 1. (b) Modal
coordinates of beam 2. (c) Modal coordinates of beam 3. (d) Modal coordinates of beam 4.
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The calculation results based on Equation (38) are presented in Figure 12 and the
vertical axis represents the area enclosed by the absolute value of the modal coordinate
and the time-axis, which implies that the degree of vibration suppression can be quantified
reasonably. As shown in Figure 12, it is clear that the control method based on the feedback
of the VDFEB has an apparent effect on suppressing the vibration of the flexible beam.
Hence, it is adopted that the distributed system under the designed controller with the
feedback of the VDFEB can achieve consensus with a better performance of the vibration
suppression in comparison with that under PBC.

 

B i

Figure 12. The comparison of the degree of vibration suppression under PBC and PBC with the
feedback of the VDFEB.

5. Experimental Verification

In this section, two manipulators from Quanser Consulting Inc. in Toronto, Ontario,
Canada are used to verify the effectiveness of the proposed controller of PBC with the
feedback of the VDFEB. As shown in Figure 13, the experiment system consists of two
manipulators, two flexible beams, and a workstation. The sensing interface can provide
data on the joint angle and the velocity of the joint angle. The Intel RealSense D415 RGB-D
cameras from Intel Corporation in Santa Clara, California, US with a framerate of 30 Hz
are employed to obtain information on the position of the beam ends with the aid of the
April tag fixed at the free end of the flexible beam. All the above information is fed back
to the workstation by the USB cables. Then, the deflection and the deflection velocity at
the end of the flexible beam can be calculated by the workstation in real time. Based on
Equations (19) and (28), the workstation can calculate the PBC laws with and without the
feedback of the VDFEB, respectively, and drive the manipulators with the QUARC 2023
software from Quanser Consulting Inc. in Toronto, Ontario, Canada. Note that only the
joints of manipulators can be controlled directly by the joint motor and there is no extra
actuator used to suppress the vibration. That is, the system is underactuated.

To show the effectiveness of the feedback of the VDFEB in the proposed controller,
the PBC in Equation (19) together with the proposed controller in Equation (28) are com-
pared with each other. A rectangular cross-section beam, as shown in Figure 3a, was
selected, and it was assumed that the deformation of the beam occurs only in the oxy plane.
In experimental tests, the gravitational force was controlled to be perpendicular to the
deformation plane of the beam to avoid additional deformation caused by gravity. There-

fore, the initial angle vectors of the space manipulators are set as q∗a1 =
[
−π

4 0 0 0
]T

,
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q∗a2 =
[
π
4 0 0 0

]T
, respectively. There is no deformation in the flexible beam at the

initial time. The desired joint angle vector is qad =
[
0 0 0 0

]T
. The parameters in

controller dynamics in Equation (15) are chosen as the same as that in Section 4. Figure 14
records the state of the manipulators 0 s, 1 s, 5 s, and 50 s under PBC with and without the
feedback of the VDFEB. The left column of Figure 14 pictures represents the PBC with the
feedback of the VDFEB, while the right column represents the PBC without the feedback of
the VDFEB. It can be seen that under the two control laws, the time required for the two
manipulators to reach the desired position is roughly the same.

Figure 13. The system of the QARM manipulators holding flexible beams from Quanser, Inc.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 14. Dual-manipulator system under two control methods. (a) T = 0 s, (b) T = 1 s, (c) T = 5 s,
(d) T = 50 s.
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Figures 15 and 16 display the responses of the joint angles of the manipulators under
the control laws in Equations (19) and (28), respectively. It implied that all the joint angles
of the manipulators converge to the desired positions at about 50 s. It is clear that both
controllers can effectively drive multiple manipulators to achieve the consensus.

 
(a) 

 
(b) 

Figure 15. The experiment results under PBC. (a) Joint angles of manipulator 1. (b) Joint angles of
manipulator 2.

 
(a) 

 
(b) 

Figure 16. The experiment results under PBC with the feedback of VDFEB. (a) Joint angles of
manipulator 1. (b) Joint angles of manipulator 2.

20



Actuators 2025, 14, 20

In order to emphasize the effectiveness of the VDFEB feedback-based vibration sup-
pression in the proposed controller, the comparison of the deflection at the end of the
flexible beam under the control laws in Equations (19) and (28) is conducted and Figure 17
shows the comparison results. It is clear that the control method based on the feedback of
the VDFEB has an apparent effect on suppressing the vibration of the flexible beam. It can
be seen intuitively that under the control law in Equation (28), the vibration amplitude of
the flexible beam is smaller than that under the control law in Equation (19). At the same
time, the amplitude decays faster.

 
(a) 

 
(b) 

Figure 17. The deflections of the flexible beams. (a) Deflection of beam 1. (b) Deflection of beam 2.

6. Conclusions

This study presents a distributed PBC without or with the feedback of the VDFEB to
achieve the leader–follower consensus of multiple manipulators holding flexible beams
while simultaneously suppressing the vibration of the flexible beams. Lagrange’s equa-
tions of the second kind and the assumed mode method are employed to describe the
dynamics behaviors of the rigid–flexible coupling system. With the aid of the auxiliary
Euler–Lagrange systems, the leader–follower distributed system can achieve consensus
under undirected communication graphs. The feedback of the VDFEB is introduced into
the PBC to complete the tracking tasks and the vibration suppression. Simulation results
demonstrate that the multiple underactuated EL systems under the designed controller can
achieve consensus more efficiently with a better performance of the vibration suppression
in comparison with that under PBC. The experimental results show that both control meth-
ods can complete the consistency tracking task, and the distributed PBC with the feedback
of the VDFEB has an obvious vibration suppression effect.
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Abstract: The drag-free satellite plays an important role in the space-based gravitational wave
observatory. The capture control of test mass after release is a crucial technology that can affect the
success of the mission. The test mass must be released to the center of the electrostatic suspension
cage accurately. This paper presents a nonlinear dynamic model of drag-free satellites in Lagrange
formalism. A capture control scheme for test mass release phase is proposed based on the state-
dependent Riccati equation (SDRE) strategy. To deal with the actuator saturation problem, a nonlinear
saturation model is introduced to the dynamics of satellite, while the SDRE strategy is applied to
the non-affine system. The effectiveness of the proposed methodology is verified by the numerical
simulation for the drag-free satellite.

Keywords: drag-free satellite; test mass capture control; SDRE; non-affine system; actuator saturation

1. Introduction

The general theory of relativity is one of the greatest discoveries of the 20th century in
physics. As direct proof of the general theory of relativity, gravitational waves (GWs) have
aroused great desire for exploration. In February 2016, human beings directly detected
GWs for the first time [1]. Limited by the length of the interference arm, the ground-based
GW observatory can only observe GW signals with frequencies above 1 Hz. However,
low-frequency GW signals (1 mHz up to 0.1 Hz) contain richer astronomical information.
The SGO (Space-based Gravitational wave Observatory) with a large enough interference
arm is able to detect low-frequency GWs. Many mission concepts have been proposed
for the SGO, including the LISA (Laser Interferometer Space Antenna) mission [2,3], Taiji
plan [4,5], TianQin mission [6], BBO (Big Bang Observer) [7], DECIGO (DECi hertz Interfer-
ometer Gravitational wave Observatory) [8,9], and LAGRANGE (Laser Gravitational wave
Antenna at Geo-lunar Lagrange) [10], etc.

The nature of the SGO is a space-based Michelson interferometer based on the for-
mation of drag-free satellites. The SGO detects GWs by measuring the relative distance
between two free falling test masses (TMs) in two drag-free satellites [11]. To withstand
the high vibration forces during launch, the TM is fixed by the cage and vent mechanism
(CVM) [12]. In the release phase, the TM is released by the grabbing positioning and re-
lease mechanism (GPRM) [13]. Nevertheless, the GPRM inevitably introduces some errors
caused by the asymmetry and adhesion [14], which will lead to the TM in unfavorable
initial conditions. To perform science mode, the TM must be precisely captured in the center
of the electrostatic suspension cage. However, these critical initial conditions together with
the saturation of the electrostatic suspension force raise great challenges to capture the
TM after it is released [15]. Consequently, there are many studies that focus on the release
mechanism. In Ref. [16], a mathematical model for the retraction dynamics of the release
tip in the GPRM was proposed to predict the dynamic conditions of the TM injection.
Benedetti et al. [17] investigated the dynamics of the TM in free-falling conditions typical
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of space applications and built an analytical model to predict the imparted momentum
in the case of conservative interaction forces. To give an estimation of the TM release
velocity in the scope of the LISA-Pathfinder space mission, Bortoluzzi et al. [18] developed
a model based on laboratory measurements for both the release tip retraction and the
adhesion phenomenon. Moreover, they not only made a significant contribution to the
establishment of the analytical model for the release mechanism but also developed an
experimental technique aimed at measuring the momentum transfer that occurs when
two free-falling bodies interacting with surface forces are impulsively separated [19]. These
studies mentioned above only focus on the release mechanism itself or the interaction
between the release mechanism and the TM and do not involve the capture controller
design. The release mechanism is just a subsystem of the whole drag-free satellite, and
the drag-free satellite is a high-dimensional system with 20 DoFs (Degree of Freedom). To
consider the Capture Control Problem (CCP) of the TM after release, the dynamics of the
whole drag-free satellite must be built and analyzed.

However, it is challenging to deal with the control problem of such a high-dimensional
dynamic system. There are relatively few papers related to the CCP of the TM after
release. At present, the existing controllers designed for the CCP are almost based on
either the Sliding Mode Control (SMC) method or optimization techniques. For example,
Montemurro et al. [20] developed a capture controller based on SMC for the LISA pathfinder
mission, which is a science and technology demonstrator designed to pave the way for
the LISA mission. For the CCP for the LISA mission, Capicchiano [21] designed a second
order controller named Super Twisting SMC to avoid the possible collisions between the
walls of the electrostatic suspension cage and the TM. In order to further improve the
robustness of SMC, Lian et al. [22] designed a Radial Basis Function (RBF) neural network
to compensate for the disturbance and combined this RBF neural network with the SMC
method to propose an adaptive SMC for the CCP of the TM. On the other hand, under the
framework of optimal control, Vidano et al. [23] proposed a capture controller for the LISA
mission based on a Model Predictive Control (MPC) strategy. Due to the tuning difficulty
and higher computational load of the MPC algorithm caused by the high dimensionality of
the drag-free satellite, it is very difficult, even impossible, to design an MPC controller for
the whole plant. Hence, in Ref. [23], the cost function defined for the MPC optimization
problem only includes 12 DoFs related to the TM in the drag-free satellite, and then the sub-
optimal control inputs are provided by solving this optimization problem. The time-optimal
control for capturing the TM has also been considered. For instance, Gioia [24] proposed
a time-optimal control law to reduce the TM capturing time. Furthermore, Lin et al. [25]
not only proposed a minimum-time capture control method for the TM release phase of
drag-free satellites but also gave an analytical solution for this optimal control problem
based on Pontryagin’s minimum principle and the simplified form of the high-dimensional
nonlinear relative dynamics, which is the well-known Clohessy–Wiltshire equation [26,27].
These studies notes that, because of the complexity of high-dimensional systems or the
limitations of the efficiency of optimization algorithms, these capture controllers must
lose the accuracy of describing the nonlinearity of the system and adopt some simplified
models. However, the whole drag-free satellite is a highly coupled nonlinear system, while
the capture control requires high accuracy. Under such accuracy requirements, it is not
appropriate to ignore some high-order nonlinear terms.

The other challenge in the CCP is the requirement of high control accuracy under
the constraints of actuator saturation. Only little efforts have been made to address this
issue. For example, in the Ref. [23], Vidano et al. considered the actuator saturation within
the MPC framework, and the actuator saturation was treated as the constraints for the
optimization problem. However, this method will cause the control inputs to jitter between
saturation values.

The SDRE method is a systematic and effective way to design nonlinear feedback
control for nonlinear systems and allows for the nonlinearities in the system states [28].
Hence, the SDRE strategy has become very popular within the control community over
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the last decade. Notably, to the best knowledge of the authors, the state-dependent Riccati
equation (SDRE) method is never utilized for the CCP. To facilitate the design of an effective
controller for drag-free satellites, this paper presents a 20 DoF dynamics model of drag-free
satellites with the existence of external disturbances. Then, an SDRE controller considering
the actuator saturation is proposed for the release phase of the drag-free satellite. Furthermore,
when the actuator saturation is considered the constraints of the optimal problem, there will be
a jitter phenomenon in the control input. In order to eliminate this jitter, a nonlinear saturation
function is directly introduced to the dynamics of the drag-free satellite to model the actuator
saturation. The main contributions of this study are as follows:

1. Compared with Refs. [20–25], the capture controller is designed based on the whole
20 DoF nonlinear dynamics model of the drag-free satellite using the SDRE strategy. And
the feasible linear-like structure is proposed for fulfilling the SDRE controller design.

2. In contrast to the actuator saturation considered in Ref. [23], a nonlinear saturation
model is introduced. Then, the actuator saturation is considered the non-affine term
to the dynamics of drag-free satellites. The SDRE strategy is utilized to deal with this
non-affine system.

The rest of this paper is organized as follows: In Section 2, the SDRE method is
reviewed, and the dynamics model of drag-free satellites is presented. In Section 3, the
control objective is presented, and the SDRE controller for the TM release phase is proposed.
Section 4 provides the numerical simulation results to demonstrate the effectiveness of the
proposed controller. The conclusions are summarized and analyzed in Section 5.

2. Problem Formulation

In this section, the mathematic notations used in this paper are introduced. Then, the
traditional SDRE regulator is presented to show the SDRE integral servomechanism. The
Euler angles are selected as the representation of attitude because of their advantages in
small rotation cases compared to other method [29,30]. Finally, the dynamics model of the
drag-free satellite is presented.

2.1. Mathematical Notations
2.1.1. Vectors and Coordinates

r denotes a three-dimensional vector. The Cartesian coordinate system is introduced by
an orthonormal basis denoted as e =

[
e1 e2 e3

]T. Then, the coordinates of r with respect

to e are given by r(e) =
[
r1 r2 r3

]T ∈ R
3, i.e., r = r(e)Te. For a vector a =

(
a(e)

)T
e, the

skew-symmetric matrix is defined as the following:

a(e)× =

⎡⎣ 0 −a3 a2
a3 0 −a1
−a2 a1 0

⎤⎦ (1)

where the coordinate a(e) is denoted as a(e) =
[
a1 a2 a3

]T.

2.1.2. Rotation Matrix

Assume that there are two different orthonormal bases e1 and e2 in R
3, during the

process of rotating from e1 to e2. The rotation matrix is defined as follows:

R2
1 = e2 · eT

1 (2)

Then, the different coordinates of the same vector r have the following relationship:

r(e2) = R2
1r(e1) (3)
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where r(e1) represents the coordinates of r with respect to e1, and r(e2) represents the
coordinates of r with respect to e2.

And the time derivative of the rotation matrix is given by the following formula:

.
R

2
1 = −ω

(e2)×
21 R2

1 (4)

where ω
(e2)
21 represents the coordinates of the angular velocity of e2 with respect to e1 in the

basis e1.

2.1.3. Matrix Norms

For any matrix A =
[
aij
] ∈ R

n×m, the ∞-norm defined on R
n×m is given by

‖A‖∞ = max
1≤i≤n

m
∑

j=1

∣∣aij
∣∣. As a matrix norm, the following property holds for any matrices

A, B ∈ R
n×m:

‖A + B‖∞ ≤ ‖A‖∞ + ‖B‖∞ (5)

Significantly, the ∞-norm defined on R
n×m, Rm×q, and R

n×q is mutually consistent,
i.e., the following inequality holds for any A ∈ R

n×m and C ∈ R
m×q:

‖AC‖∞ ≤ ‖A‖∞‖C‖∞ (6)

2.2. SDRE Regulator

In this section, the traditional SDRE regulator for the optimal control problem of
nonlinear system is reviewed [28].

Consider a nonlinear system, which is full-state observable, autonomous, and affine
in the input, represented in the following form:

.
x(t) = f(x) + B(x)u(t), x(t0) = x0 (7)

where x ∈ R
n is the state vector, u ∈ R

m represents the input vector, and the time variable
t ∈ [t0,+∞) with t0 as the initial time. Note that f : Rn → R

n and B : Rn → R
n×m .

The infinite-time horizon optimal control problem (ITHOCP) is to seek the optimal
input u∗ such that the performance criterion

J =
1
2

∫ ∞

t0

[
xT(t)Qx(t) + uT(t)Ru(t)

]
dt, (8)

is minimized, where Q ≥ 0 and R > 0 denote the positive semi-definite matrix and positive
definite matrix, respectively.

The suboptimal solution to this ITHOCP based on the SDRE method can be obtained
through the following steps [28]:

1. Use direct factorization to bring a nonlinear system into the following linear-like
structure that contains SDC (State-Dependent Coefficient) matrices:

.
x = A(x)x + B(x)u (9)

where the SDC matrix function A(x) : Rn → R
n×n , and A(x)x is the SDC form of the

nonlinear function f(x) in Formula (4).

2. Solve the state-dependent Riccati equation

AT(x)P(x) + P(x)A(x)− P(x)B(x)R−1BT(x)P(x) + Q = 0 (10)

to obtain the positive semi-definite solution P(x) ≥ 0.

3. Use P(x) to obtain the nonlinear suboptimal feedback control law in the following equation.
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u = −R−1BT(x)P(x)x (11)

2.3. SDRE Integral Servomechanism

To perform trajectory tracking control without steady-state error, the SDRE controller
in the last subsection can be implemented as an integral servomechanism [31]. The process
of tracking control is shown as follows:

1. The state vector x is decomposed as the following:

x =
[
xT

R xT
N
]T (12)

where xR is the vector component of x to track a desired trajectory rc, and the xN represents
the vector containing the remaining part of x.

2. The following new state vector is augmented with xI :

x̃T =
[
xT

R xT
N xT

I
]

(13)

where xI is the integral state of xR, i.e., xI =
∫ t

0 xRdt.

3. The augmented system equation is given by the following:

.
x̃ = Ã(x̃)x̃ + B̃(x̃)u (14)

where

Ã(x̃) =

[
A 0

I
... 0 0

]
, B̃(x̃) =

[
B
0

]
(15)

4. The positive semi-definite solution P̃(x̃) ≥ 0 is obtained by solving the following
state-dependent Riccati equation:

Ã
T
(x̃)P̃(x̃) + P̃(x̃)Ã(x̃)− P̃(x̃)B̃(x̃)R̃

−1
B̃

T
(x̃)P̃(x̃) + Q̃ = 0 (16)

5. The SDRE integral servo controller is given by:

u = −R̃
−1

B̃
T
(x̃)P̃(x̃)x̂ (17)

where

x̂ =

⎡⎣ xR − rc
xN

xI −
∫ t

0 rcdt

⎤⎦ (18)

To arrive at the conclusion that the SDRE has a solution, the pointwise detectability
condition must be satisfied. This step is accomplished by penalizing the integral states with
the corresponding nonzero diagonal elements of Q̃ [32].

2.4. Dynamic Equation of Drag-Free Satellites

The drag-free satellite for the SGO mission mainly consists of five rigid bodies, i.e.,
Spacecraft (SC), Optical Assembly-1 (OA1), Optical Assembly-2 (OA2), TM1, and TM2, as
shown in Figure 1. The OA1 and OA2 can rotate around the pivot axis that is mounted on
the SC. Each TM is suspended inside the corresponding Optical Assembly (OA). The whole
dynamics model of the drag-free satellite established in this paper is built from two systems.
One system is called the operation platform (OP), which consists of the SC and two OAs.
The other system is called the TM system, which consists of two TMs.
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Figure 1. Drag-free satellite for SGO.

Essentially, the OP is a system of multiple rigid bodies. B1, B2, and B3 represent the SC,
OA1, and OA2, respectively. To describe the motion of Bi, an inertial reference frame (IRF)
{OI XIYI ZI} and the body reference frame (BRF-i) {oixiyizi} are introduced, as shown in
Figure 2. Without a loss of generality, assume that BRF-i is aligned along the principal axes
of inertia of the corresponding Bi.

 

Figure 2. Reference system of OP.

The total kinetic energy of the OP system can be expressed as follows:

T =
3

∑
i=1

[
1
2

mi
.
r(I)T

i
.
r(I)

i +
1
2

ωT
i Jiωi

]
(19)

where the superscript “T” is the transpose operator, the mass of Bi is denoted as mi,
r(I)

i ∈ R
3 are the coordinates of the position of Bi in the IRF, and ωi ∈ R

3 represent the
coordinates of the angular velocity of Bi in BRF-i. Based on the assumption mentioned
above, the inertia matrix of Bi is given by a diagonal matrix Ji = diag

(
J1
i , J2

i , J3
i
)
.
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By applying Lagrange’s equation of the second kind, the dynamic equation of the OP
is given in a matrix form as

MOP

(
q

OP

) ..
q

OP
+ COP

(
q

OP
,

.
q

OP

) .
q

OP
+ KOP

(
q

OP

)
q

OP
= Qa (20)

where q
OP

=
[
r(I)T

1 θT
1I ζ1 ζ2

]T ∈ R
8 is the generalized coordinate vector, MOP ∈ R

8×8

represents the generalized inertia matrix, COP ∈ R
8×8 is the Coriolis matrix, and KOP ∈ R

8×8

represents the generalized stiffness matrix. r(I)
1 and θ1I are the position vector and the Euler

123 angle of the SC with respect to the IRF, respectively, ζ1 is the rotation angle of the OA1
with respect to the SC, and ζ2 is the rotation angle of the OA2 with respect to the SC. Qa is
the generalized force vector.

As shown in Figure 3, two OA reference frames (ORF-j)
{

oOAjxOAjyOAjzOAj
}

and
two TM body reference frames (MRF-j)

{
oTMjjxTMjyTMjzTMj

}
are built for deriving the

dynamic equations of TMs. Assume that MRF-i is aligned along the principal axes of inertia
of the corresponding TM.

 

Figure 3. Reference system of TM.

The dynamic equation of j-th TM (j = 1, 2) can be obtained using the Newton–Euler
equation [33] as follows:

..
r(I)

Mj = −μ
r(I)

Mj∣∣∣r(I)
Mj

∣∣∣3 +
1

mMj
RI

SRS
Oj

(
F(Oj)

Ej + F(Oj)
stj

)
(21)

J(Mj)
Mj

.
ω
(Mj)
Mj + ω

(Mj)×
Mj J(Mj)

Mj ω
(Mj)
Mj = RMj

Oj M(Oj)
Ej + RMj

Oj M(Oj)
stj (22)

where r(I)
Mj represents the position coordinates of the mass center of the j-th TM in the IRF,

μ is the standard gravitational parameter of the Sun, mMj represents the mass of the j-th
TM, RI

S is the rotation matrix from BRF-1 to the IRF, RS
Oj represents the rotation matrix

from ORF-j to BRF-1, F(Oj)
Ej represents the coordinates of the j-th electrostatic suspension

force in ORF-j, and F(Oj)
stj represents the coordinates of the coupling force in ORF-j. J(Mj)

Mj is

the inertia matrix of the j-th TM in MRF-j, ω
(Mj)
Mj represents the coordinates of the inertial

angular velocity of the j-th TM in MRF-j, RMj
Oj is the rotation matrix from ORF-j to MRF-j,

M(Oj)
Ej represents the coordinates of the electrostatic suspension torque in ORF-j, and M(Oj)

stj
represents the coordinates of the coupling torque in ORF-j.
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The dynamics model of two TMs can be rewritten in a matrix form as

MTM

(
q

TM

) ..
q

TM
+ CTM

(
q

TM
,

.
q

TM

) .
q

TM
+ KTM

(
q

TM

)
q

TM
= QTM (23)

where q
TM

=
[
r(I)T

M1 θT
M1 r(I)T

M2 θT
M2

]T ∈ R
12 is the generalized coordinate vector,

MTM ∈ R
12×12 represents the generalized inertia matrix, CTM ∈ R

12×12 is the Coriolis
matrix, KTM ∈ R

12×12 denotes the generalized stiffness matrix, and QTM ∈ R
12 is the

generalized force.
The dynamic equation of the whole drag-free satellite reads

M
(

q
) ..

q + C
(

q
) .

q + K
(

q
)

q = Q (24)

where q =
[
qT

OP
qT

TM

]T ∈ R
20 represents the generalized coordinates of whole

drag-free satellite, M
(

q
)

=

[
MOP 0

0 MTM

]
∈ R

20×20 denotes the generalized inertia

matrix, C
(

q
)

=

[
COP 0

0 CTM

]
∈ R

20×20 is the Coriolis matrix of this dynamic system,

K
(

q
)

=

[
KOP 0

0 KTM

]
∈ R

20×20 is the SDC matrix derived from the gravity, and the

generalized force is denoted as Q =
[(

Qa)T QT
TM

]T ∈ R
20.

3. Control Design

In this section, the control objective of the TM release phase is presented first. Then, to
address the saturation of the electrostatic actuators and the micro propulsion system, an
actuator saturation model is introduced. Finally, the capture controller based on the SDRE
method is proposed.

3.1. Control Objective

Due to the error introduced by the GPRM in the release phase, the TM will deviate
from the center of the electrostatic suspension cage. To perform science mode, the TM must
be in the center and aligned with the ORF under required precision. During the capture
process, the motion of the TM should be within the range of the electrostatic suspension
cage [23]. Meanwhile, affected by the solar radiation pressure (SRP) and the reaction of
the electrostatic actuators, the position and attitude of the SC and the rotation angles of
OA will drift away. Hence, the SC should be controlled to keep the original position and
attitude, and the rotation of OA should be stabilized in the nominal position. Furthermore,
the actuator saturation of the electrostatic suspension is also considered as

−uF ≤ F(Oj)
Ej ≤ uF,−uT ≤ M(Oj)

Ej ≤ uT , j = 1, 2 (25)

where uF and uT are the saturation of electrostatic force and torque, respectively.

3.2. Controller Design

In order to implement the capture control using the SDRE method, the dynamic
model of the TM should be modified to the state-space representation. The state vec-

tor is defined as xTM =
[
qT

TM

.
qT

TM

]T ∈ R
24, and the input vector is given by uTM =[(

F(O1)
E1

)T (
F(O2)

E2

)T (
M(O1)

E1

)T (
M(O2)

E2

)T
]T

∈ R
12., where F(O1)

E1 and F(O2)
E2 are the

electrostatic forces generated by the electrostatic actuators, and the M(O1)
E1 and M(O2)

E2 are
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the electrostatic torque generated by the electrostatic actuators. Then, the dynamics model
of two TMs can be converted to the state-space representation as follows:

.
xTM = ATM(xTM, xOP)xTM + BTM(xTM, xSP)uTM (26)

where ATM(xTM, xOP) =

[
012 I12

−M−1
TMKTM −M−1

TMCTM

]
∈ R

24×24 represents the system ma-

trix, BTM(xTM, xOP) =

[
012

(
M−1

TMHTM

)T
]T

∈ R
24×12 is the input matrix, the I12 repre-

sents the 12-dimensional identity matrix, and 012 ∈ R
12×12 denotes the zero matrix. The

matrix HTM ∈ R
12×12 describes the relationship between the generalized force QTM and

the control commands uTM, i.e., QTM = HTM(xTM, xOP)uTM.
The commonly used saturation model is a piecewise function as shown in Refs. [34,35].

However, this function is not smooth mathematically. Hence, the model of actuator satu-
ration in this paper is considered by using the hyperbolic tangent function [36], denoted
as tanh(·), i.e., u = utanh(v), where u is the input of the system subject to saturation type
nonlinearity, u is the saturation value of u, and v is the virtual control input to be designed.
In this way, the actuator output is written in the following matrix form:

uTM = UTMT(vTM) (27)

where UTM = diag(uTM1, uTM2, · · · , uTM12) is the saturation matrix with its k-th com-
ponents, uTMk is the saturation value of the k-th component of uTM, vTM ∈ R

12 repre-
sents the virtual control input to be designed, and the saturation function is defined as
T(vTM) : [vTM1, vTM2, · · · , vTM12]

T �→ [tanh(vTM1), tanh(vTM2), · · · , tanh(vTM12)]
T .

By substituting Equation (27) into Equation (26), one can obtain the following system:

.
xTM = ATMxTM + BTMUTMT(vTM) (28)

Essentially, this system in the above equation is a non-affine system. The key step of
the SDRE strategy for a non-affine system is the SDC parameterization of the non-affine
term [37]. To implement the SDRE controller design, this system should be parameterized into
an SDC form. Since tanh(v)

v → 1 as v → 0, then the SDC form of Equation (28) can be obtained

.
xTM = ATMxTM + BTMUTMG(vTM)vTM (29)

where

G(vTM) =

{
diag

(
tanh(vTM1)

vTM1
, tanh(vTM2)

vTM2
, · · · , tanh(vTM12)

vTM12

)
, vTM 
= 0

I12 , vTM= 0
(30)

In order to apply the SDRE integral servomechanism to system (29), the state vector

xTM is decomposed as
¯
xTM =

[
xT

TMR xT
TMN

]T, where xTMR = q
TM

is desired to track
a reference command rTM, and xTMN is the vector consisting of the remaining elements.
Then, the augmented state can be written as

x̃TM =
[
xT

TMR xT
TMN xT

TMI
]T (31)

where the state xTMI is the integral state of xTMR, i.e., xTMI =
∫ t

0 xTMRdt. The augmented
system is given by

.
x̃TM = ÃTM(x̃TM)x̃TM + B̃TM(x̃TM, vTM)vTM (32)

where

ÃTM =

[
ATM 024×12

I12
...012×12 012×12

]
∈ R

36×36 (33)
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B̃TM =

[
BTMUTMG(vTM)

012×12

]
∈ R

36×12 (34)

The SDRE integral servomechanism controller is obtained by

vTM = −R̃
−1

TM B̃TM(x̃TM, vTM)P(x̃TM, vTM)

⎡⎢⎣ xTMR − rTM
xTMN

xTMI −
∫ t

0 rTMdt

⎤⎥⎦ (35)

where P(x̃TM, vTM) is the positive semi-definite solution of the following state-dependent
Riccati equation:

P(x̃TM, vTM)ÃTM(x̃TM) + Ã
T
TM(x̃TM)P(x̃TM, vTM) + Q̃TM−

P(x̃TM, vTM)B̃TM(x̃TM, vTM)R̃
−1
TMB̃

T
TM(x̃TM, vTM)P(x̃TM, vTM) = 0

(36)

As for designing the controller of the OP system with an SDRE strategy, the state

vector xOP is defined as xOP =
[
qT

OP

.
qT

OP

]T ∈ R
16, and the input vector is given by

uOP =

[(
F(S)

S

)T (
M(S)

S

)T
MOA1 MOA2

]T
∈ R

8, where F(S)
S represents the coordi-

nates of the micro propulsion force in SRF, M(S)
S represents the coordinates of the micro

propulsion torque in SRF, and MOAj is the command torque of j-th OA. Then, the state-space
representation of the OP is written in the following form:

.
xOP = AOP(xOP)xOP + BOP(xOP)Qa (37)

where AOP(xOP) =

[
0 I

−M−1
OPKOP −M−1

OPCOP

]
∈ R

16×16 represents the system matrix,

BOP(xOP) =

[
0

M−1
OP

]
∈ R

16×8 is the input matrix, and Qa denotes the generalized forces.

Note that Qa = HOP(xOP)uOP + DOP(xOP)uTM, where HOP(xOP) ∈ R
8×8 and

DOP(xOP) ∈ R
8×12 are the SDC matrix, depending on the state of OP. It should be noted

that uTM will disturb the movement of the OP system. Fortunately, uTM can be regarded as
the matched disturbance to system (37) because the matrix HOP is invertible. In this way,
system (37) can be written as

.
xOP = AOPxOP + BOPHOPu′

OP (38)

where u′
OP = uOP + H−1

OPDOPuTM is considered as a new control input vector to system (38).
The specific expression of HOP(xOP) and DOP(xOP) will be presented in the Appendix A.

The actuator saturation of the OP system is also considered by introducing the sat-
uration model uOP = UOPT(vOP), where vOP is the virtual control input to be designed,
UOP = diag(uOP1, uOP2, · · · , uOP8) is the saturation matrix, and the k-th components uOPk
represent the saturation value of k-th components of uOP. Note that, because of the satura-
tion of uOP and uTM, the virtual saturation of u’

OP is introduced as

u′
OP = U′

OPT
(
v′

OP
)

(39)

where v′
OP is the virtual control input to be designed for system (38), the virtual saturation

matrix is denoted as U′
OP = diag

(
u′

OP1, u′
OP2, · · · , u′

OP8
)
, and the k-th component u′

OPk are
the virtual saturation value of k-th component of u′

OP. Therefore, the following relation-
ship holds by considering the actual saturation of uOP and uTM together with the virtual
saturation of u′

OP

U′
OPT

(
v′

OP
)
= UOPT(vOP) + H−1

OPDOPUTMT(vTM) (40)
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In fact, the control law uTM = UTMT(vTM) is already given by Equation (35); hence,
once the u′

OP = U′
OPT

(
v′

OP
)

is determined, the virtual control input vOP can be obtained by

vOP = T−1
(

U−1
OPU′

OPT
(
v′

OP
)− U−1

OPH−1
OPDOPUTMT(vTM)

)
(41)

where T−1(·) : D → R
8 , D =

{
y ∈ R

8
∣∣‖y‖∞ < 1

} ⊂ R
8, specifically, for any y ∈ D,

T−1(y) :
[
y1 y2 · · · y8

] �→ [
artanh(y1) artanh(y2) · · · artanh(y8)

]
, and the artanh(·)

represents the inverse hyperbolic tangent function. Hence, the term on the right side of (40)
within the bracket of T−1 must satisfy the following condition to make vOP to be solved:(

U−1
OPU′

OPT
(
v′

OP
)− U−1

OPH−1
OPDOPUTMT(vTM)

)
∈ D (42)

It should be noted that the virtual control input v′
OP would be determined by the

controller designed in the last part of this subsection. Therefore, the virtual saturation
matrix U′

OP is the only parameter to be designed to make (42) hold. From a physical
perspective, the virtual saturation matrix U′

OP should be bounded, because of the saturation
of the actual control input. The sufficient boundary is established in the following theorem:

Theorem 1. if the inequality ‖U′
OP‖∞ < 1

‖U−1
OP‖∞

− 10‖UTM‖∞ is satisfied, then (42) holds.

Proof of Theorem 1. The specific nonzero element of the matrix H−1
OPDOP ∈ R

8×12 is
denoted as aij, where the aij is either a constant less than 1 or a linear combination of
sin ζ1, sin ζ2, cos ζ1, and cos ζ2, and the coefficients of every linear combination are all less
than 1. Hence, it can be conservatively concluded that

∥∥∥H−1
OPDOP

∥∥∥
∞
< 10 by counting the

maximum number of times sin ζ1, sin ζ2, cos ζ1, cos ζ2 and the constant appear in a row.
Then, the following inequality holds:

1∥∥∥U−1
OP

∥∥∥
∞

− 10‖UTM‖∞ ≤ 1∥∥∥U−1
OP

∥∥∥
∞

−
∥∥∥H−1

OPDOP

∥∥∥
∞
‖UTM‖∞ (43)

With this inequality (43), together with the inequality condition mentioned in Theorem 1,
the following relationship can be obtained: ‖U′

OP‖∞ < 1
‖U−1

OP‖∞
−
∥∥∥H−1

OPDOP

∥∥∥
∞
‖UTM‖∞.

Obviously, it is equivalent to ‖U′
OP‖∞ +

∥∥∥H−1
OPDOP

∥∥∥
∞
‖UTM‖∞ < 1

‖U−1
OP‖∞

. According to

the property of the ∞-norm shown in (6),
∥∥∥H−1

OPDOPUTM

∥∥∥
∞
≤

∥∥∥H−1
OPDOP

∥∥∥
∞
‖UTM‖∞. Then,

the inequality ‖U′
OP‖∞ +

∥∥∥H−1
OPDOPUTM

∥∥∥
∞
< 1

‖U−1
OP‖∞

is obtained, and the following inequality

holds: ∥∥∥U−1
OP

∥∥∥
∞

(∥∥U′
OP

∥∥
∞ +

∥∥∥H−1
OPDOPUTM

∥∥∥
∞

)
< 1 (44)

Finally, using the inequality (44) and the properties shown in the inequality (5, 6), the
norm

∥∥∥U−1
OPU′

OPT
(
v′

OP
)− U−1

OPH−1
OPDOPUTMT(vTM)

∥∥∥
∞

is bounded as shown in the follow-
ing procedures:∥∥∥U−1

OPU′
OPT

(
v′

OP
)− U−1

OPH−1
OPDOPUTMT(vTM)

∥∥∥
∞

≤
∥∥∥U−1

OPU′
OPT

(
v′

OP
)∥∥∥

∞
+
∥∥∥U−1

OPH−1
OPDOPUTMT(vTM)

∥∥∥
∞

≤
∥∥∥U−1

OP

∥∥∥
∞
‖U′

OP‖∞

∥∥T
(
v′

OP
)∥∥

∞ +
∥∥∥U−1

OP

∥∥∥
∞

∥∥∥H−1
OPDOPUTM

∥∥∥
∞
‖T(vTM)‖∞

≤
∥∥∥U−1

OP

∥∥∥
∞
‖U′

OP‖∞ +
∥∥∥U−1

OP

∥∥∥
∞

∥∥∥H−1
OPDOPUTM

∥∥∥
∞

=
∥∥∥U−1

OP

∥∥∥
∞

(
‖U′

OP‖∞ +
∥∥∥H−1

OPDOPUTM

∥∥∥
∞

)
< 1

(45)
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Hence,
(

U−1
OPU′

OPT
(
v′OP

)− U−1
OPH−1

OPDOPUTMT(vTM)
)
∈ D, i.e., condition (42) holds. �

The virtual saturation matrix U′
OP can be selected based on Theorem 1. Now, the

following statement is going to design the virtual control input v′
OP.

By substituting Equation (39) into Equation (38) and considering the SDC form of
u′

OP = U′
OPT

(
v′

OP
)
, i.e., u’

OP = U’
OPG

(
v′

OP
)
v′

OP, then the state-space representation of the
OP system that considers the actuator saturation is obtained in the following SDC form:

.
xOP = AOPxOP + BOPHOPU′

OPG
(
v′

OP
)
v′

OP (46)

where

G
(
v′

OP
)
=

⎧⎨⎩diag
(

tanh(v′OP1)
v′OP1

,
tanh(v′OP2)

v′OP2
, · · · ,

tanh(v′OP8)
v′OP8

)
, v′

OP 
= 0

I8 , v′
OP = 0

(47)

In order to control the OP system using an SDRE integral servomechanism, the
state vector xOP is decomposed as xOP =

[
xT

OPR xT
OPN

]T
= EOPxOP, where the state

xOPR =
[

r(I)T
1 θT

1I
.
r(I)T

1

.
θ

T
1I

]T ∈ R
12 represents the state expected to track a designed

trajectory rOP, and xOPN denotes the state vector composed of the remaining elements.
EOP ∈ R

16×16 is the elementary row transformation matrix from xOP to xOP. Then, xOP can

be augmented to x̃OP =
[
¯
x

T

OP xT
OPI

]T
∈ R

28, where xOPI ∈ R
12 is the integral state of xOPR,

i.e., xOPI =
∫ t

0 xOPRdt. Finally, the augmented system can be obtained as follows:

.
x̃OP = ÃOP(x̃OP)x̃OP + B̃OP

(
x̃OP, v′

OP
)
v′

OP (48)

where

ÃOP =

[
EOPAOPE−1

OP 016×12

I12
...012×4 012×12

]
∈ R

28×28 (49)

B̃OP =

[
EOPBOPHOPU′

OPG
(
v′

OP
)

012×8

]
∈ R

28×8 (50)

The SDRE control law is in the form of

v′
OP = −R̃

−1
OP B̃OP

(
x̃OP, v′

OP
)
P
(
x̃OP, v′

OP
)⎡⎣ xOPR − rOP

xOPN

xOPI −
∫ t

0 rOPdt

⎤⎦ (51)

where P
(
x̃OP, v′

OP
)

is the positive semi-definite solution of the following state-dependent
Riccati equation:

P
(
x̃OP, v′

OP
)
ÃOP(x̃OP) + Ã

T
OP(x̃OP)P

(
x̃OP, v′

OP
)
+ Q̃OP−

P
(
x̃OP, v′

OP
)
B̃OP

(
x̃OP, v′

OP
)
R̃
−1
OPB̃

T
OP

(
x̃OP, v′

OP
)
P
(
x̃OP, v′

OP
)
= 0

(52)

4. Simulation Results

In this section, the effectiveness of the designed controller is verified in a simulation
environment including the following setup. The time step of the numerical solution process
is set to 0.1 s. At each step, the SDRE becomes an algebraic Riccati equation. An iterative
procedure based on Newton’s method is used to solve such equations.

• Solar radiation pressure: the solar pressure acts on the spacecraft surface and pushes
the spacecraft out of its nominal orbit, and it is the main disturbance source that can
be described as a mathematical function [38].

35



Actuators 2024, 13, 434

• TM stiffness: the presence of this stiffness is determined by the interactions of the
spacecraft’s gravitational and electromagnetic fields with test mass. According to
Ref. [39], this stiffness can be modeled by a linear combination of the position and attitude
of the test mass relative to the cage frame.

• Electrostatic actuator saturation: the TM is controlled by electrostatic actuators, which can
provide control forces and torques with saturations. According to Ref. [23], the saturation
value of the electrostatic actuator is given by uF =

[
998 1056 595

]T × 10−9 N, uT =[
11 16 9

]T × 10−9 Nm.
• The critical initial conditions of TMs: The TM is released by the GPRM. During this

time interval, the test mass will move away from the cage center. According to Ref. [40],
the initial conditions of the TM are selected as those shown in Table 1.

Table 1. The initial state of TM.

Initial State Value

r(O)
MO

[
50 50 50

]T
μm

θMO
[
3 3 3

]T mrad
.
r(O)

MO
[
10 10 10

]T
μm/s

.
θMO

[
100 100 100

]T
μrad/s

where r(O)
MO is the initial relative position of the TM with respect to the center of the local cage frame, and

θMO represents the initial Euler 123 angles of the TM with respect to the local cage frame, and
.
r(O)

MO and
.
θMO are

the time derivatives of r(O)
MO and θMO at the initial time, respectively.

The parameters of the drag-free satellite shown in the Table 2 are selected as those in Ref. [41].

Table 2. Parameters of drag-free spacecraft.

Parameters Value

SC Mass 1500 kg
SC Inertia diag (800, 800, 1000) kgm2

OA Mass 71 kg
OA Inertia diag (6, 6, 17) kgm2

OA Stiffness 90,000 Nm/rad
OA Damping 80 Nms/rad

OA Mounting Position 0.36 m
TM Mass 1.96 kg

TM Inertia diag (0.6912, 0.6912, 0.6912) × 10−3 kgm2

Once the TM is released, the control system is activated. The drag-free satellite is
simulated by the nonlinear dynamic model (22) with a simulation horizon of 1000 s. The
results in Figures 4 and 5 verify the validity of the SDRE controller for capturing the TM
after it is released. The relative position and attitude of the TM with respect to the local
cage frame can be controlled effectively. In Figures 6 and 7, the steady state of the TM
is presented. The results further validate the control accuracy of the proposed controller.
As shown in Figures 8 and 9, the control inputs are strictly within the range of saturation
values because of the property of the selected saturation function. The performance is
summarized in Table 3. The max settling time is about 400 s. The maximum overshoot
in the relative position of the TM with respect to the cage center is 1.967 mm, and the
maximum overshoot of the attitude response of the TM is 2.111 × 10−5 rad. Both of these
two values are within the range of the sensor [23]. The most important index to evaluate the
performance of release control is the steady state error. According to Ref. [23], the steady
state error of the TM position should be within ±2 × 10−6 m, and the steady state error
of the TM attitude should be within ±5 × 10−6 rad. As shown in Table 3, the max steady
state error of the TM position is 7.280 × 10−8 m, and the max steady state error of the TM
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attitude is 2.735 × 10−10 rad. In Table 4, the maximum value of control input is presented,
and it is shown that the saturation constraints are satisfied.

 
(a) TM1 position (b) TM2 position 

Figure 4. TM position varying with time during release control phase.

 
(a) TM1 a itude (b) TM2 a itude 

Figure 5. TM attitude varying with time during release control phase.

 
(a) TM1 steady position (b) TM2 steady position 

Figure 6. Steady position of TMs varying with time during release control phase.

 
(a) TM1 steady a itude (b) TM2 steady a itude 

Figure 7. Steady attitude of TMs varying with time during release control phase.
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(a) Control force for TM1 (b) Control force for TM2 

Figure 8. Control force for TMs varying with time during release control phase.

 
(a) Control torque for TM1 (b) Control torque for TM1 

Figure 9. Control torque for TMs varying with time during release control phase.

Table 3. Performance of TM release control.

Output Max Settling Time Max Overshooting Steady State Error

rMOx 400 s 1.789 mm ±7.280 × 10−8 m
rMOy 400 s 0.946 mm ±4.491 × 10−8 m
rMOz 400 s 1.967 mm ±3.009 × 10−8 m
θMOx 200 s 1.671 × 10−5 rad ±2.085 × 10−9 rad
θMOy 200 s 1.824 × 10−5 rad ±2.696 × 10−10 rad
θMOz 200 s 2.111 × 10−5 rad ±2.735 × 10−10 rad

Table 4. The peak value of control input in TM release phase.

Control Input Peak Value Control Input Peak Value

FEx 444 nN FE2x 118 nN
FEy 403 nN FE2y 1022 nN
FEz 226 nN FE2z 226 nN

MEx 10.889 nNm ME2x 10.351 nNm
MEy 11.167 nNm ME2y 12.250 nNm
MEz 8.826 nNm ME2z 8.649 nNm

Figures 10 and 11 show the states of spacecraft and the relative rotation angle of OA
with respect to time. The solar radiation pressure is compensated to control the position
and attitude of the spacecraft accurately, and, also, the rotation angle of OA is regulated to
the equilibrium value.
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(a) SC relative position (b) SC relative a itude 

Figure 10. The relative position and attitude of SC varying with time during release control phase.

 
(a) OA1 rotation angle (b) OA2 rotation angle 

Figure 11. The rotation angles of OA varying with time during release control phase.

5. Conclusions

This paper presents a novel capture controller for the TM release phase based on
the SDRE scheme. The whole control system consists of two SDRE controllers. One
is for regulating the OP and compensating for the solar radiation pressure. The other
one is designed for capturing the TM. This control strategy can eliminate the control
inputs coupling between the OP loop and TM loop. Meanwhile, the actuator saturation of
the electrostatic suspension cage is considered by the hyperbolic tangent function. This
saturation function will lead to a non-affine system, and the SDRE controller for non-affine
systems is implemented to solve saturation constraints. The simulation results demonstrate
the validity of the proposed capture controller, and the strategy to solve the problem of
the actuator saturation is verified to be effective. In this study, only the solar radiation
pressure suffered by drag-free satellites were considered as the main perturbation because
its amplitude is larger than other perturbations. However, the various perturbations on
drag-free and attitude control systems, such as the actuator faults and the noise generated
by the sensors and the actuators, should be considered in our future research.
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Appendix A

The specific expression of the matrix HOP is as follows:

HOP(xOP) =

⎡⎢⎢⎢⎢⎣
RI

S 03 03×1 03×1

03 RI
S 03×1 03×1

01×3 01×3 1 0

01×3 01×3 0 1

⎤⎥⎥⎥⎥⎦,

and the expression of the matrix DOP is as follows:

DOP(xOP) =

⎡⎢⎢⎢⎢⎢⎢⎣
−RI

SRS
O −RI

SRS
O2 03×3 03×3

−RI
S

(
d(S)12 + d1(S)

22

)×
RS

O −RI
S

(
d(S)13 + d1(S)

33

)×
RS

O2 −RI
SRS

O −RI
SRS

O2[
0 −l1

22 0
]

01×3 01×3 01×3

01×3
[
0 −l1

33 0
]

01×3 01×3

⎤⎥⎥⎥⎥⎥⎥⎦,

where d(S)12 represents the coordinates of the vector from O1 to the mounting point of

the OA1 in BRF-1, d1(S)
22 represents the coordinates of the vector from the mounting point

of the OA1 to the center of the corresponding electrostatic suspension cage in BRF-1, and
l1
22 is the modulus of d1(S)

22 . Similarly, d(S)13 represents the coordinates of the vector from O1 to

the mounting point of the OA2 in BRF-1, d1(S)
33 represents the coordinates of the vector from

the mounting point of the OA2 to the center of the corresponding electrostatic suspension
cage in BRF-1, and l1

33 is the modulus of d1(S)
33 .
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Abstract: This paper analyzes the performance of an interplanetary CubeSat equipped with a hybrid
propulsion system (HPS), which combines two different types of thrusters in the same deep space
vehicle, in a heliocentric transfer between two assigned (Keplerian) orbits. More precisely, the
propulsion system of the CubeSat considered in this work consists of a combination of a (low-
performance) photonic solar sail and a more conventional solar electric thruster. In particular, the
characteristics of the solar electric thruster are modeled using a recent mathematical approach that
describes the performance of the miniaturized engine that will be installed on board the proposed
ESA’s M-ARGO CubeSat. The latter will hopefully be the first interplanetary CubeSat to complete
a heliocentric transfer towards a near-Earth asteroid using its own propulsion system. In order to
simplify the design of the CubeSat attitude control subsystem, we assume that the orientation of the
photonic solar sail is kept Sun-facing, i.e., the sail reference plane is perpendicular to the Sun-CubeSat
line. That specific condition can be obtained, passively, by using an appropriate design of the shape
of the sail reflective surface. The performance of an HPS-based CubeSat is analyzed by optimizing
the transfer trajectory in a three-dimensional heliocentric transfer between two closed orbits of given
characteristics. In particular, the CubeSat transfer towards the near-Earth asteroid 99942 Apophis is
studied in detail.

Keywords: hybrid propulsion system; photonic solar sail; solar electric thruster; interplanetary
CubeSat; M-ARGO CubeSat; preliminary trajectory design; asteroid 99942 Apophis

1. Introduction

The trajectory analysis and the transfer performance of an interplanetary spacecraft
are closely related to the specific characteristics of the propulsion system installed on
board [1–3]. This crucial aspect of spacecraft design is particularly important when consid-
ering a small spacecraft, such as a CubeSat, whose recent use in interplanetary applications
is revealing its high potential [4–7] thanks to successful missions such as the pioneering
NASA’s Mars Cube One (MarCO) [8,9] and the more recent Light Italian CubeSat for
Imaging of Asteroids (LICIACube) of the Italian Space Agency (ASI) [10]. In the context of
the design of a small-spacecraft-based interplanetary mission [11–13], the choice of the type
of propulsion system is usually a compromise between conflicting requirements [14,15]
such as, for example, the weight limitation (or the volume reserved to the thruster sub-
system), and the possibility of having a continuous, steerable thrust vector of sufficiently
high magnitude.

From the viewpoint of the trajectory design, in fact, a continuous propulsive accelera-
tion vector can be used for a long period of time in order to cover complex interplanetary
orbits, or to complete deep space missions that require a high (or very-high) velocity
change [16] without an excessive propellant expenditure when the propellant mass flow
rate is low enough. A steerable thrust vector with a magnitude that can be varied within
a prescribed (and sufficiently wide) range can be achieved by the use of a typical electric
thruster, the use of which in small spacecraft has recently become a viable option [14,15,17]
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due to technological advances in the miniaturization of space vehicle components and
subsystems, as detailed in Refs. [18–21]. However, the use of an electric thruster within
a trajectory design process introduces the usual constraint due to the finite amount of
propellant mass that can be stored on board of the interplanetary (small) spacecraft.

This last constraint can be overcome by considering a more advanced (and in some
ways more exotic) propulsion system, such as the Electric Solar Wind Sail (E-sail) proposed
by Dr. Pekka Janhunen [22,23], which deflects the charged particles of the solar wind
using an artificial electric field generated by a series of long conducting tethers [24,25], or a
more well-known photonic solar sail, which is a propellantless thruster that converts solar
radiation pressure into thrust using a large (usually highly reflective) membrane with a
metalized film coating [26,27]. Currently, starting from the successful Japanese mission
Interplanetary Kite-craft Accelerated by Radiation Of the Sun (IKAROS) in 2010 [28,29],
which first tested the concept of a solar sail-based propulsion system in interplanetary
space, among the different propellantless thrusters proposed in the literature only the
solar sail concept seems to have the technological maturity to be effectively employed
in interplanetary robotic missions whose launch can be planned in the near future. Very
hopefully, the upcoming flight tests of a scaled-down version of the E-sail in a Moon-
centered high-elliptic orbit [30–32], will bring this fascinating propulsion system into the
list of those actually usable in scientific missions to interplanetary space.

The use of a solar sail as the primary propulsion system, however, poses some addi-
tional constraints that must be carefully considered during the spacecraft trajectory design.
In fact, the propulsive capabilities of a photonic solar sail are limited by the intrinsic im-
possibility of pointing the thrust vector towards the Sun and by the potential difficulty
of continuously varying the attitude of a large space structure in order to follow a given
guidance law [33]. Furthermore, taking into account the current technological level in solar
sail design [34], the maximum magnitude of the propulsive acceleration vector given by
that propellantless propulsion system is typically small when compared to the (local) Sun’s
gravitational acceleration.

In this context, a possible solution is to employ a hybrid propulsion system (HPS) that
combines, in the same spacecraft, two different types of space thrusters using different
propellants or, more generally, different “thrust sources” in the case where propellantless
propulsion systems are considered. The HPS concept is different from the more recent
multimode propulsion system [35], which uses two different types of spacecraft engines
that, however, share the same propellant type. In this case, the interesting review by
Rovey et al. [36] represents an excellent starting point to recover the bibliography and
technical information on this useful concept of (multimode) propulsion system. Assuming
an HPS-propelled small spacecraft, this paper analyzes the transfer performance of an
interplanetary CubeSat equipped with a combination of a (low-performance) photonic solar
sail and a miniaturized electric thruster. The combined use of a solar sail and an electric
thruster is not a new idea in the context of the heliocentric trajectory design, since such an
interesting proposal (more precisely, the use of a solar sail and a nuclear electric propulsion
system) was advanced by Dr. Giovanni Vulpetti over fifty years ago in one of his many
pioneering articles on the use of photonic solar sail [37]. More precisely, Ref. [37] discussed
the potential of a deep space probe equipped with an HPS to reach (and explore) the outer
regions of the Solar System. The same idea of using a solar sail and an electric thruster
was then taken up several times in the scientific literature [38,39], also by the author from
the trajectory optimization point of view [40–42]. In this context, the interested reader
can appreciate the elegant approach proposed by Ceriotti and McInnes [43] for the use of
an HPS-equipped spacecraft for the generation of non-Keplerian orbits that can be used
to observe the medium-high latitude areas of the Earth’s surface. In particular, the latter
mission application is a sort of evolution of the concept of the “pole sitter” [44,45] proposed
by Dr. Gregory Matloff [46] about twenty years ago.

In this paper, the propulsive characteristics of the HPS are described with the sole
purpose of obtaining a simple mathematical model that can be used to simulate (and
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optimize by defining a suitable performance index) the CubeSat transfer trajectory in a
typical heliocentric mission scenario. In other words, the design of the spacecraft from the
point of view of its subsystems and the integration of the HPS within the space vehicle
structure are not part of the scope of this work and, for this reason, will not be covered
in this paper. Consequently, the presence of an HPS installed on board the interplanetary
CubeSat will be schematized by describing the part of the total propulsive acceleration due
to the miniaturized solar electric thruster and the part related to the presence of the photonic
solar sail. Note that the presence of a complex system such as the HPS would require,
in reality, the careful choice of the spacecraft attitude variation law during interplanetary
flight, in order to avoid the propellant expelled by the solar electric thruster hitting the
solar sail, thus degrading [47,48] the reflective characteristics of the film that covers the
sail membrane. In order to simplify the design of the small spacecraft attitude control
subsystem, we assume that the orientation of the (low-performance) photonic solar sail is
kept Sun-facing, i.e., the sail nominal plane is perpendicular to the Sun-CubeSat line. That
specific condition is obtained, passively, by using an appropriate design of the shape of the
reflective surface. Indeed, as McInnes [49] pointed out, a Sun-facing attitude is obtained
passively using a slightly conical (or, in general, an axially symmetric [50]) sail shape with
the apex pointing towards the Sun.

The propulsive characteristics of the HPS considered in this work are obtained by
analyzing the literature data regarding two interplanetary CubeSats equipped with a
solar electric thruster or a photonic solar sail [51]. In particular, the characteristics of the
miniaturized solar electric thruster are modeled using a recent mathematical description
proposed by the author [52], which schematize the performance of the space engine that
will be installed on board the proposed ESA’s CubeSat M-ARGO (which is the acronym
for The Miniaturised Asteroid Remote Geophysical Observer); see the artistic concept
in Figure A1. In fact, M-ARGO will hopefully be the first interplanetary CubeSat to
complete a heliocentric orbit transfer using the solar electric thruster (in this specific case,
a single radiofrequency gridded ion thruster) installed on board [53,54]. In particular,
the M-ARGO’s planned heliocentric orbital transfer will start from the second collinear
Lagrangian point of the Sun-Earth system, where the (piggyback) CubeSat will be parked
by the launch system and will allow the small spacecraft to complete a rendezvous with a
near-Earth asteroid. The asteroid to be reached has yet to be selected from a set of possible
targets [55].

More precisely, the mathematical model of the solar electric propulsion system used in
this paper coincides with the one described in Ref. [52], which is in turn a simplified version
of the surrogate, and elegant, model proposed by Topputo et al. [54] a few years ago for the
preliminary trajectory design of M-ARGO. This simplified thrust model is summarized in
Appendix A, while the interested reader can find all the useful details of the mathematical
model and some interesting mission applications in the two related references [52,54].
On the other hand, the propulsive characteristics of the solar sail were chosen using data
available in the literature regarding NASA’s mission Near-Earth Asteroid Scout (NEA
Scout) [56–58], an artistic representation of which is shown in Figure A3. In fact, NEA Scout
was one of the ten CubeSat deployed during the maiden flight of the Space Launch System
in November 2022, and that interplanetary mission was designed to approach asteroid 2020
GE and to take some pictures of this very small celestial body which approaches the orbit of
Earth. Unfortunately, the ground station was unable to establish contact with the solar sail-
based CubeSat, so the NEA Scout was considered lost in December 2022. The thrust model
of the photonic solar sail that constitutes the second part of the HPS is briefly described
in Appendix B, where the thermo-optical characteristics of the reflective film have been
obtained by the interesting work of Heaton et al. [59]. The latter reference has been also
used by Pezent et al. [60] to obtain high-fidelity trajectories of NEA Scout CubeSat.

In addition to the two appendices that briefly describe, as already mentioned, the thrust
models of the miniaturized electric thruster and the photonic solar sail, and to Section 4
that contains, as usual, the conclusions of the work, this paper has two other sections.
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In particular, the next section describes the mission scenario and schematizes the (total)
propulsive acceleration vector by using the simple mathematical models summarized in
Appendixes A and B. Furthermore, the next section briefly describes the approach used
to study the optimal transfer trajectory of the HPS-propelled spacecraft in a selected
heliocentric mission scenario. In this context, a detailed description of the optimization
model from the mathematical point of view has been avoided, since the general form
of the latter has been repeatedly employed and described in detail in several (and also
recent) works of the author [61]. In this regard, the bibliographical references to which
the interested reader can refer are indicated in the References section. Finally, Section 3
contains the results of the numerical simulations and some related comments about the
performance of the HPS in a specific heliocentric mission scenario. In particular, an orbit-
to-orbit three-dimensional transfer from the Earth to asteroid 99942 Apophis is simulated,
and the numerical results are studied as a function of the design characteristics of the
HPS-propelled CubeSat.

2. Problem Description and Mathematical Model

The main purpose of this section is to present the mathematical model of the HPS
thrust vector. This model allows us to describe, through a compact analytical relation-
ship, the total thrust vector T and the time variation in the mass dm/dt of an interplane-
tary CubeSat equipped with an HPS. The thrust model uses the equations presented in
Appendixes A and B to describe the performance of the miniaturized electric thruster and
the photonic solar sail in a Sun-facing configuration, respectively.

The HPS thrust model is employed to analyze the CubeSat transfer performance in
a typical interplanetary mission scenario. More precisely, this work considers a three-
dimensional orbit-to-orbit heliocentric transfer, that is, a transfer between two closed
Keplerian orbits of assigned characteristics. In particular, the orbital elements of the
CubeSat heliocentric parking orbit (or target orbit) coincide with those of the Keplerian
orbit of the Earth (or the asteroid 99942 Apophis) around the Sun. Consequently, the HPS
thrust model is employed to analyze a sort of ephemeris-free transfer to this interesting
near-Earth asteroid that will closely approach our planet on 13 April 2029. That transfer
will be studied by minimizing the flight time, without considering any potential planetary
gravity assist maneuver [62], as briefly described in the last part of this section.

2.1. HPS Analytical Thrust Model

The thrust vector T given by the HPS can be considered as the (vector) sum of the part
Te due to the miniaturized electric thruster, which is analyzed in detail in Appendix A,
and the part Ts due to the photonic solar sail in a Sun-facing configuration, which is
discussed in Appendix B. Therefore, using Equations (A1) and (A9) to express the two
vectors Te and Ts, respectively, one obtains the (simplified) analytical form of the total
thrust vector given by the HPS

T = Te + Ts ≡ τ Temax⊕ F t̂e + η P⊕ A
( r⊕

r

)2
r̂ (1)

where F = F(r⊕/r) is a dimensionless auxiliary function defined as

F � dN1(r/r⊕)4 + dN2(r/r⊕)3 + dN3(r/r⊕)2 + dN4(r/r⊕) + dN5

(r/r⊕)3 + dD1(r/r⊕)2 + dD2(r/r⊕) + dD3

(2)

which has been introduced here to obtain a more compact expression of T. The meaning
and values of the terms appearing on the right-hand side of Equation (1) are indicated and
discussed in the two appendices, while the variation in the auxiliary function F with r is
schematized in Figure 1. Note that F = 1 when the solar distance is equal to 1 astronomical
unit, that is, when r = r⊕. Recall that t̂e is the unit vector that defines the direction of the
thrust given by the miniaturized electric thruster, while r̂ is the Sun-CubeSat unit vector
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which coincides with the direction of the thrust given by the Sun-facing (photonic) solar
sail. Therefore, the control terms in Equation (1) are the unit vector t̂e and the throttle
function τ ∈ [0, 1], so that there are three scalar control variables (recall that ‖t̂e‖ = 1).

Figure 1. Variation with r ∈ [0.75, 1.25]AU of the auxiliary function F defined in Equation (2).

According to Equation (1), the maximum value of the HPS-induced thrust magnitude
is obtained when τ = 1 and t̂e = r̂, that is, when the solar electric propulsion system gives
an outward radial thrust with a full throttle level. In this case, one has

max (‖T‖) = τ Temax⊕ F + η P⊕ A
( r⊕

r

)2
(3)

which is shown in Figure 2 as a function of the solar distance r ∈ [0.75, 1.25]AU. The mini-
mum value of the thrust vector magnitude, instead, is min (‖T‖) = 0, because at a given
solar distance r, the value of ‖Ts‖ is always less than the maximum value of ‖Te‖; compare
Figure A2 with Figure A4. However, the condition min (‖T‖) = 0 is obtained by balancing
the solar sail-induced outward thrust with an inward radial thrust (i.e., a case in which
t̂e = −r̂) given by the electric propulsion system. This condition requires a propellant
expenditure, so the presence of a coasting arc in the HPS-based CubeSat requires a total
mass variation when the photonic solar sail is constrained in a Sun-facing configuration.
The components of the thrust vector T are conveniently calculated in a typical Radial–
Transverse–Normal (RTN) orbital reference frame, in which îR ≡ r̂ is the radial unit vector,
îN = (r̂ × v)/‖r̂ × v‖ is the normal unit vector (where v is the CubeSat inertial velocity
vector), and îT = îN × îR is the transverse unit vector; see Figure 3 of Ref. [61]. Note that
the plane (îR, îT) coincides with the orbital plane of the CubeSat osculating orbit, while
the direction of îN coincides with the direction of the specific angular momentum vector.
Bearing in mind the expression of the total thrust vector given by Equation (1), the three
components {TR, TT, TN} of T in the RTN reference frame are written as

TR = T · îR = τ Temax⊕ F cos α + η P⊕ A
( r⊕

r

)2
(4)

TT = T · îT = τ Temax⊕ F sin α cos δ (5)

TN = T · îN = τ Temax⊕ F sin α sin δ (6)
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where α ∈ [0, 180]deg is the angle between the Sun-CubeSat line and the direction of
the unit vector t̂e, while δ ∈ [0, 360]deg is the angle between the direction of îT and the
projection of t̂e into the plane (îT, îN). Note that {α, δ} are the two angles that define the
direction of t̂e, i.e., the direction of the electric thruster-induced thrust vector Te in the RTN
reference frame; see also Figure 6 of Ref. [61]. Indeed, the unit vector t̂e can be written as a
function of angles {α, δ} as

t̂e = cos α îR + sin α cos δ îT + sin α sin δ îN (7)

so that, alternatively, one can consider {τ, α, δ} as the three dimensionless control terms.
In this context, Equation (7) can be used to obtain the HPS thrust bubble, that is, the surface
plot that shows the variation in the radial component TR of T as a function of TT and TN
when τ = 1, at an assigned solar distance. The thrust bubble is shown in Figure 3 for three
values of the Sun-CubeSat distance, namely r ∈ {0.75, 1, 1.25}AU. In particular, the cases
of r ∈ {0.75, 1.25}AU indicate the two scenarios in which the solar distance reaches the
boundaries of the range interval in which the mathematical model of the electric thruster
is valid; see the discussion in Appendix A. Note the evident size reduction in the thrust
bubble when the distance of the CubeSat from the Sun increases.

Figure 2. Variation with r ∈ [0.75, 1.25]AU of the maximum magnitude of the HPS-induced thrust
vector T .

The CubeSat propulsive acceleration vector ap is easily obtained from Equation (1)
by introducing the spacecraft mass m, whose initial (assigned) value is m(t0) = m0,
where t0 � 0 is the initial time instant. Using the expression of the total thrust given
by Equation (1), one has

ap =
T
m

= τ
Temax⊕ F

m
t̂e +

η P⊕ A
m

( r⊕
r

)2
r̂ (8)

The variation in the CubeSat mass during the flight is due exclusively to the propellant
expelled by the miniaturized electric thruster whose specific impulse Isp is a function of the
solar distance r; see the lower part of Figure A2. Bearing in mind the mathematical model
described in Appendix A, the time variation in the mass can be written as

dm
dt

= − ‖Te‖
g0 Isp

≡ −
τ Temax⊕ F

g0 Isp
(9)
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where g0 = 9.80665 m/s2 is the standard gravity, F is the auxiliary dimensionless func-
tion defined in Equation (2), while Isp is the (electric thruster) specific impulse given by
Equation (A3) as a function of r ∈ [0.75, 1.25]AU. Note that the absolute value of the term
on the right-hand side of Equation (9) coincides with the propellant mass flow rate.

(a)

(b)

(c)

Figure 3. Thrust bubble (when τ = 1) as a function of the Sun-CubeSat distance r. The ticks in the
color bar are in millinewtons. (a) Case of r = 0.75 AU; (b) Case of r = 1 AU; (c) Case of r = 1.25 AU.
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Accordingly, the variation in the propellant mass flow rate with the solar distance is
shown in Figure 4 when the throttle function is τ = 1.

Figure 4. Variation with r ∈ [0.75, 1.25]AU of propellant mass flow rate when the throttle function is
τ = 1; see the right side of Equation (9).

To summarize, the simplified thrust model of the HPS, in which the photonic solar
sail has a Sun-facing attitude, is given by Equations (8) and (9). In this model, the (dimen-
sionless) control terms are {τ, t̂e} or {τ, α, δ} if an RTN reference frame is used to express
the components of the thrust vector; see Equation (7).

2.2. Description of the Trajectory Optimization Process

The HPS analytical thrust model given by Equations (8) and (9) has been implemented
in an optimization routine to simulate the rapid transfer trajectory of the CubeSat in a
typical orbit-to-orbit mission scenario, which approximates the transfer towards the near-
Earth asteroid 99942 Apophis. To this end, an in-house routine based on the classical
calculus of variation [63,64] and Pontryagin’s maximum principle [65–67] has been adapted
to handle the case of a CubeSat equipped with an HPS. The details of the mathematical
approach are illustrated in Ref. [61]. In particular, the heliocentric dynamics of the CubeSat
are described by using the modified equinoctial orbital elements [68], while the values
of the dimensionless throttle function τ and the two thrust angles {α, δ} are obtained,
as a function of the costates, by maximizing at any time instant the (scalar) Hamiltonian
function. More precisely, the expression of the Hamiltonian function is consistent with
Equation (21) of Ref. [61]. The differential equations of the optimization process have
been integrated by using a PECE solver based on the Adams–Bashforth method, while the
boundary value problem has been solved by adapting a recent procedure proposed by the
author [69]. The numerical results of the trajectory optimization process are illustrated in
the next section as a function of the value of the initial mass of the CubeSat.

3. Results of Numerical Simulations and Parametric Study

The thrust model of the HPS-propelled CubeSat has been used to simulate a three-
dimensional heliocentric transfer from the orbit of the Earth to that of asteroid
99942 Apophis, without considering perturbations and ephemeris constraints. In this
scenario, the orbital data of the parking (i.e., the Earth) and the target (i.e., the asteroid)
orbits are retrieved from the well-known JPL Horizon system. The numerical simula-
tions have been performed by considering a reference value of the initial CubeSat mass of
m0 = 30 kg. Note that the launch mass of the proposed ESA’s M-ARGO CubeSat is roughly
22.6 kg, while the initial mass of NASA’s NEA Scout was 14 kg.
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In this case, the CubeSat heliocentric (rapid) transfer trajectory is shown in Figure 5,
while Figure 6 summarizes the time variation in the two thrust angles α and δ.

Figure 5. Ecliptic projection and isometric view of the rapid transfer trajectory towards asteroid 99942
Apophis when the initial CubeSat mass is m0 = 30 kg. The z-axis of the isometric view is exaggerated
to highlight the three-dimensionality of the trajectory. Black line → CubeSat transfer trajectory; blue
line → Earth’s orbit; red line → asteroid’s orbit; filled star → perihelion; blue dot → starting point;
red square → arrival point; orange dot → the Sun.

Figure 6. Time variation in the thrust angles α and δ along the rapid transfer trajectory towards
asteroid 99942 Apophis when the initial CubeSat mass is m0 = 30 kg. Blue dot → starting point; red
square → arrival point.

In this reference case, the miniaturized electric thruster gives always the maximum
thrust magnitude (i.e., τ = 1 during all the flight), the rapid transfer does not contain any
coasting arc and requires a flight time of about 803 days, while the required propellant
mass is slightly less of 4.6 kg. Finally, Figure 7 shows the time variation in the CubeSat
mass and the distance from the Sun during the transfer. Note that the solar distance value
remains within the allowed range r ∈ [0.75, 1.25]AU throughout the interplanetary flight.
The numerical procedure has been repeated by varying the initial CubeSat mass in the range
m0 ∈ [26, 35] kg, with a step of 1 kg, to perform a sort of parametric study of the transfer
performance as a function of m0. The results are shown in Figure 8, which clearly indicates
that the transfer performances, in terms of both the flight time and the required propellant
mass, depend on the value of the initial CubeSat mass. In this respect, a reduction in the
value of m0 of about 2 kg (with respect to the reference value of 30 kg) allows the flight time
to be reduced of roughly 50 days.
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Figure 7. Time variation in the mass m and solar distance r along the rapid transfer trajectory towards
asteroid 99942 Apophis when the initial CubeSat mass is m0 = 30 kg. Blue dot → starting point; red
square → arrival point.

Figure 8. Results of the parametric study of the Earth–Apophis, orbit-to-orbit, rapid transfer as a
function of the value of the initial CubeSat mass m0 (step of 1 kg, green dots).

4. Conclusions

In this paper, the thrust model of a CubeSat equipped with an HPS consisting of
a miniaturized electric thruster and a photonic solar sail in a Sun-facing configuration
has been analyzed. The proposed mathematical model considers the performance of the
miniaturized electric thruster that will be installed on the first interplanetary CubeSat
capable of a heliocentric transfer using its own propulsion system, while the performance
of the photonic solar sail has been schematized by using the classical optical force model
and the design characteristics of the sail installed on NASA’s NEA scout. The HPS model

52



Actuators 2024, 13, 384

gives an analytical expression of both the thrust vector and the propellant mass flow rate,
which can be used to study the CubeSat trajectory in a typical heliocentric mission scenario.
In this context, the paper discussed the performance in an orbit-to-orbit transfer from
the Earth to asteroid 99942 Apophis. In particular, the optimal performance is calculated
in terms of minimum transfer time. However, the proposed thrust model can be used
to simulate CubeSat transfers in other interesting mission scenarios where, for example,
the performance index to be optimized is a suitable combination of flight time and required
propellant mass.

The potential extension of this work can be achieved in two subsequent steps. First,
a mathematical model of the CubeSat subsystems mass can be used to determine the actual
impact of an HPS on the initial mass of the spacecraft. This will allow us to correctly
compare the performance of a conventional spacecraft with a single propulsion system
with that of a vehicle equipped with an HPS. Second, the constraint on the Sun-facing
condition can be relaxed in order to evaluate the effect of the photonic solar sail attitude
variation on the overall interplanetary transfer performance.
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Appendix A. Mathematical Model of the Electric Thruster-Induced Propulsive

Acceleration

This appendix reports the thrust model of the (miniaturized) electronic thruster that
constitutes a part of the HPS considered in this work. More precisely, this thrust model is
derived from the recent work of the author [52], which describes a simplified mathematical
approach for the description of the propulsive characteristics of the electric thruster installed
on board the proposed ESA’s M-ARGO CubeSat, whose artistic representation is shown
in Figure A1. In turn, the mathematical model described in Ref. [52] is an extension of the
surrogate engine model recently proposed by Topputo et al. [54] for the preliminary design
of the M-ARGO interplanetary trajectory.

In particular, the simplified thrust model described in Ref. [52] gives the expression
of the thrust vector Te and the specific impulse Isp of the M-ARGO’s miniaturized electric
thruster as a function of the Sun-CubeSat distance r ∈ [0.75, 1.25]AU. The constraints on
the minimum (i.e., 0.75 AU) and maximum (i.e., 1.25 AU) solar distance are related to the
original surrogate model of Topputo et al. [54] (which, in turn, is linked to the admissible
value of the thruster input power), and will also be considered in this work during the
selection of the potential mission scenario.

According to Equations (12) and (16) of Ref. [52], and bearing in mind that the electric
thruster-induced thrust vector is assumed to be freely steerable during the flight, one
obtains the compact expressions of Te

Te = τ Temax⊕
dN1(r/r⊕)4 + dN2(r/r⊕)3 + dN3(r/r⊕)2 + dN4(r/r⊕) + dN5

(r/r⊕)3 + dD1(r/r⊕)2 + dD2(r/r⊕) + dD3

t̂e (A1)

where r⊕ � 1 AU is a reference distance which is used to normalize the results of the
best-fit procedure described in Ref. [52], Temax⊕ � 1.8897 mN is the maximum value of the
magnitude of Te when the solar distance is 1 astronomical unit, t̂e is the electric thruster-
induced thrust unit vector, and τ ∈ [0, 1] is the dimensionless throttle parameter which
models the local thrust magnitude variation between the minimum (when τ = 0) and the
maximum (when τ = 1) value. In essence, the dimensionless parameter τ models the actual
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behaviour of a typical electric thruster in which the admissible thrust magnitude levels are
given by the classical throttle Table [61]. In Equation (A1), the coefficients appearing in the
fraction on the right-hand side are obtained through a best-fit procedure. Their values are
given by Equation (13) of Ref. [52], viz.

Figure A1. Artistic representation of the ESA’s M-ARGO CubeSat approach to a potential near-Earth
asteroid. Image: © ESA.

dN1 = −1.6239, dN2 = 6.6115, dN3 = −9.7377, dN4 = 6.1927, dN5 = −1.4378,

dD1 = −2.4888, dD2 = 2.0463, dD3 = −0.5527 (A2)

The approximate expression of the specific impulse is given by Equation (14) of
Ref. [52] as a function of the solar distance r. The function Isp = Isp(r) is written in a
compact form as

Isp = Isp⊕
eN1(r/r⊕)4 + eN2(r/r⊕)3 + eN3(r/r⊕)2 + eN4(r/r⊕) + eN5

(r/r⊕)3 + eD1(r/r⊕)2 + eD2(r/r⊕) + eD3

(A3)

where Isp⊕ � 3022.6 s is a reference value of the specific impulse (which coincides with the
value of Isp at a solar distance of 1 astronomical unit), while the best-fit coefficients on the
fraction at the right-hand side of the equation are

eN1 = −0.3556, eN2 = 2.2133, eN3 = −4.0643, eN4 = 2.9771, eN5 = −0.7599,

eD1 = −2.5148, eD2 = 2.0994, eD3 = −0.5740 (A4)

The r-variation of the maximum thrust magnitude max (‖Te‖) and the specific im-
pulse Isp are shown in Figure A2, which is consistent with the graph reported in Figure 4 of
Ref. [52]. Equations (A1) and (A3) are used in Section 2 to obtain a simplified version of the
HPS thrust vector model. In this regard, the next appendix describes the mathematical ap-
proach used to evaluate the contribution of the solar sail to the total propulsive acceleration
of the CubeSat.
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Figure A2. Miniaturized electric thruster: variation of max (‖Te‖) and Isp with r ∈ [0.75, 1.25]AU.

Appendix B. Mathematical Model of the Solar Sail-Induced Propulsive Acceleration

This appendix describes the mathematical model used to schematize the thrust vector
Ts due to the presence of the photonic solar sail. In this context, the solar sail is considered as
a flat surface, that is, the billowing of the reflective membrane [70] is neglected in evaluating
the expression of Ts. The latter is a fairly common assumption in the preliminary design
of a solar sail-based trajectory, while recent literature [71] discusses an approach based
on the use of finite element analysis to evaluate the impact of sail billowing during the
interplanetary flight.

From the point of view of the effect of the thermo-optical characteristics of the reflective
membrane, the classical optical force model illustrated by McInnes [72] has been employed.
In this respect, using the formulation proposed in Ref. [73] the compact expression of the
solar sail-induced thrust vector is

Ts = P⊕ A
( r⊕

r

)2 {
b1 (n̂ · r̂) r̂ +

[
b2 (n̂ · r̂)2 + b3 (n̂ · r̂)

]
n̂
}

(A5)

where P⊕ � 4.56 × 10−6 N/m2 is the solar radiation pressure exerted on a perfectly ab-
sorbing surface at 1 astronomical unit of distance from the Sun, A is the sail reflective
surface, r⊕ = 1 AU is a reference distance, r̂ is the Sun-spacecraft radial unit vector, and n̂
is the unit vector normal to the sail reflective membrane surface in direction opposite to
the Sun. In Equation (A5), the dimensionless terms {b1, b2, b3} are the so called “sail force
coefficients”, whose values depend on the thermo-optical characteristics of the film which
coves the sail membrane. The expressions of the sail force coefficients are [73].

b1 � 1 − ρ s ; b2 � 2 ρ s ; b3 � Bf r ρ (1 − s) + (1 − ρ)
ε f rBf r − εbBb

ε f r + εb
(A6)

where s is the fraction of photons that are specularly reflected, Bf r (or Bb) is the non-
Lambertian coefficient of the front (or back) sail membrane, ε f r (or εb) is the membrane
front (or back) emissivity, and ρ < 1 the reflection coefficient.

In this work, the photonic solar sail performances are modeled by using the literature
data referring to the NASA’s NEA Scout CubeSat; see the artistic image in Figure A3.
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Figure A3. Artistic concept of the NASA’s Near-Earth Asteroid Scout (NEA Scout) approaching the
target asteroid. The solar sail-based CubeSat failed to make contact with ground station after launch,
and the mission NEA Scout was considered lost in December 2022. Image credit: NASA.

In this case, the thermo optical coefficients of that (ill-fated) solar sail-based CubeSat
are indicated in Refs. [59,60], viz.

ρ = 0.91 , s = 0.89 , Bf r = 0.79 , Bb = 0.67 , ε f r = 0.025 , εb = 0.27 (A7)

so that, according to Equation (A6), the sail force coefficients are

b1 = 0.1901 , b2 � 1.6198 , b3 = 0.0299 (A8)

In the special case in which the sail attitude is Sun-facing, that is, the direction of n̂ coincides
with that of r̂, one has n̂ · r̂ = 1 and Equation (A5) simplifies as

Ts = P⊕ A
( r⊕

r

)2
(b1 + b2 + b3) r̂ ≡ η P⊕ A

( r⊕
r

)2
r̂ (A9)

where η < 2 is a dimensionless coefficient that quantifies the effect of the actual thermo-
optical characteristics of the sail film with respect to the ideal case of a complete (and
specular) reflection in which η = 2. In this case, the value of η is

η � b1 + b2 + b3 = 1.8398 (A10)

Equation (A9) is used to describe the (Sun-facing) photonic solar sail-induced thrust
vector. In this respect, a value of the sail area consistent with the NEA Scout case has been
assumed, that is, A = 86 m2. Accordingly, the variation with r of the magnitude of the solar
sail thrust vector Ts is drawn in Figure A4. Note that at r = r⊕ one has ‖Ts‖ � 0.7215 mN.
In fact, the NEA Scout propulsive acceleration magnitude at 1 astronomical unit of distance
from the Sun was estimated in about 0.05 mm/s2 and, bearing in mind that the CubeSat
mass was 14 kg, one obtains 0.05 × 14 � 0.7 mN, as expected.

Finally, note that ‖Ts‖ is of the same order of magnitude as the maximum propulsive
thrust generated by the miniaturized electric thruster; compare the upper part of Figure A2
with the graph in Figure A4. This is an important aspect of the analysis, because it
indicates that the contribution of the photon solar sail in obtaining the total thrust vector is
not negligible.
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Figure A4. Photonic solar sail in a Sun-facing configuration: variation of the thrust magnitude ‖Ts‖
with the solar distance r ∈ [0.75, 1.25]AU, according to Equation (A9). The solar sail characteristics
(in terms of sail area and sail force coefficients) are consistent with the system installed onboard of
the NASA’s NEA Scout CubeSat.
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Abstract: This paper addresses the active target protection problem in a three-player (Target–Attacker–
Defender, TAD) conflict by proposing a cooperative integrated guidance and control (IGC) strategy.
Unlike previous studies that have designed guidance and control loops separately, this work estab-
lishes an IGC model by linearizing both the translational motion and the rotational motion of the
vehicles, thereby generating actuator commands directly. This model integrates the kinematics and
short-period dynamics, providing a more comprehensive and accurate representation of the vehicles’
characteristics. Based on the linearization and order reduction, differential game theory and the sweep
method are employed to derive and analytically solve the Riccati differential equation, yielding an
optimal control strategy with an explicit expression. The theoretical rigor of the proposed approach is
ensured through a proof of optimality sufficiency. Furthermore, factors influencing the computational
accuracy of the Riccati equation solution, including the singular values of the control matrix and
condition numbers of the solution matrix, are analyzed. Taking into account the dynamic response
and limitations of the actuators, numerical simulations demonstrate the effectiveness and superiority
of the proposed IGC strategy in intercepting the attacker and protecting the target compared to
traditional separated guidance and control designs.

Keywords: target–attacker–defender (TAD) game; integrated guidance and control (IGC); differential
game; Riccati differential equation; active protection; three-player conflict

1. Introduction

Differential game theory, a branch of mathematical control theory, explores the strategic
interactions in dynamic settings where players’ decisions influence the outcome over
time [1]. One of the pivotal applications of differential games is in pursuit–evasion scenarios,
which involve multiple agents with conflicting objectives. These scenarios are not only
academically intriguing but have substantial practical implications in areas such as military
tactics, security systems, and autonomous vehicle navigation [2–4].

Among the various configurations of pursuit–evasion games, three-player conflicts
involving a Target, Attacker, and Defender (TAD) present a particularly complex and
rich problem space [5–7]. In the classic two-player pursuit–evasion game, the scenario
typically involves an attacker pursuing a target whose primary strategy is passive evasion.
Instead, in TAD configurations the target benefits from the active protection provided by
the defender, whose role is to intercept or obstruct the attacker’s efforts.

As a multi-agent system, with the inherent dynamics and interdependencies, the TAD
conflict has garnered increasing attention due to its relevance to real-world scenarios in
which valuable assets are actively defended [8]. Garcia et al. analyzed the game’s dynamics,
focusing on the regions where the attacker prevails and the defender’s optimal interception
strategies [9]. Their subsequent work in [10] developed optimal strategies for the attacker
while ensuring that solutions were aligned with the Hamilton–Jacobi–Isaacs equation. A
barrier analysis was introduced in [11] to delineate winning regions for both the attacker
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and the target–defender team, facilitating strategic decision-making through explicit policy
and geometric analysis. Subsequent research explored stage-based strategies for a fast
nonsuicidal attacker while adjusting tactics based on capture radii [12]. In [13], the authors
presented a geometric interception strategy using the Apollonius circle, offering a practical
approach for a slower defender to intercept a faster attacker.

The insights gained from TAD scenarios significantly enhance active protection sys-
tems for aerial vehicles, improving their effectiveness and survivability in hostile envi-
ronments. The work in [14] optimized control inputs for the target and the defender,
allowing effective interception even with slower defenders. The guidance law for defense
missiles of nonmaneuverable aircraft was developed in [15], demonstrating superiority in
non-coplanar engagements through high-fidelity simulations. Similar work was presented
in [16], focusing on an air combat scenarios in which a defending missile aims to maximize
the separation between a target aircraft and an attacking missile at the point of interception.

However, the aforementioned modeling approach in aerial pursuit–evasion games of-
ten simplifies the dynamics by directly using heading angles as control inputs, overlooking
critical factors such as turning radii and the dynamic response of the system to commands,
such as oscillations or delays. Additionally, these models tend to ignore the physical
limitations of the maneuverability and actuators, which play a crucial role in the realistic
implementation of control strategies. The oversimplified approach does not adequately
leverage the general principles and knowledge of dynamics, and neglects the characteristics
of aerial vehicles. As a result, the obtained strategies usually lack realistic feasibility. In fact,
although there are nonlinear factors such as actuator saturation, aerial vehicles typically
still exhibit pronounced linear characteristics, which form the classical foundation for the
design of guidance and control systems [17,18]. It is essential for the design of guidance
and control systems to include considerations of these linear characteristics along with the
vehicle’s dynamic response processes.

This need for realistic modeling and design has led to the development of research
that focuses on model linearization and order reduction. The prevailing research trend
gravitates towards one-sided optimal control or differential games. The distinction lies in
that optimal control theory-based guidance laws necessitate prior knowledge of the adver-
sary’s control tactics. Although the reliance on prior information for one-sided optimization
can be reduced through information sharing between the target and the defender [19],
there are still challenges, such as the impracticality of deploying numerical optimization
algorithms onboard [20,21]. Conversely, the differential game has attracted broader in-
terest for its independence from presumptions regarding the opponent’s strategy [22].
The differential game can obtain the game strategy of the two opponents by finding the
saddle point solution; under the condition of accurate modeling, this can guarantee the
optimality of the strategy against the opponent’s arbitrary maneuver [23,24]. Considering
the drawback that the control of linear quadratic differential game guidance law may
exceed operational bounds, the bounded differential game was proposed and verified in
a two-dimensional plane and three-dimensional space [25,26]. In addition, in order to be
closer to the real combat scenarios, recent studies have accounted for constraints such as
limited operational capabilities [27], state estimation under imperfect information through
Kalman filtering [28], relative intercept angle limitations on attack protocols [24,29,30], co-
operative multi-vehicle strategy against an active defense target [24,31], and weapon–target
allocation strategies [32].

However, traditional active protection research has focused on designing guidance
laws that generate acceleration commands without considering how these commands are
effectively tracked by the autopilot. Such approaches overlook the control loop required
to generate actuator commands. With the introduction of advanced guidance laws and
increased confrontation, oversimplification can lead to significant distortion [33]. Moreover,
in the endgame phase of engagements, where the relative motion between vehicles changes
rapidly, the assumption of spectral separation between the guidance and control loops
becomes untenable [34,35]. Therefore, integrated guidance and control (IGC) was proposed
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to address these issues by merging the guidance and control loops, thereby mitigating the
negative impacts of their coupling [36,37]. IGC ensures that the commands sent to actuators
are both feasible and effective within the physical constraints of the system. In the view
of engineering designers, IGC is expected to significantly improve missile performance,
resulting in lower weight and enhanced lethality [18]. In recent years, the development of
IGC has progressed rapidly, with research increasingly focusing on a variety of advanced
methods, including sliding mode control [38,39], back-stepping [40], robust control [41],
and small-gain theorem [42], among others.

Building on the previously discussed challenges and advancements in three-player
conflicts and IGC, this article aims to delve deeper into an IGC design specifically tailored
for aerial vehicle active protection scenarios. We present an IGC model for active protection
distinguished by the linearization of both the center of mass motion and rotation around
the center of mass. Our approach leverages differential game theory and the sweep method
to derive and solve the Riccati differential equation analytically. The main contributions of
this paper are summarized as follows:

1. Advanced IGC Modeling for Active Protection: An advanced modeling approach
for active protection is introduced that uniquely combines linearization of both transla-
tional and rotational dynamics around the center of mass. Although the linearization
technique is a well-established practice in aerial vehicle design, our contribution lies
in applying this approach to the IGC design in a three-player conflict scenario. This
modeling framework allows for a more comprehensive and accurate representation
of the characteristics of aerial vehicles compared to previous studies.

2. Analytical Derivation and Solution of Riccati Equation: Through the application
of differential game theory and the sweep method, this study derives and solves
the Riccati differential equation, providing an analytical expression for the optimal
control strategy and in turn presenting possibilities for real-time onboard calculation.

3. Theoretical Rigor in Solution Analysis: The theoretical rigor of the proposed ap-
proach is provided through a proof of optimality sufficiency. Additionally, we examine
factors that influence the computational accuracy of the Riccati equation solution
using singular values of the control matrix and condition numbers of the solution
matrix.

The rest of the paper is organized as follows. In Section 2, we describe the three-
player conflict in the IGC framework, focusing on model linearization and order reduction.
Section 3 is dedicated to the derivation of the IGC active protection strategy. In Section 4,
we conduct a theoretical analysis of the IGC strategy. Following this, Section 5 presents
simulations to demonstrate the practical applicability and effectiveness of the strategy.
Finally, Section 6 concludes the paper by summarizing the findings.

2. Problem Formulation

2.1. Nonlinear Engagement Model

In the TAD three-player conflict, the adversarial attacker aims at the target, which is
protected by a defender aiming to intercept the incoming threat mid-course. In general, the
target is weak in maneuvering and has difficulty avoiding being hit by the attacker through
simple maneuvering strategies; thus, the target adopts an active defense strategy in order
to survive.

As shown in Figure 1, the engagement is refined into a geometric representation
within an inertial coordinate system XIOYI . In the aerial conflict, each entity’s flight state
is characterized by its flight path angle (γ), flight velocity (V), and actual acceleration (a),
denoted by the respective subscripts A, T, and D for attacker, target, and defender. The
engagement is divided into two distinct but interrelated processes: the attacker’s pursuit of
the target (AT) and the defender’s interception of the attacker to protect the target (AD). In
these engagements, r stands for the distance between the respective vehicles, LOS denotes
the line-of-sight, and λ represents the line-of-sight angle. Specifically, γ̇, λ̇, and ṙ denote

62



Actuators 2024, 13, 245

the respective derivatives of γ, λ, and r. Initial conditions at the start of the engagement
are indicated by the subscript 0.

A

T

D

O

Figure 1. Three-body confrontation engagement geometry.

As shown in Figure 1, the nonlinear engagement model of attacker–target and attacker–
defender can be represented as

ṙAi = −Vi cos(γi − λAi)− VA cos(γA + λAi)

λ̇Ai =
−Vi sin(γi − λAi) + VA sin(γA + λAi)

rAi
,

(1)

where A stands for the attacker and i represents the target or defender, i.e., i ∈ {T, D}.
The rate of change of the flight path angle for each vehicle can be expressed as

γ̇j =
aj

Vj
=

Fj(αj, δj)

mjVj
, j ∈ {A, T, D}, (2)

where mj represents the mass of the vehicle j and Fj is the normal aerodynamic force acting
on the airframe, which is a function of the angle of attack αj and the fin deflection δj from
the actuator.

Unlike previous studies focusing solely on translational motion in active protection,
the IGC design incorporates rotational kinematics and dynamics around the center of mass
involving the pitch angle θ and pitch rate q. The angular acceleration q̇j is generated by the
torque applied to the airframe divided by the moment of inertia Ij. Thus, it is possible to
obtain

α̇ = q − Fj(αj, δj)

mjVj

θ̈ = q̇ =
Mj(αj, δj)

Ij
.

(3)

Although the nonlinear differential Equations (1)–(3) can be solved numerically, adopt-
ing an analytical approach provides clearer insights and understanding of the engagement
dynamics. To facilitate this, we linearize the equations around an operating condition,
which allows for analysis and design based on linear systems theory.

2.2. Linearization and Order Reduction

To facilitate analysis of the engagement dynamics in the terminal phase, the model is
simplified based on the following set of assumptions:

• Constant Velocity: The velocities of the entities are assumed to be constant.
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• Co-planar Movement: The three entities are considered to move within the same plane;
the defender is launched by the target, meaning that LOSMT0 and LOSMD0 coincide.

• Linear Plant Models: The dynamics of each entity are approximated as linear systems.
• Linearization of Collision Triangles: It is assumed that the two collision triangles can

be linearized along their respective initial lines of sight (LOS).

The dynamics model of each vehicle can be represented by a linear equation of arbitrary
order:

xj = Ajxj + Bjuj, j ∈ {A, T, D}
aj = C jxj + djuj, j ∈ {A, T, D} (4)

where xj represents the internal state variables of each vehicle, aj is the acceleration perpen-
dicular to the initial line-of-sight direction, and uj is the corresponding control input.

In previous studies, vehicles described by Equation (4) have generally been simplified
to ideal dynamics or first-order delay dynamics. Ideal dynamics implies that Aj = Bj =
C j = 0 and dj = 1. First-order delay dynamics implies that Aj = 1/τj, Bj = 1/τj,
C j = 1/τj, and dj = 0 with the time constant of τj. In both cases, uj represents the
command acceleration. We further extend the scope of Equation (4) to cover the short-
period dynamics described by Equation (3) for the target and the defender [43], which
means that

Ai =

[
Z(i)

α 1
M(i)

α 0

]
Bi =

[
Z(i)

δ

M(i)
δ

]
Ci =

[
−Z(i)

α V(i) 0
]

di = −Z(i)
δ V(i) i ∈ {T, D},

(5)

where the numerical coefficients are defined by

Z(i)
α = − 1

miVi

∂Fi(αi, δi)

∂αi
Z(i)

δ = − 1
miVi

∂Fi(αi, δi)

∂δi
,

M(i)
α =

1
Ii

∂Mi(αi, δi)

∂αi
M(i)

δ =
1
Ii

∂Mi(αi, δi)

∂δi
.

(6)

The target and defender are modeled as IGC configurations and the attacker is modeled
with first-order lag dynamics. Choosing the state variables as xAi = [yAi, ẏAi, αi, qi, aA]

�,
the equations of motion for the attacker to engage the target or defender can be expressed
as

ẋAi = AAix + B̃iui + B̃AuA, i ∈ {T, D} (7)

where

AAi =

⎡⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 ∓Z(i)

α Vi 0 ∓1
0 0 Z(i)

α 1 0
0 0 M(i)

α 0 0
0 0 0 0 −1/τA

⎤⎥⎥⎥⎥⎥⎦ (8)

B̃T =
[
0 −Z(T)

δ VT Z(T)
δ M(T)

δ 0
]�

(9)

B̃D =
[
0 Z(D)

δ VD Z(D)
δ M(D)

δ 0
]�

(10)

B̃A =
[
0 0 0 0 1/τA

]�. (11)

The symbols ∓ in Equation (8) correspond to i = T and i = D, respectively. For the target
and the defender, the control input ui is defined as the fin deflection of the actuator δi. For
the attacker, the control input uA is the commanded acceleration ac

A.
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The time-to-go between the attacker–target pair and the defender–attacker pair is
denoted by tgo1 and tgo2, respectively. The time-to-go can be calculated by tgo1 = t f 1 − t
and tgo2 = t f 2 − t, where the interception time is defined as

t f 1 =
rAT0

[VA cos(γA0 + λAT0) + VT cos(γT0 − λAT0)]
,

t f 2 =
rAD0

[VA cos(γA0 + λAD0) + VD cos(γD0 − λAD0)]
.

(12)

We assume that the engagement of the attacker with the defender precedes the engagement
of the attacker with the target, i.e., t f 1 and t f 2 satisfy t f 1 − t f 2 > 0 in the timeline. This is
because once the attacker hits or misses the target, it means that the game is over and the
defender is no longer needs to continue the engagement.

Therefore, unlike previous studies that only considered guidance loops, the lineariza-
tion encompasses two aspects: linearization of the airframe and linearization of engagement
geometry.

1. Linearization of the airframe: Linearization of the airframe dynamics is typically
performed around a trim condition, which represents a steady-state flight condition;
in our case, this corresponds to flight at a constant velocity and a small angle of attack.
This approach is widely accepted in aerospace control systems design, especially for
short-period dynamics, as deviations from this trim condition during maneuvers are
usually small enough to maintain the validity of the linear model.

2. Linearization of engagement geometry: For the engagement geometry, we employ
linearization around a nominal collision course. This approach is commonly used and
justified in terminal guidance problems, particularly in the endgame phase, where the
relative geometry changes are relatively small and can be approximated linearly.

This situation can be formulated as a three-player differential game between two
opposing sides with different objectives. The cost function that we utilize incorporates both
miss distance and energy consumption through a linear–quadratic (LQ) form, striking a
balance between the two factors. This also means that it is a soft constraint, ensuring that
the control effort does not exceed the maneuverability. The specific formulation of the cost
function is as follows:

min
[uT ,uD ]

max
uA

J = −1
2

αATy2
AT

(
t f 1

)
+

1
2

αADy2
AD

(
t f 2

)
+

1
2

∫ t f 1

0
βTu2

Tdt +
1
2

∫ t f 2

0
βDu2

Ddt − 1
2

∫ t f 1

0
u2

Adt (13)

where αAT and αAD are non-negative weight coefficients related to miss distance and the
coefficients βU and βD reflect the maneuverability of the target and defender relative to
the attacker. When the target has weaker maneuverability compared to the attacker, βT
takes a larger value; βT → ∞ indicates that the target has no maneuverability. When the
defender has stronger maneuverability compared to the attacker, βD takes a smaller value,
with βD → 0 signifying strong maneuverability of the defender.

It is still difficult to obtain the analytical solution of the above linear optimal control
problem, so reducing the model’s order is essential. In the context of guidance analysis, the
zero-effort miss (ZEM) is a commonly used concept, which physically represents the miss
distance of the interceptor if no maneuver is performed, i.e., the control command is zero
from the current moment. From the perspective of signal processing, this is equivalent to
the zero-input response of the linear system. Using the terminal projection transformation
of the linear system, the ZEM z1 and z2 can be expressed as

z1(t) = LΦAT(t f 1, t)xAT ,

z2(t) = LΦAD(t f 2, t)xAD,
(14)

where L =
[
1 0 0 0 0

]
is a coefficient matrix and ΦAi(t f , t) is the state transition

matrix.
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The derivatives of z1 and z2 with respect to time in compact matrix form are

ż =

[
ż1(t)
ż2(t)

]
= G1

[
uT
uD

]
+ G2uA

= G1uT/D + G2uA,
(15)

where

G1 =

[
ΦAT,y

(
tgo1

)
ΦAD,y

(
tgo2

) ]
· [B̃T B̃D

]
G2 =

[
ΦAT,y

(
tgo1

)
ΦAD,y

(
tgo2

) ]
· B̃A

ΦAT,y
(
tgo1

)
= LΦAT(t f 1, t)

ΦAD,y
(
tgo2

)
= LΦAD(t f 2, t).

(16)

Correspondingly, the cost function of the reduced-order differential game problem is
provided by

min
uT/D

max
uA

Jz =
1
2

z�
(

t f

)
Qz

(
t f

)
+

1
2

∫ t f

t0

(
u�

T/DR1uT/D + u�
A R2uA

)
dt, (17)

where

Q =

[−αAT 0
0 αAD

]
R1 =

[
βT 0
0 βD

]
R2 = −1

3. Derivation of IGC Active Protection Strategy

The differential game approach is applied to solve for the optimal control of each
vehicle. The Hamiltonian of the linearized system is

H =
1
2

(
u�

T/DR1uT/D + u�
A R2uA

)
+ λ�(G1uT/D + G2uA), (18)

where λ stands for the introduced costates. According to the calculus of variations, by
equating the derivatives of the Hamiltonian with respect to the players’ controllers to zero
we obtain

∂H
∂uT/D

= R1uT/D + G�
1 λ = 0 ⇒ uT/D = −R−1

1 G�
1 λ,

∂H
∂uA

= R2uA + G�
2 λ = 0 ⇒ uA = −R−1

2 G�
2 λ.

(19)

It follows that in order to solve for the expression of the optimal control we need to obtain
an expression for the costate λ. From the adjoint equation and the transversality condition,
we have

λ̇ = −∂H
∂z

= 0 λ
(

t f

)
=

⎡⎣ −αATz1

(
t f 1

)
αADz2

(
t f 2

) ⎤⎦ =

[
λ1(t)
λ2(t)

]
. (20)

As shown in Equation (20), the expression for λ includes z1

(
t f 1

)
and z2

(
t f 2

)
. How-

ever, unlike previous studies such as [22] which tackled more idealized dynamic models,
the complexity inherent to the IGC problem precludes a straightforward analytical solution.
Therefore, to address these challenges we adopt the sweep method to solve for the costates.
We assume that λ(t) can be written in the form of linear feedback of reduced-order states
as

λ(t) = P(t)z(t), (21)

i.e., [
λ1(t)
λ2(t)

]
=

[
P11(t) P12(t)
P21(t) P22(t)

][
z1(t)
z2(t)

]
, (22)
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with the transversality condition

λ
(

t f

)
= Qz

(
t f

)
. (23)

Taking the derivative of λ, as shown in Equation (21), yields

λ̇ = Ṗz + Pż = 0. (24)

Next, incorporating the reduced-order dynamics of the system, represented by Equation (15),
results in

Ṗz + Pż = Ṗz + P
[
−G1(t)R−1

1 G�
1 (t)P(t)− G2(t)R−1

2 G�
2 (t)P(t)

]
z(t) = 0. (25)

Upon rearranging and simplifying the terms, we obtain the Riccati differential equation

Ṗ(t) = P(t)
[

G1(t)R−1
1 G�

1 (t)P(t) + G2(t)R−1
2 G�

2 (t)P(t)
]
. (26)

Equation (26) characterizes the evolution of the matrix P(t) over time. The terms within the
brackets represent the combined influence of the system dynamics and the control effort
costs on the evolution of P(t). However, the P(t) matrix in Equation (26) has four elements
and the variables are coupled, which makes it impossible to solve it directly. In order to
find the analytical expression for P(t), the matrix K(t) is introduced to satisfy

K(t) = P−1(t) K(t)P(t) = I, (27)

where I is the identity matrix. Therefore, the derivative of K(t) can be expressed in terms
of P(t):

K̇(t)P(t) + K(t)Ṗ(t) = 0. (28)

This leads to the fully decoupled matrix differential equation for K(t):

K̇(t) = −K(t)Ṗ(t)P−1(t)

= − K(t)P(t)︸ ︷︷ ︸
I

G1(t)R−1
1 G�

1 (t)− K(t)P(t)︸ ︷︷ ︸
I

G2(t)R−1
2 G�

2 (t)

= −G1(t)R−1
1 G�

1 (t)− G2(t)R−1
2 G�

2 (t).

(29)

This decoupled differential equation for K(t) is more tractable and its terms purely depend
on the matrices G1(t), G2(t), R1, and R2, which are typically known from the system
dynamics and cost function. The terminal condition for the matrix P(t) can be determined
from the costate’s terminal condition stated in (23):

P
(

t f

)
= Q =

[−αAT 0
0 αAD

]
. (30)

Correspondingly, the terminal condition for K(t) is provided by

K
(

t f

)
= P−1

(
t f

)
=

[−1/αAT 0
0 1/αAD

]
. (31)

This setup allows for backward integration from t f to the initial time while using K(t f ) to
calculate K(t), providing a method for determining P(t) across the engagement timeline.

In light of the computational challenges posed by backward integration and the
specific representation of the state transition matrix in terms of time-to-go, it is useful to
reverse the time in the differential equation for the matrix K(t). Moreover, reversing the
time allows for dynamic adjustment of control inputs based on changes in the engagement
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through state feedback, rather than relying on a precomputed offline P(t). This adjustment
leads to

dK
dtgo

= −dK
dt

= G1(t)R−1
1 G�

1 (t) + G2(t)R−1
2 G�

2 (t). (32)

Simultaneously, the terminal conditions in (31) are converted into initial conditions for the
integration process in terms of tgo. Thus, the problem is transformed into an initial value
problem for system ordinary differential equations in a decoupled form. The decoupling
facilitates solving for K(t) directly through indefinite integration, which in turn allows for
determining the solution P(t) of the Riccati differential Equation (26).

Furthermore, in order to obtain the analytical expression of the optimal control it is
necessary to solve for the relevant elements in Equation (16). Because AAi in (7) is time-
invariant, the state transition matrix can be solved by ΦAi = L−1

[
(sI − AAi)

−1
]
. To find

the inverse of (sI − AAi), we can augment the given matrix with the identity matrix and
perform Gaussian elimination. By performing elementary row and column operations on
the augmented matrix, we obtain

L · (sI − AAi)
−1 =

[
1
s

1
s2 ± ViZ

(i)
α

s(M(i)
α + s(−s + Z(i)

α ))
± ViZ

(i)
α

s2(M(i)
α + s(−s + Z(i)

α ))
∓ τA

s2 + s3τA

]
. (33)

Thus, ΦAT,y
(
tgo1

)
and ΦAD,y

(
tgo2

)
in G1 and G2 can be given by

ΦAT,y
(
tgo1

)
= L−1

[
L · (sI − AAT)

−1
]
,

ΦAD,y
(
tgo2

)
= L−1

[
L · (sI − AAD)

−1
]
.

(34)

In order to solve the inverse Laplace transform of the above equation, the following
transformation is provided:

Zα

Mα + Zαs − s2 = −Zα

κ1
· κ1

(s + κ2)
2 + κ2

1

(35)

Zα

s(Mα + Zαs − s2)
=

Zα

Mα

[
1
s
− s + κ2

(s + κ2)
2 + κ2

1

+
Zα

2a
· κ1

(s + κ2)
2 + κ2

1

]
(36)

Zα

s2(Mα + Zαs − s2)
=

Zα

Mα

⎡⎣ 1
s2 − Zα

Mαs
+

Zα

Mα

s + κ2

(s + κ2)
2 + κ2

1

− 1 + Z2
α

2Mα

κ1
· κ1

(s + κ2)
2 + κ2

1

⎤⎦ (37)

where κ1 =
√
−Mα − Z2

α
4 , κ2 = − Zα

2 . It should be noted that Equations (35)–(37) are not a
partial fraction decomposition of the original fraction, as we have not found the roots of the
denominator. The rational fractions in Equations (35)–(37) allow us to utilize the following
inverse Laplace transform:

L−1

[
a

(s + b)2 + a2

]
= e−bt sin at L−1

[
s + b

(s + b)2 + a2

]
= e−bt cos at. (38)

Let κ
(T)
1 =

√
−M(T)

α − (Z(T)
α )2

4 , κ
(T)
2 = − Z(T)

α
2 and κ

(D)
1 =

√
−M(D)

α − (Z(D)
α )2

4 ,

κ
(D)
2 = − Z(D)

α
2 ; then, the first row of the state transition matrix used to compute the ZEM

ΦAT,y

(
t, t f 1

)
and ΦAD,y

(
t, t f 2

)
can be derived from the inverse Laplace transform lookup

table, which can be represented as
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ΦAT,y

(
t, t f 1

)
= ΦAT,y

(
tgo1

)

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
tgo1

Z(T)
α VT

M(T)
α

(
1 − e−κ

(T)
2 tgo1 cos

(
κ
(T)
1 tgo1

)
+ e−κ

(T)
2 tgo1 Z(T)

α

2κ
(T)
1

sin
(

κ
(T)
1 tgo1

))

Z(T)
α VT

M(T)
α

⎛⎜⎝tgo1 − Z(T)
α

M(T)
α

+ Z(T)
α

M(T)
α

e−κ
(T)
2 tgo1 cos

(
κ
(T)
1 tgo1

)
−

1+ (Z(T)α )2

2M(T)
α

κ
(T)
1

e−κ
(T)
2 tgo1 sin

(
κ
(T)
1 tgo1

)⎞⎟⎠
−τA

(
tgo1 − τA + e−

tgo1
τA τA

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

(39)

and

ΦAD,y

(
t, t f 2

)
= ΦAD,y

(
tgo2

)

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
tgo2

− Z(D)
α VD

M(D)
α

(
1 − e−κ

(D)
2 tgo2 cos

(
κ
(D)
1 tgo2

)
+ e−κ

(D)
2 tgo2 Z(D)

α

2κ
(D)
1

sin
(

κ
(D)
1 tgo2

))

− Z(D)
α VD

M(D)
α

⎛⎜⎝tgo2 − Z(D)
α

M(D)
α

+ Z(D)
α

M(D)
α

e−κ
(D)
2 tgo2 cos

(
κ
(D)
1 tgo2

)
−

1+ (Z(D)
α )2

2M(D)
α

κ
(D)
1

e−κ
(D)
2 tgo2 sin

(
κ
(D)
1 tgo2

)⎞⎟⎠
τA

(
tgo2 − τA + e−

tgo2
τA τA

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

.
(40)

Substituting ΦAT,y
(
tgo1

)
and ΦAD,y

(
tgo2

)
into G1 and G2 in (32), it can be found

that the elements of dK
dtgo

share the following form and that the indefinite integral can be
expressed in terms of elementary functions:∫ (

n + tp − retq cos(mt) + vetq sin(mt)
)2dt

=
1

12

⎛⎜⎜⎜⎜⎜⎜⎜⎝

4t
(
3n2 + 3npt + p2t2)+ 3e2qt(r2+v2)

q

+
3e2qt(2mrv+q(r2−v2)) cos(2mt)

m2+q2 − 3e2qt(2qrv+m(−r2+v2)) sin(2mt)
m2+q2

− 24eqt(m2r(p+nq+pqt)+q2r(nq+p(−1+qt))+m3(n+pt)v+mq(nq+p(−2+qt))v) cos(mt)
(m2+q2)2

+
24eqt(−m3r(n+pt)−mqr(nq+p(−2+qt))+m2(p+nq+pqt)v+q2(nq+p(−1+qt))v) sin(mt)

(m2+q2)2

⎞⎟⎟⎟⎟⎟⎟⎟⎠
.

(41)

This indefinite integral can be obtained by expanding the square and employing general
integration techniques.

At this point, we can obtain the expression of K(t) directly through an indefinite
integral, thereby obtaining the solution of the Riccati equation.

4. Theoretical Analysis of IGC Active Protection Strategy

4.1. Saddle Point Sufficiency Proof

In the development of IGC strategies, establishing the optimality of a control solution
is crucial. This not only ensures the effectiveness of the control in achieving its goals,
thereby minimizing miss distance and control effort, it provides theoretical validation that
the proposed solution indeed performs better than any other strategy under the given
model assumptions. To this end, proving that a solution to the Riccati equation serves as a
sufficient condition for the existence of an optimal saddle point solution is essential. Such
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a proof confirms that the derived control law is not just a feasible solution but the best
possible strategy within the framework of the IGC problem [44].

Theorem 1. The existence of a solution to the Riccati equation (Equation (26)) is a sufficient
condition for the existence of a saddle point solution, and the control derived from the Riccati
equation is optimal.

Proof. Consider the reduced-order active protection problem defined by

min
uT/D

max
uA

Jz =
1
2

z�(t f )Qz(t f ) +
1
2

∫ t f

t0

(
u�

T/DR1uT/D + u�
MR2uM

)
dt (42)

subject to the dynamics
ż(t) = G1uT/D + G2uM. (43)

To analyze this, we construct the identity

S = z�0 P(t0)z0 − z�(t f )Q f z(t f ) +
∫ t f

0

d
dt
(z�Pz) dt ≡ 0. (44)

Using the chain rule for differentiation, we obtain

d
dt
(z�Pz) = (ż�Pz) + (z� Ṗz) + (z�Pż). (45)

Substituting and expanding within S, we obtain

S = z�0 P(0)z0 − z�(t f )Q f z(t f )−
∫ t f

0

(
z�Qz + u�

T/DR1uT/D + u�
MR2uM

)
dt

+
∫ t f

0

(
uT/D + R−1

1 G�
1 Pz

)�
R1

(
uT/D + R−1

1 G�
1 Pz

)
dt

−
∫ t f

0

(
uM + R−1

2 G�
2 Pz

)�
R2

(
uM + R−1

2 G�
2 Pz

)
dt.

(46)

From this, we can deduce that the performance index Jz satisfies

2JZ = z�0 P(0)z0 +
∫ t f

0

(
uT/D + R−1

1 G�
1 Pz

)�
R1

(
uT/D + R−1

1 G�
1 Pz

)
dt

−
∫ t f

0

(
uM + R−1

2 G�
2 Pz

)�
R2

(
uM + R−1

2 G�
2 Pz

)
dt

= z�0 P(0)z0 +
∫ t f

0

(
uT/D − u∗

T/D
)�R1

(
uT/D − u∗

T/D
)
dt −

∫ t f

0
(uM − u∗

M)�R2(uM − u∗
M)dt.

(47)

The expression clearly shows that JZ(u∗
T/D, uM) ≤ JZ(u∗

T/D, u∗
M) ≤ JZ(uT/D, u∗

M), indi-
cating that the performance index is minimized for the optimal controls u∗

T/D and u∗
M,

confirming the saddle point nature of the solution. This completes the proof.

4.2. Analysis of the Invertibility of Matrix K(t)

The invertibility of the matrix K(t) is critical in solving the Riccati equation and
ensuring the computation accuracy of the proposed strategy. The ill-conditioning of K(t)
significantly impacts the numerical stability, especially during matrix inversion operations.
Ill-conditioning refers to scenarios where small variations in inputs cause large changes in
outputs, leading to significant numerical errors in calculations such as matrix inversion.
An ill-conditioned K(t) can undermine the reliability of computing its inverse.

It can be seen through Equation (32) that K(t) are influenced by the matrices G1
and G2, which incorporate control inputs from B̃T , B̃D, and B̃M. Significant differences
in the control matrices can be amplified through quadratic operations in Equation (32),
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leading to wide disparities in the magnitudes of the elements in K(t) and exacerbating its
ill-conditioning.

In practical terms, control inputs such as fin deflection uT/D and commanded acceler-
ations uA differ fundamentally in scale and system impact. For example, a single-degree
change in fin deflection might equate to a 20 m/s2 change in acceleration. The difference in
control efficiency affects how sensitive the system state is to increments in uT/D and uM.

In multiple-input–multiple-output (MIMO) systems, the disparity in control effec-
tiveness across different actuators can be quantitatively expressed through the singular
values of their control matrices. The largest singular value of control matrices offers a
measure of the “control efficiency”, reflecting the sensitivity of the system’s state to changes
in respective control inputs. This is because the largest singular value in a control matrix
provides critical insight into the maximum stretch factor that the matrix imparts to any
vector it multiplies.

To illustrate the relationship between matrix scaling and the largest singular values,
we consider a scenario where the short-period dynamics parameters for the target and
defender are taken from [45] and [17], respectively. We define the scaled control matrices
as follows:

B̃∗
T = B∗ · B̃T

B̃∗
D = B∗ · B̃D

B̃∗
A = B∗ · B̃A

(48)

where B∗ is a scaling factor. The sensitivity of the system’s state to different control inputs
is demonstrated by comparing the largest singular values of the control matrices under
various scaling factors.

Figure 2 presents the variation of the largest singular value σ̄ for each control matrix
under different scaling factors. Given that the defender’s control input typically exhibits
the highest control efficiency, we use the largest singular value of B̃D as the benchmark.
The graph shows that the largest singular values approximate a linear relationship on a
logarithmic scale. For the flight characteristics considered here, when the scaling factor for
B̃T is about 10 and for B̃A about 250 the relationships satisfy

σ̄
(

B̃∗
T

)
≈ σ̄

(
B̃D

) ≈ σ̄
(

B̃∗
A

)
. (49)

This finding suggests that the magnitude differences in control matrices must be considered
when applying the IGC active protection strategy, as they directly affect the ill-conditioning
of K(t) and potentially the robustness of the control solution.

Figure 2. Comparison of largest singular values of different control matrices.

Furthermore, in order to check the accuracy of the calculation for K−1(t) during the
simulation, we introduce the condition number as a real-time monitor. The condition
number of a matrix K is defined as

cond(K) = ‖K‖‖K−1‖, (50)
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where ‖K‖ is a norm of K. The condition number quantifies the sensitivity of the solution
of a system of linear equations to changes in the input or errors in the data. A low condition
number indicates that the matrix is well-conditioned, meaning that it is stable and reliable
for numerical calculations. Conversely, a high condition number suggests that the matrix is
ill-conditioned, which can lead to significant numerical errors in computations, especially
inverses. Matrices with very high condition numbers may result in large errors in computed
solutions, indicating that even small errors in data can lead to unreliable or incorrect results.

In Section 5, we demonstrate through specific examples how the methodologies pro-
posed in this paper effectively reduce the condition number of matrix K(t). By improving
the conditioning of K(t), we enhance the reliability and accuracy of the matrix inversion
operations critical to the IGC active protection strategies.

4.3. Simplified IGC Active Protection Strategy

In the development of the IGC active protection strategy, while modeling both the
target and the defender within the IGC framework is feasible, it tends to increase computa-
tional complexity and numerical instability. A more streamlined approach can be adopted
by focusing the IGC model primarily on the defender.

In general, the defender exhibits more significant agility and dynamic response than
the target in active protection scenarios. By concentrating the IGC model on the defender,
we can effectively capture and manage these dynamics while reducing the model’s overall
complexity. This simplified strategy simplifies calculations while addressing the more
pronounced coupling effects between guidance and control loops in high-speed and highly
maneuverable defenders.

The state vector for this simplified model is chosen as

x = [yAT , ẏAT , aT , yAD, ẏAD, αD, qD, aA]
�. (51)

This state vector includes the relative positions, velocities, and accelerations of the attacker
and target as well as the angle of attack and pitch rate relevant to the defender.

The linearized dynamics model representing the three-player conflict can be
expressed as

˙̄x = Āx + B̄TuT + B̄DuD + B̄AuA, (52)

where

Ā =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0
0 0 1
0 0 −1/τT

[0]3×4

0
−1
0

[0]4×3

0 1 [0]1×2
0 0 CD

[0]2×1 [0]2×1 AD

0
1
0

[0]1×3 [0]1×4 −1/τM

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(53)

B̄T =
[

0 0 1/τT [0]1×4 0
]� (54)

B̄D =
[
[0]1×3 0 −dD B�

D 0
]�

(55)

B̄A =
[
[0]1×3 [0]1×4 1/τM

]�. (56)

This model simplifies the integration of guidance and control for the defender by
isolating and directly addressing the most dynamically significant elements of the system.
The derivation follows procedures similar to those previously discussed; for the sake of
brevity, it is not repeated here.

5. Simulation Results and Analysis

This section describes the simulation setup and presents the results of two specific
simulation examples to validate the proposed IGC approach within the context of aerial
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vehicle active protection scenarios. The results are compared to traditional methods where
guidance and control loops are designed separately.

5.1. Simulation Setup

The simulation is designed to evaluate the effectiveness of the IGC strategy proposed
in this paper. The defender model is based on the one described in [17]. The fin deflection
commands generated by the autopilot (AP) or IGC are transmitted to the actuator. In
aerial vehicle systems, the actuator is a critical component that converts the autopilot’s
commands into physical movements, such as the deflection of tail fins, to achieve the
desired motion. Considering the need for rapid response, actuators in aerial vehicles are
typically high-bandwidth devices which exceed the bandwidth of the flight control loop
itself. Although most modern actuators are electromechanical, hydraulic options are used
in specific applications.

For the initial design and analysis phases, it is common to model the actuator dynamics
using a simplified second-order transfer function. While this model does not capture the
full complexity of the actuator hardware, it provides a reasonable approximation for
understanding how the actuator’s response characteristics can influence the performance
of the guidance and control loops. The second-order modeling is expressed by the transfer
function

δ(s)
δc(s)

=
ω2

a
s2 + 2ζaωas + ω2

a
, (57)

where δ(s) is the actuator output, δc(s) is the command from the autopilot, ωa is the natural
frequency, and ζa is the damping ratio of the actuator. Reasonably designing the parameters
of actuators is also crucial for the stability of a control system. A series of curves comparing
different settings of the second-order response and the characteristics of these responses
are shown in Figure 3.

(a) (b)

Figure 3. Step response of a second-order actuator model: (a) setting ωa = 150 and (b) setting
ζa = 0.7.

For subsequent simulations, the parameters chosen for the actuator model are
ωa = 150 rad/s and ζa = 0.7. These parameters are selected to balance responsive-
ness and stability, ensuring that the actuator can adequately follow the control commands
without inducing undue oscillations or delays in the vehicle’s response.

5.2. Simulation Scenario I

In this simulation example, the attacker directly employs the Proportional Navigation
(PN) guidance law to engage the target. The defender’s performance is evaluated under
two different configurations: an IGC design, and a traditional approach in which guidance
and control loops are designed separately, i.e., PN+AP. In the traditional setup, the defender
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uses a PN guidance law coupled with a classic three-loop autopilot to track acceleration
commands. The initial conditions for this simulation are detailed in Table 1:

Table 1. Initial parameters for simulation scenario I.

Parameter Value

(xT0, yT0) (0, 1000) m
(xD0, yD0) (0, 1000) m
(xA0, yA0) (2000, 1200) m

τA 0.5 s
umax

A 40 g

The engagement trajectories of the vehicles are depicted in Figure 4. Under the IGC
design, the defender successfully intercepts the attacker at 2.55 s with a miss distance of
only 0.16 m. This high-precision interception effectively neutralizes the threat, preventing
any damage to the target. In stark contrast, the defender utilizing the traditional AP+PN
design results in a significantly larger miss distance of 28.67 m. This considerable deviation
results in the attacker successfully hitting the target, demonstrating the limitations of the
traditional approach in high-stakes scenarios requiring precise interception.

In addition, the defender employing the IGC design follows a more direct and efficient
flight path. This path not only demonstrates the system’s enhanced responsiveness to
dynamic threats, it indicates a lower demand for the defender’s maneuvering capabilities;
conversely, the trajectory of the defender using the traditional PN+AP design exhibits
more curvature and requires greater maneuvering effort, which can lead to higher fuel
consumption and greater stress on the defender.

(a) (b)

Figure 4. Trajectory when the attacker adopts the PN guidance law: (a) trajectory when the defender
employs IGC and (b) trajectory when the defender employs PN+AP.

The ZEM is a critical metric in three-player aerial engagements, providing insight into
the effectiveness of the active protection strategy by measuring the predicted miss distance
(assuming that no further maneuvers are performed). An analysis of the ZEM for both the
IGC strategy and the PN+AP reveals significant differences in performance and stability.

For the defender utilizing the IGC design, the ZEM z2 exhibits a stable and smooth
convergence towards zero, as shown in Figure 5. This stable convergence indicates that
the defender effectively locks the attacker within the interception triangle, maintaining a
consistent trajectory that ensures successful interception. Conversely, the ZEM values
for the defender employing the traditional PN+AP display considerable fluctuations,
highlighting instability and a lack of control precision. The erratic nature of the ZEM
curve when using PN+AP suggests that the defender frequently adjusts their path, reacting
to the attacker’s maneuvers rather than anticipating, which leads to a failure to intercept.
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Figure 5. ZEM z2.

In the proposed IGC design, computing the inverse of matrix K(t) is crucial for solving
the Riccati differential equation in order to derive the solution matrix P(t). The condition
number of matrix K(t) serves as a critical indicator of its invertibility and the potential for
numerical instability. A low condition number suggests that the matrix is not sensitive to
small perturbations or numerical errors, ensuring the reliability of the matrix inversion
operation.

Throughout the engagement process, the condition number of matrix K(t) maintained
values typically below 10, as depicted in Figure 6. This indicates that matrix K(t) remained
non-singular and well-conditioned, ensuring the accuracy and reliability of the inversion
computations required for solving P(t). This stability in the condition number affirms
the method’s robustness against potential numerical issues, particularly when real-time
onboard calculations are required for dynamic aerial engagements.

Figure 6. Condition number of K(t).

Our approach based on the differential game framework does not necessitate prior
knowledge of the adversary’s exact strategies or their functional form; however, it does
demand specific battlefield information, such as the attacker’s time constant τA and ac-
celeration aA. Although τA can be inferred from open-source information or engineering
experience, and aA can be estimated in real-time using filtering algorithms, these methods
introduce inevitable errors. In order to assess potential disadvantages, we conducted
Monte Carlo simulations considering deviation in estimates of τA and aA. In addition, we
introduced varying levels of noise interference in the measurement of the Line-of-Sight
(LOS) rotation rate. The defender’s kill radius was set to 5 m, meaning that an interception
is successful if the miss distance is less than 5 m. The attacker’s initial position was varied
between 1500–3000 m laterally and 200–1800 m longitudinally.

We compiled the defender’s interception success rates under different noise levels, as
shown in Table 2. The results indicate that when the measurement noise and model devia-
tion are below 25% the proposed IGC strategy’s performance remains largely unaffected,
demonstrating the method’s robustness to noise interference.
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Table 2. Success rate under noise and deviation.

Noise and
Deviation

0 10% 15% 25%

Success Rate 100% 100% 100% 100%

These findings address concerns about sensor noise while providing a more com-
prehensive evaluation of our IGC strategy’s performance under realistic conditions. In
addition, they demonstrate the practical applicability of our approach in scenarios where
sensor imperfections and countermeasures are present.

5.3. Simulation Scenario II

The vehicles’ simulation parameters are detailed in Table 3. Faced with the threat of
interception, the attacker employs weave maneuvers to evade the defender. If the attacker
succeeds in evading the defender, it then switches to the proportional navigation (PN)
guidance law to strike the target.

Table 3. Initial parameters of the vehicles.

Initial Parameters Value

(xT0, yT0) (0, 1000) m
(xD0, yD0) (0, 1000) m
(xA0, yA0) (3500, 800) m

τA 0.5 s
umax

A 20 g

With the implementation of the IGC design, the trajectories of the three vehicles are
illustrated in Figure 7a. The defender successfully intercepts the attacker with a miss
distance of 0.33 m, demonstrating the effectiveness of the IGC approach in protecting
the target.

To highlight the superiority of the proposed IGC approach, we compare it against
a traditional scheme where the guidance and control loops are designed separately. In
this traditional configuration, the defender employs a PN guidance law coupled with a
three-loop autopilot to follow the acceleration commands. The trajectory for this separation
design scheme is depicted in Figure 7b. In contrast to the IGC approach, the defender using
the PN+AP scheme fails to intercept the attacker, resulting in a significant miss distance of
49.64 m. Consequently, this failure allows the attacker to successfully hit the target.

(a) (b)

Figure 7. Trajectory when attacker performs weave maneuver: (a) trajectory when the defender
employs IGC and (b) trajectory when the defender employs PN+AP.
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The ZEM z2 comparison is illustrated in Figure 8. The defender utilizing IGC shows
markedly less influence from the attacker’s evasive maneuvers, successfully locking the
attacker within the interception triangle. In contrast, the defender using the separate
PN+AP approach experiences significant fluctuations in z2, ultimately failing to intercept
the attacker.

Figure 8. ZEM z2.

The acceleration curves of the flight vehicles under both the integrated and separated
guidance and control schemes are presented in Figure 9a,b. The simulation with the IGC
design ends at 4.44 s, whereas the simulation with the PN+AP approach extends to 5.94 s.
Notably, the attacker’s acceleration profile before evading the defender remains consistent
in both figures until it switches to a PN guidance law heading to the target.

The acceleration of the defender under these two scenarios is particularly noteworthy.
With the IGC approach, the defender experiences brief initial oscillations before quickly
stabilizing. Throughout the engagement, the defender maintains relatively low overload
levels generally not exceeding 5 g, with a maximum peak below 10 g. In contrast, under
the traditional separated design the defender’s demand for maneuverability significantly
increases, with peak overloads reaching up to 30 g.

The comparison in acceleration clearly illustrates the advantages of integrating guid-
ance and control loops in the IGC design. By considering the dynamic characteristics of
the vehicle comprehensively, the IGC approach effectively reduces the demand for ma-
neuverability in high-dynamic environments, leading to more stable and efficient flight
performance. Such an integrated design enhances interception efficacy while minimizing
the stress on the vehicle’s structural and operational limits.

The fin deflection of the defender is depicted in Figure 10, showing a smooth variation
that accounts for actuator response delays. This controlled adjustment ensures compatibility
with realistic hardware capabilities, demonstrating the practical applicability of the IGC
approach.
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(a) (b)

Figure 9. Acceleration when attacker performs weave maneuver: (a) acceleration when the defender
employs IGC and (b) trajectory when the defender employs PN+AP.

Figure 10. Fin deflection.

To ensure the numerical accuracy during the inversion operation of matrix K(t), we
analyzed the changes in the elements of matrix K(t) and its condition number. As displayed
in Figure 11, the variation curves of each element confirm that the matrix does not exhibit
any singularity, validating the feasibility of obtaining matrix P(t) through inversion. In
addition, we compared the theoretical solution obtained from the linearized model with the
actual values observed in the nonlinear model simulations. The close agreement between
the two sets of results shown in Figure 11 serves as empirical evidence supporting the
validity and feasibility of the linearization method employed in this work.

Further, as shown in Figure 12, the condition number of matrix K(t) generally remains
below 10 and does not exceed 100. This indicates that matrix K(t) is not ill-conditioned,
ensuring that the precision of the inversion operation is safeguarded.
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Figure 11. Matrix K(t).

Figure 12. Condition number of K(t).

6. Conclusions

This paper has proposed a cooperative IGC strategy for active target protection in
a three-player conflict scenario. The IGC model was established by linearizing both the
translational and rotational dynamics of the target and defender vehicles. Differential game
theory and the sweep method were applied to derive and solve the Riccati differential
equation analytically, providing an optimal control solution. The theoretical optimality
of the derived strategy was proven and the computational accuracy of the solution was
analyzed in terms of the control matrix singular values and solution matrix condition
numbers. Compared to traditional separated guidance and control designs, the IGC
strategy demonstrates superior performance, smoother control trajectories, and reduced
maneuverability demands on the defender, leading to enhanced interception efficacy
and minimized stress on the vehicle’s structural and operational limits. The proposed
IGC strategy provides a promising framework for active target protection in aerial vehicle
engagements. Future work could explore extending the model to incorporate more complex
vehicle dynamics, multi-vehicle cooperation, and robustness against uncertainties in system
parameters.

79



Actuators 2024, 13, 245

Author Contributions: Conceptualization, X.G. and W.C.; methodology, X.G.; software, Z.C.; valida-
tion, X.G.; formal analysis, X.G.; investigation, X.G.; resources, Z.C.; data curation, W.C.; writing—
original draft preparation, X.G.; writing—review and editing, Z.C.; visualization, X.G.; supervision,
Z.C.; project administration, Z.C. and W.C.; funding acquisition, Z.C. All authors have read and
agreed to the published version of the manuscript.

Funding: This work was supported by the China Postdoctoral Science Foundation (Grant No.
2021M700321) and the Fundamental Research Funds for the Central Universities (Grant No. YWF-23-
Q-1041).

Data Availability Statement: All data used during the study appear in the submitted article.

Acknowledgments: The study described in this paper was supported by the China Postdoctoral
Science Foundation (Grant No. 2021M700321) and the Fundamental Research Funds for the Central
Universities (Grant No. YWF-23-Q-1041). The authors fully appreciate the financial support.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Isaacs, R. Differential Games: A Mathematical Theory with Applications to Warfare and Pursuit, Control and Optimization; Dover
Publications: Mineola, NY, USA, 1999.

2. Wei, X.; Yang, J. Optimal Strategies for Multiple Unmanned Aerial Vehicles in a Pursuit/Evasion Differential Game. J. Guid.
Control Dyn. 2018, 41, 1799–1806. [CrossRef]

3. Hayoun, S.Y.; Shima, T. On guaranteeing point capture in linear n -on-1 endgame interception engagements with bounded
controls. Automatica 2017, 85, 122–128. [CrossRef]

4. Buzikov, M.; Galyaev, A. The Game of Two Identical Cars: An Analytical Description of the Barrier. J. Optim. Theory Appl. 2023,
198, 988–1018. [CrossRef]

5. Singh, S.K.; Reddy, P.V. Dynamic Network Analysis of a Target Defense Differential Game with Limited Observations. IEEE
Trans. Control Netw. Syst. 2023, 10, 308–320. [CrossRef]

6. Wang, K.; Zhou, S.; Yao, Y.; Sun, Q.; Wang, Y. A target defence–intrusion game with considering the obstructive effect of target.
IET Control Theory Appl. 2024. [CrossRef]

7. Liang, L.; Deng, F.; Wang, J.; Lu, M.; Chen, J. A Reconnaissance Penetration Game With Territorial-Constrained Defender. IEEE
Trans. Autom. Control 2022, 67, 6295–6302. [CrossRef]

8. Weintraub, I.E.; Pachter, M.; Garcia, E. An Introduction to Pursuit-evasion Differential Games. In Proceedings of the 2020
American Control Conference (ACC), Denver, CO, USA, 1–3 July 2020; pp. 1049–1066. [CrossRef]

9. Garcia, E.; Casbeer, D.W.; Pachter, M. Pursuit in the Presence of a Defender. Dyn. Games Appl. 2019, 9, 652–670. [CrossRef]
10. Garcia, E.; Casbeer, D.W.; Pachter, M. The Complete Differential Game of Active Target Defense. J. Optim. Theory Appl. 2021,

191, 675–699. [CrossRef]
11. Liang, L.; Deng, F.; Peng, Z.; Li, X.; Zha, W. A differential game for cooperative target defense. Automatica 2019, 102, 58–71.

[CrossRef]
12. Liang, L.; Deng, F.; Lu, M.; Chen, J. Analysis of Role Switch for Cooperative Target Defense Differential Game. IEEE Trans. Autom.

Control 2021, 66, 902–909. [CrossRef]
13. Nayak, S.P.; Rajawat, A.P.; Kothari, M. Inverse Geometric Guidance Strategy for a Three-Body Differential Game. In Proceedings

of the AIAA Scitech 2021 Forum, Reston, VA, USA, 11–15 & 19–21 January 2021; AIAA SciTech Forum, pp. 1–17. [CrossRef]
14. Garcia, E.; Casbeer, D.W.; Pachter, M. Cooperative Strategies for Optimal Aircraft Defense from an Attacking Missile. J. Guid.

Control Dyn. 2015, 38, 1510–1520. [CrossRef]
15. Harini Venkatesan, R.; Sinha, N.K. A New Guidance Law for the Defense Missile of Nonmaneuverable Aircraft. IEEE Trans.

Control Syst. Technol. 2015, 23, 2424–2431. [CrossRef]
16. Garcia, E.; Casbeer, D.W.; Fuchs, Z.E.; Pachter, M. Cooperative Missile Guidance for Active Defense of Air Vehicles. IEEE Trans.

Aerosp. Electron. Syst. 2018, 54, 706–721. [CrossRef]
17. Zarchan, P. Tactical and Strategic Missile Guidance, 6th ed.; Progress in Astronautics and Aeronautics; American Institute of

Aeronautics and Astronautics: Reston, VA, USA, 2012; Volume 239. [CrossRef]
18. Yanushevsky, R. Modern Missile Guidance, 2nd ed.; Taylor et Francis/CRC Press: Boca Raton, FL, USA; London, UK; New York,

NY, USA, 2019.
19. Shaferman, V.; Oshman, Y. Stochastic Cooperative Interception Using Information Sharing Based on Engagement Staggering. J.

Guid. Control Dyn. 2016, 39, 2127–2141. [CrossRef]
20. Prokopov, O.; Shima, T. Linear Quadratic Optimal Cooperative Strategies for Active Aircraft Protection. J. Guid. Control Dyn.

2013, 36, 753–764. [CrossRef]
21. Shima, T. Optimal Cooperative Pursuit and Evasion Strategies Against a Homing Missile. J. Guid. Control Dyn. 2011, 34, 414–425.

[CrossRef]

80



Actuators 2024, 13, 245

22. Perelman, A.; Shima, T.; Rusnak, I. Cooperative Differential Games Strategies for Active Aircraft Protection from a Homing
Missile. J. Guid. Control Dyn. 2011, 34, 761–773. [CrossRef]

23. Alkaher, D.; Moshaiov, A. Game-Based Safe Aircraft Navigation in the Presence of Energy-Bleeding Coasting Missile. J. Guid.
Control Dyn. 2016, 39, 1539–1550. [CrossRef]

24. Liu, F.; Dong, X.; Li, Q.; Ren, Z. Cooperative differential games guidance laws for multiple attackers against an active defense
target. Chin. J. Aeronaut. 2022, 35, 374–389. [CrossRef]

25. Rubinsky, S.; Gutman, S. Three-Player Pursuit and Evasion Conflict. J. Guid. Control Dyn. 2014, 37, 98–110. [CrossRef]
26. Rubinsky, S.; Gutman, S. Vector Guidance Approach to Three-Player Conflict in Exoatmospheric Interception. J. Guid. Control

Dyn. 2015, 38, 2270–2286. [CrossRef]
27. Qi, N.; Sun, Q.; Zhao, J. Evasion and pursuit guidance law against defended target. Chin. J. Aeronaut. 2017, 30, 1958–1973.

[CrossRef]
28. Shaferman, V.; Shima, T. Cooperative Multiple-Model Adaptive Guidance for an Aircraft Defending Missile. J. Guid. Control Dyn.

2010, 33, 1801–1813. [CrossRef]
29. Shaferman, V.; Shima, T. Cooperative Differential Games Guidance Laws for Imposing a Relative Intercept Angle. J. Guid. Control

Dyn. 2017, 40, 2465–2480. [CrossRef]
30. Saurav, A.; Kumar, S.R.; Maity, A. Cooperative Guidance Strategies for Aircraft Defense with Impact Angle Constraints. In

Proceedings of the AIAA Scitech 2019 Forum, Reston, VA, USA, 7–11 January 2019. [CrossRef]
31. Liang, H.; Wang, J.; Liu, J.; Liu, P. Guidance strategies for interceptor against active defense spacecraft in two-on-two engagement.

Aerosp. Sci. Technol. 2020, 96, 105529. [CrossRef]
32. Shalumov, V.; Shima, T. Weapon–Target-Allocation Strategies in Multiagent Target–Missile–Defender Engagement. J. Guid.

Control Dyn. 2017, 40, 2452–2464. [CrossRef]
33. Chen, Z.; Chen, W.; Liu, X.; Cheng, J. Three-dimensional fixed-time robust cooperative guidance law for simultaneous attack

with impact angle constraint. Aerosp. Sci. Technol. 2021, 110, 106523. [CrossRef]
34. Li, G.; Liu, L.; Liu, J.; Wu, Y.; Zhao, J. Three-dimensional low-order fixed-time integrated guidance and control for STT missile

with strap-down seeker. J. Frankl. Inst. 2023, 360, 9788–9811. [CrossRef]
35. Li, Z.; Zhang, X.; Zhang, H.; Zhang, F. Three-dimensional approximate cooperative integrated guidance and control with

fixed-impact time and azimuth constraints. Aerosp. Sci. Technol. 2023, 142, 108617. [CrossRef]
36. Williams, D.; Richman, J.; Friedland, B. Design of an integrated strapdown guidance and control system for a tactical missile. In

Proceedings of the Guidance and Control Conference, Reston, VA, USA, 15–August 1983. [CrossRef]
37. Santoso, F.; Garratt, M.A.; Anavatti, S.G. State-of-the-Art Integrated Guidance and Control Systems in Unmanned Vehicles: A

Review. IEEE Syst. J. 2021, 15, 3312–3323. [CrossRef]
38. Yao, C.; Liu, Z.; Zhou, H.; Gao, C.; Li, J.; Zhang, Z. Integrated guidance and control for underactuated fixed-trim moving mass

flight vehicles. Aerosp. Sci. Technol. 2023, 142, 108680. [CrossRef]
39. Shima, T.; Idan, M.; Golan, O.M. Sliding-Mode Control for Integrated Missile Autopilot Guidance. J. Guid. Control Dyn. 2006,

29, 250–260. [CrossRef]
40. Xingling, S.; Honglun, W. Back-stepping active disturbance rejection control design for integrated missile guidance and control

system via reduced-order ESO. ISA Trans. 2015, 57, 10–22. [CrossRef] [PubMed]
41. Liu, C.; Jiang, B.; Zhang, K. Adaptive Fault-Tolerant H-Infinity Output Feedback Control for Lead-Wing Close Formation Flight.

IEEE Trans. Syst. Man, Cybern. Syst. 2019, 50, 2804–2814. [CrossRef]
42. Yan, H.; Hou, M. A Small-Gain Approach for Three-Dimensional Integrated Guidance and Control in Pursuit-Evasion Games. In

Proceedings of the 2020 Chinese Control And Decision Conference (CCDC), Hefei, China, 22–24 August 2020; pp. 4069–4076.
[CrossRef]

43. Stevens, B.L.; Lewis, F.L.; Johnson, E.N. Aircraft Control and Simulation: Dynamics, Controls Design, and Autonomous Systems,
3rd ed.; John Wiley & Sons: Hoboken, NJ, USA, 2016.

44. Green, M.; Limebeer, D.J.N. Linear Robust Control, dover ed.; Dover Publications Inc.: Mineola, NY, USA, 2012.
45. Yechout, T.R.; Morris, S.L.; Bossert, D.E.; Hallgren, W.F.; Hall, J.K. Introduction to Aircraft Flight Mechanics: Performance, Static

Stability, Dynamic Stability, Classical Feedback Control, and State-Space Foundations, 2nd ed.; AIAA Education Series; American
Institute of Aeronautics and Astronautics Inc.: Reston, VA, USA, 2014.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

81



Citation: Jiang, Z.; Wang, X.; Liu, J.;

Gu, N.; Liu, W. Intelligent

Reduced-Dimensional Scheme of

Model Predictive Control for

Aero-Engines. Actuators 2024, 13, 140.

https://doi.org/10.3390/act13040140

Academic Editor: Ioan Ursu

Received: 5 March 2024

Revised: 7 April 2024

Accepted: 8 April 2024

Published: 10 April 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

actuators

Article

Intelligent Reduced-Dimensional Scheme of Model Predictive
Control for Aero-Engines

Zhen Jiang 1, Xi Wang 1, Jiashuai Liu 1,*, Nannan Gu 2 and Wei Liu 3

1 School of Energy and Power Engineer, Beihang University, Beijing 102206, China;
jiangzhen@buaa.edu.cn (Z.J.); xwang@buaa.edu.cn (X.W.)

2 School of Electronics and Information Engineering, Ningbo University of Technology, Ningbo 315211, China;
gunannan@nbut.edu.cn

3 AECC Sichuan Gas Turbine Research Establishment, Chengdu 610500, China; gte@cgte.com.cn
* Correspondence: ljsbuaa@buaa.edu.cn

Abstract: Model Predictive Control (MPC) has many advantages in controlling an aero-engine, such
as handling actuator constraints, but the computational burden greatly obstructs its application. The
current multiplex MPC can reduce computational complexity, but it will significantly decrease the
control performance. To guarantee real-time performance and good control performance simultane-
ously, an intelligent reduced-dimensional scheme of MPC is proposed. The scheme includes a control
variable selection algorithm and a control sequence coordination strategy. A constrained optimization
problem with low computational complexity is first constructed by using only one control variable
to define a reduced-dimensional control sequence. Therein, the control variable selection algorithm
provides an intelligent mode to determine the control variable that has the best control effect at the
current sampling instant. Furthermore, a coordination strategy is adopted in the reduced-dimensional
control sequence to consider the interaction of control variables at different predicting instants. Finally,
an intelligent reduced-dimensional MPC controller is designed and implemented on an aero-engine.
Simulation results demonstrate the effectiveness of the intelligent reduced-dimensional scheme.
Compared with the multiplex MPC, the intelligent reduced-dimensional MPC controller enhances
the control quality significantly by 34.06%; compared with the standard MPC, the average time
consumption is decreased by 64.72%.

Keywords: model predictive control; computational complexity; reduced-dimensional; control
variable selection; aero-engine

1. Introduction

As the power source of flight, the aero-engine plays an important role in the modern
aircraft. During operation, the engine needs to not only meet the power requirement of
the flight mission but also to ensure its own safety [1]. These all impose strict demands on
the engine’s control system. With the increasing demands, traditional control techniques
cannot handle the tasks well [2,3]. Therefore, the engineering community of aero-engine
control is urged to seek more advanced control techniques. Model Predictive Control
(MPC), a model-based optimal control method, has attracted engineers’ attention [4–6].
MPC emerged in the 1970s and then rapidly flourished in process control [7,8]. MPC has an
online prediction model, which can estimate unmeasurable performance parameters. This is
lacking in other techniques (e.g., robust control, adaptive control) [9,10]. Additionally, MPC
solves a constrained optimization problem, which can achieve the control objective and
constrains management simultaneously. The constraints consider the physical limitations
of the actuators, whereas other techniques (e.g., anti-windup) require additional design to
handle them [11]. Therefore, researchers try to apply MPC to aero-engines [12–15].

Although MPC can enhance control performance, it has real-time implementation
issues. The main reason is that optimization in MPC leads to a huge computational
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burden [16]. The MPC controller mainly includes an optimization problem and a math-
ematical algorithm. At each sampling instant, a nonlinear optimization problem can be
constructed according to the control objective and the constraint conditions. Then, the
mathematical algorithm is employed to solve this optimization problem. Since there have
been many well-developed mathematical algorithms to be chosen, this paper focuses on
the optimization problem [17,18].

Among the existing methods, Bemporad aimed to perform the solution of the online
optimization problem offline and proposed the explicit MPC [19–21]. Based on multi-
parameter programming theory, the explicit MPC controller is designed offline in each
region of the state space. When implementing online, the corresponding control parameters
are searched according to the current state. The method of offline calculation and online
query greatly reduces the online computational complexity of the MPC controller and thus
improves the real-time property. Gu improved the control system’s real-time performance
by applying the multiparameter quadratic programming explicit model predictive con-
trol on a turboshaft engine [22], while Feng designed the explicit MPC controller for a
turbofan engine and demonstrated that it meets the requirement of real-time property by a
hardware-in-the-loop test [23]. However, this explicit implementation must satisfy that the
optimization problem can be simplified into a multiparameter programming. In addition,
the control parameters of all regions should be stored in the explicit MPC controller, placing
high demands on the memory of the control system. What is more, the explicit MPC
controller that has been designed offline may fail when the engine deteriorates.

From handling the online optimization problem itself, there are two directions to
reduce the computational complexity. The first is to decrease the order of the optimization
problem. Normally, the 2-norm is used to construct a quadratic cost function as the perfor-
mance index, resulting in the optimization problem being nonlinear [24]. Using 1/∞-norm
instead of 2-norm can construct a linear cost function which reduces the optimization
problem’s order and can be solved by simpler linear programming. Genceli employed
the 1-norm to form the cost function and thus solved the control law by online linear pro-
gramming [25]. Kerrigan utilized 1/∞-norm in a robustly stable MPC problem and found
that the ∞-norm has higher real-time performance, while the 1-norm has higher solution
accuracy [26]. However, compared with the 2-norm, the 1/∞-norm results in obvious
differences in the solution results, which hinders further development in this direction.

Another direction is to lower the scale of the optimization problem by reducing
the dimension of the control sequence. In reality, the computational complexity of the
optimization problem relates to the cube of the control sequence’s length [27,28]. Different
from standard MPC that updates all the control inputs at the same time, multiplexed MPC
(mMPC), which is proposed by Ling, is employed to update only one control variable at a
time and all the control variables sequentially and cyclically in the implementation process,
resulting in the computation speed up [29,30]. Richter applied mMPC to a large commercial
turbofan engine and demonstrated the computational savings of this method [31]. Then,
Pang employed this method to control a gas turbine engine, and all the results showed that
the time consumption can be greatly reduced in comparison with the standard MPC [32,33].
Although it has shown superiority in reducing computational complexity, mMPC finds a
suboptimal solution to the original optimization problem actually, and the control variable’s
update mode is fixed and inflexible. Each control variable has the same possibility to be
used to control the system despite their different regulating abilities. Therefore, the control
quality actually witnesses a significant decrease. In the implementation in an aero-engine,
the mMPC controller has a much bigger control error than the standard MPC ones [31,32].

Aiming at the defect of existing methods, a novel MPC intelligent reduced-dimensional
scheme is proposed in this paper to realize great real-time performance and control perfor-
mance simultaneously. The main contributions are as follows:

(1) Different from mMPC, a selection algorithm is designed in the scheme to determine
the control variable with the best control effect at each sampling instant, which is an
intelligent update mode and helps to enhance the control performance;
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(2) To search for a better sub-optimal solution, a coordination strategy is developed in the
scheme, which considers the interaction of the control variables at different predicting
instants in the control sequence;

(3) By constructing an optimization problem with low computational complexity, the intel-
ligent reduced-dimensional scheme guarantees the superiority in time consumption.

The remainder of this paper is organized as follows. Section 2 details the methodology
of the proposed intelligent reduced-dimensional scheme. Section 3 shows the simulation re-
sults to demonstrate the effectiveness of the proposed method. Finally, Section 4 concludes
this paper.

2. MPC Intelligent Reduced-Dimensional Scheme

2.1. MPC Optimization Problem with Low Computational Complexity

Consider a linear state-space model with forms of discrete-time and small deviation
as the predictive model: ⎧⎨⎩

xk+1 = Axk + Buk
yk = Cxk + Duk
uk+1 = uk + Δuk

(1)

where x ∈ R
n is the state vector, u ∈ R

m is the input vector, the output vector y ∈ R
r

contains the controlled parameters yctrl ∈ R
s and the constrained parameters ycon ∈ R

t,
and k is the sampling instant. The system matrices A, B, C and D have dimensions of n by
n, n by m, r by n and r by m, respectively. Note that the symbol Δ, which represents a small
deviation, is omitted for simplifying the expression.

In Equation (1), the third formula introduces integral action to the MPC, and Δuk actu-
ally represents the increment of input vector with a small deviation form, i.e.,
(Δ)uk+1 = (Δ)uk + (Δ)Δuk [31].

After augmenting the state vector with the input vector, Equation (1) can be rewritten as⎧⎨⎩
xa,k+1 = Aaxa,k + BaΔuk

yctrl,k = Ca,ctrl xa,k
ycon,k = Ca,conxa,k

(2)

where xT
a,k = [xT

k uT
k ] ∈ R

1×(n+m), Aa =

[
A B
0 I

]
∈ R

(n+m)×(n+m), Ba =

[
0
I

]
∈ R

(n+m)×m,

Ca,ctrl =
[
Cctrl Dctrl

] ∈ R
s×(n+m), Ca,con =

[
Ccon Dcon

] ∈ R
t×(n+m).

For the MPC, the computation complexity of its optimization problem depends on the
dimension of Δuk in Equation (2) to a great extent. Therefore, the input vector is encouraged
to lower the dimension from m to 1 to minimize the computation complexity.

Without loss of generality, consider the ith control variable Δui,k as the available one
and Δuj,k = 0, j 
= i. Δui,k can be obtained by removing all the zero elements from Δuk.
Then, the first formula in Equation (2) is revised as

Δui,k = EiΔuk
xa,k+1 = Aaxa,k + (BaET

i )Δui,k
(3)

where Ei ∈ R
1×m is a transfer matrix, and its ith element is 1, while the others are zero.

It should be noted that the other control variables keep their previous values when
selecting ui at sampling instant k.

Then, a reduced-dimensional control sequence in the MPC can be defined as

ΔŨ = [ΔuT
i,k, ΔuT

i,k+1, . . . , ΔuT
i,k+Nc−1]

T
(4)

where Nc is the control horizon.
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According to Equations (2)–(4), the predicted output vector over the prediction horizon
can be denoted as

Yctrl = Pctrl xa,k + HctrlΔŨ
Ycon = Pconxa,k + HconΔŨ

(5)

where Yctrl = [yT
ctrl,k+1, yT

ctrl,k+2, . . . , yT
ctrl,k+Np]

T , Ycon = [yT
con,k+1, yT

con,k+2, . . . , yT
con,k+Np]

T ,

Np is the prediction horizon. The Pctrl ∈ R
sNp×(n+m), Pcon ∈ R

tNp×(n+m), Hctrl ∈ R
sNp×Nc

and Hcon ∈ R
tNp×Nc are

Pctrl =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ca,ctrl Aa
Ca,ctrl A2

a
...

Ca,ctrl ANc
a

...
Ca,ctrl ANp

a

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Hctrl =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ca,ctrl BaET
i 0 0 · · · 0

Ca,ctrl AaBaET
i Ca,ctrl BaET

i 0 · · · 0
...

...
...

...
...

Ca,ctrl ANc−1
a BaET

i Ca,ctrl ANc−2
a BaET

i Ca,ctrl ANc−3
a BaET

i · · · Ca,ctrl BaET
i

...
...

...
...

...
Ca,ctrl ANp−1

a BaET
i Ca,ctrl ANp−2

a BaET
i Ca,ctrl ANp−3

a BaET
i · · · Ca,ctrl ANp−Nc

a BaET
i

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Pcon =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ca,con Aa
Ca,con A2

a
...

Ca,con ANc
a

...
Ca,con ANp

a

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Hcon =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ca,conBaET
i 0 0 · · · 0

Ca,con AaBaET
i Ca,conBaET

i 0 · · · 0
...

...
...

...
...

Ca,con ANc−1
a BaET

i Ca,con ANc−2
a BaET

i Ca,con ANc−3
a BaET

i · · · Ca,conBaET
i

...
...

...
...

...
Ca,con ANp−1

a BaET
i Ca,con ANp−2

a BaET
i Ca,con ANp−3

a BaET
i · · · Ca,con ANp−Nc

a BaET
i

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6)

Equation (5) is considered to have a high prediction accuracy, and with the help of
it, a constrained optimization problem under the reduced-dimensional control sequence
Equation (4) can be constructed as follows.

A common quadratic performance index that contains the control error and the control
energy consumption is defined as the cost function of the optimization problem.

J = eTQe + ΔŨT RΔŨ (7)

where e = rctrl − Yctrl is the error vector, and rctrl = [rT
k+1 rT

k+2 . . . rT
k+Np]

T is the command
vector. Q and R are two weight matrices to balance the control error and the control energy
consumption. In other words, larger coefficients in Q denote smaller control errors of the
controlled parameters, while larger coefficients in R indicate less energy consumption,
which reduces the system’s response speed when applying the ith control variable.

Q =

⎡⎢⎢⎣
Q̃

. . .
Q̃

⎤⎥⎥⎦ ∈ R
sNp×sNp, Q̃ =

⎡⎢⎣Q1
. . .

Qs

⎤⎥⎦ ∈ R
s×s, R =

⎡⎢⎣Ri
. . .

Ri

⎤⎥⎦ ∈ R
Nc×Nc (8)

where Qi, i = 1, 2, . . . , s is the weight for each controlled parameter, and Ri is the weight for
the ith control variable.

The constraint conditions of the output parameters and the control variable can be
represented in the form of ΔŨ, as follows.{

HconΔŨ ≤ Yub
−HconΔŨ ≤ Ylb{
ΔŨ ≤ dUub
−ΔŨ ≤ dUlb{
LconΔŨ ≤ Uub
−LconΔŨ ≤ Ulb

(9)
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with {
Yub = [It,1, It,2, . . . , It,Np]

Tycon,ub − Pconxa,k

Ylb = −[It,1, It,2, . . . , It,Np]
Tycon,lb + Pconxa,k{

dUub = [dui,ub, dui,ub, . . . , dui,ub]
T

dUlb = −[dui,lb, dui,lb, . . . , dui,lb]
T{

Uub = [ui,ub, ui,ub, . . . , ui,ub]
T

Ulb = −[ui,lb, ui,lb, . . . , ui,lb]
T

(10)

Lcon =

⎡⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0
1 1 0 · · · 0
1 1 1 · · · 0
...

...
...

...
1 1 1 1 1

⎤⎥⎥⎥⎥⎥⎦ ∈ R
Nc×Nc (11)

where the subscripts ub and lb denote the upper limit and the lower limit.
Since Equation (2) has a form of small deviation, ycon,ub = [ycon,1,ub, ycon,2,ub, . . . , ycon,t,ub]

T

and ycon,lb = [ycon,1,lb, ycon,2,lb, . . . , ycon,t,lb]
T are the constrained parameters’ increment up-

per and lower limit, respectively. dui,ub and dui,lb are the ith control variable increment rate’s
upper and lower limit, respectively. ui,ub and ui,lb are the ith control variable increment
magnitude’s upper and lower limit, respectively.

Finally, a constrained optimization problem with low computation complexity is
summarized as

min J = eTQe + ΔŨT RΔŨ
s.t. MΔŨ ≤ C

(12)

where M =

⎡⎢⎢⎢⎢⎢⎢⎣

Hcon
−Hcon

I
−I
Lcon
−Lcon

⎤⎥⎥⎥⎥⎥⎥⎦, C =

⎡⎢⎢⎢⎢⎢⎢⎣

Yub
Ylb

dUub
dUlb
Uub
Ulb

⎤⎥⎥⎥⎥⎥⎥⎦.

Some well-developed methods can cope with the constructed optimization problem.
Among them, the interior point method is accessible. For the solution ΔŨ, the first element
Δui,k is utilized to update the ith control variable and control the aero-engine at sampling
instant k.

2.2. Control Variable Selection Algorithm

In fact, the control effect on the engine during the regulating process is accumulated
by the control effect at each sampling instant, and the control effect at each sampling instant
depends on the regulating ability of the selected control variable. Therefore, it is extremely
necessary to consider which control variable is to be chosen at each sampling instant for
better control results. However, the existing method, such as mMPC, does not pay enough
attention to this selection issue. It changes the control variable sequentially and cyclically
as the sampling instant increases, as shown in Figure 1. Essentially, it is an inflexible
and non-intelligent selection mode. Since the regulating ability of each control variable
is evidently not equivalent, an intelligent mode is needed to choose the suitable control
variable at each sampling instant.

To achieve the intelligent mode, a control variable selection algorithm is designed to
select the control variable that has the best control effect at the current sampling instant.
According to the system information of the current sampling instant and the control target,
the control effect of each control variable can be predicted for selection. The control variable
selection algorithm is conducted as follows.

Firstly, the value range of each control variable at the first predicting instant is calcu-
lated. For example, at sampling instant k, the ith control variable at predicting instant k (i.e.,
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Δui,k) should be able to meet the requirements of the constraints, that is, the limits of the
control variable increment rate, the limits of the control variable increment magnitude and
the limits of the constrained parameters’ increment.

dui,lb ≤ Δui,k ≤ dui,ub
ui,lb ≤ Δui,k ≤ ui,ub

(13)

ycon,lb ≤ ycon,k+1 = Ca,con Aaxa,k + Ca,conBaET
i Δui,k ≤ ycon,ub (14)

According to Equations (13) and (14), the value range of Δui,k can be calculated as[
Δui,k,min Δui,k,max

]
(15)

Figure 1. Schematic of the update mode of 3 control variables in mMPC.

Then, the value range of the controlled parameters at predicting instant k + 1 can be
computed as

{
yctrl,k+1,min(Δui,k) = min(Ca,ctrl Aaxa,k + Ca,ctrl BaET

i Δui,k,min, Ca,ctrl Aaxa,k + Ca,ctrl BaET
i Δui,k,max)

yctrl,k+1,max(Δui,k) = max(Ca,ctrl Aaxa,k + Ca,ctrl BaET
i Δui,k,min, Ca,ctrl Aaxa,k + Ca,ctrl BaET

i Δui,k,max)
(16)

By comparing rk+1 with
[
yctrl,k+1,min(Δui,k) yctrl,k+1,max(Δui,k)

]
, the possible value

of Δui,k can be obtained.

Δui,k =

⎧⎪⎨⎪⎩
Δui,k,min or Δui,k,max, i f rk+1 < yctrl,k+1,min(Δui,k)
rk+1−Ca,ctrl Aaxa,k

Ca,ctrl BaET
i

, i f yctrl,k+1,min(Δui,k)< rk+1 < yctrl,k+1,max(Δui,k)

Δui,k,max or Δui,k,min, i f rk+1 > yctrl,k+1,max(Δui,k)

(17)

In Equation (17), the first formula represents the value of Δui,k that corresponds to
yctrl,k+1,min(Δui,k) and so does the third formula.

Subsequently, a merit function that considers the minimum control error and the
possible control energy consumption is used to evaluate the control effect of Δui,k.

J̃(Δui,k) =

⎧⎪⎨⎪⎩
Q̃(rk+1 − yctrl,k+1,min)

2 + RiΔui,k
2, i f rk+1 < yctrl,k+1,min(Δui,k)

RiΔui,k
2, i f yctrl,k+1,min(Δui,k)< rk+1 < yctrl,k+1,max(Δui,k)

Q̃(rk+1 − yctrl,k+1,max)
2 + RiΔui,k

2, i f rk+1 > yctrl,k+1,max(Δui,k)

(18)

87



Actuators 2024, 13, 140

In Equation (18), Δui,k takes the corresponding value in Equation (17). The second
formula indicates the case in which the control objective is in the range of the control
variable’s regulating ability.

Finally, the merit functions of m control variables are calculated separately, and the
control variable with the smallest merit function value is taken as the selected one.

The flowchart of the control variable selection algorithm at the current sampling
instant can be illustrated as in Figure 2.

2.3. Control Sequence Coordination Strategy

Despite only the first element Δui,k in the control sequence being fed to the engine,
MPC actually predicts all the other elements, i.e., Δui,k+1, . . . , Δui,k+Nc−1, by solving the
constructed optimization problem. In the solution process, the result of each element
will affect the others. For example, if the second element is another variable Δuj,k+1, the
solution result of Δui,k changes accordingly. Among the elements, each one represents the
predictive value of the control variable at the corresponding sampling instant. According
to Section 2.2, each sampling instant can select the best variable to be the control action.
Assume that the variable at sampling instant k + 1 is Δuj; it is better to employ Δuj as the
second element in the control sequence of sampling instant k. This is true for the other
sampling instants (k + 2, . . . , k + Nc − 1). Under this arrangement, Δui,k can obtain a
better solution to enhance the control performance since each element is selected properly,
whereas all the elements are the same in mMPC, which neglects the interaction among the
predicting instants in the control sequence.

Figure 2. Flowchart of the control variable selection algorithm.

The arrangement is called a control sequence coordination strategy. The strategy is
conducted as follows to optimally select the variables at subsequent predicting instants in
the control sequence.
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Based on Section 2.2, the first element and its potential value in the control sequence
can be determined as Δui,k. Assuming that the second element is Δuj,k+1, it should also
satisfy the constraints of control variable and constrained parameters.

duj,lb ≤ Δuj,k+1 ≤ duj,ub
uj,lb ≤ Δuj,k+1 ≤ uj,ub

(19)

ycon,lb ≤ ycon,k+2 = Ca,con Aaxa,k+1 + Ca,conBaET
j Δuj,k+1 ≤ ycon,ub (20)

In Equation (20), xa,k+1 can be obtained with the help of Equations (2) and (3).
Similarly, the value range of Δuj,k+1 and the value range of the controlled parameters

at predicting instant k + 2 can be derived as[
Δuj,k+1,min Δuj,k+1,max

]
(21){

yctrl,k+2,min(Δuj,k+1) = min(Ca,ctrl Aaxa,k+1 + Ca,ctrl BaET
j Δuj,k+1,min, Ca,ctrl Aaxa,k+1 + Ca,ctrl BaET

j Δuj,k+1,max)

yctrl,k+2,max(Δuj,k+1) = max(Ca,ctrl Aaxa,k+1 + Ca,ctrl BaET
j Δuj,k+1,min, Ca,ctrl Aaxa,k+1 + Ca,ctrl BaET

j Δuj,k+1,max)
(22)

Then, the possible value of Δuj,k+1 is

Δuj,k+1 =

⎧⎪⎨⎪⎩
Δuj,k+1,min or Δuj,k+1,max, i f rk+2 < yctrl,k+2,min(Δuj,k+1)
rk+2−Ca,ctrl Aa xa,k+1

Ca,ctrl Ba ET
j

, i f yctrl,k+2,min(Δuj,k+1)< rk+2 < yctrl,k+2,max(Δuj,k+1)

Δuj,k+1,max or Δuj,k+1,min, i f rk+2 > yctrl,k+2,max(Δuj,k+1)

(23)

In the same way, to evaluate the control effect of Δuj,k+1, the merit function can be
constructed as

J̃(Δuj,k+1) =

⎧⎪⎨⎪⎩
Q̃(rk+2 − yctrl,k+2,min)

2 + RjΔuj,k+1
2, i f rk+2 < yctrl,k+2,min(Δuj,k+1)

RjΔuj,k+1
2, i f yctrl,k+2,min(Δuj,k+1)< rk+2 < yctrl,k+2,max(Δuj,k+1)

Q̃(rk+2 − yctrl,k+2,max)
2 + RjΔuj,k+1

2, i f rk+2 > yctrl,k+2,max(Δuj,k+1)
(24)

By computing the m merit functions, the second element and its potential value in
the control sequence can be determined. Then, accordingly, the variable that yields the
optimal control effect at each predicting instant can be selected to form a coordinated
control sequence, as illustrated in Figure 3.

Figure 3. Schematic of the update mode of 3 control variables in the proposed scheme.
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2.4. Intelligent Reduced-Dimensional MPC

Denote the coordinated control sequence as

Δ
�
U = [Δui,k, Δuj,k+1, Δul,k+2, . . .]T (25)

where i, j and l separately represent the selected control variable at their correspond-
ing predicting instants.

Based on Equation (25), a new constrained optimization problem can be constructed
as follows. Firstly, Equation (5) can be rewritten as

Yctrl = Pctrl xa,k +
�
HctrlΔ

�
U

Ycon = Pconxa,k +
�
HconΔ

�
U

(26)

where
�
Hctrl has a difference from Hctrl in that the transfer matrix ET

i in each column should

be changed according to Equation (25). The same is true for the matrix
�
Hcon.

The cost function is also changed as

�
J = eTQe + Δ

�
U

T�
RΔ

�
U (27)

where
�
R =

⎡⎢⎢⎢⎣
Ri

Rj
Rl

. . .

⎤⎥⎥⎥⎦ ∈ R
Nc×Nc.

Then, for the constrained parameters and control variables, the corresponding equa-
tions about limitation are { �

HconΔ
�
U ≤ Yub

−�
HconΔ

�
U ≤ Ylb{

Δ
�
U ≤ d

�
Uub

−Δ
�
U ≤ d

�
Ulb{ �

L conΔ
�
U ≤ �

Uub

−�
L conΔ

�
U ≤ �

Ulb

(28)

where ⎧⎨⎩ d
�
Uub = [dui,ub, duj,ub, dul,ub, . . .]T

d
�
Ulb = −[dui,lb, duj,lb, dul,lb, . . .]T⎧⎨⎩

�
Uub = [ui,ub, uj,ub, ul,ub, . . .]T
�
Ulb = −[ui,lb, uj,lb, ul,lb, . . .]T

(29)

�
L con ∈ R

Nc×Nc is a lower triangular matrix with diagonal elements all equal to 1. Except for
the diagonal, for any two variables in the control sequence {Δui(k1) Δui(k2)|k1 < k2, i = 1, 2, · · · , m},
�
L con(k2, k1) = 1.

Finally, the constrained optimization problem in the intelligent reduced-dimensional
MPC can be abstracted as

min
�
J = eTQe + Δ

�
U

T�
RΔ

�
U

s.t.
�
MΔ

�
U ≤

�
C

(30)
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where
�
M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�
Hcon

−�
Hcon
I
−I
�
L con

−�
L con

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
�
C =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Yub
Ylb
�
Ub
�
Ua
�
Uub
�
Ulb

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

In summary, the proposed intelligent reduced-dimensional scheme has three key
points. Firstly, reduce the dimension of control variables from m to 1 to lower the compu-
tational complexity of the optimization problem in MPC; secondly, determine the control
variable with the best control effect at the current sampling instant by the control variable
selection algorithm; finally, define a coordinated reduced-dimensional control sequence as
Equation (25) with the help of the control variable coordination strategy and thus construct
the constrained optimization problem Equation (30). By solving the optimization problem
and applying the solution to the aero-engine, a receding horizon control process can operate.
The flowchart of the proposed method is shown in Figure 4.

Figure 4. Flowchart of the intelligent reduced-dimensional MPC.
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3. Simulation and Discussion

3.1. Simulation Cases

A twin-shaft turbofan engine with core driven fan stage (CDFS) is selected as the
controlled object. The engine has components of intake, fan, CDFS, high-pressure compres-
sor (HPC), combustor, high-pressure turbine (HPT), low-pressure turbine (LPT), duct and
nozzle. By referring to the modeling method in [34,35] and using the Simulink Toolbox
for the Modeling and Analysis of Thermodynamics Systems (T-MATS), the component-
level model of this engine is constructed. In the model, all the co-operation equations are
formulated based on aero-thermodynamics principles, flow continuity equations, pres-
sure balance equations and rotor dynamics equations and are solved with the help of the
Newton-Raphson method. All the components’ maps and performance data are acquired
from GasTurb [36].

The input of the component-level model includes the flight condition [H, Ma] and the
following control variables: the fuel flow Wf , the nozzle area A8 and the variable guide

vane angle of LPT αLPT , i.e., Δu = [ΔWf ΔA8 ΔαLPT ]
T . The output parameters are

composed of the low-pressure rotor speed nL, the high-pressure rotor speed nH , the HPC
exhaust pressure P3 and the LPT exhaust temperature T5. Among them, nL is selected
as the controlled parameter due to the strong correlation with thrust, while nH , P3 and
T5 are considered the constrained parameters for safety operation, i.e., yctrl = nL and
ycon = [nH P3 T5]

T .
To demonstrate the effectiveness of the proposed intelligent reduced-dimensional

scheme, simulations are conducted at two flight conditions: [H, Ma] = [0, 0] and [H, Ma]
= [11,000 m, 1.2]. In these conditions, the configuration of the engine is listed in Tables 1
and 2, wherein Ts = 20 ms is the sampling period.

Table 1. The configuration of the engine at [H, Ma] = [0, 0].

Parameters
Initial Steady-State

Value
Magnitude Limit Rate Limit Unit

Output

nL 98 %
nH 99.7 nH ≤ 102 %
P3 2618.4 P3 ≥ 2500 kPa
T5 1198.2 T5 ≤ 1300 K

Control variable
Wf 0.768 0.1 ≤ Wf ≤ 1 0.03/Ts kg/s
A8 100 90 ≤ A8 ≤ 110 0.5/Ts %

αLPT 1 0 ≤ αLPT ≤ 5 0.2/Ts
◦

Table 2. The configuration of the engine at [H, Ma] = [11,000 m, 1.2].

Parameters
Initial Steady-State

Value
Magnitude Limit Rate Limit Unit

Output

nL 98 %
nH 98.6 nH ≤ 102 %
P3 1425.4 P3 ≥ 1300 kPa
T5 1189 T5 ≤ 1300 K

Control variable
Wf 0.429 0.1 ≤ Wf ≤ 1 0.03/Ts kg/s
A8 100 90 ≤ A8 ≤ 110 0.5/Ts %

αLPT 1 0 ≤ αLPT ≤ 5 0.2/Ts
◦

A set value of ΔnL = 2% is given as the control objective of both cases. A method is
adopted to determine the reference trajectory based on the set value and the current value
of the controlled parameter [37], wherein α is a softening factor.

rk+j = αjyctrl,k + (1 − αj)ΔnL, j = 1, 2, . . . , Np (31)
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For each case, an intelligent reduced-dimensional linear MPC controller, denoted as
“irdMPC” and shown in Figure 5, can be designed according to Section 2 and implemented
to achieve the control targets. Concurrently, both the standard MPC controller and the
multiplex MPC controller, denoted as “sMPC” and “mMPC”, respectively, are designed for
comparative analysis.

3.2. Control Effect Comparison

Firstly, a simulation is conducted at the flight condition [H, Ma] = [0, 0] to illustrate
the effectiveness of the proposed method in control performance. During the simulation,
the designed MPC controllers, which are “irdMPC”, “sMPC” and “mMPC”, adopt the
same parameter settings, i.e., prediction horizon Np, control horizon Nc, weight matrices
Q and R, in order to intuitively reflect the differences in control quality. By trial-and-
error simulations, they can be well tuned. The controlled parameter’s response under the
three MPC controllers is depicted in Figure 6. The constrained parameters are depicted in
Figure 7.

Figure 5. Control structure of “irdMPC” in Simulink environment.

 
Figure 6. Controlled parameters’ response under “sMPC”, “mMPC” and “irdMPC”.
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Although all the MPC controllers can accomplish effective command tracking and
constrains management, they actually have different performances. From Figure 6, it can
be seen that “mMPC” witnesses a noticeable overshoot and long tracking response time.
Thus, it has a poorer control outcome in command tracking than the others. “irdMPC”
outperforms “mMPC”, but it is still slightly inferior to “sMPC”. The reason is that “irdMPC”
and “mMPC” degrade their regulating ability by reducing the dimension of the control
sequence. Nevertheless, “irdMPC” can track the reference trajectories well and has smaller
tracking errors than “mMPC”, demonstrating the effectiveness of the intelligent reduced-
dimensional scheme in achieving good control quality. In terms of constraint management,
the constrain parameters of the three MPC controllers reach different values after the
transition process, as shown in Figure 7. Similarly, “irdMPC” is closer to “sMPC” than
“mMPC”, which represents that “irdMPC” derives a better operating state than “mMPC”.
Moreover, “mMPC” has a certain oscillation during transition in Figure 7b.

The parameters’ response originates from the control variables’ changes. During
the process, the control variables’ changes are shown in Figure 8. During transition, the
selected control variable in “irdMPC” at each sampling instant is represented as “o” and is
displayed in Figure 9.

In Figure 8, the control variables have various changes in the MPC controllers. Unlike
“sMPC”, only one control variable is optimized in “mMPC” and “irdMPC” at each sampling
instant. Moreover, the control variable to be optimized among them is also different. Thus,
the results of solving constraints’ optimization problems, namely the changes of control
variables, are different, resulting in their corresponding control outcomes. From Figure 9, it
can be seen that the intelligent reduced-dimensional scheme selects Wf for adjustment in the
initial stage of transition, while it selects the three variables separately in the middle stage
and A8 in the final stage. This intelligent update mode makes the variables of “irdMPC”
nearer to those of “sMPC” and thus leads to a better parameter response than “mMPC”.
Although the αLPT change is different from the others, it has only a small impact on the
overall results since the regulating ability of αLPT is the lowest among the variables.

For further comparison, the Root Mean Squared Error (RMSE) of the controlled pa-
rameter nL is calculated by Equation (32) to quantify the control errors of the controllers.
Table 3 shows the RMSE of the three MPC controllers.

RMSE =

√√√√√ N
∑

i=1
(ri − yctrl,i)

2

N
(32)

where N is the number of sample points.

Table 3. RMSE comparison of “sMPC”, “mMPC” and “irdMPC”.

sMPC mMPC irdMPC

RMSE (×10−2) 3.8146 8.046 5.3057

By comparing the controllers’ RMSE, it can be seen that the multiplex MPC controller
has much larger RMSE compared with the standard one. The RMSE of the “mMPC” is 2.11
times and differs by 4.2314 × 10−2 from that of “sMPC”. While “irdMPC” greatly decreases
the control errors, it has an RMSE of 5.3057 × 10−2 and a 34.06% improvement in control
performance over “mMPC”. Compared with “mMPC”, “irdMPC” significantly reduces
the RMSE deviation from 4.2314 × 10−2 to 1.4911 × 10−2, which indicates the superiority
of the proposed intelligent reduced-dimensional scheme to the existing method, i.e., the
multiplex MPC, in control performance.
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(a) (b) 

 

 

(c)  

Figure 7. Constrained parameters’ response under “sMPC”, “mMPC” and “irdMPC”. (a) nH response
curve. (b) P3 response curve. (c) T5 response curve.

  
(a) (b) 

 

 

(c)  

Figure 8. Control variables’ changes under “sMPC”, “mMPC” and “irdMPC”. (a) Wf change curve.
(b) A8 change curve. (c) αLPT change curve.
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Figure 9. Selected control variable at each sampling instant during transition in “irdMPC”.

3.3. Time Consumption Comparison

To illustrate the effectiveness of the proposed method in real-time performance, some
simulations of different control horizons are conducted at the flight condition [H, Ma] =
[0, 0]. During the simulation, the time required for the optimization solving processes in
“irdMPC”, “sMPC” and “mMPC” are recorded and compared. Since the MPC controllers
adopt the same configuration and the simulations implement the same test environment,
the results make sense. Table 4 lists the average time of the optimization problem solving,
which is defined as Equation (33) and denoted as “tavg”.

tavg =

N
∑

i=1
ti

N
(33)

Table 4. Average time comparison of the “sMPC”, “mMPC” and “irdMPC”.

Nc
tavg (ms)

sMPC mMPC irdMPC

3 6.3461 4.858 4.9351
4 7.4579 4.9323 5.1989
5 9.1945 5.0723 5.4687
6 11.111 5.2522 5.6339
7 13.2113 5.3438 5.8783
8 15.2596 5.5492 6.008
9 17.4286 5.6789 6.148

In Table 4, the prediction horizon Np is equal to 10. It can be seen that the average
time consumption of these MPC controllers increases as the control horizon increases. The
increase in the control horizon leads to an increase in the dimension of the control sequence.
Therefore, the computational complexity increases, resulting in the time required for the
optimization solutions increasing, while under the same control horizon, “irdMPC” has
a lower dimension of the control sequence compared with “sMPC” and thus has lower
computational complexity and a shorter average time consumption. The average time
consumption of “irdMPC” is 4.9351 ms when the control horizon is 3, while that of the
“sMPC” is 6.3461 ms. The tavg of “sMPC” is 1.286 times that of “irdMPC”. When the
control horizon is 9, the tavg of “irdMPC” is 6.148 ms, while that of “sMPC” is 17.4286
ms. The tavg of “sMPC” becomes 2.835 times that of “irdMPC”. As the dimension of
the control sequence increases, “irdMPC” reduces the tavg of “sMPC” at most by 64.72%.
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Compared with “mMPC”, “irdMPC” has a slightly bigger time consumption as a result of
the control variable selection algorithm and control sequence coordinate strategy embedded
in the scheme bringing extra computational tasks. For the tavg of “irdMPC” and “mMPC”,
the ratio fluctuates between 1.016 and 1.1, which is small and acceptable considering a
significant improvement in control performance. Furthermore, this ratio does not have a
growing trend as the control horizon increases.

In the case of Nc = 5, some single-step time consumption results are listed in Table 5 to
show details about the real-time performance comparison.

Table 5. Single-step time comparison of “sMPC”, “mMPC” and “irdMPC”.

Sampling Instant
t (ms)

sMPC mMPC irdMPC

k + 1 9.1861 5.2361 4.8048
k + 2 8.3069 5.3285 6.2879
k + 3 9.2412 4.9081 6.1662
k + 4 9.6713 4.9276 5.6472
k + 5 13.01 5.7536 4.8898
k + 6 10.3904 5.104 6.2612
k + 7 7.2827 5.2765 5.421
k + 8 7.7749 4.976 5.3001
k + 9 9.7422 4.8451 5.6359

Table 5 records the time consumption of solving optimization problems at nine sam-
pling instants. It can be seen that the results of these sampling instants are close to the
values in Table 4. For each sampling instant, “sMPC” has larger solving time than “mMPC”
and “irdMPC”. Owing to extra computational tasks, the time consumption of “irdMPC” is
slightly bigger than that of “mMPC” at most of the sampling instants. Nevertheless, their
results have a similar level, and there exist two sampling instants at which “irdMPC” has
smaller results.

The above results and analysis demonstrate the superiority of the intelligent reduced-
dimensional MPC controller in time consumption over the standard MPC controller. In
a fixed sampling period during the control process, the intelligent reduced-dimensional
MPC controller has the potential to operate under a bigger control horizon.

3.4. Further Verification

Under another flight condition [H, Ma] = [11,000 m, 1.2], simulations are implemented
to further illustrate the effectiveness of the proposed method. Similar results can be seen in
Figure 10 and Table 6.

Table 6. Simulation results for real-time performance at [H, Ma] = [11,000 m, 1.2].

Nc
tavg (ms)

sMPC mMPC irdMPC

3 6.3336 5.0491 5.1505
4 8.0574 5.0809 5.3599
5 9.8516 5.1691 5.603
6 11.8859 5.4101 5.7942
7 14.5266 5.4756 5.9671
8 16.6374 5.6881 6.1405
9 19.3425 5.8344 6.2934

Through the results under two flight conditions, the ability of the proposed intelli-
gent reduced-dimensional scheme in achieving both good control performance and real-
time performance is demonstrated, and the prospect of the designed intelligent reduced-
dimensional MPC controller in regulating the aero-engine is validated.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 10. Simulation results for control performance at [H, Ma] = [11,000 m, 1.2]. (a) nL response
curve. (b) nH response curve. (c) P3 response curve. (d) T5 response curve. (e) Selected control
variable at each sampling instant during transition in “irdMPC”. (f) Wf change curve. (g) A8 change
curve. (h) αLPT change curve.
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4. Conclusions

For good control performance and real-time performance simultaneously, an intelli-
gent reduced-dimensional scheme of model predictive control is proposed in this paper.
By reducing the dimension of the control vector in the control sequence to 1, a reduced-
dimensional optimization problem with low computational complexity is constructed. In
the proposed scheme, a novel selection algorithm is proposed to intelligently select the
control variable with the best control effect as the available one in the optimization problem.
In addition, the scheme embeds a coordination strategy to take into account the interaction
among the control variables at different predicting instants in order to obtain a better
optimization solution.

Simulation examples are implemented to illustrate the effectiveness of the proposed
method. The results are as follows: (1) by applying the intelligent reduced-dimensional
scheme, the control error of the multiplex MPC is greatly improved by 34.06%; (2) the
intelligent reduced-dimensional scheme guarantees superiority in computational com-
plexity. Compared to the standard MPC, it can save average time consumption by up to
64.72% when the control horizon increases to nine. All the results demonstrate that the
proposed method has not only a better control outcome than the multiplex MPC but also
less computation time than the standard MPC and thus helps the implementation of the
MPC controller in the aero-engine.

The limitation of the proposed intelligent reduced-dimensional scheme is that this
methodology is currently suitable for linear MPC, so the extension to nonlinear MPC needs
further research. In addition, only numerical simulations are conducted in this paper to
illustrate the effectiveness of the method. For further verification, the hardware-in-the-loop
experiment will be considered in future research.
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Abstract: In this study, an adaptive dynamic programming (ADP) control strategy based on the strain
measurement of a fiber Bragg grating (FGB) sensor array is proposed for the vibration suppression of
a complicated flexible-sloshing coupled system, which usually exists in aerospace engineering, such
as launch vehicles with a large amount of liquid propellant as well as a flexible beam structure. To
simplify the flexible-sloshing coupled dynamics model, the equivalent spring-mass-damper (SMD)
model of liquid sloshing is employed, and a finite-element method (FEM) dynamic model for the
beam structure coupled with the liquid sloshing is mathematically established. Then, a strain-based
vibration dynamic model is derived by employing a transformation matrix based on the relationship
between displacement and strain of the beam structure. To facilitate the design of a strain-based
control, a tracking differentiator is designed to provide the strains’ derivative signals as partial states’
estimations. Feeding the system with the strain measurements and their derivatives’ estimations,
an ADP controller with an action-dependent heuristic dynamic programming structure is proposed
to suppress the vibration of the flexible-sloshing coupled system, and the corresponding Lyapunov
stability of the closed-loop system is theoretically guaranteed. Numerical results show the proposed
method can effectively suppress coupled vibration depending on limited strain measurements
irrespective of external disturbances.

Keywords: fiber Bragg grating (FBG) sensors; finite element method (FEM); Euler–Bernoulli beam;
spring-mass-damper model; adaptive dynamic programming (ADP); tracking differentiator

1. Introduction

Flexible-sloshing coupling problems are crucial in many fields [1], such as aerospace,
architecture, and ocean engineering. Particularly in aerospace fields [2], modern spacecraft
typically carry a large amount of liquid fuel and are also equipped with large flexible
structures such as solar panels, communication antennae, and space manipulators. During
attitude and orbit motion, the spacecraft is easily disturbed by liquid sloshing and flexible
appendage vibrations. For flexible-sloshing coupling systems, elastic vibration can trigger
liquid sloshing, resulting in the production of sloshing forces. Additionally, the coupling
of sloshing and elastic vibration exerts a profound influence on the performance of the
systems [3]. Therefore, the coupling dynamic and control of elastic vibration and liquid
sloshing have received significant attention. In response to this issue, researchers continue
to study the influence of structural elasticity and liquid sloshing on the control system.
Specifically, they have (1) established equivalent beam models for elastic vibration [4];
(2) established equivalent mechanical models for liquid sloshing, including the spring-
mass-damper model [5,6], single pendulum model [7], etc.; (3) modified equivalent models
through ground modal analysis [8] and experimentation [9].
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For elastic vibration, specific devices such as displacement sensors and accelerators
can be employed to obtain vibration motion parameters, while the accelerators and gyro-
scopes installed on structures primarily serve to provide motion parameters for control
systems. In these systems, error signals resulting from vibration-induced deformations
can influence the accuracy of control performance. In contrast, fiber Bragg grating (FBG)
sensors exhibit advantages, including lighter weight, stronger resistance to electromagnetic
interference, easier integration, and higher accuracy. Therefore, they can be more conve-
niently integrated with control systems [10–12]. In addition, the exploration of sloshing
dynamics encompasses theoretical analysis, numerical simulation, experimental methods,
and theoretical and numerical synthesis methods. In the 1960s, NASA provided an ana-
lytical solution for the sloshing dynamics of several fixed-shape tanks [13]. Meanwhile,
the advancement of computational fluid dynamics (CFD) technology has enabled more
precise modeling of sloshing dynamics through FEM, the boundary element method, and
finite difference method. Nevertheless, due to the constraints of onboard computer speed,
memory, and the intricate nature of sloshing dynamics, a simple and efficient method is still
required to replace complex calculation tasks in practical applications. Therefore, equiva-
lent mechanical models are commonly employed in engineering to depict liquid sloshing
by capturing sloshing patterns inside the tank using the motion of a rigid body [13].

In engineering practice, some novel vibration control devices, such as the tuned mass
damper (TMD) [14] and negative stiffness mechanisms [15] (KDamper [16,17]), have been
widely used. In addition, in the field of control algorithms, the classical control theory has
been applied with great maturity. However, the classical controller can no longer satisfy
the demand for stability in flexible-sloshing coupling systems. In response to practical
needs [18,19] and theoretical challenges [20], several control methods have received great
attention, including positive position feedback (PPF) control [21,22], independent modal
space control (IMSC) [23,24], sliding mode control [25], boundary control [26,27], adaptive
control [28], and intelligent control [29–32]. Among them, the PPF method is used to select
the appropriate zeros and poles of the second-order filter to ensure the stability margin
of closed-loop systems. The PPF method was first proposed in [21], and a modified PPF
vibration active control method based on an adaptive controller was proposed in [22]. Vi-
bration active control based on PPF can be numerically simulated to prove the effectiveness
of this algorithm. The IMSC method involves discretizing the control object into various
modal features of different orders and controlling the discrete modes. Active vibration
control methods based on IMSC, as proposed in [23,24], can effectively suppress vibration.
In [25], a sliding mode controller that only uses boundary information is proposed for the
stabilization problem of an Euler–Bernoulli beam system. Boundary control is recognized
as a highly practical approach for vibration control of flexible structures. In [26], a novel
barrier Lyapunov function was employed to design a vibration boundary controller for an
Euler–Bernoulli beam with boundary output constraints. This approach successfully sup-
pressed beam vibrations without violating the constraints. Additionally, for the problem of
vibration attenuation of Euler–Bernoulli beam systems with imprecise system parameters,
external disturbances, asymmetric input saturation, and output constraint, the boundary
controllers in [27,28] were designed by constructing adaptive laws. Furthermore, intelligent
control has received significant attention due to its robust self-learning and self-adaptive
ability. Ref. [29] conducted a study on the delay feedback control of cantilever vibration
based on a genetic algorithm. Ref. [30] proposed a decomposed parallel fuzzy control with
the adaptive neuro-fuzzy concept. Additionally, [31,32] proposed active vibration control
algorithms based on reinforcement learning (RL). In particular, the adaptive dynamic pro-
gramming (ADP) method, which leverages a critic-action network structure based on RL,
has gained widespread recognition [33]. This approach boasts two key advantages: (1) ADP
operates as a data-driven learning control method, eliminating the need for mathematical
models; (2) the parameters of ADP can be adaptively updated over time when the system
is disturbed. Drawing from these advantages, the ADP method is considered in this paper
for vibration and sloshing suppression control.
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In summary, this paper explores the control of a beam attached to a tank. To construct
the flexible-sloshing coupling dynamic model, the vibration of the beam is analyzed using
an Euler–Bernoulli beam and FEM, while the liquid sloshing in the tank is equivalent to
a spring-mass-damper model. Drawing on the benefits of FBG sensors, a vibration and
sloshing suppression control algorithm based on FBG strain information is developed
in this paper. A strain-based vibration dynamic model is established by employing a
transformation matrix that relies on the relationship between displacement and strain.
Additionally, a tracking differentiator is designed to provide real-time first-order derivatives
of the strain. Finally, based on the strain-based vibration dynamic model, an ADP method
based on FBG strain information is proposed to suppress elastic vibration and sloshing.
The main innovations of this paper are as follows:

(1) Compared with complex dynamic models, the Euler–Bernoulli beam model and spring-
mass-damper equivalent model provide a simpler and more convenient way to construct
the flexible-sloshing coupling dynamic model. The development of a strain-based
vibration dynamic model facilitates the full utilization of FBG sensors’ information.

(2) Compared with control methods that require motion parameters, the control method
proposed in this paper can effectively suppress elastic vibration and sloshing even
when only partial strain information is applied. Furthermore, the utilization of FBG
strain information allows for direct measurement, eliminating the need for estimation
of vibration parameters. This controller’s advantages in practicality make it highly
suitable for engineering applications.

The rest of the paper is organized as follows. In Section 2, the flexible-sloshing coupling
dynamic model and the strain-based vibration dynamic equation are described. Section 3
presents the ADP controller based on FBG strain information and corresponding theoretical
analysis. Numerical simulations are provided in Section 4. Finally, Section 5 concludes
this paper.

2. Preliminaries and System Descriptions

2.1. Flexible-Sloshing Coupling Dynamic Model

As illustrated in Figure 1, to investigate the flexible-sloshing coupling dynamic model,
a combined structure consisting of a tank attached to a beam is considered. The vibration of
the beam stimulates the liquid sloshing within the tank, which in turn generates a sloshing
force that impacts the tank and alters the vibration of the beam.

Assumption 1. The flexible-sloshing coupling dynamic model is applicable to the case of small
amplitude vibration and sloshing. The beam is slender and uniform, i.e., the shear deformation is
not considered [34]. In addition, the spring-mass-damper model must satisfy the conditions that the
liquid in the tank is incompressible, non-viscous, and non-rotating [35].

According to Figure 1, the base coordinate system OBXBYBZB and the tank coordinate
system OSXSYSZS are established. The origins OB and OS are located at the end of the
beam and the center of the tank’s bottom, respectively. Both coordinate systems are right-
hand systems. Note that the base coordinate system is a global coordinate system, and
the tank coordinate system changes with the vibration of the beam. MSB is the rotation
transformation matrix from the tank coordinate system to the base coordinate system,
which is defined as

MSB =

⎡⎢⎢⎣
cosθB

OS sinθB
OS 0

−sinθB
OS cosθB

OS 0

0 0 1

⎤⎥⎥⎦, (1)

where θB
OS is the rotation angle of the beam’s position relative to the origin of the tank

coordinate system in the base coordinate system, which varies with time.
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Figure 1. Flexible-sloshing coupling system including spring-mass-damper model and Euler–
Bernoulli cantilever beam’s FEM model.

Further, mb(x) is the mass of the beam; EIZB(x) is the bending stiffness with respect
to OBZB axis; w(x, t) is the transverse displacement of the beam related to time t and the
position on the beam x; L is the length of the beam; u is control input acts on the end of the
structure; d(x, t) represents the unknown disturbance force applied to the beam; fms(x, t)
denotes the sloshing force in the tank coordinate system. Note that d and fms are distributed
load and concentrated load, respectively.

Assumption 2. For the unknown disturbance d(t), we assume that there exists a constant d, such
that |d(t)| < d, ∀t ∈ [0, ∞). The time-varying d(t) has finite energy and, thus, is bound, i.e.,
d(t) ∈ L∞ [26].

Remark 1 [36]. When the force fd acting on the beam is distributed load, the unit force of fd is
provided as

f e
d =

fd
12

[
6l l2 6l − l2

]
,

and the unit force of concentrated load fc is

f e
c = fc[N1(x0), N2(x0), N3(x0), N4(x0)]

T ,

where Ni(x) is the Hermite shape function, and x0 is the coordinate of position where fc acts on the
beam. We define ξ = x0/l, and Ni(x0) is provided as

N1(x0) = 1 − 3ξ2 + 2ξ3, N2(x0) =
(
ξ − 2ξ2 + ξ3)l

N3(x0) = 3ξ2 − 2ξ3, N4(x0) =
(−ξ2 + ξ3)l

.�

The analytical solution of the Euler–Bernoulli cantilever beam’s motion equation is
difficult to obtain in the case of non-uniform inertia and stiffness properties. So the FEM is
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often used to model the motion of the beam, and the second-order differential Equation [4]
is obtained:

M
..
δ + C

.
δ + Kδ = u + d, (2)

which includes n beam nodes and can be considered as a 2n degree-of-freedom system.
Each node consists of two degrees of freedom, namely translation w and rotational θ, i.e.,

{δi} =

{
wi
θi

}
=

{
wi
wi′

}
, i = 1, . . . , n. (3)

M, C, and K are the mass, damping, and stiffness matrices, respectively. M and K are
assembled by the following elemental matrices:

Me =
l

420

⎡⎢⎢⎣
156 22l 54 −13l
22 4l2 13l −3l2

−54 13l 156 −22l
−13l −3l2 −22l 4l2

⎤⎥⎥⎦, Ke =
EI
l3

⎡⎢⎢⎣
12 6l −12 6l
6l 4l2 −6l 2l2

−12 −6l 12 −6l
6l 2l2 −6l 4l2

⎤⎥⎥⎦, (4)

where l is the length of the beam’s element. Additionally, the corresponding damping
matrix is C = α1M + α2K.

By introducing the influence of the sloshing force fms
, Equation (2) becomes

M
..
δ + C

.
δ + Kδ = F, (5)

where M, C, and K are mass, damping, and stiffness matrices, and F = u+d+ fms
represents

the force driving the coupling system, including control force u, disturbance d, and sloshing
force fms

.
As shown in Figure 2, the spring-mass-damper equivalent mechanical model is em-

ployed in this paper to estimate the liquid sloshing force. The liquid sloshing dynamic
model in the tank can be regarded as a spring-mass-damper system [6], allowing for the
calculation of the sloshing force fms

. The mass of the liquid in the tank is mp, and the spring-
mass-damper system divides the liquid into sloshing mass ms and non-sloshing mass mn.
On the translation plane, along the two axes perpendicular to the central axis of the tank,
the sloshing mass is connected to the tank through springs and dampers. Therefore, the
sloshing mass is a secondary damping vibration perpendicular to the symmetry axis.

The mass of the liquid mp is
mp = ρd2h, (6)

where ρ is the density of the liquid, d is the length of the bottom side of the tank, and h is
the height of the liquid level.

According to Equation (6), h can be calculated as

h =
mp

ρd2 . (7)

For the first-order sloshing mode of the rectangular tank, according to Section 5.2 of [37],
the following equivalent parameters are established.

k =
8mpg tan h2(3πh/d)

9h
ms = mp

8
π3

tan h(3πh/d)
9h/d

mn = mp − ms

ls =
tan h(3πh/2d)

3πh/2d
ln = − 1

mn/mp
msls
mp

, (8)
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where ls and ln are the distances of sloshing and non-sloshing mass from the free liquid
surface, respectively. k is elastic constant, and the relation between it and natural frequency
ωns is k = ω2

ns .

Figure 2. Spring-mass-damper model.

Note that the energy dissipation model in the oscillating system is approximately
provided by the equivalent second-order damping ratio γs. Due to the lack of effective
data for the tank design, according to [38], the equivalent second-order damping ratio of
all sloshing modes is presumed to be γs = 0.08.

According to [35], the dynamic equation of liquid sloshing is as follows:

.
sS

ms = vS
ms

.
vB

ms =
1

ms
As

[
Δ

.
sS

ms
vS

ms

]
+ Ex

[ .
vB

+
.

ϕ
S
ms

]
+ Eyzg

.
vS

ms =
.
vB

ms −
.
vB − .

ϕ
S
ms

, (9)

where Δ represents the perturbation from the nominal reference. Ex only selects the axial
acceleration component and Eyz only selects the normal component. The sloshing mass
acceleration relative to the body in the axial direction is zero. As is

As =

⎡⎣0 0 0 0 0 0
0 −ω2

ns 0 0 −2γsωns 0
0 0 −ω2

ns 0 0 −2γsωns

⎤⎦, (10)

and the rotation term ϕS
ms is

ϕS
ms = 2ωB × vS

ms +
.

ω
S × sS

ms + ωS × ωS × sS
ms . (11)

The force generated by the sloshing liquid is opposite to the force exerted on the liquid
by the translation and rotation of the body, and the axial acceleration of the sloshing mass
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relative to the body must be considered. Assuming that most of the acceleration occurs
along the xB axis, this component acts on the force applied by the sloshing mass such that:

fB
ms

= −ms
.
vB

ms − msEx
.
vB. (12)

Note that fB
ms

acts on the beam as a concentrated load.

2.2. Strain-Based Vibration Dynamic Model

In this paper, the strain information is used to design the controller for the system (5).
To acquire the strain-based vibration dynamic model, the relationship [39] between the
strain and the node displacement of the beam is established as

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

ε1
ε2
...
...

ε2n−1
ε2n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

T1
T2

. . .
. . .

T2n−1
T2n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w1
θ1
w2
θ2
...

wn−1
θn−1
wn
θn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (13)

The element transfer matrix [40] is[
T2i−1

T2i

]
=

1
l2

[ −6 −4l 6 −2l
−6 + 12l l(−4 + 6l) 6 − 12l l(−2 + 6l)

]
× ht

2
, i = 1, . . . , n, (14)

where ht is the height of the beam’s cross-section.
Thus, Equation (13) is written as

ε = Tδ. (15)

According to Equation (15), Equation (5) is rewritten as

T−TF = T−TMT−1 ..
ε + T−TCT−1 .

ε + T−TKT−1ε. (16)

The dynamic model can be obtained as

Mε
..
ε + Cε

.
ε + Kεε = Fε, (17)

where Mε, Cε, and Kε are the mass, damper, and stiffness matrices, which satisfy Mε = T−TMT−1,
Cε = T−TCT−1, and Kε = T−TKT−1. Additionally, force Fε is provided as

Fε = T−TF = T−T
(

u + d + fms

)
.

By defining variables Xε =
[
εT,

.
ε

T
]T

, the state equation with strain and the first-order
derivatives of the strain as state variables can be obtained as follows:

.
Xε =

[
0 I
−M−1

ε Kε −M−1
ε Cε

]
Xε +

[
0

M−1
ε

](
uε + dε + fεms

)
= AεXε + BεFε

. (18)
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In engineering applications, due to the installation of FBG sensors at regular intervals
on the structure, only the strain values at some locations on the structure can be measured.
Therefore, Equation (18) is rewritten as

.
Xεr = AεrXεr + BεrFεr, (19)

where Xεr is the reduced state vector, and Aεr and Bεr are the system matrices.
The dimension of the dynamic model (18) is 2n, and n represents the number of

elements divided by FEM. To ensure accuracy, the value of n is relatively high, which
will make real-time calculations on the onboard computer challenging. Therefore, the
dimension of the system (19) is set as 2r, and r < n is the number of FBG sensors, such that
the dimension of the system is reduced.

Remark 2. The above method of associating the dimension of the system with the actual number of
FBG sensors can better meet the requirements of engineering. This method has the same effect as
the dynamic model reduction technology, which includes two main types: the physical reduce-order
model and the agent model. The agent model is used to approximate the original complex structure
through mathematical expressions with less computation, and the characteristics of the complex
structure are obtained in the form of solving mathematical expressions, including the artificial neural
network model. On the other hand, a neural network-based ADP control method is adopted in this
paper. As a type of agent model, a neural network takes partial strain information as the input,
which can better reflect the response characteristics of the whole structure. Moreover, the proposed
ADP method in this paper is an optimal control method, which enables the elastic vibration and
sloshing suppression control of the beam on the basis of only partial strain information through
reasonable parameters design of the ADP method.

On the other hand, FBG can only measure the strain value ε and cannot directly
measure the first-order derivative of the strain

.
ε. Hence, it is necessary to introduce a

tracking differentiator to estimate the state vector Xεr. According to references [12,41], the
tracking differentiator is designed as follows:

.
ε̂0 = ε̂1 + k1(εm − ε̂0).
ε̂1 = ε̂2 + k2(εm − ε̂0).
ε̂2 = k3(εm − ε̂0)

, (20)

where ki(i = 1, 2, 3) are the designed parameters; εm is the strain value measured by
FBG; ε̂i(i = 1, 2, 3) is the states of the differentiator. The real-time designed differentiator
provides estimations of strain ε and its first-order derivative

.
ε from the measurement εm.

Note that, according to [12], the estimation errors e = εm − ε̂ of the tracking differentia-
tor (20) exponentially converge into a region of hyperball when given an appropriate choice
of ki(i = 1, 2, 3). This paper does not describe the proof process, and the detailed process
is shown in [12]. In summary, based on the characteristics of the proposed differentiator,
the states ε̂0 and ε̂1 are used as the estimations of the strain measurement εm as well as its
first-order derivative

.
ε.

Substituting the estimations of tracking differentiator into Equation (19), we can obtain

.
X̂εr = AεrX̂εr + Bεr

(
uεr + dεr + fεrms

)
= AεrX̂εr + BεrFεr

, (21)

where X̂εr =

[
ε̂T,

.
ε̂

T
]T

. According to the strain-based vibration dynamic model (21), the

intelligent controller is designed in the next section.
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3. Control Strategy Design

3.1. Design of ADP Control Method Based on Strain Information of FBG

This paper proposed an ADP control method based on FBG strain information and
neural networks. In contrast to previous work using motion parameters or modal parame-
ters, this method can enable control performance using only strain information. The basic
strategy of ADP [42] entails utilizing function approximators, such as linear function and
neural network approximators, to construct critic networks to approximate the perfor-
mance index function in the Hamilton–Jacobi–Bellman (HJB) function. For Equation (21),
action-dependent heuristic dynamic programming (ADHDP) is adopted, and the system
diagram is shown in Figure 3.

Figure 3. Vibration control for flexible-sloshing system based on FBG information and ADHDP.

First, the cost function with a discount factor γ is defined as follows:

J(t) =
∫ ∞

i=t
γi−tU

(
X̂εr(t), u(t)

)
, (22)

where 0 < γ < 1 is produced for the infinite horizon problem. U is the utility function, and
the quadratic performance index [33] is the most commonly used; that is,

U
(
X̂εr, u

)
= X̂T

εrQX̂εr + uTRu, (23)

where Q and R are state and input utility weight matrices and positive-definite diagonal matrices.
The goal of the proposed method is to determine the appropriate control input u(t) to

minimize J(t). We define J∗(t) as the optimal cost function, which is shown as

J∗(t) = min
u(t)

∫ ∞

i=t
γi−tU

(
X̂εr(t), u(t)

)
. (24)

Based on the optimal control theory, J∗(t) satisfies the following Bellman equation:

J∗(t) = min
u(t)

{
U
(
X̂εr(t), u(t)

)
+ γJ∗(t + 1)

}
. (25)
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ADHDP adopts an action-critic network structure to obtain the approximate solution
of the Bellman equation. The input of the critic network is the state and control input
of the system, and the output Ĵ(t) is the estimation of J∗(t). The action network’s input
and output are, respectively, the state of the system and the approximate optimate control
input u∗(t). In addition, both the action and critic networks adopt the three-layer neural
network, which contains the input, hidden, and output layers. A hyperbolic tangent
transfer function [33] is used as the activation function Φ. For any variable z, the hyperbolic
tangent transfer function is defined as follows:

fh(z) =
1 − e−z

1 + e−z

Remark 3 [43]. The approximation error of the neural network can be arbitrarily small as long
as there are enough hidden layer neurons when the weights of the input layer–hidden layer are
randomly initialized and kept constant. Consequently, in the learning process of the critic and action
neural network, this paper only updates the weights of the hidden output layer. The update rules
adopt the gradient descent method, which will be described later.

The design of the critic neural networks is

Ĵ(t) = ω2
c Φ(hc(t))

hc(t) = ω1
c
[
X̂εr(t), u

(
X̂εr

)] , (26)

where ω1
c and ω2

c are the weight matrices of the hidden input and hidden output layers.
To train the critic network through the backpropagation method, the prediction error

ec(t) is defined as follows:

ec(t) = γ Ĵ
(
X̂εr(t)

)− [
Ĵ
(
X̂εr(t − Δt)

)− U
(
X̂εr(t), u(t)

)]
. (27)

Then, the error function to be minimized by the critic network is

Ec(t) =
1
2

e2
c (t). (28)

The output of the action network, namely the optimal control strategy, is

u∗ = ω2
aΦ

(
ha
(
X̂εr

))
ha
(
X̂εr

)
= ω1

aX̂εr(t)
, (29)

where ω1
a and ω2

a are the weight matrices of the hidden input and hidden output layers.
The prediction error ea(t) is defined as the difference between the estimated cost

function Ĵ(t) and the desired ultimate object function Uc, which is backpropagated to the
network to train the action network. The expression of ea(t) is

ea(t) = Ĵ(t)− Uc. (30)

The error function to be minimized by the action network is

Ea(t) =
1
2

e2
a(t). (31)

The purpose of the controller proposed in this paper is to make the whole structure
stable; that is, the FBG strain value is zero as a result. Hence, we can set the desired ultimate
object function to Uc = 0.
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Note that, according to Remark 3, ω1
c and ω1

a are randomly initialized and kept
constant, and ω2

c and ω2
a are updated based on the gradient descent method. Therefore, the

expression of weight updating policy by the chain rule is

ω2
c (t + Δt) = ω2

c (t)− βc

(
∂Ec(t)
∂ω2

c (t)

)
∂Ec(t)
∂ω2

c (t)
= ∂Ec(t)

∂ Ĵ(t)
∂ Ĵ(t)

∂ω2
c (t)

, (32)

ω2
a(t + Δt) = ω2

a(t)− βa

(
∂Ea(t)
∂ω2

a (t)

)
∂Ea(X̂εr(t))

∂ω2
a (t)

= ∂Ea(t)
∂ Ĵ(X̂εr ,u∗)

∂ Ĵ(X̂εr ,u∗)
∂u∗

∂u∗
∂ω2

a (t)

, (33)

where βc > 0 and βa > 0 denote the learning rates of the critic and action networks,
respectively.

3.2. Stability Analysis

This section will analyze the Lyapunov stability of the above control system. Firstly,
the following assumptions and lemmas are held.

Assumption 3. Let ω2∗
c and ω2∗

a are the optimal weights of the hidden output layer in the critic
and action neural network. Both of them are bound, i.e., ‖ω2∗

c ‖ ≤ ωcm, ‖ω2∗
a ‖ ≤ ωam, where ωcm

and ωam are positive, satisfying the following equations:

ω2∗
c = argmin

ω2
c

‖γ Ĵ(t)− [
Ĵ(t − Δt)− U(t)

]‖,

ω2∗
a = argmin

ω2
a

‖ Ĵ(t)‖.

Lemma 1 [44]. Assumption 3 is held. The outputs of the critic and action networks are
(26) and (29). The weights ω1

c and ω1
a of the critic and action networks are initialized and re-

main unchanged after initialization. The weights ω2
c and ω2

a are updated based on (32) and (33).
Then, the errors between the optimal weights, ω2∗

c and ω2∗
a , and the weights ω2

c and ω2
a , obtained

based on the above update rules, are uniformly ultimately bound.

The proof process of Lemma 1 can be seen in [44] and is not repeated in this paper.
According to Lemma 1, when the neural network settings and weight updating rules are
used in this paper, the estimation errors of the critic and action networks are uniformly
ultimately bound [44]; that is, the method proposed in this paper can obtain the optimal
control law.

Theorem 1. For the dynamic model (21), the control law (29) is designed. If Assumption 3 and
Lemma 1 are satisfied, the flexible-sloshing coupling control system is uniformly ultimately bounded.

Proof of Theorem 1. Consider the Lyapunov function candidate defined as follows:

V =
1
2

X̂T
εrQX̂εr. (34)

The time derivative of (34) is

.
V = X̂T

εrQ
.

X̂εr. (35)
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Substituting (21) into (35) yields

.
V = X̂T

εrQ
(
AεrX̂εr + BεrFεr

)
= X̂T

εrQ
(
−X̂εr + (Aεr + I)X̂εr + BεrT−T

(
u + d + fms

)) . (36)

According to the control law (29), (36) is rewritten as
.

V ≤ −X̂T
εrQX̂εr

+‖X̂εr‖‖Q‖
(
‖(Aεr + I)‖‖X̂εr‖+ ‖Bεr‖‖T−T‖

(
‖ω2

a‖‖Φ
(
ha
(
X̂εr

))‖+ ‖fms
‖+ ‖d‖

))
= −2V + ‖Q‖‖(Aεr + I)‖‖X̂εr‖2

+ ‖X̂εr‖‖Q‖‖Bεr‖‖T−T‖
(
‖fms

‖+ ‖d‖
)

+‖X̂εr‖‖Q‖‖Bεr‖‖T−T‖‖ω2
a‖‖Φ

(
ha
(
X̂εr

))‖
= −2V + Θ

, (37)

where Θ satisfies

Θ = ‖Q‖‖(Aεr + I)‖‖X̂εr‖2
+ ‖X̂εr‖‖Q‖‖Bεr‖‖T−T‖

(
‖fms

‖+ ‖d‖
)

+‖X̂εr‖‖Q‖‖Bεr‖‖T−T‖‖ω2
a‖‖Φ

(
ha
(
X̂εr

))‖ .

In this paper, the flexible-sloshing coupling system is simplified according to the
actual physical system, and the parameters in the actual physical system are bound, so
the parameters of the proposed systems are bound; that is, ‖Aεr‖, ‖Bεr‖, ‖T−T‖, ‖d‖, and
‖X̂εr‖ and are bound. The weight is bound according to Assumption 3 and Lemma 1.
Based on the definition of the hyperbolic tangent transfer function, Φ

(
ha
(
X̂εr

)) ∈ [−1, 1],
then ‖Φ

(
ha
(
X̂εr

))‖ is bound; Q is a positive-definite diagonal matrix and ‖Q‖ is bound.
In summary, we can see that Θ > 0 is bound. Therefore, the system (21) based on the
proposed control law (29) is uniformly ultimately bound [45].�

4. Numerical Simulations

The following numerical simulation demonstrates the effectiveness of the proposed
ADP control strategy with strain information compared with the PD controller. An alu-
minum alloy cantilever beam and a cuboid tank are considered in this simulation. This
tank is lightweight and thin-walled, so its weight can be ignored. The liquid in the tank is
water. The parameters of the combined structure are shown in Table 1.

Table 1. Parameters of the structure.

Parameters Value

Aluminum alloy beam

Density (kg/m2) 2690
Elastic modulus (Pa) 6.98e10

Length (m) 0.972
Width (m) 0.02
Height (m) 0.003

Cuboid tank
Height of tank(m) 0.1

Length of bottom (m) 0.04
Height of liquid level (m) 0.04

Water Density (kg/m2) 1000

The initial conditions in this simulation are provided as w(0) = 0, sS
ms(0) = 0, and

Xεr(0) = [0, 0]T. The parameters of the tracking differentiator are set as k1 = 1/δ2,
k2 = 2/δ2, and k3 = 3/δ2, where δ satisfies δ = 0.015. The damping matrix is set as
C = 0.001M + 0.001K. The simulation time is 0.001s, and the total simulation time is
15s. A sinusoidal disturbance d(t) = 0.1(sin(5πt) + cos(10πt)) is applied. The dynamic
responses of the structure are examined in the following cases.

Free Case: There is no control input in this simulation, i.e., u(t) = 0, and the spatial
time representation is shown in Figure 4.
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ADP Case 1: The ADP controller applies 10 FBG sensors’ information. The number of
hidden layer nodes is 30, the learning rates are lc = la = 10, and the state and input utility
weight matrices are Q = diag{ones(20, 1)} and R = [1]. The spatial time representation is
shown in Figure 5.

ADP Case 2: The ADP controller applies 20 sensors’ information. The number of
hidden layer nodes and learning rates are set the same as ADP Case 1. The state and input
weight matrices are Q = diag{ones(40, 1)} and R = [1]. The spatial time representation is
shown in Figure 6.

PD Case: For comparison, the spatial time representation of the displacement with the
PD controller is shown in Figure 7. The PD controller is designed as u(t) = −kpw(L, t)−
kd

.
w(L, t), and the parameters are set as kp = 20, kd = 0.1.

As shown in Figure 4a, it can be observed that there are significant vibrations along
the structure subjected to the sinusoidal disturbance d(t). In Figure 4b–d, both the ADP
and PD controllers can suppress the vibration of the coupling systems when the system
is subjected to external disturbance d(t). Furthermore, it is evident that the displacement
under ADP control is smaller than that under PD control.

(a) (b)

(c) (d)

Figure 4. Displacement of the structure in (a) free case; (b) ADP case 1 with 10 sensors; (c) ADP case
2 with 20 sensors; (d) PD case.
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(a) (b)

Figure 5. Results of displacement. (a) Displacement of the structure’s free end in free case, PD case,
and ADP case 1; (b) sloshing displacement in free case, PD case, and ADP case 1.

(a) (b)
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Figure 6. Results of displacement. (a) Displacement of the structure’s free end for ADP control with
10 and 20 sensors; (b) sloshing displacement for ADP control with 10 and 20 sensors.

For further analysis, the displacements of the structure’s free end and sloshing in
the free case, PD case, and ADP case 1 are shown in Figure 5. The displacement errors
(between PD case and free case, between ADP case 1 and free case) of the structure’s free
end and sloshing are shown in Figure 7a,b. As illustrated in Figures 5a and 7a, the ADP
controller with 10 sensors and a PD controller can suppress the vibration at the small
neighborhood of its equilibrium position. Moreover, the output position in ADP case 1 is
smaller than that in the PD case. Similarly, Figures 5b and 7b demonstrate that both the
ADP controller with 10 sensors and the PD controller can suppress the sloshing in the
tank subject to disturbance, with the ADP case 1 producing smaller sloshing displacement
than the PD case. The simulation results in Figures 5 and 7 indicate that the ADP method
has better performance of elastic vibration and sloshing suppression in comparison to the
PD controller.
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(a) (b)

Figure 7. Error results of displacement relative to free case. (a) Displacement of the structure’s free
end in PD case and ADP case 1; (b) sloshing displacement in PD case and ADP case 1.

To analyze the performance of the ADP controller using varying numbers of sensors,
the displacement of the structure’s free end and sloshing are shown in Figure 6a,b, respec-
tively. The displacement errors of the structure’s free end and sloshing between ADP case
1 and ADP case 2 are shown in Figure 8a,b. We can observe that the displacement of the
structure’s free end and sloshing in ADP case 2 is smaller than that in ADP case 1. As the
amount of sensor information increases, the performance of the ADP controller becomes
more effective. However, the displacement of sloshing and control input within 2 s changes
drastically under ADP control using 20 sensors’ information. Finally, the ADP and PD
control inputs are shown in Figure 9.

(a) (b)

Figure 8. Error results of displacement between ADP case 1 and ADP case 2. (a) Displacement of the
structure’s free end; (b) sloshing displacement.
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Figure 9. ADP control inputs with 10 and 20 sensors and PD control input.

In conclusion, the simulation results have demonstrated the effectiveness of the ADP
method in suppressing the elastic vibration and sloshing of the coupling system when
disturbance is exerted. Compared with other methods, the designed ADP controller
only requires partial strain information and does not need the motion parameters of the
coupling system. Additionally, as the amount of sensor information applied increases, the
performance of the ADP controller becomes more effective. However, the displacement of
sloshing undergoes significant changes, which means that the selection of the appropriate
number of sensors depends on the compromise between the final performance of the ADP
control and the initial violent sloshing during control.

5. Conclusions

In this paper, the elastic vibration and sloshing suppression control problem is in-
vestigated via the ADP algorithm based on strain information measured from FBG. The
controller is designed using the strain information measured by FBG, with its first-order
derivative estimated by a tracking differentiator. The Euler–Bernoulli theory and spring-
mass-damper equivalent mechanical model are employed to establish the flexible-sloshing
coupling dynamic model. Additionally, the strain-based vibration dynamic model is de-
rived through the relationship between the strain and the node displacement based on
the FEM. Furthermore, the controller is designed based on ADHDP structure with neural
networks. The main advantages of the proposed method can be concluded as follows:

(1) The usages of the Euler–Bernoulli beam model and the spring-mass-damper equiva-
lent model provide a simpler and more convenient way for constructing the flexible-
sloshing coupling dynamic model.

(2) The development of a strain-based vibration dynamic model facilitates the full utiliza-
tion of FBG sensors’ strain information.

(3) This controller can effectively suppress elastic vibration and sloshing with only partial
strain information, eliminating the process of estimating the vibration motion parame-
ters. The control strategy indicates important implications in engineering applications.

In the future, we will conduct further research on three-dimensional vibration sup-
pression control and the control performance of different numbers of sensors.
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Abstract: The aim of this paper is to analyze the performance of a state-feedback guidance law, which
is obtained through a classical sliding mode control approach, in a two-dimensional circle-to-circle
orbit transfer of a spacecraft equipped with a continuous-thrust propulsion system. The paper shows
that such an inherently robust control technique can be effectively used to obtain possible transfer
trajectories even when the spacecraft equations of motion are affected by perturbations. The problem
of the guidance law design is first addressed in the simplified case of an unperturbed system, where
it is shown how the state-feedback control may be effectively used to obtain simple mathematical
relationships and graphs that allow the designer to determine possible transfer trajectories that
depend on a few control parameters. It is also shown that a suitable combination of the controller
parameters may be exploited to obtain trade-off solutions between the flight time and the transfer
velocity change. The simplified control strategy is then used to investigate a typical heliocentric orbit
raising/lowering in the presence of bounded disturbances and measurement errors.

Keywords: sliding mode control; continuous-thrust propulsion system; two-dimensional orbit
raising/lowering; spacecraft guidance law

1. Introduction

In a preliminary phase of mission design, the use of a state-feedback control law
represents a viable option to obtain possible transfer trajectories that may be used as an
initial starting point for succeeding (and more refined) analyses. In this context, an inter-
esting approach is based on the use of a rather classical sliding mode control, which is
a variable structure (control) method that alters the dynamical behaviour of a nonlinear
system through the application of a suitable control signal [1]. In particular, sliding mode
control is a basic robust technique, which allows the system trajectory to converge towards
the desired target even in the presence of significant perturbations and measurement er-
rors [2,3]. An interesting discussion about the potentialities of a sliding mode control law
can be found in the review paper by Hung et al. [4] and in the work by Utkin [5].

The literature about the control of satellites by means of sliding mode techniques is rich,
although essentially concentrated on attitude control and terminal guidance maneuvers [6].
In this scenario, Wu et al. [7] investigated the attitude synchronization and tracking problem
including model uncertainties, external disturbances, actuator failures, and control torque
saturation. By proposing two decentralized sliding mode control laws, that work [7]
proved that the control laws guarantee each spacecraft to approach the desired time-
varying attitude and angular velocity while maintaining attitude synchronization among
the other elements in a typical formation structure. Another example is offered by the
work by Massey and Shtessel [8], who adopted a traditional, continuous, high-order sliding
mode strategy to control a satellite formation in a robust manner (i.e., compensating for
model uncertainties and external disturbances). An adaptive sliding mode tension control
method was successfully proposed by Ma et al. [9] for the deployment of tethered satellites,
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when input tension limitations are taken into account. On the other hand, a terminal
sliding mode control law was designed by Liu and Huo [10] for spacecraft rendezvous and
docking while considering both model uncertainties and external disturbances, proving
that the closed-loop tracking error converges to zero in a finite time. The same problem was
also successfully addressed by Dong et al. [11], who constructed a nonsingular terminal
sliding surface by introducing a continuous sinusoidal function to solve the inherent
singularity problem. More recently, Capello et al. [12] designed two controllers, that is,
a first-order sliding mode control for position tracking and a supertwisting second-order
sliding mode control for attitude stability, in which the mutual influence was taken into
account by the introduction of additional disturbances. Kasaeian et al. [13] presented a
robust guidance algorithm to perform a rendezvous between a chaser and a target spacecraft
orbiting around the Earth, revealing that sliding mode control guarantees the tracking of
the required states and minimum final errors even in the presence of uncertainties and
disturbances. Li et al. [14] developed a novel sliding mode control strategy to address the
relative position tracking and attitude synchronization problem of spacecraft rendezvous
with the requirement of collision avoidance, proving the convergence of relative position
and attitude errors even in the presence of external disturbances. Finally, Bassetto et al. [15]
discussed how solar sail attitude maneuvers may be designed in a collinear, artificial,
equilibrium point by implementing a sliding mode control strategy that uses electrochromic
devices as actuators [16–18]. Anyway, there are many other potential feedback control
techniques [19–21], to which the interest reader is invited to refer.

In the context of spacecraft trajectory design, a robust state-feedback control law can
be used to obtain a possible transfer trajectory that is useful as an initial guess during
the subsequent refinement phase [22]. In that case, potential transfer trajectories can be
obtained by taking into account the orbit perturbations and the model uncertainties with a
reduced computational cost [23]. The aim of this paper is to investigate the potentialities of
a sliding mode control strategy in detecting possible trajectories in a typical circle-to-circle
orbit transfer scenario, in which the spacecraft propulsion system provides a continuously
adjustable and freely steerable propulsive acceleration vector. Among actuators capable
of generating variable propulsive acceleration, there are variable thrust ion engines (such
as NASA’s Evolutionary Xenon Thruster (NEXT)), in which continuous thrust variation
can be replaced by a succession of discrete thrust levels that, on average, provide the
required propulsive acceleration. For example, NEXT has a total of 40 operating points,
with available thrust ranging from 25.5 mN and 236 mN [24]. The proposed approach uses
a standard implementation of the sliding mode procedure [1] to obtain a set of preliminary
results. In this way, the discussed procedure allows the designer to make a trade-off
between the flight time and the required velocity change by selecting the design parameters
of the controller. In particular, the simplified control strategy involves three independent
parameters of the spacecraft dynamics (on which the resulting propulsive acceleration
profile and the characteristics of the transfer trajectory depend), which represent tuning
quantities to be selected by the designer. The main limitation of the proposed approach lies
in the use of an ideal propulsion system to control the nonlinear dynamics of the spacecraft
center of mass. In fact, the time-variation of the thrust vector magnitude, which is an output
of the design procedure, can be used a posteriori to check whether the obtained transfer
trajectory is compatible with the physical constraints of the thruster, such as the maximum
thrust level.

Starting from the simplified scenario, in which the spacecraft orbital dynamics is unaf-
fected by external disturbances or model uncertainties, we firstly discuss how the controller
may be tuned by considering the flight time and total velocity change. The procedure is
then used to investigate an orbit raising/lowering in the presence of bounded disturbances
and measurement errors. The paper is organized as follows. Section 2 presents the math-
ematical model, i.e., the nonlinear differential equations describing the coplanar orbital
motion of a spacecraft around an assigned primary body. Section 3 introduces the sliding
mode control technique in its general form, where bounded disturbances are included in
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the model. Section 4 addresses the design of the sliding mode control law in the simplified
case of an unperturbed system. In particular, Section 4 illustrates the time-variation of
tracking errors (which can be analytically determined when no disturbance is considered in
the mathematical model) and the definition of the control law parameters. The numerical
simulations are described in Section 5, while the concluding remarks are drawn in Section 6.

2. Problem Description and Mathematical Model

Consider a spacecraft S that covers a circular parking orbit of radius r0 around a
primary body with center of mass P and gravitational parameter μ. The mission purpose is
to transfer the spacecraft to a circular and coplanar target orbit of assigned radius r f 
= r0
by means of a continuously adjustable (and freely steerable) propulsion system, which
gives both a radial (ar) and a transverse (at) component of propulsive acceleration. In this
context, the spacecraft two-dimensional dynamics may be described by the classical polar
equations of motion [25]:

ṙ = vr (1)

θ̇ =
vt

r
(2)

v̇r = − μ

r2 +
v2

t
r
+ dr + ar (3)

v̇t = −vr vt

r
+ dt + at (4)

where r is the P-S distance and θ is the spacecraft polar angle measured counterclockwise
from the P-S line at the initial time t0 � 0, while vr (or vt) is the radial (or transverse)
component of the spacecraft velocity vector; see Figure 1. In Equations (3) and (4), the terms
{dr, dt} represent possible unknown bounded disturbance accelerations acting along the
radial and transverse directions, with

|dr| ≤ Dr , |dt| ≤ Dt (5)

where Dr ≥ 0 and Dt ≥ 0 are two constant parameters.

parking
orbit

target
orbit

�

S
propelled
trajectory

P

initial
position

t
v

r
v

r

r0

rf

final
position

Figure 1. Reference frame and conceptual scheme of the two-dimensional mission scenario.
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Bearing in mind that the parking orbit is circular, Equations (1)–(4) are completed by
the initial conditions

r(t0) = r0 , θ(t0) = 0 , vr(t0) = 0 , vt(t0) =
√

μ/r0 (6)

while the time-variation of the propulsive acceleration components {ar, at} are to be found
so as to bring the spacecraft states to the desired final values

r(t f ) = r f , vr(t f ) = 0 , vt(t f ) =
√

μ/r f (7)

within a time interval t f . Note that the final polar angle θ(t f ), that is, the angle swept out
by the spacecraft during the transfer, is left free.

The spacecraft dynamics is more conveniently rewritten by introducing the dimension-
less tracking errors in radial distance (x1), radial velocity component (x2), and transverse
velocity component (x3), defined as

x1 �
r − r f

r0
≡ r

r0
− ρ (8)

x2 � vr√
μ/r0

(9)

x3 �
vt −

√
μ/r f√

μ/r0
≡ vt√

μ/r0
− 1√

ρ
(10)

where ρ � r f /r0 
= 1 is the dimensionless radius of the target circular orbit. In particular,
ρ ∈ (0, 1) in case of an orbit lowering, whereas ρ > 1 in case of an orbit raising. Substituting
Equations (8)–(10) into Equations (1), (3), and (4) yields

x′1 = x2 (11)

x′2 = − 1

(x1 + ρ)2 +

(
x3 + 1/

√
ρ
)2

x1 + ρ
+ zr + ur (12)

x′3 = − x2
(
x3 + 1/

√
ρ
)

x1 + ρ
+ zt + ut (13)

where the prime symbol denotes a derivative taken with respect to the dimensionless time
τ, defined as

τ � t√
r3

0/μ
(14)

with τ(t0) = τ0 � 0, while
ur �

ar

μ/r2
0

, ut �
at

μ/r2
0

(15)

are the two dimensionless control variables, defined as the ratio of the propulsive ac-
celeration components {ar, at} to the primary body gravitational acceleration at r = r0.
Finally, the two terms {zr, zt} in Equations (12) and (13) are the dimensionless forms of the
disturbance acceleration components, defined as

zr �
dr

μ/r2
0

, zt �
dt

μ/r2
0

(16)
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which, by assumption, satisfy the inequalities

|zr| ≤ Zr �
Dr

μ/r2
0

, |zt| ≤ Zt �
Dt

μ/r2
0

(17)

Equations (11)–(13) are integrated with the three initial conditions

x1(τ0) = x10 � 1 − ρ , x2(τ0) = x20 � 0 , x3(τ0) = x30 � 1 − 1/
√

ρ (18)

from which it follows that x10 < 0 and x30 > 0 when ρ > 1, while x10 > 0 and x30 < 0
when ρ ∈ (0, 1). Finally, the target states (i.e., the conditions on the target circular orbit) are
expressed in a dimensionless form as

x1(τf ) = x1 f � 0 , x2(τf ) = x2 f � 0 , x3(τf ) = x3 f � 0 (19)

where

τf �
t f√
r3

0/μ
(20)

is the dimensionless flight time. Note that the τ-variation of θ can be obtained by numeri-
cally integrating the differential equation

θ′ =
x3 + 1/

√
ρ

x1 + ρ
(21)

which is not included in the dynamical system because the final polar angle is left free.
However, solving Equation (21) is necessary to obtain the polar trajectory of the spacecraft.

3. State-Feedback Control Design

In this section, a classical sliding mode control law is used to determine the circle-to-
circle orbit transfer trajectory. The spacecraft states are brought and maintained on two
sliding surfaces, where the system exhibits the desired dynamics of reduced order or one
of the states is at its final equilibrium point. More specifically, the first sliding surface is
described by the equation

s � x2 + λ x1 = 0 (22)

where λ > 0 is a dimensionless design parameter, so that the states {x1, x2} exhibit a
first-order dynamics when the system is on that sliding surface. In fact, bearing in mind
Equation (11), the condition s = 0 implies

x2 = x′1 = −λ x1 (23)

from which the τ-variations of the tracking errors {x1, x2} turn out to be proportional to
e−λ τ , viz.

x1(τ) ∝ e−λ τ , x2(τ) ∝ λ e−λ τ (24)

In other terms, when the system is brought to the sliding surface s = 0, both x1 and x2
converge exponentially to zero with a convergence rate equal to λ.

Now, in order to bring the system on the sliding surface s = 0, it is required that s′ < 0
when s > 0, and s′ > 0 when s < 0. To this end, differentiating s with respect to τ yields

s′ = x′2 + λ x′1 ≡ − 1

(x1 + ρ)2 +

(
x3 + 1/

√
ρ
)2

x1 + ρ
+ zr + ur + λ x2 (25)
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from which selecting ur according to the law

ur =
1

(x1 + ρ)2 −
(
x3 + 1/

√
ρ
)2

x1 + ρ
− λ x2 − δ sign(s) (26)

where sign(�) is the signum function and δ is given by

δ � Zr + K > 0 (27)

in which K > 0 is a dimensionless design parameter, one obtains

s′ = zr − (Zr + K) sign(s) (28)

In this case, s < 0 implies s′ = zr + Zr + K > 0 and s > 0 implies s′ = zr − Zr − K < 0,
while s = 0 implies s′ = zr, that is, the perturbative term zr forces the system to leave the
sliding surface s = 0 once it has been reached.

The second sliding surface is the plane x3 = 0; see Equation (10). Note that the system
is driven to the sliding surface x3 = 0 if x′3 < 0 when x3 > 0, and if x′3 > 0 when x3 < 0.
In this context, if the control parameter ut is selected as

ut =
x2

(
x3 + 1/

√
ρ
)

x1 + ρ
− γ sign(x3) (29)

with
γ � Zt + c > 0 (30)

where c > 0 is a dimensionless design parameter, then

x′3 = zt − (Zt + c) sign(x3) (31)

In this case, x3 < 0 implies x′3 = zt + Zt + c > 0, x3 > 0 implies x′3 = zt − Zt − c < 0,
while x3 = 0 implies x′3 = zt, that is, the perturbative term zt moves the system away from
the sliding surface x3 = 0 once it has been reached.

Disturbance Modeling

This section gives a brief description of the source of disturbances (or uncertainties)
that will be included in the numerical simulations. The first one is related to the state
measurement. In fact, when applying a state-feedback control law, it is necessary to
verify whether and how measurement errors or low-frequency sampling affect the control
effectiveness. The measured states, denoted as {x̃1, x̃2, x̃3}, are the sum of a true value xi
and a measurement error Xi, that is,

x̃1 = x1 + X1 (32)

x̃2 = x2 + X2 (33)

x̃3 = x3 + X3 (34)

where Xi is a zero-mean random variable with normal distribution and standard devia-
tion σi.

The second source of disturbance is related to the approximation of the signum
function in Equations (26) and (29) with a sigmoid-like function. Note, in fact, that the
change in sign of ur (or ut) each time the system crosses the sliding surface s = 0 (or
x3 = 0) gives rise to a chattering behaviour, which is typical of the sliding mode control.
Such a phenomenon must be mitigated to prevent the switching frequency of the control
signals from being too high and, therefore, not applicable. A viable option is to implement
a pseudo-sliding mode control [26], which consists of smoothing the discontinuity in
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the signum function to obtain an arbitrarily close but continuous approximation. One
possibility is to approximate the signum function with the sigmoid-like function [26]

S = S(x) � x
|x|+ κ

(35)

where κ is an arbitrarily small positive scalar. Note that S(x) → sign(x) as κ → 0. Using
such a pseudo-sliding mode control, however, causes sliding to no longer take place
because the (continuous) control only drives the states to a neighbourhood of the switching
surfaces [26].

Accordingly, introducing the measured states in Equations (26) and (29) and substitut-
ing sign(x) with S(x), the control variables become

ur =
1

(x̃1 + ρ)2 −
(

x̃3 + 1/
√

ρ
)2

x̃1 + ρ
− λ x̃2 − δ S(s̃) (36)

ut =
x̃2

(
x̃3 + 1/

√
ρ
)

x̃1 + ρ
− γ S(x̃3) (37)

where s̃ � x̃2 + λ x̃1. Measurement errors, low-frequency sampling, and the approximation
of the signum function with the sigmoid-like function S are all treated as disturbance
sources. In practice, this situation is equivalent to using ideal sensors and actuators (i.e.,
sensors capable of measuring the actual states with continuity and actuators capable of
adjusting their control signals with continuity) and to perturbing the system with the
following (bounded) disturbance accelerations:

zr =
1

(x1 + ρ)2 − 1

(x̃1 + ρ)2 −
(
x3 + 1/

√
ρ
)2

x1 + ρ
+

(
x̃3 + 1/

√
ρ
)2

x̃1 + ρ
+

− λ (x2 − x̃2)− δ [sign(s)− S(s̃)] (38)

zt =
x2

(
x3 + 1/

√
ρ
)

x1 + ρ
− x̃2

(
x̃3 + 1/

√
ρ
)

x̃1 + ρ
− γ [sign(x3)− S(x̃3)] (39)

4. Case of an Unperturbed System

The control law described by Equations (26) and (29) takes a simpler form in the case
of an unperturbed system, which allows some useful analytical relationships to be found in
such a simplified mission scenario. Accordingly, in this section, we analyze the evolution
of the tracking errors and address the control law design problem with the significant
assumption that Zr = Zt = 0. In this simplified case, Equations (28) and (31) become

s′ = −K sign(s) (40)

x′3 = −c sign(x3) (41)

This means that in the absence of perturbative terms, the value of s (or x3) approaches
zero linearly with respect to τ, and once the sliding surface s = 0 (or x3 = 0) is reached for
the first time, the term s (or x3) remains stationary at zero. When Equations (40) and (41)
are integrated with respect to the dimensionless time τ, one obtains the τ-variations of s
and x3 before reaching the sliding surfaces s = 0 and x3 = 0, respectively. The result is

s(τ) = s0 − sign(s0)K τ (42)

x3(τ) = x30 − sign
(
x30

)
c τ (43)
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where s0 � s(τ0) can be written, according to Equations (18) and (22), as

s0 = x20 + λ x10 ≡ λ (1 − ρ) (44)

while x30 is given by the last of Equation (18) as a function of ρ. Note that {K, c} represent
a sort of approach speed to the two sliding surfaces.

The value of τ at which the system reaches the sliding surface s = 0 (i.e., τ = τs)
or the sliding surface x3 = 0 (i.e., τ = τx3 ) can be expressed in a compact form using
Equations (42) and (43). In fact, enforcing the condition s = 0 in Equation (42) gives

s0 − sign(s0)K τs � 0 (45)

from which

τs �
λ |1 − ρ|

K
(46)

while the condition x3 = 0 in Equation (43) gives

x30 − sign
(
x30

)
c τx3 � 0 (47)

from which

τx3 �
|1 − 1/

√
ρ|

c
(48)

The value of τx3 may be written as a function of τs in a more convenient way by
introducing the dimensionless parameter β > 0 such that

τx3 = β τs (49)

Observing that β is a redundant parameter, it may be used in place of c, which can be
expressed as a function of {K, λ, β, ρ} as

c � K
(
1 − 1/

√
ρ
)

λ β (ρ − 1)
(50)

4.1. The τ-Variation of Tracking Errors and Controls

The τ-variation of the tracking errors is now calculated, thus allowing the expressions
of ur and ut to be determined through Equations (26) and (29) by simply setting δ = K
and γ = c. To that end, the differential equation governing the τ-evolution of x1 is
found by substituting Equations (11) and (22) into Equation (42) and bearing in mind
Equations (44)–(46), viz.

x′1 + λ x1 =

⎧⎨⎩λ (1 − ρ)− sign(1 − ρ)K τ if τ < τs

0 otherwise
(51)

Integrating Equation (51) with respect to τ with the initial condition x1(τ0) = 1 − ρ
(see Equation (18)) gives the τ-variation of x1, that is,

x1(τ)

sign(1 − ρ)
=

⎧⎪⎪⎨⎪⎪⎩
K
λ2

(
1 − e−λ τ − λ τ

)
+ 1 − ρ if τ < τs

K
λ2

(
1 − e−λ τs

)
e−λ (τ−τs) otherwise

(52)
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The τ-variation of x2 is instead obtained by deriving Equation (52) with respect to τ
(see Equation (11)), that is,

x2(τ)

sign(1 − ρ)
=

⎧⎪⎪⎨⎪⎪⎩
K
λ

(
e−λ τ − 1

)
if τ < τs

K
λ

(
e−λ τs − 1

)
e−λ (τ−τs) otherwise

(53)

Finally, the τ-variation of x3 is governed by the differential equation

x′3 =

⎧⎨⎩−c sign(x3) if τ < β τs

0 otherwise
(54)

which must be solved recalling the initial condition x3(τ0) = 1 − 1/
√

ρ (see Equation (18)),
and the result is

x3(τ)

sign
(
1 − 1/

√
ρ
) =

⎧⎨⎩|1 − 1/
√

ρ| − c τ if τ < β τs

0 otherwise
(55)

Note that in the absence of perturbative terms, the maximum values of |x1| and |x3|
occur when τ = τ0, that is,

max(|x1|) = |x10 | ≡ |1 − ρ| (56)

max(|x3|) = |x30 | ≡ |1 − 1/
√

ρ| (57)

while the maximum value of |x2| (which corresponds to the maximum of |vr|) is reached
when τ = τs, viz.

max(|x2|) = K
λ
|e−λ τs − 1| (58)

The dimensionless propulsive acceleration components {ur, ut} in absence of per-
turbative terms are simply obtained by substituting Equations (52), (53), and (55) into
Equations (26) and (29) and setting δ = K and γ = c. Those expressions, which are here
omitted for the sake of conciseness, change according to whether β < 1, β = 1, or β > 1.
In particular, ur exhibits a discontinuity equal to K sign(1 − ρ) when τ = τs, whereas ut
exhibits a discontinuity equal to c sign

(
1 −√

ρ
)

when τ = β τs. Accordingly, if β 
= 1,

the profile of the magnitude u �
√

u2
r + u2

t has two discontinuities (one at τ = τs, the other
at τ = β τs). Otherwise (i.e., when β = 1), the profile of u presents a single discontinuity at
τ = τs.

4.2. Control Parameter Selection

For a given value of ρ, the design of the sliding mode control law amounts to selecting
the values of the triplet {K, λ, β}. The previous expressions allow the flight time and the
total velocity change to be determined and the dimensionless parameters in the control law
to be established, according to arbitrary criteria. More precisely, when the spacecraft orbital
dynamics is unaffected by external disturbances or model uncertainties, the dimensionless
flight time τf and the total velocity change Δv can be calculated with analytical expressions
or graphic plots that only depend on the design parameters {K, λ, β}.

For example, the value of τf can be obtained by assuming that the orbit transfer termi-
nates when the tracking errors x1 and x2 are sufficiently close to zero. To that end, the value
of τf is defined as the instant at which the exponent λ (τ − τs) in Equations (52) and (53)
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satisfies the equality λ (τf − τs) = n, for an assigned value of n ∈ R
+. In this context, using

Equation (46), one obtains

τf = τs +
n
λ
≡ λ |1 − ρ|

K
+

n
λ

(59)

Note that τf can be minimized with respect to λ by enforcing the necessary condition

∂τf

∂λ
= 0 (60)

in Equation (59), from which

λ = λ� �
√

n K
|1 − ρ| (61)

so that, by assuming λ = λ�, the expression of the dimensionless flight time becomes

τf = 2

√
n |1 − ρ|

K
≡ 2 τs|λ=λ� (62)

A suitable value of n may be chosen by evaluating the tracking error x1 at the final
time τ = τf , that is,

x1(τf ) =
e−n (1 − e−n)

n
x10 (63)

Figure 2, which describes the variation of x1(τf )/x10 with n when λ = λ�, shows that
a value of n = 4 (when x1(τf )/x10 � 0.0045) is reasonable from a practical point of view.
In fact, the percentage error in orbital radius, that is, the function

εr �
|r(t f )− r f |

r f
× 100 � 0.45 |1 − ρ|

ρ
(64)

is less than 1% when n = 4 and ρ > 0.310; see Figure 3. Therefore, it is assumed that n = 4
in the rest of the paper.

0 1 2 3 4

0

0.2

0.4

0.6

0.8

1

Figure 2. Variation in x1 f /x10 with n when λ = λ�.
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Figure 3. Percentage error in (final) orbital radius as a function of ρ when n = 4.

According to Equations (61) and (62), the expressions of λ� and τf when n = 4 become

λ� = 2

√
K

|1 − ρ| (65)

τf = 4

√
|1 − ρ|

K
≡ 8

λ�
(66)

Note that Equation (66) relates the flight time τf to the value of λ necessary to minimize
the flight time for fixed values of K and ρ. Such a value of λ is a function of K and ρ, as
described by Equation (65). This means that for given values of ρ and τf , λ can be chosen
by reversing Equation (66), that is, by setting λ = λ� ≡ 8/τf . In this case, the value of K is
related to ρ and λ (or to ρ and τf ) through Equation (65), and Figure 4 shows the variation
in τf with K and ρ.
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Figure 4. Variation in τf with {K, ρ} when λ = λ� and n = 4.

The value of β can be chosen with the aid of another parameter that usually determines
the transfer performance. More precisely, β may be related to the total velocity change Δv
of the transfer, defined as

Δv �
∫ τf

0
u dτ (67)
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Note that β ∈ (0, 2], since β → 0 (or β = 2) means that the sliding surface x3 = 0 is
reached at the beginning (or at the end) of the transfer; see Equations (49) and (62). Figure 5
shows the values of β (referred to as β�) that minimize the total velocity change when
λ = λ�, n = 4, and ρ = {0.723, 1.524} (the same values of ρ that will be used for some
numerical applications of the proposed control law) as a function of K ∈ (0, 1]. In fact, K
corresponds to the magnitude of the discontinuity of ur when τ = τs (see Section 4.1), and a
value of K greater than 1 would imply a discontinuity of |ar| greater than the gravitational
acceleration on the parking orbit. Figure 6, instead, shows the variation in Δv with K when
λ = λ�, n = 4, and β = β�. Note that the function Δv|β=β�(K) exhibits a global minimum.
When ρ = 0.723, such a minimum is reached when K � 0.097 and the corresponding values
of Δv and β� are Δv � 0.357 and β� � 1.368, respectively. If, instead, ρ = 1.524, such
a minimum is reached when K � 0.032 and the corresponding values of Δv and β� are
Δv � 0.324 and β� � 1.242, respectively.
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Figure 5. Variation in β� with K when λ = λ� and n = 4. (a) ρ = 0.723; (b) ρ = 1.524.
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Figure 6. Variation in Δv|β=β� with K when λ = λ� and n = 4. (a) ρ = 0.723; (b) ρ = 1.524.

In essence, the design of the control law only requires the choice of the single param-
eter K. For example, we have already seen that a value of K may be determined using
Equations (65) and (66) by fixing the total flight time τf , or using Figure 6 by looking for
the value of K that minimizes the function Δv|β=β�(K), so that K may be thought of as sort
of trade-off parameter, as discussed in the next section.

5. Numerical Simulations and Mission Application

The proposed control strategy is now used to analyze two classical circle-to-circle inter-
planetary transfers. In particular, the radius of the circular parking orbit is r0 = r⊕ � 1 au,
which is consistent with a spacecraft that leaves the Earth’s sphere of influence using a
parabolic escape trajectory, with the simplifying assumption that the Earth’s heliocentric
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orbit is circular. The radii of the target orbits are r f = {0.723, 1.524} au, so the analyzed
mission scenarios describe simplified ephemeris-free Earth–Venus and Earth–Mars or-
bit transfers.

Bearing in mind Equations (32)–(34), it is assumed that (i) the sensors measure the
states once per day; (ii) σ1 = σ2 = σ3 = 10−4, which means that the measurement error
in {x1, x2, x3} is less than 0.01% with a probability of 68.3%; and (iii) the sigmoid-like
function S = S(x) of Equation (35) is obtained with κ = 10−2. Although the numerical
simulations consider measurement errors, low-frequency sampling, and the approximation
of the signum function with the sigmoid-like function, the parameters used in the control
law can be those found in Section 4.2 thanks to the robustness of the proposed approach.

For example, assume that λ = λ�, n = 4, β = β�, and select K such that Δv|β=β� is
minimized (the corresponding value of K will be referred to as Kv), so that according to
Figure 6, one has Kv � 0.0969 (or Kv � 0.0320) when ρ = 0.723 (or ρ = 1.524). The nu-
merical simulations give a flight time of about 394 days (or 949 days) in the Earth–Venus
(or Earth–Mars) mission scenario. Moreover, Figure 7 shows the corresponding (two-
dimensional) heliocentric trajectories, while Figure 8 shows the time-variations of the
propulsive acceleration components {ar, at}. In particular, each black dot in Figure 8 corre-
sponds to one day (i.e., to the sampling period of the states), while the red lines show the
propulsive acceleration components in case of ideal sensors and actuators (that is, when
only the approximation of the signum function with the sigmoid-like function is taken
into account).
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Figure 7. Transfer trajectories when K = Kv in the two interplanetary mission scenarios. (a) Earth–
Venus case; (b) Earth–Mars case.

A second case considered in the simulations is when the flight time is assigned,
λ = λ� ≡ 8/τf , n = 4, and β = β�. For example, by assuming that the transfer time
coincides with the Hohmann transfer one, the values of τf become

τf = τH � π

√
(1 + ρ)3

8
�

⎧⎨⎩2.512 if ρ = 0.723

4.454 if ρ = 1.524
(68)

which correspond to a flight time of 146 days in the Earth–Venus scenario and to 259 days in
Earth–Mars case. In these cases, by using Equation (66), the values of λ� and K, respectively
referred to as λ�

H and KH , are given by

λ�
H =

8
τH

�
⎧⎨⎩3.185 if ρ = 0.723

1.796 if ρ = 1.524
(69)
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KH = |1 − ρ|
(

λ�
H
2

)2
�

⎧⎨⎩0.702 if ρ = 0.723

0.423 if ρ = 1.524
(70)

while the values of β� are chosen by using Figure 5 to minimize the total velocity change, viz.

β� �
⎧⎨⎩1.234 if ρ = 0.723

1.138 if ρ = 1.524
(71)

In this context, Figure 9 shows the interplanetary transfer trajectories, while Figure 10
collects the time-variations of the propulsive acceleration components {ar, at} for the two
mission scenarios.
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Figure 8. Time-variations of ar and at when K = Kv in two typical interplanetary mission scenarios.
(a) Radial component, Earth–Venus case; (b) transverse component, Earth–Venus case; (c) radial
component, Earth–Mars case; (d) transverse component, Earth–Mars case.

Once the control parameters are selected and the transfer trajectory is obtained, it is
possible to evaluate the time-variation of the magnitude of the propulsive acceleration

vector a �
√

a2
r + a2

t during the transfer. Figure 11 shows the values of a as a function of
time in the four cases previously described. The curves depicted in that figure can be used
to evaluate, a posteriori, the feasibility of the obtained transfer trajectory according to the
actual thruster installed on board. In particular, Figure 11a (or Figure 11b) indicates that the
maximum value of a during an Earth-Venus (or Earth-Mars) transfer with K = Kv is about
0.6 mm/s2 (or 0.25 mm/s2), while Figure 11c (or Figure 11d) shows that the maximum value
of a is roughly 4.2 mm/s2 (or 2.5 mm/s2) for an Earth–Venus (or Earth–Mars) case when
τf = τH . Therefore, if, for example, the installed thruster gives a maximum propulsive
acceleration of 0.3 mm/s2, when K = Kv, one concludes that the transfer trajectory obtained
in the Earth–Mars case can be theoretically flown, while the result in the Earth–Venus

132



Actuators 2023, 12, 444

scenario gives a trajectory that violates the propulsive constraint. In the latter case (that is,
in the Earth–Venus scenario with K = Kv), the designer could suitably change the control
law parameters in order to reduce the maximum value of a reached during the transfer.
For example, when K = 0.03 and β = 1.48, the maximum value of a reduces to about
0.29 mm/s2, while the flight time rises to roughly 1413 days.
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Figure 9. Transfer trajectories when τf = τH in two typical interplanetary mission scenarios. (a) Earth–
Venus case; (b) Earth–Mars case.
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Figure 10. Time-variations of ar and at when τf = τH in two typical interplanetary mission scenarios.
(a) Radial component, Earth–Venus case; (b) transverse component, Earth–Venus case; (c) radial
component, Earth–Mars case; (d) transverse component, Earth–Mars case.
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Figure 11. Time-variations of a in the four test mission scenarios. (a) Earth–Venus case, K = Kv;
(b) Earth–Mars case, K = Kv; (c) Earth–Venus case, τf = τH ; (d) Earth–Mars case, τf = τH .

The previous results may be easily extended to trade-off solutions between the flight
time and the total velocity change necessary to complete the transfer. Recall in fact that,
for a given value of ρ, the flight time is a function of K according to Equation (66), while the
total velocity change depends on K as Figure 6 shows. Therefore, it is possible to plot the
value of Δv|β=β� as a function of τf . The results are shown in Figure 12, where K ranges
within the interval [Kv, 1] and the black squares correspond to the cases in which the flight
time equals the Hohmann transfer time. Figure 12 represents a simple and effective means
to identify reasonable compromise solutions, which are useful in a preliminary analysis of
the trajectory design.
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Figure 12. Trade-off solution between flight time and total velocity change in two typical interplane-
tary mission scenarios. (a) Earth–Venus case; (b) Earth–Mars case.
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6. Conclusions

In this paper, we have investigated the capabilities of a sliding mode control technique
of rapidly generating a possible trajectory for a spacecraft in a typical circle-to-circle orbit
transfer mission scenario. Such a control strategy, which is a robust technique usually used
for controlling nonlinear systems affected by disturbances, has been employed here to
obtain simple mathematical relations and graphs that allow the designer to estimate the
(possible) transfer trajectory characteristics as a function of few tuning parameters.

The proposed approach has shown to be effective even in the presence of bounded
disturbances due to measurement errors and low-frequency sampling. It may be effectively
employed in an early phase of trajectory planning, that is, just before the usual refinement
phase that provides the nominal spacecraft trajectory to be tracked during the transfer.
In particular, the discussed approach has the scope of reducing the complexity of the
mathematical model and the computational cost required to obtain a possible solution to
the transfer problem. However, rather strong simplifying assumptions have been adopted,
such as the use of a sort of ideal thruster with a freely steerable thrust vector, or the
definition of the error in terms of the desired states. A more accurate estimate of the actual
propulsive acceleration profile can be obtained by relaxing some of those assumption. This
aspect represents the natural extension of this work.
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Notation

a propulsive acceleration magnitude (mm/s2)

ar radial component of the propulsive acceleration (mm/s2)

at transverse component of the propulsive acceleration (mm/s2)

c speed of approach to x3 = 0 when Zt = 0
dr radial component of the disturbance acceleration (mm/s2)

Dr maximum of |dr|, (mm/s2)

dt transverse disturbance acceleration, (mm/s2)

Dt maximum of |dt| (mm/s2)

K speed of approach to s = 0 when Zr = 0
KH value of K corresponding to τf = τH
Kv value of K that minimizes the total velocity change
n dimensionless positive parameter; see Equation (59)
P primary body center of mass
r orbital radius (au)
s linear combination of {x1, x2}; see Equation (22)
S spacecraft center of mass
S sigmoid-like function; see Equation (35)
t time (days)
u magnitude of command signal
ur dimensionless value of ar
ut dimensionless value of at
vr radial velocity component (km/s)
vt transverse velocity component (km/s)
X normally distributed random number
{x1, x2, x3} dimensionless tracking errors along {r, vr, vt}
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zr dimensionless radial component of the disturbance acceleration
Zr maximum magnitude of zr
zt dimensionless transverse component of the disturbance acceleration
Zt maximum magnitude of zt
αt thrust angle (rad)
β ratio of τx3 to τs
δ auxiliary parameter; see Equation (27)
Δv dimensionless velocity change
γ auxiliary parameter; see Equation (30)
εr percentage error in orbital radius
θ polar angle (rad)
λ convergence rate of x1 and x2
λ�

H value of λ� corresponding to τf = τH
μ primary body gravitational parameter (km3/s2)

ρ ratio of r f to r0
σ specific standard deviation
τ dimensionless time
τH dimensionless Hohmann transfer time
τs time to reach the condition s = 0
τx3 time to reach the condition x3 = 0
Subscripts
0 initial
f final
Superscripts
· derivative with respect to t
′ derivative with respect to τ

� design value
∼ measured
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Abstract: With the evolution of the aerospace industry, structures have become larger and more
complex. These structures exhibit significant characteristics such as extensive flexibility, low natural
frequencies, numerous modes, and minimal structural damping. Without implementing vibration
control measures, the risk of premature structural fatigue failure becomes imminent. In present times,
the installation of inertial actuators and control signal acquisition units typically requires independent
setups, which can be cumbersome for practical engineering purposes. To address this issue, this
study introduces a novel approach: an independent control unit combining a loudspeaker-based
inertial actuator (LBIA) with an integrated piezoelectric ceramic sensor. This unit enables autonomous
vibration control, offering the advantages of ease of use, low cost, and lightweight construction. Ex-
perimental verification was performed to assess the mechanical properties of the LBIA. Additionally, a
mathematical model for the LBIA with an integrated piezoelectric ceramic sensor was developed, and
its efficacy as a control unit for thin plate structure vibration control was experimentally validated,
showing close agreement with numerical results. Furthermore, the LBIA’s benefits as an actuator for
low-frequency mode control were verified through experiments using external sensors. To further
enhance control effectiveness, a mathematical model of the strain differential feedback controller
based on multi-bandpass filtering velocity improvement was established and validated through
experiments on the clamp–clamp thin plate structure. The experimental results demonstrate that
the designed LBIA effectively reduces vibration in low-frequency bands, achieving vibration energy
suppression of up to 12.3 dB and 23.6 dB for the first and second modes, respectively. Moreover, the
LBIA completely suppresses the vibration of the fourth mode. Additionally, the improved control
algorithm, employing bandpass filtering, enhances the effectiveness of the LBIA-integrated sensor,
enabling accurate multimodal damping control of the structure’s vibrations for specified modes.

Keywords: active vibration control; loudspeaker-based inertial actuator; feedback control

1. Introduction

Vibration presents substantial challenges in aerospace engineering, as it embodies
unwanted energy that can trigger aeroelastic instability, particularly flutter. Additionally,
aircraft vibration can induce fatigue, generate excessive noise, and cause discomfort for
passengers and crew. Consequently, it becomes imperative to implement efficient vibration
control methods to ensure both structural integrity and overall vehicle safety. Among the
various vibration control strategies, passive control usually uses dynamic vibration ab-
sorbers (DVAs), which are extensively employed for controlling structural vibrations [1–5].
However, one drawback of DVAs is their limited effectiveness in attenuating vibrations at
multiple resonance frequencies. Significant advancements have been achieved by imple-
menting inertial actuators (or proof mass actuators) [6,7], resulting in improved reduction
of vibrations across multiple resonance frequencies [8]. These actuators exhibit enhanced
adaptability to changes in controlled structural parameters, making them suitable for
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a wide range of operating conditions including low-frequency scenarios where precise
vibration control is required. Over the past two decades, inertial actuators have found
extensive use as vibration and structural sound suppression devices, demonstrating their
high effectiveness in reducing vibrations during bridge construction [9] and minimizing
noise levels in aircraft cabins, thereby enhancing safety and passenger comfort [10,11].

To date, many active vibration control (AVC) strategies have utilized a centralized
architecture based on negative velocity feedback, which allows for precise damping of
structural vibrations [12–15]. However, as the control system expands, potential issues
may arise, particularly in cases of sensor failure, which can result in a complete system
breakdown. In contrast, a totally decentralized control strategy allows each control unit
to operate independently, also known as self-sufficient controllers [16,17]. In this strategy,
inertial actuators and accelerometers are employed, with their signals processed by a
time integrator to serve as control units in active control systems, enabling precise control
over structural vibrations. To ensure system stability, it is crucial to align the sensors and
actuators perfectly during application. However, this method often presents imperfect
alignment control during installation [18]. If the inertial actuator and sensor are designed
as a monolithic structure, perfect alignment of the system can be ensured and the stability
of the system is theoretically guaranteed [19].

On the other hand, the distributed control strategy in vibration control systems often
necessitates complex alignment of each control unit [20,21]. A massive number of sensors
and actuators need to be installed and the operation is very complex [22]. Meanwhile, com-
mercially available velocity sensors currently suffer from drawbacks such as their large size,
high cost, and inconvenient usage [23]. Additionally, displacement sensors or acceleration
sensors require corresponding circuitry to convert their outputs into velocity signals. To
overcome the drawback of complex alignment, a novel solution has been developed: a
self-sufficient control unit [17]. This innovative device enables precise alignment control
and integrates a compact, portable velocity sensor directly into the control unit, eliminating
the need for external circuit modules. It combines the basic elements of a control unit,
containing a velocity sensor for vibration detection and an actuator driven by a control
signal.

Apart from the design of the inertial actuators, selecting an appropriate active control
algorithm is crucial to improve control efficiency. One rather appealing solution for the
active control of broadband vibration is using self-contained control units with direct
velocity feedback (DVBF) laws implemented through velocity sensors and collocated
inertial actuator pairs. These control units are achieved by employing a velocity sensor or
an accelerometer processed by an external integrated circuit and a parallel inertial actuator
pair, eliminating the need for an external support to react off; thus, the control unit is simple
to mount on the structure to be controlled [24].

Earlier work focused on implementing a decentralized array of DVBF control units with
the ability to adjust the feedback gain to reduce the structure’s vibration significantly [25]. Addi-
tionally, Zilletti et al. [26] demonstrated that maximizing power absorption is equivalent to
minimizing the kinetic energy if the primary structure is an SDOF structure. By increasing
the feedback gain, the peak resonance frequency of the SDOF system decreases due to the
active damping effect. However, the dynamic behavior of the inertial actuator leads to
overflow at its resonant frequency, making the system unstable as the feedback gain ap-
proaches the maximum steady-state gain. To solve this problem, the optimal feedback gain
of the vibration control board can be achieved by maximizing the power absorption [27,28].
Moreover, the margin of feedback gain can be further improved by phase compensation of
inertial actuators or other control algorithms, thus enhancing the stability of the system.

Among these control algorithms, positive position feedback (PPF) stands out as a
second-order low-pass filter widely used in structural vibration control due to its simplic-
ity, robustness, and effectiveness in addressing high-frequency signal saturation [29–32].
Notably, Fanson and Caughey first proposed the PPF control technique; PPF is insensitive
to the uncertainty of the structure’s natural damping ratio, providing stable and reliable
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vibration control [33–35]. The term “positive position” refers to feeding position measure-
ments into the compensator in a positive manner and positively feeding position signals
from the compensator back to the structure [3]. This characteristic makes this algorithm
well-suited for collocated actuator/sensor pairs [36–38]. Previous research by Friswell
and Inman proposed PPF control as an output feedback controller, using optimal control
technology to address the instability problem caused by not considering mode overflow
in the SDOF system. The effectiveness of this method was verified using centralized and
distributed control architectures [39]. Similarly, Sim and Lee used an accelerated feedback
(AFC) strategy employing second-order filters, also known as resonant controllers, to target
desired modes of multi-degree-of-freedom systems [40,41]. Zhao et al. studied the applica-
tion of a nonlinear positive position feedback controller with Duffing oscillator and derived
the closed expression of optimal control parameters [42]. As a result, the low-pass filter as
a PPF controller has been shown to work well for signal or multimodal control [43].

However, using multiple low-pass filters as PPF controllers to control multimodal
vibrations may lead to phase overlap and potential multimodal control problems. The
combined action of multiple PPF controllers affects the overall phase response of the
system, making it challenging to control multiple modes simultaneously. Furthermore,
incorrect placement of the second PPF controller may interfere with the operation of the
first one, rendering it ineffective [44]. To enhance the control stability of the inertial actuator
under the DVBF method, this study adopts a bandpass filter based on the second-order
compensator principle proposed by Rohlfing [14]. The objective is to address the problem
and improve the traditional DVBF stability. By adjusting the center frequency and damping
of each bandpass filter, precise control of different modes can be achieved; then, overall
system stability can be improved. This method offers a promising solution for improving
phase-related issues and enhancing the effectiveness of multimodal control in vibration
reduction.

The rest of this study is structured as follows. In Section 2, the designed loudspeaker-
based inertial actuator with an integrated piezoelectric sensor will be described and experi-
mentally verified. Section 3 presents the control performances of the proposed LBIA by
using the DVBF approach for thin plate structures. In addition, the piezoelectric sensor
model of the integrated control unit is established. In Section 4, a parallel connection
of multiple bandpass filters is used as a controller to improve the control performance
based on the proposed LBIA; then, the corresponding experimental results are presented.
Section 5 concludes with a discussion and summary of the relevant research results and
experimental conclusions.

2. LBIA with Integrated Piezoelectric Sensor Configuration and Performance

2.1. LBIA with Integrated Piezoelectric Sensor Design

The inertial actuator consists of several essential components, such as an electromag-
netic coil, permanent magnet, elastic element, and base. Its operation relies on supplying
power to the electromagnetic induction coil, which induces specific and regular changes
in the surrounding magnetic field. As a result, the Lorentz force is generated, propelling
the reciprocal motion of the actuator and permanent magnet. With these fundamental
principles and components in mind, it becomes apparent that the loudspeaker principle
seamlessly aligns with the inertial actuator. Therefore, it is possible to modify a loudspeaker
as an inertial actuator, as depicted in Figure 1.

The loudspeaker employed in this design is a moving-coil loudspeaker, commonly
referred to as an electric loudspeaker. Upon inputting the control signal to the loudspeaker,
the resulting Lorentz force propels the paper cone to reciprocate, thereby generating the
desired control force. To optimize the effectiveness of the control force, the surface of the
paper cone is connected to a natural rubber base using neutral silicone rubber. This rubber
support base enhances the overall actuator performance and improves passive control
effects. Neutral silicone rubber possesses favorable characteristics such as lower damping,
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reduced energy absorption, and efficient transfer of the control force, making it an ideal
material choice for the base.

Figure 1. Configuration design of loudspeaker–sensor integrated actuator.

Furthermore, it is essential to highlight that Figure 1 illustrates the utilization of a
thin-film piezoelectric ceramic sensor with a small volume and electrodes positioned on its
surface. To ensure accurate measurement and prevent contact with the sensor’s electrode
surface, a ring-shaped support base is employed, facilitating the integrated design of the
sensor and actuator. This configuration allows the applied force to be transmitted to the
vibrating structure’s surface through the ring shape, approximating the force as a point
force based on findings from [40]. This feature makes it well-suited for active vibration
control.

A photograph of the proposed LBIA is presented in Figure 2. The mechanical and
electrical parameters of the LBIA are listed in Table 1. Notice that the proposed LBIA also
integrates a piezoelectric sensor, resulting in an integrated control unit. This integration
greatly improves installation efficiency and reduces the occurrence of poor stability due to
alignment errors.

Figure 2. LBIA with integrated piezoelectric sensor: (a) before assembly; (b) partial assembly; (c) after
assembly; (d) sensor.
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Table 1. Performance of the inertial actuator (LBIA).

Parameter Notation Value Unit

Proof mass Ma 0.0236 kg
Base support mass Mb 0.0088 kg
Suspension stiffness Ka 2800 N/m
Suspension damping coefficient Ca 0.2 Ns/m
Natural frequency ωn 55 Hz
Damping ratio ξ 5.2252
Voice coil coefficient Bl 0.018 N/A
Coil resistance Re 4 Ω
Coil inductance Le 88.1 × 10−5 H

2.2. Dynamic Model for LBIA

This subsection focuses on describing the dynamic characteristics of the LBIA itself.
Since the loudspeaker is an electromechanical coupling system, a corresponding dynamic
model can be established based on this, and the specific schematic diagram is shown in
Figure 3.

Figure 3. The electromechanical schematic for LBIA with integrated piezoelectric sensor.

The loudspeaker itself outputs volume velocity, which excites the mass block of the
supporting base. Additionally, considering the mechanical characteristics of the actuator on
the main structure, a coupling dynamic model between the inertial actuator and the main
structure is established. This model can be considered a mass-spring-damping system, as
shown in Figure 3. The dynamic model can be expressed as follows:

Maẍa + Ca(ẋa − ẋs) + Ka(xa − xs) = Bl · I = FB (1)

Uin = B(ẋa − ẋs) + Re I + Le İ (2)

where Uin is the input voltage of the inertial actuator, and xa and xs are the displacement of
the proof mass and base support of the inertial actuator, respectively.

The controlling force (inertial force) output of the inertial actuator is

Fc = Bl · I − Caẋa − Kaxa (3)

In the state-space domain way, the actuator dynamics from Equations (1)–(3) can be
rearranged as {

ẋ = Ax + BUin

Fc = Cx + DUin
(4)

where the output Fc is the control force vector generated by the actuators. In the voltage-
driven configuration, the state of the system is completely defined by both differential
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equations in Equations (1) and (2). Therefore, the state vector includes the current as
xT =

[
x ẋ I

]
.

The state matrices are, respectively,

A =

⎡⎢⎢⎢⎢⎢⎢⎣
0 1 0

− Ka

Ma
− Ca

Ma

B
Ma

0 − B
Le

Re

Le

⎤⎥⎥⎥⎥⎥⎥⎦, B =

⎡⎢⎢⎢⎢⎣
0

0

1
Le

⎤⎥⎥⎥⎥⎦, C =

⎡⎢⎢⎣
−Ka

−Ca

B

⎤⎥⎥⎦
T

, D = 0 (5)

According to the state space method, the transfer function of the input voltage to the
output force of the inertial actuator can be obtained as follows:

Ta(ω) =
Fc(ω)

Uin(ω)
= C(jωE − A)−1B (6)

Equation (6) reflects the relationship between the input signal and the output force of
the actuator. Based on Equation (6), the mechanical characteristics of the actuator can be
solved, which provides a reference for the selection of the active control algorithm.

2.3. LBIA Performance Test

To obtain the mechanical performance of the proposed LBIA, the actuator’s output
characteristics were tested to study the variation in output force and the effective working
frequency range. Based on this, a test platform was constructed, as depicted in Figure 4.

Figure 4. Picture of the experimental setup for measuring mechanical performance of LBIA with
integrated piezoelectric sensor.
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Figure 4 shows the experimental setup for measuring the mechanical performance
of the inertial actuator. The experimental measurements focused on establishing the
relationship between the amplitude of the LBIA with the integrated piezoelectric sensor
input signal and the input force. To evaluate the mechanical performance, a YD-186
accelerometer from Sinocera Piezotronics Inc. (Yangzhou, China) (with a weight of 30 g
and sensitivity of 10.2 mv/(ms−2)) was installed on the proof mass and base support of
the LBIA with an integrated piezoelectric sensor to measure its acceleration. The COINV
dynamic signal analyzer (Beijing, China) (which has 24 channels but only uses the first two
channels) was used to obtain its frequency response function. The mechanical properties of
the inertial actuator can then be determined.

Importantly, the negligible mass (approximately 0.1 g) of the piezoelectric ceramic
sensor allows us to disregard it; thus, it was not installed during the tests, as shown in
Figure 4. However, the mass of the accelerometer cannot be disregarded for the LBIA. The
output characteristics can be expressed as

Ta =
Fc

Uin
=

Maaa

Uin
s.t.vs = 0 (7)

During the variable amplitude output force response test, a range of sinusoidal signals
with frequencies of 155 Hz and varying amplitudes were employed. The selected test
signal had an input voltage from 50 mV to 350 mV, with test points recorded at 50 mV
intervals. By utilizing Newton’s second law, the acceleration signals accurately portrayed
the mechanical performance of the actuator. The experimental results are presented in
Figure 5.

Figure 5. Output force test results at different input amplitude signals.

The test results show that at 155 Hz, the output force of the inertial actuator is accurate
and free from distortion, aligning with the first mode of the controlled structure shown
in Figure 5. Additionally, the output force of the inertial actuator shows a proportional
increase in relation to the input amplitude, illustrating an approximate linear relationship
with a goodness of fit value of 0.94.

For the variable frequency output force response test, a sinusoidal signal ranging from
10 Hz to 1000 Hz with an amplitude of 100 mV was utilized. Figure 6 illustrates that the
natural frequency of LBIA is 30 Hz due to the accelerometer mass. Notably, the inertial
actuator’s output control force remains relatively stable in both magnitude and phase when
the frequency exceeds the natural frequency. In this frequency band, the inertial actuator
effectively functions as an exciter, producing an ideal point force output. Additionally, the
frequency response test results of the actuator align closely with the transfer function of the
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theoretical model. The bearing shape and output force characteristics were also verified
in [45].

Figure 6. Output force test results at different frequencies.

From Figures 5 and 6, it can be found that the proposed LBIA offers several advantages:

• The whole configuration adopts an integrated design that is easy to disassemble, and
because of the alignment design, the control system is stable;

• The speaker, serving as the actuator, produces sound vibrations characterized by low
distortion and high fidelity. Its flat frequency response enables clear resolution and
accurate reproduction of audio signals across a wide frequency range, from low to
high;

• The rubber structure is used as the support structure, the structural damping is small,
and the output control force can be effective.

This section demonstrates the establishment of an accurate dynamic model for the
LBIA, offering valuable insights into its mechanical performance. Moreover, it serves as a
foundational basis for further research on control algorithms.

3. Control Performance of LBIA with Integrated Piezoelectric Sensor by Using Strain
Differential Feedback (SDF) Approach

In this section, our focus is to discuss the effectiveness of the integrated design as a
control unit for thin plate structures. To demonstrate this, we utilize the strain differential
feedback (SDF) approach based on the integrated piezoelectric ceramic sensor.

Figure 7 illustrates the behavior of the piezoelectric ceramic sensor under the influence
of a stress field. When the sensor senses structural vibrations, it generates the corresponding
induced electricity. According to [46], the induced charge generated by piezoelectric ceramic
sensors can be described by Equation (8) as follows:

Qe =
h
2

e
∫ 2π

0

∫ R

0

(
∂2w(r, θ, t)

∂r2 +
1
r

∂w(r, θ, t)
∂r

+
1
r2

∂2w(r, θ, t)
∂θ2

)
r dr dθ

f or

{
r =

√
(x − x0)2 + (y − y0)2

θ = atan2(y − y0, x − x0)

(8)

where w(r, θ, t) is the polar coordinate form of displacement of the thin plate, e is the
piezoelectric strain constant of the sensor, R is the radius of the selected circular piezoelectric
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ceramic sensor, and x0 and y0 represent the central position of the piezoelectric ceramic
sensor.

As depicted in Figure 7, the sensor generates a charge signal in response. This sig-
nal can be perceived as a voltage source connected in series with the capacitor. Once
connected to a signal conditioning circuit—specifically, a current amplifier—the output
signal undergoes conversion into a current signal. Reference [47] provides insights into the
understanding of this process from both physical and mathematical perspectives, assuming
the piezoelectric strain constant and alignment with the Y-axis. Essentially, it involves
differentiating Equation (8) once. The current output of piezoelectric ceramics is expressed
as follows:

Ie =
dQe

dt
=

h
2

e
2π∫
0

R∫
0

(
∂2v(r, θ)

∂r2 +
1
r

∂v(r, θ)

∂r
+

1
r2

∂2v(r, θ)

∂θ2

)
rdrdθ (9)

Equation (9) can be expressed as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v(r, θ) =
m

∑
k=1

φkΦk(r, θ) = ΦTφ

Ie =
h
2

e
∫ 2π

0

∫ R

0

(
m

∑
k=1

φk
∂2Φk(r, θ)

∂r2 +
m

∑
k=1

1
r

φk
∂Φk(r, θ)

∂r
+

m

∑
k=1

1
r2 φk

∂2Φk(r, θ)

∂θ2

)
rdrdθ

(10)

where Φk(r, θ) and φk represent the mth structural modal shape and modal velocity, respec-
tively. The modal index of the structure on the x and y axes is represented by k =

(
mx, my

)
,

respectively.

Figure 7. Schematic diagram of piezoelectric ceramic sensor.

146



Actuators 2023, 12, 390

Equation (10) can be further simplified to matrix form:

Ie = Pφ (11)

Pk =
h
2

e
2π∫
0

R∫
0

(
m

∑
k=1

∂2Φk(r, θ)

∂r2 +
m

∑
k=1

1
r

∂Φk(r, θ)

∂r
+

m

∑
k=1

1
r2

∂2Φk(r, θ)

∂θ2

)
rdrdθ (12)

The output voltage of the sensor is determined under the assumption that the current
amplifier operates ideally with infinite internal resistance:

Uin = R f Q̇e = R f Ie = R f Pφ (13)

where R f is the amplifier constant.
The combination model of the piezoelectric ceramic sensor and the inertial actuator

can be obtained by utilizing the mathematical model of the piezoelectric ceramic sensor
and the dynamic model of the inertial actuator:[

Ma

(
jωRe − ω2Le

)
+ Ca(jωLe + Re) + Ka

(
Le +

Re

jω

)
+ (Bl)2

]
· ẋa

= Uin ·
(

Bl
(

R f Γ + Bl
)
+ Ca(jωLe + Re) + Ka

(
Le +

Re
jω

))
R f Γ

(14)

where Γ is a direct multiple relationship between the current I and the velocity ẋs, which is
expressed as Γ = Pφ/ẋs.

Finally, the control situation of the actuator and piezoelectric ceramic sensor is ex-
pressed as a transfer function:

TSDF(ω) =
ẋa

Uin
=

(
Bl
(

R f Γ + Bl
)
+ Ca(jωLe + Re) + Ka

(
Le +

Re
jω

))
R f Γ

[
Ma(jωRe − ω2Le) + Ca(jωLe + Re) + Ka

(
Le +

Re
jω

)
+ (Bl)2

] (15)

Meanwhile, Figure 8b experimentally illustrates the Nyquist diagram of the open-loop
transfer function testing before and after signal conditioning of the sensor in the LBIA. The
diagram demonstrates the sensor’s ability to convert its charge (displacement signal) into
current (velocity signal) after signal conditioning. Notably, it can be seen from Figure 8a
that effective vibration control is achieved when the phase detection indicates that the first
and second modes are close to 0 degrees.

Additionally, the fourth mode also exhibits a discernible control effect, as observed in
the phase analysis. Moreover, conditioning the signal is accompanied by a 90-degree phase
change, resulting from the charge signal transforming into a current signal through the
conditioning circuit. It can be described as a differential process, and its specific derivation
process is given by Equation (9). Based on this process, the active vibration control based
on it can be referred to as strain differential feedback (SDF) control. In conclusion, this
analysis provides valuable support for subsequent experiments.

Figure 9 depicts the experimental setup, comprising a thin aluminum plate as the
subject of investigation. The geometrical and physical properties of the plate are summa-
rized in Table 2. To stimulate the structure, a sinusoidal scanning signal, generated by the
commercial inertial actuator (DAEX58FP electrodynamic exciter, Nikon, Tokyo, Japan), is
used for excitation in a frequency range of 10 Hz to 800 Hz. The vibration signal is collected
by a piezoelectric ceramic sensor integrated with LBIA and then passed through the power
amplifier to form a closed-loop control system. To ensure a more realistic case study, the
primary excitation positions on the board were deliberately chosen to avoid the node lines
associated with the previous modes of the structure. The selected position

(
xp, yp

)
for the

primary source was set at (125 mm, 65 mm). By adopting this approach, the lower-order
modes are excited, allowing us to observe the effect of active control on their vibration
modes. Similarly, to avoid the node line position, an LBIA with an integrated piezoelectric
ceramic sensor is installed at (xc, yc) = (120 mm, 160 mm).
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The experiment described in this paper involved collecting vibration energy signals at
the same location as LBIA. Specifically, the vibration energy point of the measuring point is
on the opposite side of the same-positioned thin plate as LBIA. These signals were obtained
using a high-precision laser vibrometer (Polytec IVS-500, Karlsruhe, Germany). In addition
to this, an accelerometer sensor was included in Figure 9 to observe vibrations at different
positions. This served as a backup measure in case of laser vibrometer failure, ensuring the
test’s success when integrated with the LBIA design that incorporates piezoelectric sensors.

Figure 8. Open loop experiment diagram of integrated sensor in LBIA: (a) Bode diagram; (b) Nyquist
diagram.
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Figure 9. DVBF experiment of LBIA: (a) DVBF based on LBIA with integrated sensor; (b) DVBF
based on accelerometer; (c) DVBF based on accelerometer.

Table 2. Geometry and physical parameters of the plate.

Parameter Numerical Value Unit

Planar dimensions lx × ly = 440 × 340 mm
Thickness h = 3 mm
Young’s modulus E = 7 × 1010 N/m2

Poisson ratio ν = 0.33
Density ρ = 2700 kg/m3

The LBIA, as shown in Figure 2, is equipped with integrated sensors that facilitate
autonomous signal acquisition and output control. Moreover, the open-loop transfer
function for LBIA with integrated piezoelectric sensors has been tested, as demonstrated in
Figure 8.

From Figure 10a, it can be observed that the integrated design of LBIA proves effective
in actively controlling the thin plate structure. The vibration energy in the first and second
modes reduces by 8.1 dB and 7.3 dB, respectively. There is also some suppression in the
fourth mode.

To provide a more accurate assessment of LBIA’s control performance, the control
performances for LBIA using DVBF with different external sensors (such as a collocated ac-
celerometer and non-collocated laser vibrometer) are also presented in this study. Figure 9b
illustrates the placement of the accelerometer sensor on the sheet’s back, aligned with the
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LBIA. Notably, the signal from the accelerometer sensor requires filtering through the signal
conditioning instrument before being processed by the time integrator, which converts
it into a velocity signal. This step completes the experimental setup for direct velocity
feedback. Additionally, as shown in Figure 9c, the laser vibrometer’s test point is located at
the same position as the accelerometer sensor. The laser vibrometer directly collects the
velocity signal of the vibration structure as the control signal, offering high acquisition
accuracy without requiring any additional signal processing circuit. As a result, the LBIA’s
control effect on the structure can be more precisely evaluated.

Figure 10. Control performance of LBIA with integrated sensor by using SDF approach: (a) calculation
result; (b) experiment result.

Figure 11 demonstrates the control effect of the LBIA by illustrating the vibration
energy of the system before and after implementing the control measures. Both the contact
sensor and the non-contact sensor, utilizing negative velocity feedback, are employed in
these measures. The LBIA significantly reduces vibration energy in the first and second
modes, with reductions of 10.1 dB and 18.6 dB (contact sensor), and 12.3 dB and 23.6 dB
(non-contact sensor), respectively. The use of high-precision non-contact sensors, such
as a laser vibrometer, has demonstrated a positive control effect, which aligns with the
numerical results. However, it is important to note that the integrated sensor design of the
LBIA proves effective in active control but falls short in comparison to external sensors.
The disparity arises mainly due to the piezoelectric ceramic sensor’s sensitivity to the
external environment, leading to interference signals that adversely affect control stability.
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Despite this limitation, the low cost of the sensor (about USD 0.153) makes it a promising
candidate for further research and suitable for large-scale vibration control in the industry.
Consequently, the following section aims to enhance the control unit’s effectiveness through
multiple parallel bandpass filters.

Figure 11. The effect diagram of control by DVBF: (a) accelerometer (contact sensor); (b) laser
vibrometer (non-contact sensor).
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4. Enhancing the Strain Differential Feedback Algorithm through Bandpass Filtering

4.1. Control Principle and Control Effect Simulation

To further improve the control performance of the proposed LBIA with an integrated
piezoelectric sensor, the feedback control algorithm of the bandpass filter utilizes the strain
differential signal (velocity signal) obtained from the LBIA with the integrated piezoelectric
sensor as input. It enhances the damping of the controlled modes by employing multiple
parallel bandpass filters, thereby facilitating active control of the multiple modes. Figure 12
depicts the control principal diagram of this algorithm.

Figure 12. Schematic diagram of DVBF algorithm improved by bandpass filtering.

The LBIA employs an integrated piezoelectric ceramic sensor as the feedback mech-
anism. When the controlled structure is stimulated by Fp, the feedback sensor collects
its vibration velocity signal. Subsequently, this signal is fed into an N-branch parallel
bandpass filter, where it undergoes integration through an adder. Finally, the signal is sent
to the LBIA via a power amplifier to generate the corresponding controlling force Fc, thus
achieving closed-loop active control. Importantly, each bandpass filter’s natural frequency,
damping ratio, and gain can be independently adjusted to suit specific requirements. The
controller described is a parallel N-branch bandpass filter, and its output signal represents
the summation of the basic velocity output from each branch bandpass filter, which can be
expressed using the following Equation (16):

Uin = Gain ·
N

∑
i=1

GBPi (s)ẋ = Gain · ẋ
N

∑
i=1

giωis
s2 + 2ξiωis + ωi

2

= Gain · ẋ
N

∑
i=1

giωi
−ω2 + 2ξiωis + ωi

2

(16)

where gi, ξi, and ωi represent the velocity feedback gain, damping ratio, and natural
frequency of the nth branch bandpass filters, respectively. Gain refers to the amplification
gain of a power amplifier.
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According to Equations (1) and (2), we can derive the velocity transfer function of the
inertial actuator after passing through N-branches:

TBP(ω) =
ẋa

ẋs
=

[
Gain · ω2 Bl

jωLe + Re
·

N

∑
i=1

giωi
ω2 − 2ξiωis − ωi

2 +

jω

(
(Bl)2

jωLe + Re
+ Ca

)
+ Ka

]/[
−ω2Ma + jω

(
(Bl)2

jωLe + Re
+ Ca

)
+ Ka

] (17)

The velocity transfer in Equation (17) will be utilized to assess the multimodal control
effect of the proposed controller combined with LBIA with integrated piezoelectric sensor,
thereby providing theoretical calculation support for subsequent experiments.

4.2. Experiment Setup and Results

The primary objective of this experiment is to enhance the control effect of the LBIA
with an integrated piezoelectric sensor by incorporating a low-cost, second-order bandpass
filter, specifically designed using UAF42 (by Burr-Brown Inc., Tucson, AZ, USA). Figure 13
illustrates the schematic diagram of this specific bandpass filter.

Figure 13. Diagram of a bandpass filter with reverse amplification function.

According to Figure 13, to facilitate the parameter adjustment in the experimental
setup, RG is set to a fixed value of 50 kΩ. The equation for adjusting the natural frequency,
gain, and damping ratio of the bandpass filter designed based on UAF42 is derived as
follows:

gBP =
25

RQ + 25
(18)

ωn =
109

2π

√
1

(RF1 · RF2)
(19)

ξn =
1

2 · Q
=

√
RF2

RF1
· RQ

2RQ + RG
(20)

where Q is the quality factor, which should be noted as inversely proportional to the
passband gain. It is important to acknowledge that the Q value and the passband gain gBP
cannot be simultaneously maximized. When adjusting the setting, a certain balance must
be achieved between the two.
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After establishing the controller model, it is necessary to conduct further testing
to evaluate the actual control effect of the LBIA with an integrated piezoelectric sensor
combined with a bandpass filter. To accomplish this, the focus of the study is placed on a
thin plate as the research object. A dedicated experimental platform is built, as illustrated in
Figure 14. This experiment serves as an extension of the previous experiments. The position
arrangement is the same as in the previous experiment but different control algorithms
are used.

Figure 14. Experimental setup for bandpass filter velocity feedback control for a clamped–clamped
thin plate using the LBIA.

To observe changes in the vibration energy of the controlled system, accelerometer
sensors and a laser vibrometer are installed. Additionally, data acquisition and analysis
software are configured for analyzing the experimental data. In this system, an integrated
piezoelectric ceramic sensor is used to detect the vibration signal of the thin plate. The
detected signal is then transmitted to three parallel bandpass filters. The output signals
of these filters are combined using a three-way adder, and the resulting control signal is
sent to the power amplifier to drive the inertial actuator for vibration suppression. This
configuration forms a closed-loop control system.

Before conducting the experiment, it is essential to assess the characteristics of the
multimodal controller based on multi-branch parallel features. This evaluation will pave
the way for subsequent experiments. During the test, a sinusoidal signal sweeping from 0
to 800 Hz is passed through a dynamic analyzer equipped with three parallel bandpass
filters.

Importantly, based on the theory and prior experiments mentioned above, the LBIA is
capable of effectively controlling the first two and fourth modes from this control position.
As a result, we can accurately predict the natural frequency of the bandpass filter using
Equation (19). The calculated natural frequencies for the three bandpass filters are set to
156.25 Hz, 278.75 Hz, and 476.25 Hz, corresponding to the first two modes and the fourth
mode of the thin plate structure. Additionally, the damping ratios for the filters are set to
0.12, 0.09, and 0.0625, respectively. Figure 15 shows the theoretical and experimental results
of the velocity transfer functions of three parallel bandpass filters.

154



Actuators 2023, 12, 390

Figure 15. The velocity transfer function test diagram of bandpass filter is also combined.

According to Figure 15, the theoretical calculation of the bandpass filter is basically
consistent with the experimental results. However, an interesting observation was made
regarding a phase jump in the bandpass filter before reaching the third natural frequency
of the control. Specifically, the phase first decays to −180 degrees and then rapidly jumps
to approximately +180 degrees. This phase jump is a result of the relative positions of the
poles and zeros of the filter. As the signal approaches the third-order operating frequency,
the phase of the poles and zeros undergoes changes, leading to the occurrence of this phase
jump. Additionally, at the operating frequency, the contributions of the poles and zeros to
the phase cancel each other out, resulting in a phase of 0 degrees.

It is important to note that the phase jump is a normal phenomenon and does not
adversely affect the performance of the filter. Despite the jump, the phase remains close to
0 degrees at the operating frequency and does not occur within the control frequency.

Figure 16 illustrates the calculated and experimental control performances of the LBIA
with integrated piezoelectric sensor combined with three parallel bandpass filters. The
experimental and calculation results demonstrate a high level of consistency. Notably,
Figure 16b presents the control effect curve of the experimental test, revealing a reduction
of approximately 10.6 dB in the peak value of the first mode and around 13.7 dB in the peak
value of the second mode. Furthermore, the fourth mode is entirely suppressed. Intrigu-
ingly, the first and second modes exhibit the emergence of two new modes characterized
by minimal damping. This damping effect primarily arises from the utilization of the
bandpass filter, which efficiently absorbs vibration energy and enhances the control effect.
The experimental curve aligns closely with the numerical calculation results, effectively
introducing active damping for controlling structural vibration.

Nevertheless, disparities between the experimental and numerical approaches persist,
attributable to several factors. Firstly, the measurement of structural vibration incurs
inherent noise. Secondly, the experimental setup exhibits a resonance shift caused by non-
ideal boundary conditions, in contrast to the simulations where full clamping is assumed.
Finally, the imperfect match between the filter and sensor also impacts the performance of
the control system.
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Figure 16. Bandpass filtering algorithm multimodal control effect. (a) Calculation result. (b) Experi-
mental result.

Despite these variations, the model accurately captures the trends in the experimental
results and serves as a suitable basis for comparison, thereby showcasing its efficacy.

Figure 17 displays time domain plots of acceleration before and after applying three
different control solutions, all measured using the same positions of the velocity sensor
and laser vibrometer. By examining the time domain diagram obtained from the velocity
sensor, a comparison of the structural vibration state can be made between various control
schemes under both uncontrolled and controlled conditions. Furthermore, Table 3 presents
the percentage reduction in vibration for three control approaches.

Table 3. Comparison of FFT peak reduction rate with three control algorithms.

Mode
Direct Velocity Feedback Strain Differential

Bandpass Filter
(Laser Vibrometer) Feedback

Reduction (%) I 79.55% 49.53% 66.08%
II 88.16% 77.55% 93.18%
IV 61.05% 49.53% 66.08%
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Figure 17. The experimental time domain results with different control approaches for (a) the first
mode, (b) the second mode, and (c) the fourth mode.

From the observations of the percentage reduction, it can be concluded that mode
II exhibits less damping than mode I, and mode I has less damping than mode IV. This
pattern arises because, at this specific frequency, the inertial actuator efficiently transmits
its force, leading to reduced vibration amplitudes. This mainly depends on the choice of
control position and the design of the inertial actuator. Furthermore, the bandpass filter
demonstrates the most effective control effect. It is capable of significantly reducing the
vibration of the mode and further enhancing the control effect of the LBIA.

5. Discussion and Conclusions

This paper introduces an LBIA-integrated piezoelectric ceramic sensor control unit
that serves as an inertial actuator for active vibration control. To achieve multimodal
vibration control and enhance the control unit’s effectiveness, a velocity feedback controller
with multiple second-order bandpass filters in parallel is also used. The main findings of
this study are outlined below:

Firstly, we completed the structural design of the LBIA as an inertial actuator and
established its dynamic model and impedance model. The actuator’s output characteristics
and frequency response are tested on the experimental platform to verify the linear rela-
tionship between input and output, leading to the determination of the effective working
frequency band.

Secondly, the integration of the piezoelectric ceramic sensor into LBIA as a separate
control unit allows for establishing a mathematical model of the LBIA with piezoelectric
ceramic sensor. The piezoelectric ceramic sensor converts its charge signal into a current
signal through a current amplifier, resembling a differential process, which has been
theoretically and experimentally proven. The resulting output current signal from the
integrated sensor can be directly employed for actively controlling the vibrations of the
structure. Additionally, the effectiveness of the control unit utilizing the SDF control

157



Actuators 2023, 12, 390

algorithm independently for vibration control of the thin plate structure is verified through
numerical calculations and experiments.

Moreover, the effectiveness of LBIA for active control of thin plate structures is ex-
perimentally verified through its traditional direct velocity negative feedback algorithm.
Experimental verification is conducted using the velocity sensor and acceleration sensor
on the thin plate structure. The results demonstrate the homemade inertial actuator’s
effectiveness in controlling the first two modes of vibration of the thin plate structure
and the fourth mode as well. The control effect is shown in Figure 10, with the observed
reductions of 12.3 dB, 23.6 dB, and 7.9 dB being consistent with the numerical calculation
results, thus confirming the superiority and reliability of the control design.

It is noteworthy that the integrated design of the control unit eliminates the need
for additional cumbersome alignment operations to address the control problem. The
sensors are adjusted to become velocity signals that are directly usable in the control loop,
avoiding the need for additional external circuitry. Furthermore, the control unit adopts
a lightweight design (32.4 g) with a low cost (about USD 2.5), enabling simple operation,
cost-effectiveness, compact size, and effective control of the low-frequency-band mode of
structural vibration.

Moreover, to enhance the control effect of the LBIA with an integrated piezoelectric
ceramic thin plate, a well-designed bandpass filter velocity negative feedback control
algorithm is developed. The main advantage of the bandpass filter lies in its ability to
attenuate the vibration of multiple modes simultaneously. By setting the natural frequency
of the bandpass filter equal to the control frequency of the target mode, the control effect of
the target mode is significantly improved. Taking the thin plate structure as an example,
the performance of the proposed bandpass filter’s DVBF control is experimentally and
numerically evaluated. The results show that, compared with the control unit, the control
effect of the second mode is improved from 7.3 dB to 13.7 dB, with some improvement
also observed in the first and second modes. The homemade inertial actuator effectively
responds to the control signal processed by the filter and suppresses the vibration of the thin
plate. The fourth-order natural frequency, as defined in this paper, may result from external
noise; it can be conceptualized as a “non-resonant” frequency. Notably, it can be effectively
regulated using a specifically designed bandpass filter to attenuate vibrations stemming
from local responses. Consequently, this technique can be extended to address structural
vibrations in diverse multiphysical environments, making it a promising direction for
future research.

In summary, the LBIA with an integrated piezoelectric ceramic sensor, combined
with the bandpass filter DVBF control algorithm proposed in this study, demonstrates
remarkable results in multimodal vibration control. The lightweight design and low cost
of the control unit provide valuable insights for its industrial application. Future research
directions will include parameter optimization of the current method and its application to
more complex structures, enabling wider applications of bandpass filters in multimodal
control.
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Abstract: Currently, most control systems of the aero-engines possess a central controller. The core
tasks for the control system, such as control law calculations, are executed in this central controller,
and its performance and reliability greatly impact the entire control system. This paper introduces a
control system design named Software Defined Control Systems (SDCS), which features a controller-
decentralized architecture. In SDCS, a network composed of a set of nodes serves as the controller, so
there is no central controller in the system, and computations are distributed throughout the entire
network. Since the controller is decentralized, there is a need for decentralized control tasks. To
address this, this paper introduces a method for designing decentralized control tasks using periodic
linear iteration. Each node in the network periodically broadcasts its own state and updates its
next-step state as a weighted sum of its current state and the received current states of other nodes in
the network. Each node in the network acts as a linear dynamic controller and maintains an internal
state through information exchange with other nodes. We modeled the decentralized controller and
obtained the model of the entire control system, and the workload of each obtained decentralized
control task is balanced. Then, we obtained a parameter tuning method for each decentralized
controller node based on Linear Matrix Inequalities (LMI) to stabilize the closed-loop system. Finally,
the effectiveness of the proposed method was verified through digital simulation.

Keywords: decentralized controller; linear iterative; aero-engines; dynamic controller; Linear Matrix
Inequalities (LMI)

1. Introduction

The traditional aero-engine control system uses a centralized control scheme, and the
controller is connected to the analog sensors and actuator through cables and connectors.
The controller executes most of the tasks of the control system, such as control law calcula-
tion, digital-to-analog conversion (D/A), analog-to-digital conversion (A/D), and so on,
and the workload of the controller is large. Meanwhile, the centralized control scheme in-
creases the difficulty and cost of upgrading and maintaining aero-engines throughout their
entire life cycle. In addition, the presence of rotating components results in a large amount
of cables within the system, which reduces the thrust-to-weight ratio of the aero-engines.
To overcome the drawbacks of centralized control schemes, researchers have introduced the
design concept of distributed control into the design of aero-engine control systems [1–5].

The Distributed Control System (DCS) first appeared in industrial process control [6,7],
and it has been widely adopted in many fields [8–10]. The core design concept of the
distributed control system for aero-engines is functional decentralization, which means
that some functions of a centralized control system, such as signal conditioning and state
monitoring, are executed by intelligent sensors and actuators, while the central controller
focuses on the core tasks of the control system, such as control law calculation [11]. In a
DCS, the controller, intelligent sensors, and intelligent actuators are connected through a
common and standardized digital bus [12,13]. Compared to centralized control, DCS has
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the following advantages: (1) digital intelligent sensors and actuators reduce the control
tasks of the central controller. (2) The digital bus reduces the weight of the aero-engine
control system. (3) Modular design solutions lower the difficulty and cost of system
upgrades and maintenance processes.

In addition to the above advantages, DCS also has some disadvantages:

1. As the performance of aircraft and aero-engines gradually improve, the functionality
and complexity of central control tasks also rapidly increase, which requires high-
performance, multi-core microprocessors as controllers, and it places high demands
on the thermal management system of the aviation engine.

2. Due to the increasing functionality and complexity of core control tasks, the amount of
software code in the control system rapidly increases, reducing the software reliability
of the control system.

3. Control tasks are centralized on the central controller. The central controller deter-
mines the performance of the aero-engine’s control system, and its damage or failure
have a significant impact on the control system.

The analysis of the DCS for aero-engines mentioned above shows that the drawbacks in
the system are caused by the central controller present in the system. The drawbacks of DCS
suggest that a feasible scheme is to make the controllers in the control system decentralized.
This involves using a network of decentralized nodes as the system controller, where
multiple microprocessors work together to execute the control tasks of the central controller
of DCS. As a result, the workload of each decentralized node is significantly reduced.
With the decrease in workload, the software code volume for each node also decreases,
thereby improving the software reliability of the control system. Additionally, several low-
performance, but highly reliable microprocessors, can be used as decentralized controllers,
which enhances the reliability of individual nodes.

The origin of the decentralized control design scheme dates back to the 1970s, and
its concept was mainly proposed to solve the control problem of large-scale systems.
Large-scale systems are characterized by extensive spatial distribution, numerous external
signals, or dynamic changes in control structure. The core problem is that the control
system is too large, and the control problem is too complex [14]. It is generally difficult
to achieve control objectives by using more powerful microprocessors and larger storage
space for large-scale systems. Due to the characteristics of large-scale systems, it is usually
necessary to analyze and process the controlled plants, divide the system control problems
into independent sub-problems, and handle signal delays caused by large spaces [15].
Distributed control in the industrial process control field adopts this design concept. This
includes the later network control systems (NCS) and wireless networked control systems
(WNCS). In WNCS, wireless communication is used to transmit data between system
components. Compared with wired communication, wireless communication has its
advantages and disadvantages. Its advantages include flexibility in installation, easy
configuration, and strong adaptability; disadvantages include communication delays, data
packet loss, etc. Ref. [16] conducted a study on the decentralized control system for the
autonomous guided vehicles (AGVs) path planning problem, proposing two decentralized
control methods to solve the AGV control problem: task allocation for AGVs through
consensus method and path planning coordination through decentralized control strategy.
In this design scheme, the microprocessors of several vehicles form the controller for the
AGV problem, specifically targeting path optimization in a large spatial range. However, for
each vehicle, there still exists a central controller in its control system. Ref. [17] researched
the decentralized control of automation systems, such as smart factories and smart cities.
In addition to data related to control tasks, there is also data interaction, such as images
and voices, resulting in high communication requirements for the system. Inspired by
concepts, such as software-defined networking (SDN), a decentralized data interaction
control method was designed for large space and large data flow systems through extending
Lyapunov drift-plus-penalty (LDP) control to a new queuing system to adjust the data
flow within the system. Ref. [18] studied the decentralized control problem of two coupled
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power systems, including wind turbines and diesel generators. In this paper, the system
was not decoupled and treated as a whole, and a decentralized controller was designed
consisting of two PI-lead controllers. This scheme mainly focused on the research of PI
controllers and parameter tuning, but the application of this scheme is limited for cases
where the control effect of some PI controllers is poor. Ref. [19] proposed a decentralized
control scheme for aero-engines, which replaced the central controller in traditional aero-
engine control systems with multiple controllers to control different subsystems of the
aero-engine. However, in this scheme, the controllers are fixedly mapped to the subsystems,
and this means that there exists a central controller for each subsystem, and the control
system structure is relatively inflexible. In the aforementioned studies, each decentralized
controller can independently complete specific control tasks.

Ref. [20] proposed a controller decentralized design method, namely, the Software-
Defined Control System (SDCS). In SDCS, the network composed of decentralized nodes
serves as the controller to execute control tasks, such as control law execution. Therefore,
the control tasks executed by the decentralized nodes are also decentralized, and each
decentralized control task is a part of the core control tasks. The core control tasks are the
sum of these decentralized control tasks in a specific way, no individual decentralized node
can complete the system control task alone. The aero-engine is a safety-critical system that
requires high reliability of the control system. When applying SDCS to the aero-engine
control system, highly reliable but low-performance microprocessors should be used as
decentralized nodes. This requires that the workload and software code volume of each
decentralized control task are low, and complex control functions need to be executed.

The contributions of this paper are as follows. A linear iterative-based decentralized
design scheme for control tasks was introduced. In this scheme, a network composed
of several decentralized nodes act as the controller to undertake the system control task.
Each decentralized node broadcasts its own state information to other decentralized nodes
in each cycle period. Other nodes receive the broadcasted state information, and when
all decentralized nodes have completed broadcasting their state information, all nodes
update their own states as a weighted sum of their current state and the received states
from other nodes. Therefore, each task node can act as a small dynamic controller. Through
the linear iterative process, a model of the decentralized controller was constructed, which
obtained the task executed on each decentralized node and the model of the entire control
system. Due to the controller being located in the forward path and the linear iterative
process introducing new internal state variables, conventional state feedback or output
feedback design schemes cannot be used for decentralized controller node parameter
tuning. Additionally, since the parameters with respect to the Lyapunov condition are
nonlinear, conventional Lyapunov methods and LMI methods cannot be directly applied
to parameter tuning of decentralized controller nodes. A parameter tuning method for
decentralized controller nodes based on LMI was presented for the designed decentralized
control task to ensure that the control system is Schur stable.

The remainder of this paper is organized as follows.
Section 2 describes a linear model for aero-engines. Section 3 presents the structure of

the Software Defined Control System for aero-engines and a periodic linear iterative-based
decentralized controller implementation scheme, along with control system modeling.
Section 4 introduces a parameter tuning method for the controller based on LMI. Section 5
conducts simulation verification of the designed scheme. Section 6 is the final chapter of
this paper, which summarizes and discusses the future outlook.

2. Aero-Engine Model

The mathematical model of aero-engines is crucial for the design of aero-engines
control systems. As aero-engines are complex, time-varying, and strongly nonlinear sys-
tems, their mathematical models should be nonlinear [21–24]. The current controllers are
designed based on linear systems for aero-engines [25,26]. The decentralized controller
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proposed later in this paper is designed based on a periodic linear iterative scheme and is
linear, hence requiring a linear model of the aero-engines.

The modeling methods for aero-engines generally include two types: identification
method and analytical method. The identification method requires corresponding exper-
imental conditions, has high costs, and some of its algorithms have large computational
consumption. Moreover, the resulting model may lose certain characteristics of the engine.
The analytical method is based on the principles of aero-engines to build models. Firstly,
the components of the aero-engines are modeled; then, a series of nonlinear equations
that describe the working process of the aero-engines by following the aerodynamic and
thermodynamic principles during their operation are utilized to obtain the mathematical
model of the aero-engines [27,28].

In this section, we analyze the case of a turbofan engine using the method described
in Refs. [27,28]. This section first introduces the nonlinear model of turbofan engines and
then describes the linearization method for the nonlinear model of turbofan engines.

2.1. Nonlinear Model of Turbofan Engines

In this sub-section, the models of various components of turbofan engines are pre-
sented, including the inlet, fan, compressor, combustor, turbine, bypass duct, mixer, and
exhaust nozzle.

(1) Intake

When air enters the aero-engines, it first flows through the intake. The intake’s inlet
parameters are:

When H ≤ 11 km,

T1 = 288.15 − 0.0065H

P1 = 101, 325 ×
(

1 − H
44,331

)5.25588 (1)

When H > 11 km,
T1 = 216.5
P1 = 22, 632 × e

11,000−H
6342

(2)

where; T1 and P1 are the total temperature and the total pressure at the inlet of the intake,
respectively.

(2) Fan

The inlet parameters of aero-engines fan are:

T2 = T1

(
1 + k1−1

2 Ma
2
)

P2 = σ1P1

(
1 + k1−1

2 Ma
2
) k1

k1−1
(3)

where; T2 and P2 are the total temperature and the total pressure at the inlet of the fan,
respectively, Ma is Mach number, σ1 is the total pressure recovery coefficient of the intake,
and k1 is the air adiabatic index.

The outlet parameters of aero-engines fan are:

T21 = T2

⎛⎝1 + πF

kF−1
kF −1
ηF

⎞⎠
P21 = πFP2

(4)

where; T21 and P21 are the total temperature and the total pressure at the outlet of the fan,
respectively, kF is the air adiabatic index, πF is the fan pressure ratio, and ηF is the efficiency
of the fan.
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(3) Compressor

The inlet parameters of aero-engines compressor are:

T22 = T21
P22 = σ2P21

(5)

where; T22 and P22 are the total temperature and the total pressure at the inlet of the
compressor, respectively, σ2 is the total pressure recovery coefficient of the fan.

The outlet parameters of aero-engines compressor are:

T3 = T22

⎛⎝1 + πC

kC−1
kC −1
ηC

⎞⎠
P3 = πCP22

(6)

where; T3 and P3 are the total temperature and the total pressure at the outlet of the
compressor, respectively, πC is the pressure ratio of the compressor, ηC is the efficiency of
the compressor, and kC is the air adiabatic index.

(4) Combustion chamber

According to the energy conservation law, the simplified energy balance equation for
the combustion chamber is:

Wm f Huηr + WmacpT3 = WmacpT4 (7)

where; T4 is the temperature at the outlet of the combustion chamber, Wm f is the fuel flow,
Hu is the calorific value of the fuel, ηr is the combustion efficiency, Wma is the air flow at
the inlet of the combustion chamber, and cp is the specific heat capacity of air at constant
pressure. The outlet pressure P4 of the combustion chamber can be calculated using the
above equation.

P4 = σ3P3 (8)

where; P4 is the pressure at the outlet of the combustion chamber, and σ3 is the total pressure
recovery coefficient of the combustion chamber.

(5) High-pressure turbine

The outlet parameters of aero-engines high-pressure turbine are:

T41 =
qmg,TH T4+CHPTCoolqmaC,totalTcool

qmg,TH,total

(
1 −

(
1 − π

1−kTH
kTH

TH

)
ηTH

)
P41 = P4

πTH

(9)

where; T41 and P41 are the total temperature and the total pressure at the outlet of the
high-pressure turbine, respectively, qmg,TH is the gas flow of the high-pressure turbine,
CHPTCool is the proportion coefficient of the high-pressure compressor bleed air used to
cool the high-pressure turbine, qmaC,totalTcool is the total flow of added air, qmg,TH,total is the
outlet air flow of the high-pressure turbine, πTH is the high-pressure turbine pressure ratio,
ηTH is the efficiency of the high-pressure turbine, and kTH is the gas adiabatic index.

(6) Low-pressure turbine

The outlet parameters of aero-engines low-pressure turbine are:

T5 =
qmg,TLT42+CLPTCool qmaC,totalTcool

qmg,TL,total

(
1 −

(
1 − π

1−kTL
kTL

TL

)
ηTL

)
P5 = P42

πTL

(10)
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where; T5 and P5 are the total temperature and the total pressure at the outlet of the low-
pressure turbine, respectively, qmg,TL is the gas flow converted by the high-pressure turbine,
and T42 is the inlet temperature of the low-pressure turbine, which is approximately equals
to the outlet temperature of the high-pressure turbine T41. P42 is the inlet pressure of the
low-pressure turbine, which is approximately equals to the outlet pressure of the high-
pressure turbine P41. CLPTCool is the proportion coefficient of the high-pressure compressor
bleed air used to cool the low-pressure turbine, qmg,TL,total is the outlet air flow of the
low-pressure turbine, πTL is the low-pressure turbine pressure ratio, ηTL is the efficiency of
the low-pressure turbine, and kTL is the gas adiabatic index.

(7) Bypass duct

The outlet parameters of aero-engines bypass duct are:

T6 = T21
P6 = σ4P21

(11)

where; T6 and P6 are the total temperature and the total pressure at the outlet of the bypass
duct, respectively, and σ4 is the total pressure recovery coefficient of the bypass duct.

(8) Mixer

The gas flow qmg,7 at the outlet of the mixer is the sum of the air flow qma,6 at the outlet
of the bypass duct and the gas flow qmg,5 at the outlet of the low-pressure turbine, let σ5
denotes the total pressure recovery coefficient of the mixer, then the physical parameters at
the outlet of the mixer are:

qmg,7 = qmg,5 + qma,6

h7 =
h5qmg,5+h6qma,6

qmg,7

P7 = σ5· P5qmg,5+P6qma,6
qmg,7

(12)

where: h5, h6, and h7 are the specific enthalpy of the gas at the outlet of the low-pressure
turbine, air at the outlet of the bypass duct, and gas at the outlet of the mixer, respectively.
From h7, it is easy to obtain the temperature T7 at the outlet of the mixer.

(9) Nozzle

The outlet parameters of aero-engines nozzle are:

P8
PS

= πNZ

qmg,8 = Kq
P8 A8q(λ8)√

T7

(13)

where; P8 are the pressure at the outlet of nozzle, A8 is the sectional area of the nozzle, Kq is
the state coefficient of the nozzle, q(λ8) refers to the function related to the characteristics
of the bypass duct and the core duct, πNZ is the available pressure drop of the nozzle, and
PS0 denotes the standard atmospheric pressure.

2.2. Common Working Equations

In this paper, the high-pressure turbine and high-pressure compressor form the high-
pressure rotor in the turbofan engine. The high-pressure compressor is driven by the
high-pressure turbine. The low-pressure turbine and fan form the low-pressure rotor. After
passing through the inlet duct and fan, the gas flow is divided into two parts, with one
entering the bypass duct and the other entering the core flow. Based on the flow rate,
pressure and power balance between each engine component and the principle of constant
rotational speed, the following common working equation can be obtained.

(1) Power balance equation of the high-pressure rotor:

PH = PCH + Pex,H + DH

(
dnH
dt

)
(14)
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where; PH is the power of high-pressure turbine, PCH is the power of high-pressure com-
pressor, Pex,H is the power lost by transmission friction force, DH

(
dnH
dt

)
is the acceleration

power of high-pressure rotor, and DH = (π/30)2 JHnH , JH is the moment of inertia of the
high-pressure rotor, and nH iss the speed of the high-pressure rotor.

When the aero-engine is in stable state, dnH/dt = 0, and ignore the power lost by
transmission friction force Pex,H , that Equation (14) is simplified into:

PH = PCH (15)

(2) Power balance equation of the low-pressure rotor:

When the engine is in a stable state, dnL/dt = 0. Ignoring the power loss Pex,L caused
by transmission friction, a simplified power balance equation for the low-pressure rotor
can be obtained, similar to that of the high-pressure rotor.

PL = PCL (16)

where; PL is the power of low-pressure turbine, and PCL is the power of low-pressure
compressor.

(3) Flow balance equation of the fan:

After passing through the fan, the gas is divided into two parts: one enters the bypass
duct and the other enters the high-pressure compressor. Ignoring loss of gas flow, we have:

qmaF = qmaC + qma6 (17)

where; qmaF denotes the air flow from the fan, qmaC denotes the air flow into the high-
pressure compressor, and qma6 denotes the air flow into bypass duct.

(4) Flow balance equation of the high-pressure turbine:

The gas flow of the high-pressure turbine satisfies the following equation.

qmg,4 = qmaC + qm f (18)

where; qmg,4 denotes the air flow into the high-pressure turbine, qmaC denotes the air flow
from the high-pressure compressor, and qm f denotes the fuel flow.

(5) Flow balance equation of the low-pressure turbine:

The air flow at the inlet of the low-pressure turbine is equal to the air flow at the outlet
of the high-pressure gas turbine qmg,42, then:

qmg,42 = qmg,4 + CHPTCoolqmaC,totalTcool (19)

where; CHPTCool is the proportion coefficient of the high-pressure compressor bleed air
used to cool the high-pressure turbine, and qmaC,totalTcool is the total air flow into the high-
pressure turbine.

(6) Flow balance equation of the nozzle:

The gas flow of the nozzle qmg,8 satisfies the following equation.

qmg,8 = qmg,5 + qma,16 (20)

where; qmg,5 is the gas flow at the low-pressure turbine outlet, and qma,16 is the gas flow
into the bypass duct.

2.3. Linearization of Nonlinear Models

The current design of control systems is mainly linear, so it is necessary to obtain a
linear model of aero-engines. Aero-engines have strong non-linear characteristics. The
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common method is to select several operating points within the flight envelope and es-
tablish a linear model at these points, thus obtaining a segmented linear model of the
aero-engine [29].

The partial derivative method is a common method for obtaining the linear model of
aero-engines [30]. This method first perturbs a given state variable with a small disturbance,
while keeping all other control variables and state variables constant. The partial derivatives
of the state variables with the perturbation are then calculated to obtain the state matrix
and output matrix of the state space model of the aero-engine. Then, a small perturbation
is given to a given control variable, while keeping all other control variables and all state
variables constant. The input matrix of the state space model is obtained by taking the
partial derivatives of the control variable with the perturbation. This method only has
theoretical significance because most state variables and control variables are coupled, and
it is difficult to change only a single state variable or control variable without affecting other
state variables or control variables. This leads to large modeling errors in this method.

This section briefly introduces the fitting method of linearization for aero-engines [31].
Firstly, a small perturbation state variable model of the aero-engine is obtained based on
the selected state variables, control variables, and output variables. The linear dynamic
response is calculated by giving a small step input to each control variable. Similarly,
the nonlinear dynamic response is obtained by giving the same step input to the control
variables of the nonlinear model of the aero-engine. Using the nonlinear dynamic response
data as a reference, the matrices in the linear model are fitted to make the linear dynamic
response data as close as possible to the nonlinear dynamic response data, thus obtaining
the linear model of the aero-engine.

Here, taking the bivariate state-space model of aero-engines as an example, the state-
space model is given below: { .

x = Ax + Bu
y = Cx

(21)

where; the state variables are selected as the low-pressure rotor speed nL and high-pressure
rotor speed nH , the output variables are selected as the low-pressure rotor speed nL and
the turbine pressure ratio PiT = πTLπTH , the control variables are selected as the fuel
flow Wm f , and the area of the nozzle A8. That is, x =

[
nL nH

]T , u =
[
Wm f A8

]T , and

y =
[
nL PiT

]T .
Let,

A =

[
a11 a12
a21 a22

]
, B =

[
b11 b12
b21 b22

]
, C =

[
c11 c12
c21 c22

]
From the selected output variables and state variables, c11 = 1, c12 = 0.
Giving a small step to the fuel flow while keeping the nozzle area constant, then:

ΔnL
ΔWm f

(
Wm f

)
0

(nL)0
=

a12b21 − a22b11

a11a22 − a12a21
+

(λ1 − a22)b11 + a12b21

λ1(λ1 − λ2)
eλ1−t − (λ2 − a22)b11 + a12b21

λ2(λ1 − λ2)
eλ2−t

ΔnH
ΔWm f

(
Wm f

)
0

(nH)0
=

a21b11 − a11b21

a11a22 − a12a21
+

(λ1 − a11)b21 + a21b11

λ1(λ1 − λ2)
eλ1−t − (λ2 − a11)b21 + a21b11

λ2(λ1 − λ2)
eλ2−t

c21
ΔnL

ΔWm f

(
Wm f

)
0

(nL)0
= −c22

ΔnH
ΔWm f

(
Wm f

)
0

(nH)0

where; λ1 and λ2 are the eigenvalues of the state matrix A.
At the same steady-state point, by keeping the nozzle area and fuel flow constant, re-

spectively, small steps are applied to the nozzle area and fuel flow to obtain the component-
level nonlinear model’s small step response data for aero-engines.
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Linear and nonlinear models are given the same amplitude of control variable step
at the same steady-state point; the target is to make the linear and nonlinear dynamic
responses as close as possible. By establishing and fitting the equation group, the state–
space model of aero-engines at that steady-state point can be obtained.

3. Aero-Engines’ Linear Iterative Controller

3.1. Software Defined Control Systems of the Aero-Engines

Ref. [32] proposed the Software Defined Control Systems (SDCS) for aero-engines. The
SDCS for aero-engines is based on the DCS for aero-engines, and it has been proposed along-
side advancements in computer technology, communication technology, sensor technology,
data storage technology, and other related support technologies. First, a brief introduction
to the DCS for aero-engines will be provided. The DCS for aero-engines was developed
based on a centralized control system. In the centralized control system for aero-engines,
the controller is connected to the engine’s sensors, actuators, and other devices via cables.
These devices do not have signal processing or control capabilities and interact with the
controller through cables. The controller undertakes all control functions of the control
system, including signal acquisition and processing, control law calculation, and control
signal output. The structure of the DCS for aero-engines is shown in Figure 1 [33]. In the
aero-engine DCS, signal conditioning, A/D, D/A, and other functions are delegated to the
sensors and actuators, while the controller only performs core control tasks, such as control
law calculations [34,35]. The sensors and actuators integrate microprocessors internally,
making them intelligent sensors and intelligent actuators. Communication between the
controller, intelligent sensors, and intelligent actuators is performed through a digital bus.
Intelligent sensors convert measurement signals into digital signals and provide them to
the controller. The functions performed by intelligent sensors include A/D, redundancy
management, and interface with the digital bus. Intelligent actuators receive control com-
mands from the controller and control the actuator. The functions performed by intelligent
actuators include D/A, closed-loop feedback, redundancy management, and interface with
the digital bus. The controller sends control commands to intelligent actuators at a fixed
rate through the digital bus. The bus structure of the aero-engine DCS is generally divided
into circle structure and linear structure. The circle bus connects each node through a
circular structure and has a simple structure. The linear bus uses fewer cables but has
a more complex structure. Commonly used buses in aero-engine DCS research include
MIL-STD-1553, Field Bus, CAN, and others. Currently, the tasks of controllers are becoming
increasingly complex and require new, high-performance microprocessors as controllers.
Therefore, this has a certain impact on the reliability of the control system.

 

Figure 1. Overview of a traditional aero-engine DCS.

169



Actuators 2023, 12, 259

The feature of SDCS is that the controllers are decentralized. In an SDCS, a decen-
tralized network is formed by a set of low-cost, highly reliable, but low-performance,
microprocessor nodes. As shown in Figure 2, each microprocessor node has computing,
storage, and communication functions, and data can be transmitted between nodes. Aero-
engines SDCS replaces the central controller in aero-engines’ DCS with this decentralized
network, and the entire decentralized network acts as the controller of the aero-engine
control system. Some microprocessors in the network possess bus communication capabili-
ties, allowing the entire decentralized network to communicate directly with intelligent
sensors and actuators in the aero-engine control system. In Figure 2, green circles represent
conventional nodes, and blue circles represent nodes with bus communication capabilities.

Figure 2. Overview of an aero-engine SDCS.

With the structure of aero-engines, the SDCS requires decentralized control tasks to
be performed on each decentralized node. The process of obtaining decentralized control
tasks from core control tasks is named control task virtualization, and each decentralized
task is called a virtual control task (VCT). It can be seen that the core control tasks of the
control system are the sum of these VCTs, and each VCT is mapped to a decentralized
node in the network. Since each VCT is a subtask of the core control tasks of the control
system, the task load on each decentralized node is effectively reduced, which allows for
the use of low-cost, high-reliability, and low-performance microprocessors as decentralized
nodes of the control system. At the same time, the amount of software code on each node is
effectively reduced, which can improve the software reliability of each decentralized node.

3.2. Linear Iterative Controller Design Scheme

For the structure of a SDCS, nodes in the network act as controllers to execute system
control tasks. Sensors, actuators, and nodes in the network can exchange information
with each other, and each node maintains its own internal state. Let γ = {v1, v2, · · · , vn}
denote the set of all nodes, γD = {vd1, vd2, · · · , vdd} denote the set of all error tracking
nodes, γA = {va1, va2, · · · , vaa} denote the set of nodes that send data to the actuators,
γC = {vc1, vc2, · · · , vcc} denote the set of nodes that execute VCTs, and γCi represent the
neighboring node set of node vci in γC.

The linear iterative working mechanism of the nodes in the network is that each VCT
node in the network broadcasts its own state information to other nodes in the network at
each cycle. Other task nodes receive the broadcasted state information. After all, the VCT
nodes have completed their state broadcasting, and each VCT node updates its own state
as a weighted sum of its previous cycle state and the received state information of other
VCT nodes. Thus, each task node can act as a small dynamic controller.

Consider the example of the linear iterative network shown in Figure 3, where each
node maintains a scalar state. Nodes broadcast their own states to other nodes in the
network in a certain order (it is known from the analysis process below that the broadcast
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order has no effect on the iteration solution model). In each cycle, node vc4 broadcasts
its state first, then node vc5 broadcasts its state, and so on, with node vc2 being the last
node to broadcast its state in each cycle. Any node vci ∈ γC receives the states of other
nodes in γC, and updates its own state as a weighted sum of its previous cycle state and the
received states of all other nodes. Let zi[k] denote the state of node vci ∈ γC in the kth cycle.
Taking the example of placing a decentralized controller in the forward path to complete
unity feedback control, where u1 is the tracking error between the output and input, and
u2 is the output of the decentralized controller, based on the linear iterative process of the
decentralized controller, we have:

zi[k + 1] = wiizi[k] + ∑
vj∈γCi

(
wijzj[k]

)
+ hiu1[k] (22)

k k k k
k k k k

k k k k
k k k k

k k k k
k k k k

k k k k
k k k k

k k k k
k k k k

k k k k
k k k k

k k k k
k k k k

k k k k
k k k k

k k k k
k k k k

Figure 3. Example of a linear iteration scheme.
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The actuator input u2 is obtained as a linear combination of the tracking error value
u1 and the node states zi in γC:

u2[k] = ∑
vj∈γC

(
gjzj[k]

)
(23)

The vector z[k] =
[
z1[k] z2[k] · · · zN [k]

]T , which is a concatenation of all node
states in γC (where N is the number of internal state variables maintained by the node in
γC), we obtain the iteration process of the entire network as:

z[k + 1] =

⎡⎢⎢⎢⎣
w11 w12 · · · w1N
w21 w22 · · · w2N

...
...

. . .
...

wN1 wN2 · · · wNN

⎤⎥⎥⎥⎦z[k] +

⎡⎢⎢⎢⎣
h1
h2
...

hN

⎤⎥⎥⎥⎦u1[k] (24)

u2[k] =
[
g1 g2 · · · gN

]
z[k] (25)

Let, ⎡⎢⎢⎢⎣
w11 w12 · · · w1N
w21 w22 · · · w2N

...
...

. . .
...

wN1 wN2 · · · wNN

⎤⎥⎥⎥⎦ = W

⎡⎢⎢⎢⎣
h1
h2
...

hN

⎤⎥⎥⎥⎦ = H

[
g1 g2 · · · gN

]
= G

Then,
z[k + 1] = Wz[k] + Hu1[k]
u2[k] = Gz[k]

(26)

This sub-section describes the working process of the linear iteration strategy for
nodes in the network and obtains the system model of the linear iteration strategy. From
the above analysis, it can be concluded that the broadcasting order of nodes in Figure 3
has no impact on modeling the linear iteration strategy of the network, and the tasks of
each node are balanced. The key to designing the linear iteration strategy is to determine
the link weights (i.e., W, H, and G in Equation (26)). A simple method for obtaining link
weight parameters will be introduced in the following sub-sections of this paper.

3.3. Control System Modeling

As shown in Figure 4, this is a schematic diagram of the control system structure for
aero-engines, with the controller placed in the forward path. In Figure 4, u represents the
system input, y represents the system output, u1 represents the tracking error between
the output and input, and u2 represents the output of the controller. The control system
adopts unity negative feedback design. The controller calculates the control signal using
the difference between the system reference input and output and sends the control signal
to the actuator to complete the system control task. The system control task is centralized
at a specific controller node.

For SDCS, the system feature is that the controller is decentralized, that is, a controller
is composed of several decentralized nodes in the network with computing, storage, and
communication capabilities. The corresponding SDCS control system structure diagram
is shown in Figure 5. In the figure, u is the system input, y is the system output, u1 is the
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tracking error between the output and input, u2 is the output of the decentralized node
based controller, the dashed box represents the decentralized nodes, the blue lines represent
communication between nodes, and for simplicity, not all data transmission relationships
between decentralized nodes are shown. Each decentralized node has computing, storage,
and communication capabilities. The node used to calculate the tracking error between the
output and input is called the error tracking node, which is isomorphic to other nodes in
the network.

Figure 4. Structure of a unit feedback control system.

Figure 5. Decentralized controller structure with unit negative feedback.

The general time-discrete linear time-invariant model of the aero-engine in Figure 5 is:

x[k + 1] = Ax[k] + Bu2[k]
y[k] = Cx[k]

(27)

From the control system structure in Figure 5,

u1[k] = u[k]− y[k] (28)

Based on the periodic linear iterative strategy derived from Equations (24) and (25),

the state–space model of the control system can be represented as
∼
x[k] =

[
x[k]T z[k]T

]T
.
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In Figure 5, when the nodes in the network adopt the linear iterative strategy shown in
Figure 3, the state equation of the closed-loop system is:

∼
x[k + 1] =

[
A BG

−HC W

]
∼
x[k]−

[
0
H

]
u[k] (29)

Let, [
A BG

−HC W

]
=

∼
A

[
0
H

]
=

∼
B

Then,
∼
x[k + 1] =

∼
A
∼
x[k]− ∼

Bu[k] (30)

From the above analysis, it can be concluded that the control-related computing
tasks performed by the decentralized controller nodes responsible for system control are
described by Equation (22), which is a linear weighted sum process. The linear weighted
sum of a single node is equivalent to a VCT. It can be seen that, for each VCT, only
simple addition and multiplication operations are required, with minimal computational
requirements and low utilization of node computing resources. Each VCT actually uses its
own state and the state of other task nodes to perform linear iterations in order to maintain
its own state.

Based on the running process and mathematical description of the linear iterative
SDCS closed-loop control system presented in this section, the following advantages of this
method can be identified:

1. Low resource consumption

In the linear iteration scheme proposed in this section, the task of each VCT is a linear
weighted sum of the node’s own state and the states of other task nodes. The computation
is simple and requires minimal resources, resulting in low computational overhead for the
nodes. As aero-engines are safety-critical systems that often use mature and stable but
low-performance electronic devices, the SDCS control system design based on the linear
iteration scheme is suitable for aero-engine control systems. It can use limited computing
resources to perform simple periodic tasks and complete system control tasks.

2. Balanced resource consumption

As mentioned earlier, the task of each VCT is a linear weighted sum of multiple node
states, resulting in equal task loads for each task node and balanced resource consumption
across the nodes.

3. Good software performance

Since the tasks of each task node are the same, with only different link weights, there
is no need to design the software system for each VCT separately. In addition, the simple
weighted summation task of each VCT results in less code and simpler tasks, making it less
likely to affect the control system due to software system failures during operation.

4. Easy to develop

This solution does not require homogeneous hardware nodes, as long as the nodes
meet the basic requirements of computing, communication, and storage performance, they
can be easily added to the control system for system expansion.

In this section, a SDCS model based on the linear iterative strategy was obtained,
and a fully distributed decentralized controller was implemented, where VCT represents
the linear weighted combination process executed on a single task node. Not every node
needs to directly exchange data with sensors and actuators, as data exchange mainly occurs
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between decentralized nodes in the network. The tuning of link weights in the linear
iteration process of this scheme will be described in detail in the next section.

4. Controller Parameter Tuning Method Based on LMI

To ensure the normal running of the control system, it is essential to ensure that the
control system is stable. For the design scheme in this paper, since the linear iterative
process of the decentralized controller is discrete, it is required that the system be Schur
stable.

The most intuitive method is to use the Lyapunov method [36], which involves finding
a matrix P that satisfies the following equation.

P > 0
∼
A

T
P
∼
A − P < 0

(31)

However, since the linear iterative method of the decentralized controller in this paper
does not impose any restrictions on the network topology of the nodes, and the parameters

P and
∼
A(W, H, G) in Equation (31) are nonlinear with respect to the Lyapunov condition,

it is difficult to solve using general Linear Matrix Inequality (LMI) methods. Here, the
following lemma is introduced,

Lemma 1. System
∼
A is Schur stable if and only if there exist matrices P and Q, such that the

following equation holds:
P > 0
Q > 0
Q = P−1

∼
A

T
Q−1

∼
A − P < 0

(32)

Proof. From Equation (31), according to the Schur complement theorem, we can conclude
that, ⎡⎣P

∼
A

T

∼
A P−1

⎤⎦ > 0

Let, Q = P−1, then, ⎡⎣P
∼
A

T

∼
A Q

⎤⎦ > 0

According to the Schur complement theorem, we can obtain that,

∼
A

T
Q−1

∼
A − P < 0

Additionally, P and Q are positive definite matrices. �

From Refs. [37,38], we can obtain the following lemma.

Lemma 2. For positive definite matrices P and Q, P and Q are the optimal solutions to the following
optimization problem, if and only if Q = P−1:

min trace(PQ)

s.t.

⎧⎨⎩
P > 0
Q > 0
P > Q−1
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By Lemma 1 and Lemma 2, we can easily derive the following conclusion:

System
∼
A is Schur stable, if and only if the following optimization problem has a

solution.
min trace(PQ)

s.t.

⎧⎪⎪⎪⎨⎪⎪⎪⎩
P > 0
Q > 0
P > Q−1

∼
A

T
Q−1

∼
A − P < 0

(33)

In the above optimization condition, the four constraint conditions are linear, but the
objective function min trace(PQ) is nonlinear. In order to facilitate solving the problem
using LMI method, the objective function can be linearized at any P0 and Q0 [38], that is:

trace(PQ)|P0,Q0
= trace(P0Q + PQ0) + c (34)

In Equation (34), c is a constant. Therefore, the optimization objective can take
trace(P0Q + PQ0) as the objective function. Since trace(P0Q + PQ0) is linear, the LMI
method can be used to solve the above optimization problem. Based on this conclusion,

the following
∼
A(W, H, G) parameter tuning algorithm is given. First, the LMI problem is

presented:
min trace(PkQk+1 + Pk+1Qk)

s.t.

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Pk+1 > 0
Qk+1 > 0
Pk+1 > Q−1

k+1
∼
A

T

k+1Q−1
k+1

∼
Ak+1 − Pk+1 < 0

(35)

The flowchart for the parameter tuning algorithm is shown in Figure 6.

 

Figure 6. The flowchart for the parameter tuning algorithm.
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In the above algorithm, during each iteration, Pk and Qk are equivalent to P0 and Q0
in Equation (34), and the matrix variables Pk+1 and Qk+1 to be solved are equivalent to P
and Q in Equation (34). Therefore, the optimization objective function in Equation (35),
min trace(PkQk+1 + Pk+1Qk), is linear. The parameters Wk+1, Hk+1, and Gk+1 obtained
from the above algorithm are the required parameters W, H, and G for the decentralized

controller. Under this control parameterization, the control system
∼
A is Schur stable.

5. Simulation Analysis

The previous sections introduced a decentralized controller design based on linear
iteration, provided the mathematical model of the control system, and presented a controller
parameter tuning method based on LMI. The purpose of this simulation is to verify the
feasibility of the proposed decentralized controller design of the aero-engines SDCS and
parameter tuning algorithm in this paper.

By using the modeling method in Section 2, we obtain the discrete-time state space
model of a turbofan engine under the conditions of 0 altitude and 0 Mach number, which is
given by: [

nL[k + 1]
nH [k + 1]

]
= A

[
nL[k]
nH [k]

]
+ B

[
Wm f [k]
A8[k]

]
[

nL[k]
PiT[k]

]
= C

[
nL[k]
nH [k]

]
where,

A =

[
0.9561 −0.0139
−0.0168 0.9721

]

B =

[
0.0152 0.0117
0.0104 0.0081

]

C =

[
1 0

−3.7430 6.8260

]
nL and nH are the low-pressure and high-pressure rotor speeds of the turbofan engine,

respectively, PiT = πTLπTH is the turbine pressure ratio, Wm f is the fuel flow, and A8 is
the area of the nozzle.

Using the LMI based algorithm designed in Section 4 and the MATLAB YALMIP
toolbox, with “sdpt3” solver, the parameters W, H, and G of the decentralized controller
are calculated as follows:

W =

[
2.0579 1.6296
1.6139 1.2523

]
× 10−5

H =

[
4.0930 × 10−4 −5.9683 × 10−5

−5.9683 × 10−5 −7.7824 × 10−5

]

G =

[−0.1846 0.2545
0.2545 −0.3239

]
It can be verified that

∼
A(W, H, G) is Schur stable. Therefore, it can be seen that only

two nodes are required to form a decentralized controller of the aero-engine’s control
system.

Figure 7 shows the schematic diagram of the low-pressure rotor speed response of
an aero-engine under corresponding inputs. Figure 8 shows the schematic diagram of the
turbine pressure ratio response of an aero-engine under corresponding inputs.

From the simulation results of Figures 7 and 8, it can be seen that the response of the
low-pressure rotor speed and turbine pressure ratio under the corresponding input is stable.
In the design scheme proposed in this paper, a decentralized controller design scheme is
first presented to obtain the VCT of the SDCS. The model of the control system is obtained
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through the model of the decentralized controller. A control parameter tuning scheme is
given using LMI, which obtains the parameters of each VCT. For the parameter tuning
scheme, the objective is to ensure the stability of the control system. By analyzing the result

of the parameter tuning scheme, the system
∼
A(W, H, G) is Schur stable, meanwhile, the

simulation results show that the system is stable, demonstrating the effectiveness of the
proposed design.

 

Figure 7. Schematic diagram of the low-pressure rotor speed response.

 
Figure 8. Schematic diagram of the turbine pressure ratio response.

In the design process of this paper, a decentralized controller can be composed using
only a small number of nodes, making the design of the control system simple. Furthermore,
because the internal nodes of the controller use periodic broadcasting for linear iteration,
the communication resources consumed by the controller increase as the number of nodes
executing the VCT increases. From the simulation results, it can be seen that using a
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decentralized node with the same number as the system order can complete the control
task well.

The proposed design scheme makes the application of SDCS in aero-engine control
systems simple. From the perspective of control system design, existing aero-engine
models can be used to obtain the control tasks of decentralized controller nodes through the
algorithm introduced in this paper, simplifying the system design. From the perspective of
software design, the control tasks executed by each decentralized node in the controller
are simply linearly weighted sums of the node’s own state and the states of other nodes.
Different VCTs executed on different nodes only have different weights on the state, and the
software structure is the same, making software code writing and development easy and
short. From the perspective of hardware development, since the consumption of computing,
storage, and communication resources between different VCTs is indistinguishable, and
homogeneous nodes can be used for hardware system design, making hardware design
easy without requiring specific designs for different VCTs, effectively reducing the difficulty
and cycle of the hardware design process.

6. Conclusions

This paper briefly introduces the architecture of SDCS for aero-engines. The SDCS
is composed of a network of low-cost, low-performance, and highly reliable nodes that
serve as the controller for the aero-engine control system. The characteristic of SDCS is
that the controller is decentralized, and there is no central controller node in the control
system. In order to meet the decentralized characteristic of the SDCS controller, this
paper introduces a virtualization scheme for control tasks based on node linear iteration,
obtaining the virtual control tasks executed on each node. The linear iterative scheme
for decentralized controllers is modeled, and the mathematical model of the aero-engine
control system is obtained. In the proposed scheme, the control tasks executed on each
node have balanced workloads, and the workloads of the decentralized nodes are small,
making it easy to use low-cost, low-performance, and highly reliable microprocessors as
decentralized controllers of the control system. To stabilize the control system with the
designed controller, a controller parameter tuning scheme based on the LMI method is
introduced. Finally, the feasibility of the proposed design scheme is verified through digital
simulation.
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Abstract: This paper investigates a novel robust adaptive dynamic surface control scheme based on
the barrier Lyapunov function (BLF), online composite learning, disturbance observer, and improved
saturation function. It is mainly designed for a class of skid-to-turn (STT) interceptor integrated
guidance and control (IGC) design problems under multi-source uncertainties, state constraints,
and input saturation. The serial-parallel estimation model used in this study estimates the system
states and provides “critic” information for the neural network and disturbance observer; then, these
three are combined to realize online composite learning of the multiple uncertainties of the system
and improve the interception accuracy. In addition, the state and input constraints are resolved by
adopting the BLF and the improved saturation function, while the design of the auxiliary system
ensures stability. Finally, a series of simulation results show that the proposed IGC scheme with a
direct-hit intercept strategy achieves a satisfactory effect, demonstrating the validity and robustness
of the scheme.

Keywords: integrated guidance and control; online composite learning; dynamic surface control;
multiple uncertainties; multi-constraints

1. Introduction

As proposed in [1], the conventional design framework of separating the guidance
subsystem and control subsystem possesses many advantages, such as being beneficial to
stability analysis and engineering implementation, which makes it extremely widely used.
However, under the background of a separate study of guidance and control loops, this
framework also gives rise to several serious drawbacks that reduce the adjustability and
robustness of missiles [2]. What follows is a failure to take full advantage of the missile’s
overall effectiveness. Therefore, it is necessary to put forward an integrated guidance and
control (IGC) scheme that is different from the above design framework and can overcome
the preceding defects [3].

As a type of control framework with better overall performance than the conventional
one, the guidance loop and the control loop is designed as a whole, making the guidance
and control circuits operate synergistically. It is worth noting that the guidance and control
synthesis of interceptors, as a challenging task, has become a hotspot research area of
current technology [4]. In recent decades, numerous advanced control algorithms for IGC
have been proposed, including model predictive control [5], sliding mode control [6,7],
trajectory linearization control [8], and active disturbance rejection control [9]. To be more
specific, the unique strict feedback form of the IGC model makes it suitable to control
the system using the classic backstep method. To address the issue that the explosion
terms inevitably appear in the classic backstep method, a novel design framework based on
dynamic surface control (DSC) is provided [10]. The feasible non-singular terminal dynamic

Actuators 2023, 12, 243. https://doi.org/10.3390/act12060243 https://www.mdpi.com/journal/actuators182
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surface control for the IGC system is investigated in [11], which considers the terminal
impact angular constraint and multiple disturbances comprehensively. In [12], a novel
IGC method of the fuzzy adaptive dynamic surface is proposed for different maneuvering
targets by introducing the fuzzy adaptive technique into the dynamic surface-based control
framework. Meanwhile, different constraints and types of uncertain perturbations are
considered in this study. In brief, various technologies based on DSC have been widely
utilized in national defense and military industries.

There are multiple uncertainties and all types of constraints in actual systems, which
need to be further investigated [13–15]. Plenty of achievements have been achieved in
the research on systems with uncertain disturbances. Although the future course of ac-
tion of the target in [16], as a type of uncertainty, cannot be predicted, the effect of the
target maneuver can be counteracted by utilizing adaptive control techniques. Meanwhile,
many control algorithms have been reported based on adaptive control [17], DSC [18,19],
command filtered control [20], sliding mode control [21,22], barrier Lyapunov function
(BLF) [23,24], and a fixed-time differentiator [25] for the constrained variables of IGC
system. In [26], a three-dimensional integrated guidance and control law is developed,
which relies on the advantage of dynamic surface control and extended state observer
techniques to address input saturation and actuator failure. Both the studies in [26] and [27]
are based on dynamic surface and extended state observer techniques, but the hyperbolic
tangent function and auxiliary system in [27] are introduced to sort out the problem caused
by input saturation and impact angle constrained. In addition, by combining numerous
methods including backstepping, command filter, sliding mode control (SMC), and super
twisting extended state observer (STESO), [28] proposes a control scheme with superior
interception performance to solve the IGC problem of a 6-DOFs interceptor. By exploit-
ing the relationships between the virtual commands of the constrained states and the
tracking errors, the solution investigated in [29] can be employed in an IGC system with
multi-constraints.

Although a lot of achievements have been achieved, the problems of multi-uncertainties
and state constraints in the design of IGC have not been systematically solved. Motivated
by the above research, a novel controller is investigated in this paper for interceptor IGC
with multi-source uncertainties, state constraint, and input saturation. Our study mainly
performs the following valuable work.

1. As elaborated in the paper, this study proposes a novel adaptive dynamic surface
control framework based on online composite learning and the BLF principle for the
IGC by considering multiple uncertainties and the overload constraint;

2. Different from previous studies in which the learning law is designed only by tracking
errors, the serial-parallel estimation model established in this study estimates the
system state and provides “critic” information for the neural network (NN) and
disturbance observer that approximates the system uncertainties. Then, these three
are combined to realize online composite learning of the multiple uncertainties of the
system and improve interception accuracy;

3. Aiming at the state constraint of the interceptor, the application of the improved
saturation function and BLF can restrict the specific state to a certain range, while the
design of the auxiliary system guarantees the system stability.

The rest of this paper is organized as follows. Section 2.1 presents the IGC model of
the skid-to-turn (STT) missiles with state constraint, input saturation, and multi-source
uncertainties. Section 2.2 introduces the intelligent approximation scheme. Section 3 de-
signs a novel adaptive dynamic surface online composite learning IGC algorithm. Section 4
analyzes the stability of the proposed algorithm. Section 5 verifies the effectiveness and
robustness of the proposed algorithm through nonlinear simulation. Finally, the conclusion
of this study is given in Section 6.
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2. Preliminaries

2.1. IGC Model

The longitudinal dynamic model of STT interceptor ignoring gravity is generalized
below [30]:

.
α = q + (−Fx sin α+Fz cos α)

mV.
V = (Fx cos α+Fz sin α)

m ,
.
q = M

Iyy
,

.
θ = q,
.
nL = −nL+Vq

Tα
,

γM = θ − α,

(1)

where q denotes the pitch angle rate of the missile, θ, α, γM, m, nL, and V represent the
pitch angle, attack angle, flight-path angle, mass, normal acceleration, and velocity of the
missile respectively. M and Iyy are the pitching moment and moment of inertia around the
pitch axis. In addition, aerodynamic forces Fx and Fz can be expressed as [2]:

Fx = 0.5ρV2SCx(α)
Fz = 0.5ρV2SCz(α, Mm)

(2)

where Cz(α, Mm) = Cz0(Ma) + Cα
z (Ma)α + Cδe

z (Ma)δe.
The pitch moment M can be obtained as:

M = 0.5ρV2SlCm(α, Mm, δe)
Cm(α, Mm, δe) = Cm0(α, Mm) + Cδe

m δe
Cm0(α, Mm) = Cm1(α) + Cm2(α)Mm

(3)

where Cx, Cz, Cα
z , Cδe

z , Cm, Cm0 , Cδe
m , Cm1, and Cm2 are the aerodynamic coefficients. It

is important for us to note that Tα = α.
γM

can be treated as a time constant in our study
according to [31].

As shown in Figure 1, M and T denote the missile and the target, respectively, and the
remaining definitions are presented in Table 1.

Figure 1. Missile–target planar intercept geometry diagram.
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Table 1. Nomenclature.

Variable Implication

r The relative distance along the line of sight (LOS)
Vr The projections of relative velocity along the LOS
Vλ The projections of relative velocity perpendicular to the LOS
ATr The projections of target acceleration along the LOS
ATλ The projections of target acceleration perpendicular to the LOS

λ LOS angle
ρ Atmosphere density
S Reference area
l Reference length

Thus, the missile–target plane interception kinematics can be obtained as:

.
r = Vr
.

Vr =
V2

λ
r + ATr − sin(λ − γM)nL.

λ = Vλ
r.

Vλ = −VλVr
r + ATλ − cos(λ − γM)nL

(4)

To ensure a direct hit, the following intercept strategy is selected for our study [31].

Vλ → c0
√

r (5)

where c0 > 0 is a designed scalar, and the interception strategy ξ is defined as follows:

ξ = Vλ − c0
√

r (6)

Then a direct-hit intercept for the missile can be achieved as ξ → 0 , and the proof of
effectiveness for Equation (5) can be found in [32].

By substituting (1), (2), (3), and (4) into (6), the IGC model for missiles can be described
as follows [2]: ⎧⎪⎪⎨⎪⎪⎩

.
ξ = −VλVr

r − c0Vr
2
√

r − cos(λ − rM)nL + ATλ
.
nL = − nL

Tα
+ V

Tα
q

.
q = ρV2Sl(cm1(α)+cm2(α)Mm)

2Iyy
+ ρV2Slcδe

m
2Iyy

δe

(7)

By defining ζ1 = ξ, ζ2 = nL, ζ3 = q and

f1
(
ζ1
)
= −VλVr

r − c0Vr
2
√

r , g1
(
ζ1
)
= − cos(λ − γM), d1(t) = ATλ

f2
(
ζ2
)
= − nL

Tα
, g2

(
ζ2
)
= V

Tα

f3
(
ζ3
)
= ρV2Sl(cm1(α)+cm2(α)Mm)

2Iyy
, g3

(
ζ3
)
= ρV2Slcδe

m
2Iyy

(8)

The above model (7) can be converted into a strict-feedback form as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩
.
ζ1 = f1

(
ζ1
)
+ g1

(
ζ1
)
ζ2 + d1.

ζ2 = f2
(
ζ2
)
+ g2

(
ζ2
)
ζ3.

ζ3 = f3
(
ζ3
)
+ g3

(
ζ3
)
u

y = ζ1

(9)

where u ∈ R and y ∈ R are the input and output of the system, respectively.
ζ(t) = [ζ1, ζ2, ζ3]

T denotes the state vector, ζ i = [ζ1, · · · , ζi]
T , i = 1, 2, 3. In engineer-

ing practice, there are two challenging problems. On the one hand, due to the limitation of
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the missile’s maneuvering ability, its normal acceleration will be restricted, i.e., the normal
acceleration nL satisfies |nL| ≤ nLmax. Considering ζ2 = nL, there exists

|ζ2| ≤ ζ2max (10)

where ζ2max > 0 is a known positive constant.
On the other hand, due to the physical constraints of the actuator, input saturation

is inevitable in the control input of the system. Thus, the control input saturation can be
described via the improved saturation function as:

u = SAT(u0) =

⎧⎪⎪⎨⎪⎪⎩
sign(u0)umax, |u0| > Γp2

− sign(u0)u2
0

4λ2
+ (umax+λ2)u0

2λ2
− sign(u0)(umax−λ2)

2

4λ2
, ||u0| − umax| ≤ λ2

u0, |u0| < Γq2

(11)

where Γp2 = umax + λ2, Γq2 = umax − λ2. umax represents the maximum value of u. λ2 is a
positive constant to be designed. Obviously, the improved saturation function in our study
is both continuous and differentiable when |u0| = umax.

Invoking (11) into (8), the IGC system can be rewritten as:⎧⎪⎨⎪⎩
.
ζ1 = f1

(
ζ1
)
+ g1

(
ζ1
)
ζ2 + d1.

ζ2 = f2
(
ζ2
)
+ g2

(
ζ2
)
ζ3.

ζ3 = f3
(
ζ3
)
+ g3

(
ζ3
)
SAT(u0)

(12)

where fi
(
ζ i
)
, i = 1, 2, 3, gi

(
ζ i
)
, i = 1, 2, 3.

For the IGC system (12), some reasonable assumptions are made as follows.

Assumption 1. The uncertainty in the integrated design and its differentiation are bounded, i.e.,
|d1| ≤ φ0,

∣∣∣ .
d1

∣∣∣ ≤ φ10, where φ0 and φ1 are positive scalars.

Assumption 2. Due to the measurement errors of the missile instrument, the continuous functions
f1
(
ζ1
)
, f2

(
ζ2
)
, and f3

(
ζ3
)
can be considered unknown nonlinear uncertainty terms.

Lemma 1 [33]. For any |p| < q0, the following inequality always holds.

ln

(
q2

0
q2

0 − p2

)
<

p2

q2
0 − p2

Remark 1. Assumption 1 is often seen in the design of disturbance observer-based controllers [34].

Remark 2. Technically, a direct-hit intercept for the missile can be achieved if the relative distance
between the missile and the target along the line of sight reaches some sufficiently small value r0.
Therefore, the range r satisfies r ≥ r0 during the guidance process.

The control objective of this study is to construct a novel IGC scheme to ensure that
the interception strategy ξ can converge to the neighborhood of zero and achieve direct hit
intercept under the conditions of multiple uncertainties and constraints.

2.2. Intelligent Approximation Scheme

The following expression is employed to approximate the nonlinear uncertainties in
the system.

f̂i
(
ζ i
)
= ŵT

i ϕi
(
ζ i
)

where UB is the variable space, and ζ i ∈ UB is the input. Denotes ŵT
i as a weight

vector that can be updated online. There exists an optimal weight vector satisfying
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fi
(
ζ i
)
= ŵ∗T

i ϕi
(
ζ i
)
+ νi, and sup

ζ i∈Ωζi

|vi| < vm. In other words, vm > 0 denotes the supremum

value of the approximation error vi, and the former is an arbitrarily small positive constant.
As an element of the radial basis function NN, ϕi

(
ζ i
)

is defined as:

ϕi
(
ζ i
)
= exp

⎛⎜⎝−
(

ζ j − μl
j

)2

2
(

σl
j

)2

⎞⎟⎠
where μl

j and σl
j are the center and the variance of the ith basis function.

3. The Design of Adaptive Composite Learning IGC Scheme

In this section, we design the control input so that the interception strategy ξ converges
to the neighborhood of zero in the presence of unknown target maneuver, missile normal
acceleration constraint, and missile actuator saturation. Combined with Equations (7)
and (12), it is more appropriate to adopt a three-loop control structure to complete the
integrated controller design. The control structure diagram of the integrated guidance
and control design is shown in Figure 2. The outer loop is designed to drive ξ to the
neighborhood of zero using the normal acceleration command nLC as a virtual control
input. The intermediate loop is used to make the actual normal acceleration nL track the
normal acceleration command nLC, using the pitch angle rate command qC as a virtual
control input. Similarly, the inner loop is used to make the actual pitch rate q track pitch
rate command qC, using the elevator deflection δe as the control input.

 

δ

MVα γ

cq

−q

eLcn

− Ln

eξ

Figure 2. The control structure diagram of IGC design.

A. Outer Loop

Define F1
(
ζ1
)
= HF1 f1

(
ζ1
)
, where HF1 > 0 is a designable parameter. As mentioned

above, for the dynamics equation of ζ1 in the IGC system (12), the estimation of F1
(
ζ1
)

is
completed through NN.

.
ζ1 = f1

(
ζ1
)
+ g1

(
ζ1
)
ζ2 + d1(t)

= H−1
F1

w∗T
1 ϕ

(
ζ1
)
+ g1

(
ζ1
)
ζ2 + D1(t)

(13)

where D1 = H−1
F1

ν1 + d1. w∗
1 denotes the optical weight vector. ν1, as the approximation

error of NN, satisfies |ν1| ≤ νm.
From Assumption 2, D1 meets the following requirements:

|D1| ≤ μ1,
∣∣∣ .
D1

∣∣∣ ≤ υ1 (14)

where μ1 and υ1 are unknown positive constants.
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The first error surface is defined as s1 = ζ1, and then the nominal virtual control ζ2d is
constructed as:

ζ2d = −
(

k1s1 + H−1
F1

ŵT
1 ϕ1

(
ζ1
)
+ D̂1 + kχ1 χ1

)
g1
(
t, ζ1

) (15)

where k1 > 0 and kχ1 > 0 are the user-defined parameters, and χ1 is the auxiliary system
to be designed. D̂1 and ŵ1 represent the estimated values of D1 and w∗

1, respectively.
At this point, a first-order filter is introduced into the system, which meets the follow-

ing conditions.
ε2

.
ζ2 f + ζ2 f = ζ2d, ζ2 f (0) = ζ2d(0) (16)

where ε2 is the filter parameter, and the error signal of the filter (16) is presented as:

z2 = ζ2 f − ζ2d (17)

Differentiating z2 with respect to time,

.
z2 = −ε−1

2 z2 −
.
ζ2d (18)

The actual virtual control ζ2s can be generated through the following saturation
function.

ζ2s =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
sign

(
ζ2 f

)
ζ2,

∣∣∣ζ2 f

∣∣∣ > Γpi

− sign(ζ2 f )ζ2 f
2

4λ1
+

(ζ2+λ1)ζ2 f
2λ1

− sign(ζ2 f )(ζ2−λ1)
2

4λ1
,

∣∣∣∣∣∣ζ2 f

∣∣∣− ζ2

∣∣∣ ≤ λ1

ζ2 f ,
∣∣∣ζ2 f

∣∣∣ < Γqi

(19)

where ζ2 denotes the maximum magnitude of ζ2s, λ1 > 0 is a positive constant to be
designed, and Γpi = ζ2 + λ1, Γqi = ζ2 − λ1.

Additionally, some variables are defined as:

Tb = ζ2max − ζ2, Ξ2 = 1
T2

b −s2
2

s2 = ζ2 − ζ2s, Φ1 =
(

ζ2s − ζ2 f

) (20)

Differentiating s1 with respect to time and invoking (13), (15), (17), and (20), then the
derivative of s1 is obtained as:

.
s1 = H−1

F1
w∗T

1 ϕ
(
ζ1
)
+ D1(t) + g1

(
ζ1
)[

ζ2 − ζ2s + ζ2s − ζ2 f + ζ2 f − ζ2d

]
−
[
k1s1 + H−1

F1
ŵT

1 ϕ1
(
ζ1
)
+ D̂1(t) + kχ1 χ1

]
= −k1s1 + H−1

F1
w̃T

1 ϕ
(
ζ1
)
+ D̃1(t) + g1

(
ζ1
)
s2 + g1

(
ζ1
)
z2 + g1

(
ζ1
)
Φ1 − kχ1 χ1

(21)

where w̃1 = w∗
1 − ŵ1, D̃1(t) = D1(t)− D̂1(t).

To analyze and compensate for the effects caused by the introduced saturation function,
the auxiliary system is constructed as follows:

.
χ1 =

⎧⎨⎩− 2g1(ζ1)Φ1s1−2kχ1 χ1s1+g2
1(ζ1)Φ2

1
2χ1

− kχ1 χ1 + g1
(
ζ1
)
Φ1 |χ1| > �1

0 |χ1| ≤ �1

(22)

where �1 > 0 is a scalar.
The prediction error h1p is designed as:

h1p = ζ1 − ζ̂1 (23)

188



Actuators 2023, 12, 243

Inspired by the serial-parallel estimation model (SPEM), ζ̂1, as the predicted value of
ζ1, is constructed as:

.
ζ̂1 = H−1

F1
ŵT

1 ϕ1
(
ζ1
)
+ g1

(
ζ1
)
ζ2 + D̂1(t) + Γh1p h1p (24)

where Γh1p is a design scalar, and ζ̂1(0) = ζ1(0).
The first composite intelligent learning law of NN is updated in the following form:

.
ŵ1 = τ1

[
H−1

F1

(
ph1 h1p + s1

)
ϕ1
(
ζ1
)− Γ1ŵ1

]
(25)

As shown below, the disturbance observer is used to cope with the uncertainty of D̂1.

D̂1 = H1(ζ1 − η1) (26)

.
η1 = H−1

F1
ŵT

1 ϕ
(
ζ1
)
+ g1

(
ζ1
)
ζ2 + D̂1(t)− H−1

1
(

ph1 h1p + s1
)

(27)

where H1 is a positive parameter to be designed, and η1 is an auxiliary variable.
Substituting (27) into (26), then the derivative of D̃1 is obtained as:

.
D̃1 =

.
D1 − H1

[
H−1

F1
w∗T

1 ϕ
(
ζ1
)
+ D1(t) + g1

(
ζ1
)
ζ2−

H−1
F1

ŵT
1 ϕ

(
ζ1
)− g1

(
ζ1
)
ζ2 − D̂1(t) + H−1

1
(

ph1 h1p + s1
) ]

=
.

D1 − H1

[
H−1

F1
w̃T

1 ϕ
(
ζ1
)
+ D̃1(t)

]
− (

ph1 h1p + s1
) (28)

Considering the Lyapunov function as:

V1 =
1
2

s2
1 +

1
2τ1

w̃T
1 w̃1 +

1
2

D̃2
1 +

1
2

ph1 h2
1p +

1
2

χ2
1 +

1
2

z2
2 (29)

Substituting (24) into (23) yields, then the derivative of prediction error h1p is con-
structed below: .

h1p = H−1
F1

w̃T
1 ϕ

(
ζ1
)
+ D̃1(t)− Γh1p h1p (30)

Define p1 = w̃T
1 ϕ

(
ζ1
)
, and then:

h1p
.
h1p = h1p

[
H−1

F1
p1 + D̃1(t)

]
− Γh1p h2

1p (31)

Differentiating V1 with respect to time and invoking (21), (22), (25), (28), and (31),
.

V1
is calculated as:

.
V1 = s1

.
s1 − 1

τ1
w̃T

1

.
ŵ1 + D̃1

.
D̃1 + ph1 h1p

.
h1p + χ1

.
χ1 + z2

.
z2

= −k1s2
1 + g1

(
t, ζ1

)
s1s2 + g1

(
t, ζ1

)
s1z2 + Γ1w̃T

1 ŵ1 + D̃1(t)
.

D1(t)− H1H−1
F1

D̃1(t)p1

−H1D̃2
1(t)− Γh1p ph1 h2

1p − kχ1 χ2
1 + g1

(
ζ1
)
Φ1χ1 − g2

1(ζ1)Φ2
1

2 − 1
ε2

z2
2 −

.
ζ2dz2

(32)

The following facts should be considered:

g1
(
t, ζ1

)
s1z2 ≤ g2

1
(
t, ζ1

)
2ι21

s2
1 +

ι21
2

z2
2 (33)

Γ1ω̃T
1 ω̂1 ≤ Γ1

2
w∗

1
2 − Γ1

2
w̃T

1 w̃1 (34)

D̃1
.

D1 ≤ 1
2

D̃2
1 +

1
2

υ2
1 (35)

−D̃1(t)p1 ≤ 1
2

ϑ1D̃2
1(t)β2

1 +
1

2ϑ1
ω̃T

1 ω̃1 (36)
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g1
(
t, ζ1

)
Φ1χ1 ≤ g2

1
(
t, ζ1

)
Φ2

1
2

+
1
2

χ2
1 (37)

−
.
ζ2dz2 ≤

∣∣∣ .
ζ2d

∣∣∣2
2

z2
2 +

1
2

(38)

where ‖ϕ1
(
ζ1
)‖ ≤ β1,

∣∣∣ .
D1

∣∣∣ ≤ υ1.
According to the above inequalities, the derivative of V1 can be given by:

.
V1 ≤ −

[
k1 − g2

1(t,ζ1)
2ι21

]
s2

1 −
(

Γ1
2 − H1 H−1

F1
2ϑ1

)
ω̃T

1 ω̃1 −
(

H1 −
H1 H−1

F1
ϑ1β2

1+1
2

)
D̃2

1

−Γh1p ph1 h2
1p −

(
kχ1 − 1

2

)
χ2

1 −
(

1
ε2
−

∣∣∣ .
ζ2d

∣∣∣2+ι21
2

)
z2

2 + C1 + g1
(
t, ζ1

)
s1s2

(39)

where C1 = Γ1
2 w∗

1
2 + 1

2 υ2
1 +

1
2 .

B. Intermediate Loop

Define F2
(
t, ζ2

)
= HF2 f2

(
t, ζ2

)
, where HF2 > 0 is a designable parameter. As men-

tioned above, for the dynamics equation of ζ2 in IGC system (12), F2
(
t, ζ2

)
is estimated

through NN.
.
ζ2 = H−1

F2
w∗T

2 ϕ2
(
ζ2
)
+ H−1

F2
ν2 + g2

(
t, ζ2

)
ζ3 (40)

where w∗
2 denotes the optical weight vector. ν2, as the approximation error of NN, satisfies

|ν2| ≤ νm.
The second error surface s2 = ζ2 − ζ2s can be obtained from (20), and then the nominal

virtual control ζ3d is constructed as:

ζ3d = −
(

k2s2 + H−1
F2

ŵT
2 ϕ2

(
ζ2
)
+ Ξ−1

2 g1
(
t, ζ1

)
s1 −

.
ζ2s

)
/g2

(
t, ζ1

)
(41)

where k2 > 0 is a constant to be designed, and ŵ2 represents the estimate value of w∗
2.

At this point, a first-order filter is introduced into the system, which meets the follow-
ing conditions.

ε3
.
ζ3 f + ζ3 f = ζ3d, ζ3 f (0) = ζ3d(0) (42)

where ε3 is the filter parameter and the error signal of the filter (42) is presented as:

z3 = ζ3 f − ζ3d (43)

Its dynamic satisfies:
.
z3 = −ε−1

3 z3 −
.
ζ3d (44)

The third error surface is designed as s3 = ζ3 − ζ3 f . Invoking (41), (43), and (44), the
derivative of s2 can be given by:

.
s2 = H−1

F2
w∗T

2 ϕ
(
ζ2
)
+ g2

(
t, ζ2

)
(s3 + z3) + H−1

F2
ν2 −

.
ζ2s

−
[
k2s2 + H−1

F2
ŵT

2 ϕ
(
ζ2
)
+ Ξ−1

2 g1
(
t, ζ1

)
s1 −

.
ζ2s

]
= −k2s2 + H−1

F2
w̃T

2 ϕ
(
ζ2
)
+ H−1

F2
ν2 − Ξ−1

2 g1
(
t, ζ1

)
s1 + g2

(
t, ζ2

)
(s3 + z3)

(45)

where w̃2 = w∗
2 − ŵ2.

The prediction error h2p is defined as:

h2p = ζ2 − ζ̂2 (46)
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Inspired by SPEM, ζ̂2, as the predicted value of ζ2, is constructed as:

.
ζ̂2 = H−1

F2
ŵT

2 ϕ2
(
ζ2
)
+ g2

(
t, ζ2

)
ζ3 + Γh2p h2p (47)

where Γh2p is a positive scalar to be designed, and ζ̂2(0) = ζ2(0).
The second composite intelligent learning law of NN is updated in a novel form,

which fuses tracking error with prediction error.

.
ŵ2 = τ2

[
H−1

F2

(
ph2 h2p + Ξ2s2

)
ϕ
(
ζ2
)− Γ2ŵ2

]
(48)

Considering the barrier Lyapunov function as:

V2 =
1
2

ln
T2

b
T2

b − s2
2
+

1
2τ2

w̃T
2 w̃2 +

1
2

ph2 h2
2p +

1
2

z2
2 (49)

A specified compact set is defined as:

Z1 = {s2||s2| < Tb } (50)

Substituting (47) into (46) yields, then the derivative of prediction error h2p is con-
structed as: .

h2p = H−1
F2

w̃T
2 ϕ

(
ζ2
)
+ H−1

F2
ν2 − Γh2p h2p (51)

Define p2 = w̃T
2 ϕ

(
ζ2
)
, and then:

h2p
.
h2p = h2p

[
H−1

F2
p2 + H−1

F2
ν2

]
− Γh1p h2

1p (52)

Differentiating V2 with respect to time when s2 ∈ Z1 and invoking (43), (44), (45), (48),
and (52), the derivative of V2 is calculated by:

.
V2 = s2

.
s2

T2
b −s2

2
− 1

τ2
w̃T

2

.
ŵ2 + ph2 h2p

.
h2p + z3

.
z3

= −k2Ξ2s2
2 + H−1

F2
ν2Ξ2s2 + g2

(
t, ζ2

)
Ξ2s2s3 + Γ2w̃T

2 ŵ2 + g2
(
t, ζ2

)
Ξ2s2z3

−g1
(
t, ζ1

)
s1s2 + H−1

F2
ph2 h2pν2 − Γh2p ph2 h2

2p − 1
ε3

z2
3 −

.
ζ3dz3

(53)

The following facts should be considered:

H−1
F2

ν2Ξ2s2 ≤ H−2
F2

Ξ2
2

2
s2

2 +
ν2

m
2

(54)

g2
(
t, ζ2

)
Ξ2s2z3 ≤ g2

2
(
t, ζ2

)
Ξ2

2ι22
s2

2 +
ι22Ξ2

2
z2

3 (55)

Γ2ω̃T
2 ω̂2 ≤ Γ2

2
w∗

2
2 − Γ2

2
w̃T

2 w̃2 (56)

H−1
F2

ph2 h2pν2 ≤ H−2
F2

p2
h2

2
h2

2p +
ν2

m
2

(57)

−
.
ζ3dz3 ≤

∣∣∣ .
ζ3d

∣∣∣2
2

z2
3 +

1
2

(58)
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According to the above inequalities, the derivative of V2 can be given by:

.
V2 ≤ −

[
k2Ξ2 −

H−2
F2

Ξ2
2

2 − g2
2(t,ζ2)Ξ2

2ι22

]
s2

2 − Γ2
2 w̃T

2 w̃2 −
(

Γh1p ph2 −
H−2

F2
p2

h2
2

)
h2

2p

−
(

1
ε3
−

∣∣∣ .
ζ3d

∣∣∣2
2 − ι22Ξ2

2

)
z2

3 − g1
(
t, ζ1

)
s1s2 + g2

(
t, ζ2

)
Ξ2s2s3 + C2

(59)

where C2 = ν2
m + Γ2

2 w∗
2

2 + 1
2 .

C. Inner Loop

Define F3
(
t, ζ3

)
= HF3 f3

(
t, ζ3

)
, where HF3 > 0 is a designable parameter. As men-

tioned above, for the dynamics equation of ζ3 in the IGC system (12), F3
(
t, ζ3

)
is estimated

through NN.
.
ζ3 = H−1

F3
w∗T

3 ϕ
(
ζ3
)
+ H−1

F3
ν3 + g3

(
t, ζ3

)
u (60)

where w∗
3 denotes the optical weight vector. ν3, as the approximation error of NN, satisfies

|ν3| ≤ νm.
The virtual control u0 is constructed as:

u0 = −
(

k3s3 + H−1
F3

ŵT
3 ϕ

(
ζ3
)
+ Ξ2g2

(
t, ζ2

)
s2 −

.
ζ3s + kχ2 χ2

)
/g3

(
t, ζ1

)
(61)

where k3 > 0 and kχ2 > 0 are the user-defined parameters, and χ2 is the auxiliary system
to be designed. ŵ3 represents the estimate value of w∗

3.
Invoking (60) and (61), the derivative of s3 can be further obtained as:

.
s3 = −k3s3 + H−1

F3
w̃T

3 ϕ
(
ζ3
)
+ H−1

F3
ν3 − Ξ2g2

(
t, ζ2

)
s2 + g3

(
t, ζ3

)
Φ2 − kχ2 χ2 (62)

where w̃3 = w∗
3 − ŵ3, Φ2 = (u − u0).

To analyze and compensate for the effects caused by the introduced saturation function,
the auxiliary system is constructed as follows:

.
χ2 =

{
− 2g3(t,ζ3)Φ2s3−2kχ2 χ2s3+g2

3(t,ζ3)Φ2
3

2χ2
− kχ2 χ2 + g3

(
t, ζ3

)
Φ2 |χ2| > �2

0 |χ2| ≤ �2
(63)

where �2 > 0 is a scalar.
The prediction error h3p is designed as:

h3p = ζ3 − ζ̂3 (64)

Inspired by the SPEM, ζ̂3, as the predicted value of ζ3, is constructed as:

.
ζ̂3 = H−1

F3
ŵT

3 ϕ
(
ζ3
)
+ g3

(
t, ζ1

)
u + Γh3p h3p (65)

where Γh3p is a positive scalar to be designed, and ζ̂3(0) = ζ3(0).
The third learning law of NN is updated in the following form:

.
ŵ3 = τ3

[
H−1

F3

(
ph3 h3p + s3

)
ϕ3
(
ζ3
)− Γ3ŵ3

]
(66)

Considering the Lyapunov function as:

V3 =
1
2

s2
3 +

1
2τ3

w̃T
3 w̃3 +

1
2

ph3 h2
3p +

1
2

χ2
2 (67)
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Substituting (65) into (64) yields, the derivative of h3p is computed as:

.
h3p = H−1

F3
w̃T

3 ϕ
(
ζ3
)
+ H−1

F3
ν3 − Γh3p h3p (68)

Define p3 = w̃T
3 ϕ

(
ζ3
)
, and then:

h3p
.
h3p = h3p

[
H−1

F3
p3 + H−1

F3
ν3

]
− Γh3p h2

3p (69)

Differentiating V3 with respect to time and invoking (62), (63), (66), and (69),
.

V3 is
calculated as:

.
V3 = s3

.
s3 − 1

τ3
w̃T

3

.
ŵ3 + ph3 h3p

.
h3p + χ3

.
χ3

= s3

[
−k3s3 + H−1

F3
w̃T

3 ϕ
(
ζ3
)
+ H−1

F3
ν3 − Ξ2g2

(
t, ζ2

)
s2 + g3

(
t, ζ3

)
Φ2 − kχ2 χ2

]
+ph3

[
h3p

(
H−1

F3
p3 + H−1

F3
ν3

)
− Γh3p h2

3p

]
− kχ2 χ2

2 + g2
(
t, ζ2

)
Φ2χ2 − 1

2 Ψχ2

− 1
τ3

w̃T
1 τ3

[
H−1

F3

(
ph3 h3p + s3

)
ϕ3
(
ζ3
)− Γ3ŵ3

]
= −k3s2

3 + H−1
F3

ν3s3 + Γ3w̃T
1 ŵ3 + H−1

F3
ph3 h3pν3 − Γh3p ph3 h2

3p − kχ2 χ2
2

+g3
(
t, ζ3

)
Φ2χ2 − g2

3
(
t, ζ3

)
Φ2

2 − g2
(
t, ζ2

)
Ξ2s2s3

(70)

The following facts should be considered:

H−1
F3

ν3s3 ≤ H−2
F3

2
s2

3 +
ν2

m
2

(71)

Γ3w̃T
1 ŵ3 ≤ Γ3

2
w∗

3
2 − Γ3

2
w̃T

3 w̃3 (72)

H−1
F3

ph3 h3pν3 ≤ H−2
F3

p2
h3

2
h2

3p +
ν2

m
2

(73)

g3
(
t, ζ3

)
Φ2χ2 ≤ g2

3
(
t, ζ3

)
2

Φ2
2 +

1
2

χ2
2 (74)

According to the above inequalities, the derivative of V3 can be given by:
.

V3 ≤ −k3s2
3 +

H−2
F3
2 s2

3 +
ν2

m
2 + Γ3

2 w∗
3

2 − Γ3
2 w̃T

3 w̃3 +
H−2

F3
p2

h3
2 h2

3p +
ν2

m
2 − Γh3p ph3 h2

3p

−kχ2 χ2
2 +

g2
3(t,ζ3)

2 Φ2
2 +

1
2 χ2

2 −
g2

3(t,ζ3)
2 Φ2

2 − g2
(
t, ζ2

)
Ξ2s2s3

≤ −
(

k3 −
H−2

F3
2

)
s2

3 − Γ3
2 w̃T

3 w̃3 −
(

Γh3p ph3 −
H−2

F3
p2

h3
2

)
h2

3p −
(

kχ2 − 1
2

)
χ2

2 − g2
(
t, ζ2

)
Ξ2s2s3 + C3

(75)

where C3 = ν2
m
2 + Γ3

2 w∗
3

2 + ν2
m
2 .

As you can see, a novel robust adaptive dynamic surface IGC scheme based on the
serial-parallel estimation model, neural networks, and the disturbance observer is proposed
in Section 3. The recursive design details of the scheme can be summarized in Figure 3. To
be specific, the serial-parallel estimation model estimates the system states and provides
“critic” information for the neural network and disturbance observer; then, these three are
combined to realize online composite learning of the multiple uncertainties of the system
and improve the interception accuracy. In addition, the state and input constraints are
resolved by adopting the BLF and the improved saturation function.
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Figure 3. The recursive design details of the scheme proposed in Section 3.

4. Stability Analysis

The Lyapunov function is chosen as:

V = V1 + V2 + V3

= 1
2 s2

1 +
1
2 ln T2

b
T2

b −s2
2
+ 1

2 s2
3 +

1
2τ1

w̃T
1 w̃1 +

1
2τ2

w̃T
2 w̃2 +

1
2τ3

w̃T
3 w̃3 +

1
2 D̃2

1

+ 1
2 ph1 h2

1p +
1
2 ph2 h2

2p +
1
2 ph3 h2

3p +
1
2 χ2

1 +
1
2 χ2

2 +
1
2 z2

2 +
1
2 z2

3

(76)

Differentiating V with respect to time and invoking (39), (59), and (75),
.

V can be
represented as:

.
V ≤ −

[
k1 − g2

1(t,ζ1)
2ι21

]
s2

1 −
[

k2Ξ2 −
H−2

F2
Ξ2

2
2 − g2

2(t,ζ2)Ξ2

2ι22

]
s2

2 −
(

k3 −
H−2

F3
2

)
s2

3 − Γ2
2 w̃T

2 w̃21

−
(

Γ1
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(77)

where C = C1 + C2 + C3.
Obviously, differentiating

∣∣∣ .
ζ2d

∣∣∣ and
∣∣∣ .
ζ3d

∣∣∣ with respect to time, there exists as:∣∣∣ .
ζ2d

∣∣∣ ≤ Q1

(
s1, s2, z2, χ1, D̃1, yr,

.
yr,

..
yr

)∣∣∣ .
ζ3d

∣∣∣ ≤ Q2

(
s1, s2, s3, z2, z3, χ1, χ2, D̃1, yr,

.
yr,

..
yr

) (78)

where Q1 and Q2 are positive continuous functions.
A specified compact set is designed as:

Z =
{

Q
(

s1, s2, s3, z2, z3, χ1, D̃1, yr,
.
yr,

..
yr

)
: V ≤ I1

}
(79)
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where I1 > 0. Then, it can be concluded from (78) and (79) that the continuous functions
Q1 and Q2 have maximum values within the scope of set Z, i.e.,

|Q1| ≤ N1, |Q2| ≤ N2 (80)

The appropriate parameters are selected as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

k1 ≥ g2
1(t,ζ1)

2ι21
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F2
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F3
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2
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1+K+1
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2 + 1
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F3

ph3
+K

2 , ε−1
2 ≥ N2

1+ι21+K
2 , ε−1

3 ≥ N2
2+ι22Ξ2+K

2

(81)

where K > 0 represents a constant.

Theorem 1. Consider the IGC system (12) under Assumption 1 with multiple uncertainties and
actuator saturation, the controller (61), and NN learning laws (25), (48), (66) with parameters
satisfying (81). If s2(0) ∈ Z1 := {s2||s2| < Tb }, the following properties hold:

1. The output of the system ζ1 can converge to a neighborhood of zero;
2. All signals such as s1, s2, s3, z2, z3, χ1, χ2, h1p, h2p, h3p, and D̃1 are uniformly ulti-

mately bounded;
3. The constraint of the state variable ζ2 will not be violated.

When s2 ∈ Z, inequality (77) can be rewritten in the following form if the design
parameters are selected as inequation (81).

.
V ≤ −K

2 s2
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2 s2
2 − K
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2τ1
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3 w̃3
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1p − K
2 ph2 h2
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3p − K
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2 z2

2 − K
2 z2

3 + C
(82)

Invoking (82) and Lemma 1,
.

V is calculated as:

.
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2 s2
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2
− K

2 s2
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w̃T
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2τ3
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3p − K
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2 − K
2 z2

2 − K
2 z2

3 + C
(83)

That is: .
V ≤ −KV + C (84)

.
V < 0 can be received from (84) when V = I1 and K > C

I1
, i.e., if V(0) ≤ I1, then

V(t) ≤ I1 always holds for ∀t ≥ 0. In other words, V(0) ≤ I1 is an invariant set.
By solving the inequality (84), we have:

0 ≤ V(t) ≤
(

V(0)− C
K

)
e−Kt +

C
K

(85)

Substituting (29) into (85) yields, the following expression can be obtained.

|s1| ≤
√

2
(

V(0)− C
K

)
e−Kt +

2C
K

, ∀t > 0 (86)

According to (86), |s1| ≤
√

2C
K can be acquired when t → ∞ , i.e., s1 is uniformly

ultimately bounded. Therefore, by choosing appropriate design parameters, s1 can be
arbitrarily small and ζ1 can converge to a certain neighborhood of zero.
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Invoking (49) and (85), we have:

1
2

ln
T2

b
T2

b − s2
2
≤

(
V(0)− C

K

)
e−Kt +

C
K

(87)

|s2| ≤ Tb

√
1 − e−2((V(0)− C

K )e−Kt+ c
K ) (88)

Similarly, it can be obtained from Equation (88) that s2 is uniformly ultimately bounded.
In addition, it can be concluded that the rest of signals such as s3, z2, z3, χ1, χ2, h1p,

h2p, h3p and D̃1 in the closed-loop system are uniformly ultimately bounded.
According to inequation (88), |s2| ≤ Tb always holds, and ζ2s ≤ ζ2 can be obtained

from the definition of saturation function (19). Then,

|ζ2| < Tb + ζ2 = ζ2max (89)

According to Equation (89), for any ∀t > 0, there is always |ζ2| < ζ2max. Thus, the
state constraint of ζ2 will not be violated.

The proof is completed.

5. Simulation Study

In this section, two simulation situations for the terminal guidance phase of a surface-
to-air missile are taken into account to verify the effectiveness and robustness of the
proposed control scheme. The simulations are aimed at the missile intercepts heading-
on target.

5.1. Simulation Parameters

The setting of the missile’s inherent parameters includes ρ = 0.2641 kg/m3,
Sre f = 0.0286 m2, Lre f = 0.1888 m, m = 144 kg, and Iyy = 136 kg · m2. The velocity
of the missile is assumed to be constant during the terminal guidance phase, so it is defined
as VM = 900 m/s. The remaining initial trim conditions of the missile and the target can be
found in Table 2. Similarly, the constraints of normal acceleration and elevator deflection
of the missile are listed in Table 3. Motivated by [31], the aerodynamic coefficients of the
missile are represented as:

Cx = 0.0083α − 0.57 + 0.004δe,
Cz = −0.1796α − 0.0077 − 0.09δe,
Cm = −0.435α − 0.1078 − 0.675δe

Table 2. The initial conditions of the missile and the target.

Variable Variable

Pitch angle ϑ 0.315 rad
Angle of attack α 0.1 rad
Target velocity VT 300 m/s

elevator deflection δe 0◦

Table 3. The constraints of acceleration and input saturation.

Variable Maximum Value Minimum Value

Normal acceleration nL, m/s2 40 −40
Elevator deflection δe, deg 30 −30
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The initial range along the LOS between the missile and the target is r(0) = 8900 m;
the LOS angle is λ(0) = 0.1648 rad. The initial position of the missile and the target are
given as: xM(0) = 0, yM(0) = 0, xT(0) = 8900 m, and yT(0) = 1480 m.

5.2. Simulation Results
5.2.1. Effectiveness Verification

To evaluate the effectiveness and superiority of the adaptive composite learning
integrated guidance and control (ACLIGC) scheme proposed in our study, it is compared
with the conventional backstepping integrated guidance and control (CBIGC) algorithm
in [34]. For convenience, the two methods are denoted as ACLIGC and CBIGC respectively.

In this section, the target maneuver acceleration is given as AT = 30 m/s2 in scenario 1.
The parameters of the controller and filters are chosen as: k1 = 1, k5 = 5, k3 = 50, ph1 = 1.5,
ph2 = ph3 = 15, Γh1p = Γh2p = Γh3p = 5, HF1 = HF2 = HF3 = 1, and ε2 = ε3 = 0.5. The
parameters associated with online composite learning are set as: τ1 = τ2 = 20, τ3 = 30,
Γ1 = 0.01, and Γ2 = Γ3 = 0.001.

Figures 4–8 show the simulation results when the maneuvering acceleration of the
target is constant. It can be seen that the trajectories of the missile and target and the x and
y coordinates of the missile and target are presented in Figure 4.

Figure 4. The trajectories of the missile and target and x and y coordinates of the missile and target in
scenario 1.

Figure 5. The time responses of the intercept strategy ξ and pitch angle rate q in scenario 1.
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(a) (b) 

Figure 6. (a) The time responses of normal acceleration nL in scenario 1; (b) the time response of
range along the LOS in scenario 1.

 
(a) (b) 

Figure 7. (a) The time responses of elevator deflection δe in scenario 1; (b) ACLIGC and CBIGC to
estimate f1 + d1 in scenario 1.

 

 
(a) (b) 

Figure 8. (a) ACLIGC and CBIGC to estimate f2 in scenario 1; (b) ACLIGC and CBIGC to estimate f3

in scenario 1.

The trajectories of state variables for the IGC system such as intercept strategy ξ and
pitch angle rate q are illustrated in Figure 5. It can be seen from Table 3 and Figure 6a that nL
always maintains in the constrained area. The final miss distances of different methods are
shown in Table 4, and the time response of range along the LOS is presented in Figure 6b.
Table 4 and Figure 6b indicate that the ACLIGC proposed in our study has a smaller final
miss distance compared with another value.
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Table 4. The final miss distance in various schemes.

Scheme
Miss Distance, m

Scenario 1 Scenario 2

ACLIGC 0.267 0.332
CBIGC 2.161 2.648

As shown in Figure 7a, the actuator saturation problem can be solved via both CBIGC
and ACLIGC, while the proposed ACLIGC can achieve better performance, with a smaller
elevator deflection amplitude and smoother time responses. As can be seen from Figures 7b
and 8, compared with the traditional backstepping-based adaptive learning approach in [35],
the online composite learning algorithm proposed in this paper achieves higher accuracy in
estimating the system multi-source uncertainties.

5.2.2. Robustness Verification

In scenario 2, the target maneuver acceleration is changed to a time-varying form
AT = 10 + 10 sin 0.1πt m/s2 to verify the robustness of the proposed ACLIGC.

A series of satisfactory results are shown in Figures 9–13 when the maneuvering
acceleration of the target is in a time-varying form. From the trajectories of the missile
and target, x and y coordinates of the missile and target shown in Figure 9, it can be seen
that the state variables for the IGC system such as intercept strategy ξ and pitch angle rate
q converge to the neighborhood of some value from Figure 10 respectively. In addition,
Figure 10 indicates that the intercept strategy ξ converges to the neighborhood of zero at
0.9 s, achieving a direct hit of the target.

Figure 9. The trajectories of the missile and target and x and y coordinates of the missile and target in
scenario 2.
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Figure 10. Time responses of intercept strategy ξ and pitch angle rate q in scenario 2.

 
(a) (b) 

Figure 11. (a) Time responses of normal acceleration nL in scenario 2; (b) time response of range
along the LOS in scenario 2.

 
(a) (b) 

Figure 12. (a) The time responses of elevator deflection δe in scenario 2; (b) ACLIGC and CBIGC to
estimate f1 + d1 in scenario 2.

Moreover, according to Table 3 and Figure 11a, the constraint of nL will not be violated.
The final miss distances for ACLIGC and CBIGC are shown in Table 4, and the curves
of r are given in Figure 11b. It is clear that the ACLIGC proposed in our study obtains a
smaller value of 0.33 m to realize direct hit interception. The contrast curve in Figure 12a
shows that the elevator deflection amplitude of ACLIGC is 8◦, while that of CBIGC is
30◦. Meanwhile, the time response curve of the elevator deflection corresponding to the
ACLIGC is smoother. Similar to scenario 1, ACLIGC achieves higher estimation accuracy
for the uncertainties and time-varying disturbance, as indicated by Figures 12b and 13.
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Remark 3. In a nutshell, because of adopting improved saturation functions, disturbance observer,
prediction error with SPEM, and online composite learning, the proposed ACLIGC is capable of
achieving good performance despite the target performing various forms of maneuver in different
scenarios, as illustrated by the simulation results in Figures 4–13.

 

 
(a) (b) 

Figure 13. (a) ACLIGC and CBIGC to estimate f2 in scenario 2; (b) ACLIGC and CBIGC to estimate
f3 in scenario 2.

6. Conclusions

This study considers the problems in the IGC design for a class of STT interceptors,
such as input saturation, state constraint, and unknown nonlinear uncertainties. The
online composite learning based on disturbance observer is exploited to compensate for
multi-source uncertainties. Meanwhile, the state constraint problem can be solved by
introducing BLF and improved saturation function. This limits the virtual control and the
corresponding tracking error to a certain region, and the missile acceleration constraint
will not be violated. Moreover, the design of the auxiliary system ensures the stability
of the system. In addition, the saturation function and auxiliary system are designed to
handle in case of actuator saturation sufficiently. Finally, stability analysis shows that all
signals in the closed-loop system are uniformly ultimately bounded in the presence of
input saturation, state constraint, and uncertainties. The effectiveness and robustness of
the proposed scheme are illustrated via numerical simulation, and the results indicate that
it can achieve direct hit under constant and time-varying maneuvering of the target.
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Abstract: There are a large number of bearings in aircraft engines that are subjected to extreme
operating conditions, such as high temperature, high speed, and heavy load, and their fatigue, wear,
and other failure problems seriously affect the reliability of the engine. The complex and variable
bearing operating conditions can lead to differences in the distribution of data between the source
and target operating conditions, as well as insufficient labels. To solve the above challenges, a
multi-scale attention mechanism-based domain adversarial neural network strategy for bearing fault
diagnosis (MADANN) is proposed and verified using Case Western Reserve University bearing
data and PT500mini mechanical bearing data in this paper. First, a multi-scale feature extractor
with an attention mechanism is proposed to extract more discriminative multi-scale features of the
input signal. Subsequently, the maximum mean discrepancy (MMD) is introduced to measure the
difference between the distribution of the target domain and the source domain. Finally, the fault
diagnosis process of the rolling is realized by minimizing the loss of the feature classifier, the loss of
the MMD distance, and maximizing the loss of the domain discriminator. The verification results
indicate that the proposed strategy has stronger learning ability and better diagnosis performance
than shallow network, deep network, and commonly used domain adaptive models.

Keywords: bearing; multi-scale feature extractor; attention mechanism; domain adversarial; fault diagnosis

1. Introduction

Rotating bearing is some of the core components of the most important machinery
equipment, such as the aero-engine, the high-speed axle box, etc. Under harsh environ-
ments, such as high temperature and high pressure for a long time, the performance of the
rolling bearing will inevitably deteriorate, even leading to the failure of the aero-engine,
the high-speed axle box, and other equipment [1–3]. Furthermore, due to the closed-loop
regulation of the system, external environmental interference, especially the change in
working conditions, the fault characteristics of the system are easily covered up [4]. If
the fault cannot be identified timely and effectively, it will cause great economic losses
and even cause great accidents. Therefore, bearing fault diagnosis is very important in
aerospace, automobile, and railway industries [5,6].

Driven by this motivation, various fault diagnosis methods have been fully devel-
oped in recent years. Especially with the rapid development of signal processing, data
mining and artificial intelligence technology, data-driven fault diagnosis methods have
been applied to the field of bearing fault diagnosis [7]. Some machine learning based
methods have been successfully applied. The machine learning-based bearing fault di-
agnosis method generally includes signal feature extraction [8] and fault classification.
Common feature extraction methods include Fourier transform [9], wavelet transform [10],
variational mode decomposition [11], etc. Fault classification methods commonly include
artificial neural network [12–14] and support vector machine [15–17]. Although these fault
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diagnosis methods can realize automatic fault identification and improve the efficiency
of fault diagnosis, these machine learning-based methods have a shallow structure and
rely on manual experience. Their diagnosis accuracy is closely related to feature extraction.
Facing the above challenges, the deep learning-based diagnosis methods have made great
progress because deep learning has stronger feature capture, better big data processing
capabilities, and superior performance in multi-layer nonlinear mapping and processing
large-scale mechanical data than the shallow network [18]. What is more, the use of a
multi-layer structure can eliminate the dependence on human and expert knowledge.
Among many deep learning methods, the convolutional neural network (CNN) has been
successfully applied in the field of intelligent fault identification due to its weight sharing,
local perception, and strong anti-noise ability [19–29].

The above fault diagnosis methods are all based on constant working conditions. How-
ever, in practical engineering, operational conditions of the equipment are not constant
due to the continuous change in the production environment and working conditions. The
neural network-based fault diagnosis method under constant working conditions is not
enough to effectively identify all fault types. The changing working conditions will cause
vibration signal amplitude changes, pulse interval changes, and other problems. Deep
learning models, such as CNN, cannot solve the problem of data distribution difference
under variable working conditions because it is expensive to collect a large number of
labeled data. Therefore, domain adaptive technology, combined with CNN, is proposed to
solve the problem of difficulty to obtain labeled data under current working conditions.
For instance, Wang et al. [30] used a domain adversarial neural network (DANN) with a do-
main discriminator to mine domain invariant features under different devices. Li et al. [31]
proposed a migration learning network based on DANN to identify shared fault types
in two domains and to learn new fault types. Lu et al. [32] proposed a depth domain
adaptive structure. This structure can adapt both the conditional distribution and the edge
distribution in the multi-layer neural network and use maximum mean discrepancy (MMD)
to measure the distribution difference. Wu et al. [33] proposed a novel intelligent recog-
nition method based on an adversarial domain adaptation convolutional neural network
(ADACNN). The ADACNN introduced MMD in the prediction label space for domain
adaptation to alleviate the problem of algorithm performance degradation, which is caused
by the distribution deviation between the test data and the training data. Wu et al. [34]
adopted a cost-sensitive depth classifier to solve the problem of class imbalance, and they
used the domain counter subnet with MMD to simultaneously minimize the marginal and
conditional distribution differences between the source domain and the target domain.
Liu et al. [35] proposed a migration learning fault diagnosis model based on a deep full
convolution conditional Wasserstein adversarial network (FCWAN), which uses the condi-
tional countermeasure mechanism to enhance the effect of migration domain adaptation
and further improve the accuracy of diagnosis. Zou et al. [36] proposed a deep convolution
Wasserstein adversarial network (DCWAN)-based fault transfer diagnosis model. This
model solved the problem of inadequate self-adaptive measurement of feature distribution
differences under different working conditions, increased variance constraints to improve
the aggregation of extracted features, and expanded the margins between different types
of features in the source domain. Wu et al. [37] proposed a Gaussian-guided adversarial
adaption transfer network (GAATN) for bearing fault diagnosis. GAATN introduced a
Gaussian-guided distribution alignment strategy to make the data distribution of two
domains close to the Gaussian distribution to reduce data distribution discrepancies.

In summary, most scholars have studied various deep learning methods from different
angles to improve their performance in bearing fault diagnosis. However, the importance
of the features extracted by the feature extractors is different. The existing domain adaptive
methods seldom pay attention to the more discriminative features and use a single scale
extraction when extracting features, and the model performance will be poor due to the
lack of information. Therefore, a multi-scale attention mechanism domain adversarial
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neural network for bearing fault diagnosis (MADANN) will be discussed in this article.
Specifically, the main contributions are as follows:

(1) A feature extractor based on a multi-scale convolution structure and attention mecha-
nism is designed. It is adopted to broaden the network width, fuse feature information
of different scales, focus on the key features with identification ability to suppress
irrelevant features, and improve the accuracy of fault identification.

(2) A class domain adaptation based on the maximum mean difference is designed. MMD
is introduced into the predictive label space for domain adaptation to measure the
distribution difference between the target and source domains.

(3) Experimental results on a public bearing dataset and data collected by the test bench
confirm that the proposed methodology has higher recognition accuracy.

The rest of this paper is arranged as follows. Section 1 introduces the relevant theories
of domain adversarial network, maximum mean discrepancy, and attention mechanism.
Section 2 introduces the proposed rolling bearing fault diagnosis model of domain adver-
sarial migration based on multi-scale and attention mechanism. Section 3 uses two different
data sets to verify the effectiveness of the proposed method. Finally, this is all summarized
in Section 4.

2. Theoretical Background

2.1. Domain Adversarial Neural Network

The DANN network is composed of three parts: feature extractor Gf , label classifier
Gy, and domain discriminator Gd. A gradient reverse layer (GRL) is added between the
feature extractor and the domain discriminator.

The structure of DANN is as shown in Figure 1. First, the source domain data
Xs =

{
xs

i, ys
i}ns

i=1 and the target domain data Xt =
{

xt
i}nt

i=1 are input to the fea-
ture extractor Gf to extract the source domain feature G(xi

s, θ f ) and target domain feature
G(xi

t, θ f ), as well as to input the extracted source domain feature G(xi
s, θ f ) to the label

classifier for classification. The label Ly loss operation is:

Ly
i(θ f , θy) = Ly

i(Gy(Gf (xi
s)), yi

s) = Pi
s log

1
Gy(Gf (xi

s)), yi
s)

, (1)

Ly(θ f , θy) =
1
ns

ns

∑
i=1

Ly
i(Gy(Gf (xi

s)), yi
s), (2)

where Ps
i represents 0 or 1. If the true category of sample i is equal to s, take 1, otherwise

take 0. θ f represents parameters in the feature extraction module. θy represents parameters
in the fault diagnosis classification module. yi is the label of the bearing. Gf (xi

s) is the
output of the ith source domain sample mapped by the feature extractor, and ns is the
number of samples.

Figure 1. DANN network.
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At the same time, input the source domain feature G(xi
s, θ f ) and the target domain

feature G(xi
s, θ f ) to the domain discriminator to determine whether the extracted feature

is from the target domain or the source domain. Since adding a gradient reversal layer
between the domain discriminator and the feature extractor, the gradient of the incoming
feature extractor Gf during the reverse propagation of Ld is −λ ∂Ld

∂θ f
. At this time, Gf

optimization will increase the error of the domain discriminator, and the parameter θ f is
learned by maximizing the loss function Ld of the domain discriminator, while the gradient
in the domain discriminator Gd is ∂Ld

∂θd
, and the parameter θd is learned by minimizing the

loss function Ld of the domain discriminator. The domain discriminator loss operation
Ld is:

Ld =
1
ns

ns

∑
i=1

Ld
i(θ f , θd) +

1
nt

nt

∑
j=1

Ld
j(θ f , θd), (3)

Ld
i(θ f , θd) = Ld(Gd(Gf (xi)), di) = di log

1
Gd(Gf (xi))

+ (1 − di) log
1

Gd(Gf (xi))
, (4)

where θ f and θd, respectively, represent the parameters of the feature extractor and the
domain discriminator, ns is the number of samples in the source domain, and nt is the
number of samples in the target domain.

The overall objective function is:

L
(

θ f , θy, θd

)
=

1
ns

ns

∑
i=1

Ly
i(θ f , θy)− λ(

1
ns

ns

∑
i=1

Ld
i(θ f , θd) +

1
nt

nt

∑
j=1

Ld
j(θ f , θd)), (5)

The final optimization result is obtained in θ̂ f , θ̂d, θ̂y and the expression is:

θ̂ f , θ̂y = argmin
θ f ,θy

L
(

θ f , θy, θ̂d

)
, (6)

θ̂d = argmin
θd

L
(

θ̂ f , θ̂y, θd

)
, (7)

2.2. Maximum Mean Discrepancy

Suppose there are two data sets, source domain data set Xs =
{

xs
i, ys

i}ns
i=1 with

label and target domain data set Xt =
{

xt
i}nt

i=1 without label. Where ns represents the
number of samples of the source domain data, nt represents the number of samples of
the target domain data, and yi

s represents the data label of the source domain. These two
datasets have the same label space ys = yt and follow different distributions Ps(X), Pt(X).
Therefore, the square of the MMD distance of xs, xt can be defined as:

MMD2(Xs, Xt) = ‖ 1
ns

ns

∑
i=1

Φ(xi
s)− 1

nt

nt

∑
j=1

Φ(xj
t)‖

2

H

, (8)

where Φ(·) represents the nonlinear mapping function of the reproducing kernel Hilbert
space (RKHS).

To simplify the above functions, the kernel function is introduced in the formula, and
the square of MMD distance is rewritten as:

MMD2(Xs, Xt) =
1

nsns

ns

∑
i=1

ns

∑
j=1

k(xi
s, xj

s)+
1

ntnt

nt

∑
i=1

nt

∑
j=1

k(xi
t, xj

t)− 2
nsnt

ns

∑
i=1

nt

∑
j=1

k(xi
s, xj

t), (9)

where k(xi
s, xj

t) =
〈
Φ(xi

s), Φ(xj
t)
〉

represents a kernel function.
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Select the Gaussian kernel as the kernel function because it can map data to an infinite
dimensional space. The formula of the Gaussian kernel function is as follows:

k(xs, xt) = e−
‖xs−xt‖2

2σ2 , (10)

where σ is the kernel bandwidth, and, if σ → 0 , the MMD will be 0. Similarly, if the larger
bandwidth is σ → ∞ , the MMD will also be 0. To solve this problem, the kernel bandwidth
σ is selected as the median distance between all sample pairs, that is:

σ2 = E‖xs − xt‖2, (11)

Different kernel functions will be mapped to different regenerated kernel Hilbert
spaces to form different distributions. To reduce the influence of Gaussian kernel functions
on the results, multiple Gaussian kernels are used to construct multi kernel functions. The
definition of multi kernel functions is as follows:

k(xs, xt) =
n

∑
i=1

ki(xs, xt), (12)

where ki(xs, xt) represents the ith basic kernel function.

2.3. Attention Mechanism

The attention mechanism filters information by adaptively weighting the features of
different signal segments, highlights the fault features with important information, and
suppresses irrelevant features.

The attention mechanism is shown in Figure 2. C represents the number of char-
acteristic channels, and L represents the number of characteristic channels. Fsq(·) is the
compression operation, is the excitation operation, and Fscale(·) is the product operation.
First is the compression operation. Along the direction of the feature channel, use global
average pooling to compress features of size L × C into vectors of size 1 × C. There, the
characteristics of each channel are compressed into a channel characteristic response value
with a global receptive field.

Figure 2. Attention mechanism.

The calculation process is as follows:

z = Fsq(H) =
1
L

L

∑
i=1

uc(i), (13)

where z is the output after compression, i = 1, 2 · · · , L, and uc(i) is the output value of
column i in the characteristic channel c.

The second is the excitation operation. Adding two full connection layers to predict
the importance of each channel to obtain the importance of different channels. The specific
implementation is as follows:

y = Fex(z) = σ(g(z, W)) = σ(W2δ(W1z)), (14)
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where σ(·) is the sigmoid activation function, W1, W2 are the weight matrix of the two fully
connected layers, and δ(·) is the Relu activation function.

Finally, the operation is multiplication, and the channel weights obtained by the above
operations are weighted to the original features channel by multiplication so as to obtain
the feature sequence after attention screening. The specific implementation is as follows:

Xc = Fscale(U, y) = U × y, (15)

When the rolling bearing has a local fault, the fault position will generate pulse excita-
tion and resonance to other parts, which makes the vibration signal components complex.
Therefore, the signal characteristics collected at different times under the same working
condition are different. Some characteristics can be used to accurately diagnose the fault
information, and some may cause interference, which reduces the generalization ability
of the model. To focus on more discriminative features and suppress irrelevant features,
this paper uses a one-dimensional attention module to obtain the weight coefficients of
different features.

3. A Multi-Scale Attention Mechanism Domain Adversarial Neural Network for
Bearing Fault Diagnosis

3.1. Fault Diagnosis Method Framework

The fault diagnosis method framework proposed in this paper firstly uses the multi-
scale convolution structure, and this structure is used to widen the width of the network,
extract sensitive features of different dimensions, and fuse the information of different
scale features. Then, introduce an attention mechanism into the feature extractor to focus
more on the key features, and suppress the attention of irrelevant features, thus helping
to improve the accuracy of fault identification. introducing MMD into the prediction tag
space for domain adaptation, measuring the difference between the distribution of the
target domain and the source domain, and improving the ability of the feature extractor to
extract domain invariant features. The domain discriminator distinguishes whether the
data come from the target domain or the source domain, and it finally inputs the data into
the classifier for fault classification.

Figure 3 shows the framework of fault diagnosis method for domain adversarial
migration based on multi-scale and attention mechanism, which is mainly composed of
four parts: a feature extractor, based on multi-scale and attention mechanism, as well as a
domain discriminator, a feature classifier, and a category domain adaptation design, based
on the maximum mean discrepancy.

Figure 3. Fault diagnosis method framework.

The feature extractor is composed of three layers of one-dimensional convolutional
neural networks with different scales and an attention mechanism embedded in residual
blocks. Introduce an attention mechanism into the feature extractor to focus on more useful
features and to suppress irrelevant features.

The classification module is composed of the full connection layer. The fault features
extracted by the feature extractor are classified by the softmax layer. The domain recognition
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module is composed of two fully connected neural network layers. The category domain
adaptation design uses the MMD distance as the target loss function.

In the process of model training, the function of the feature extractor is to extract the
common features of the target domain data and the source domain data. The function of
the domain discriminator is to distinguish whether the data are from the target domain
or the source domain. The function of the feature classifier is to correctly classify the fault
signal. The class domain adaptation design is to reduce the difference in the distribution of
the source domain and the target domain data in the prediction tag space and improve the
ability of the feature extractor to extract domain invariant features.

3.2. Feature Extraction Method Based on a Multi-Scale Module and an Attention Mechanism

The feature module includes a multi-scale module and an attention mechanism. There
are three convolution modules with different scales in the multi-scale module. First, in the
convolution module of the first scale, the input data are convoluted as follows:

xi1
z = δ1(xi

z−1 × ω1
z + b1

z), (16)

In the convolution module of the second scale, the input data are convoluted as follows:

xi2
z = δ2(xi

z−1 × ω2
z + b2

z), (17)

In the convolution module of the third scale, the input data are convoluted as follows:

xi3
z = δ3(xi

z−1 × ω3
z + b3

z), (18)

Then, the features extracted from the three scales are fused:

xi
z = xi1

z + xi2
z + xi3

z, (19)

where xi
z−1 represents the output of the previous convolution module of the data, xi

z

represents the output of the current convolution module of the data, z represents the
convolution module, ωz and represents the parameters in each convolution calculation,
and δ(·) represents the activation function.

Then, xi
z inputs the residual block in the attention module to extract the deep abstract

representation of the set features, and the formula is as follows:

xi
z+1 = xi

z +
L

∑
j=1

(F(xi
z,j, Wj)), (20)

where xi
z+1 is the output of the residual block, Wj is the weight matrix of each residual

block, L is the number of residual blocks, and F is the residual map to be learned. Then,
give different weights to the characteristics of different channels. First, perform global
average pooling on input xi

z, and the results are as follows:

vm
z = GAP(xi

z) =
1
L

L

∑
n=1

xi,m
z(n), (21)

where m represents the mth channel in xi
z, and the feature vectors obtained through the

two fully connected layers are used to adjust xi
z, and the adjusted xi

z is:

xi
z = xi

z + vm
z × xi

z, (22)

G(xi
s, θ f ) = xi

s, (23)

G(xi
t, θ f ) = xi

t, (24)
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where xi
s and xi

t in the above expression represent feature outputs of the source domain
data and the target domain data after the feature extractor.

3.3. Design of Feature Classifier

The fault diagnosis classification module is composed of a full connection layer. The
source domain features extracted by the feature module are input to the fault diagnosis
module. The formula is as follows:

xi
s, f c = δ(xi

s; θ f c) = σ(ω f × xi
s + b f ) (25)

where θ f c =
{

ω f c, b f c

}
is the parameter of the full connection layer, σ(·) is the activation

function, and xi
s is the source domain feature.

The softmax function is selected as the label prediction, and its output is the probability
of each type of sample. The formula is as follows:

hi
s = [p(yi

s = 0
∣∣∣xi

s, f c) · · · p(yi
s = 5

∣∣∣xi
s, f c)], (26)

The loss of the fault classifier is:

Ly(xi
s) =

1
ns

ns

∑
i=1

Ly
i(xi

s, f c, yi
s), (27)

Li
y(xs, f c

i , ys
i ) = Ps

i log
1

Gy(Gf (xs
i )), ys

i )
, (28)

where Ps
i represents 0 or 1. If the true category of sample i is equal to s, take 1, otherwise

take 0. yi is the label of the bearing, Gf (xi
s) is the output of the ith source domain sample

mapped by the feature extractor, ns is the number of samples, and Gy(·) is the output of
the classifier.

3.4. Design of Domain Discriminator

In the domain classification, the feature extraction is performed on the target domain
data using the Formulas (16)–(22) to obtain the feature output, which is then input to the
full connection layer of the domain discriminator. The formula is as follows:

xi
t, f c = δ(xi

t; θ f c) = σ(ω f × xi
t + b f ), (29)

Obtain xi
t, f c. It is a binary classification problem to consider whether the data comes from

the source domain or the target domain at the output layer. The formula is as follows:

Ld =
1
ns

ns

∑
i=1

Ld
i(xi

s, f c) +
1
nt

nt

∑
j=1

Ld
j(xj

t, f c), (30)

Ld
i(xi) = Ld(Gd(Gf (xi)), di) = di log

1
Gd(Gf (xi))

+ (1 − di) log
1

Gd(Gf (xi))
, (31)

where ns is the number of samples in the source domain, nt is the number of samples in the
target domain, and Gd(·) is the output of the domain classification module.

3.5. Class Domain Adaptation Design Based on the Maximum Mean Difference

The category domain adaptation design is to reduce the difference between the data
distribution of the source domain and the target domain in the predicted tag space, improve
the ability of the feature extractor to extract domain invariant features, calculate the MMD
distance between the distribution of the source domain and the target domain in the tag
space, take it as the objective loss function of the category field adaptation, and use the
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MMD distance loss to minimize the difference in the conditional distribution between the
source domain and the target domain.

The formula is as follows:

LMMD =
1

nsns

ns

∑
i=1

ns

∑
j=1

k(xi
s, xj

s)+
1

ntnt

nt

∑
i=1

nt

∑
j=1

k(xi
t, xj

t)− 2
nsnt

ns

∑
i=1

nt

∑
j=1

k(xi
s, xj

t), (32)

3.6. Total Loss Function Design

Because a gradient reversal layer is added between the domain discriminator and the
feature extractor, the gradient that is transmitted to the feature extractor Gf during the

backpropagation of Ld is −λ ∂Ld
∂θ f

. At this time, Gf optimization will increase the error of the
domain discriminator, and the parameter θ f is learned by maximizing the loss function Ld

of the domain discriminator, while the gradient in the domain discriminator Gd is ∂Ld
∂θd

, and
the parameter θd is learned by minimizing the loss function Ld of the domain discriminator.
The overall loss function includes three parts: the feature classification loss function in
Formula (27), the domain classification loss function of Formula (30), and the category
domain adaptation loss function of Formula (32). So, the overall loss function is:

L
(

θ f , θy, θd

)
= Ly(xi

s)− λ1Ld + λ2LMMD

= 1
ns

ns
∑

i=1
Ly

i(xi
s)− λ1

ns

ns
∑

i=1
Ld

i(xi
s, f c)− λ1

nt

nt
∑

j=1
Ld

j(xi
t, f c)

+ λ2
nsns

ns
∑

i=1

ns
∑

j=1
k(xi

s, xj
s)+ λ2

ntnt

nt
∑

i=1

nt
∑

j=1
k(xi

t, xj
t)− 2λ2

nsnt

ns
∑

i=1

nt
∑

j=1
k(xi

s, xj
t)

(33)

The optimization parameters are as follows:

θ̂ f , θ̂y = argminL(θ f , θy, θd)
θ f ,θy

, (34)

θ̂d = argminL(θ̂ f , θ̂y, θd)
θd

, (35)

where θ f , θd, θy, respectively, represent parameters in the feature extraction module, the
domain classification module, and the fault diagnosis classification module.

3.7. Algorithm Flow

Figure 4 introduces the process of the fault diagnosis model proposed in this paper,
mainly including three parts: data processing, training process, and testing process. The
specific steps are as follows:

(1) The bearing vibration data under different working conditions are collected and nor-
malized, and then they are converted into frequency–domain signals using fast Fourier
transform as input, which is divided into source domain data Xs =

{
xs

i, ys
i}ns

i=1

and target domain data Xt =
{

xt
i}nt

i=1. Finally, the source domain data is divided
into two parts: the verification set and the training set, and the target domain data is
divided into two parts: the test set and the training set.

(2) The training sets of the source domain data and the target domain data are input into
the shared multi-scale feature extractor, and the source domain multi-scale features
xi1

s, xi2
s, xi3

s and the target domain multi-scale features xi1
t, xi2

t, xi3
t are extracted,

respectively, via Equations (16)–(18). Additionally, use Formula (19) to fuse the
multi-scale features of the source domain and the target domain to obtain xi

s, xi
t.

Through the attention mechanism, the source domain feature xi
s and the target

domain feature xi
t, with more discriminative power, are extracted through Formulas

(20)–(22), and the feature xi
s extracted from the source domain is input to the feature

classifier for classification. The classification loss Ly(xi
s) is calculated by Formulas (25)
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and (27), and then the features extracted from the source domain and the target
domain are input to the category domain adapter to calculate the MMD loss LMMD
by Formula (32), and the domain discriminator is used to calculate the domain
discriminator loss Ld by Formulas (29) and (30), and the three loss functions are
constructed into a total loss function L(θ f , θy, θd). Finally, the model is iteratively
trained to minimize the classification loss and MMD loss and maximize the domain
discriminator loss.

(3) The model is tested, and the target domain test set is input into the feature extractor
and classifier for actual fault diagnosis to test the effectiveness of diagnosis.

domain discriminator loss
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Figure 4. Fault diagnosis model process.

4. Application Results and Analysis

4.1. Case Western Reserve University Bearing Data Analysis
4.1.1. Data Preparation

In this paper, the rolling bearing data set of Case Western Reserve University (CWRU) is
used for verification. The download link is http://engineering.case.edu/bearingdatacenter/
(accessed on 10 October 2021). The sampling frequency of the selected data is 12 kHz. The
bearings used are divided into a normal state, inner ring fault, outer ring fault, and rolling
element fault. As shown in Figure 5, the test bed uses EDM technology to arrange single
point faults on the inner ring, rolling element, and outer ring (three o’clock direction) of the
bearing. The faults at each position have different fault degrees. The fault diameters are
0.007 inches, 0.014 inches, and 0.021 inches, respectively. Figure 5 is from the bearing data
center of the Case School of Engineering.

Three different load states of sample data were selected: 1HP (1772 r/min), 2HP
(1750 r/min), and 3HP (1730 r/min), which were divided into three data sets: A, B, and
C. An amount of 2048 data points of normal bearing vibration data of Western Reserve
University and vibration data of inner ring, rolling element, and outer ring fault are selected
as a sample. Table 1 shows the composition of experimental samples. Six transmission
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tasks are set: A→ B, C, B→A, C, C→A, B. An amount of 300 samples are collected for each
faulty bearing state, of which 200 are training samples, and 100 are test samples. Each
transmission task is performed five times to take the average value. When the motor load
changes, speed will slightly shift. It is a fast process.

Figure 5. Case Western Reserve University bearing testing rig.

Table 1. Composition of experimental samples.

Type Length Quantity Label

Normal 2048 300 9
Inner ring fault (0.007 inch) 2048 300 0

Rolling element failure (0.007 inch) 2048 300 1
Outer ring fault (0.007 inch) 2048 300 2
Inner ring fault (0.014 inch) 2048 300 3

Rolling element failure (0.014 inch) 2048 300 4
Outer ring fault (0.014 inch) 2048 300 5
Inner ring fault (0.021 inch) 2048 300 6

Rolling element failure (0.021 inch) 2048 300 7
Outer ring fault (0.021 inch) 2048 300 8

4.1.2. Performance Comparison and Analysis of Different Algorithms

To confirm the advantages of the proposed fault diagnosis method (Figure 3) under
variable operating conditions (loads), the shallow model, the deep model, and the domain
adaptive model are selected for comparative experiments, which are SVM, CNN, CNN-
LSTM, DACNN, and ADACNN, respectively. (1) SVM extracts ten time–domain features
and three frequency–domain features, and then it inputs them into SVM for fault diagnosis
under variable conditions. (2) CNN uses a three-layer convolution pooling layer for feature
extraction, sends it to the softmax layer for fault diagnosis, and then uses the target domain
test set for migration testing of the trained model. The sample size of each operating
condition is 3000, and each health state includes 200 training samples and 100 test samples.
(3) CNN-LSTM adds an LSTM layer based on CNN to capture the long-term dependence
between time series data. The sample size of each operating condition is 3000, and each
health state includes 200 training samples and 100 test samples. (4) The DACNN method
proposed in document 35 extracts the common features of the source domain and the target
domain through a discriminant classifier, uses adversarial learning, and finally inputs
the test set of the target domain into the classifier for classification. The sample size of
each operating condition is 2000, and each health state includes 100 training samples and
100 test samples. (5) The ADACNN method proposed in document 31 uses MMD distance
to measure the difference between the distribution of the target domain and the source
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domain. The structure of the feature extractor, classifier, and domain discriminator is the
same as DACNN. The sample size of each operating condition is 3000, and each health
state includes 200 training samples and 100 test samples. Table 2 and Figure 6 show the
results obtained by the above method.

Table 2. Average accuracy of different algorithms.

Methods A-B A-C B-A B-C C-A C-B Average

SVM 70 74 61.6 67.6 65.7 63.3 67.0
CNN 87.3 77.8 91.5 92.7 80.0 79.9 84.9

CNN-LSTM 87.3 81.4 93.1 92.6 82.2 83.4 86.7
DACNN 98.1 95.1 98 98.8 94.6 98.7 97.2

ADACNN 98.6 96.2 98 99.2 96.6 98 97.7
MADANN 99.9 99.7 99.9 100 99.8 100 99.8

Figure 6. Comparison of accuracy of different algorithms.

It can be concluded, from Table 2 and Figure 6, that: (1) the generalization ability of
conventional shallow models, such as SVM, is poor under variable load conditions. (2) For
a single depth model, such as CNN and CNN-LSTM, superimposed by two depth models,
the average accuracy rate of fault identification is only 84.9% and 86.7%, respectively,
when the operating conditions change. Because the change in data distribution has a
significant impact on the depth model, the classification effect is poor, which also reveals the
importance of reducing the distribution difference between the two fields. (4) Compared
with CNN and CNN-LSTM models, the accuracy rate of DACNN is 97.2%, indicating
that both feature alignment and domain adversarial learning can mitigate the impact of
data distribution deviation caused by variable load conditions. (5) The accuracy rate
of the ADACNN algorithm proposed in the document [29] is 97.7%, which is slightly
higher than that of DACNN, indicating that introducing MMD domain adaptation into
feature space and prediction tag space can alleviate the problem of algorithm performance
degradation caused by the distribution deviation between test data and training data.
However, the above algorithms use CNN to directly extract features, without considering
more discriminative features, so the highest diagnostic accuracy is only 97.7%. In this paper,
we use the attention mechanism to consider the weight of each feature extracted from
the convolution layer, and then we screen out important features and use the multi-scale
convolution structure to broaden the width of the network to achieve the extraction of
sensitive features in different dimensions, Finally, the MMD domain is used to adaptively
alleviate the problem of algorithm performance degradation caused by the difference of
data distribution. The accuracy of this method is greatly improved compared with the
above methods.
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4.1.3. Feature Visualization and Analysis

To further verify the advantages of the proposed method in fault diagnosis under
variable operating conditions, CNN, DACNN, and ADACNN are used as comparisons.
Taking B-C as an example, T-SNE visualization is used to analyze the last full connection
layer of the classifier. The feature visualization results are shown in Figures 7 and 8.
Figure 7 shows the distribution of target domain sample convolution results by different
models. Figure 8 shows the distribution of target domain sample features extracted by
different models.

Figure 7. T-SNE visualization of convolution results.

Figure 8. T-SNE visualization of different models.

It can be analyzed from Figure 8a that, for CNN, the fault features of 0.007-inch rolling
element and 0.021-inch rolling element are seriously overlapped, and it is impossible to
distinguish which type of features are. Other fault features are obvious. (2) It can be
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analyzed, from Figure 8b,c, that the impact of data distribution shift caused by variable
load conditions, forming obvious clusters, is alleviated due to the introduction of feature
alignment and domain adversarial learning. Although the fault features of the 0.007-inch
rolling element and the 0.021-inch rolling element are still partially overlapped, the situation
is improved compared with CNN. (3) It can be seen from Figure 8d that the multi-scale
convolution structure broadens the width of the network to achieve the extraction of
sensitive features in different dimensions. The channel attention mechanism is introduced
into the feature extractor to focus more on the key features with discriminant power,
suppress the attention of irrelevant features, and combine feature alignment and domain
confrontation learning to extract features more suitable for classification. The fault features
of the 0.007-inch rolling element and the 0.021-inch rolling element are clearly separated,
and there is no aliasing. This proves, again, that the proposed fault identification method,
based on MADANN, has better identification ability under different load conditions.

4.2. Data Analysis of PT500mini Mechanical Bearing Fault Simulation Test Bed
4.2.1. Data Preparation

The PT500mini mechanical bearing gear fault simulation test-bed is used to simulate
bearing fault and collect data. The test bed is shown in Figure 9 below. The sampling
frequency of selected data is 48 kHz. The bearings used are divided into normal state (N),
inner ring fault (I), outer ring fault (O), rolling element fault (B), comprehensive fault (C),
and cage fault (T). The inner ring fault is an inner ring crack of 0.3 mm, the outer ring fault
is an outer ring crack of 0.3 mm, the rolling element fault is a peeling pit of 3 mm, the
comprehensive fault is a crack of 0.3 mm on the inner and outer rings, and the cage fault is
a cage fracture.

Figure 9. PT500mini mechanical bearing gear fault simulation test bed.

The sample data has three different rotational speeds: 1000 r/min, 1500 r/min, and
2000 r/min, which are divided into three data sets: A, B, and C. An amount of 2048 data
points of vibration data are selected as a sample, and 1000 samples are collected in each
state. Among them, 700 are test sets and 300 are test sets. Table 3 below shows the
composition of bearing test samples. Six transmission tasks are set: A→B, C, B→A, C,
C→A, B. Table 4 below gives the details of the experimental data set built under variable
operating conditions.

Table 3. Composition of experimental samples.

Sample Type Sample Length Number of Samples Category Tag

N 2048 1000 0
B 2048 1000 1
C 2048 1000 2
I 2048 1000 3
O 2048 1000 4
T 2048 1000 5
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Table 4. Transmission tasks.

Domain Adaptation Source Domain Target Domain Accuracy

A-B 1000 r/min 1500 r/min 99.1
A-C 1000 r/min 2000 r/min 98.6
B-A 1500 r/min 1000 r/min 99.1
B-C 1500 r/min 2000 r/min 99.5
C-A 2000 r/min 1000 r/min 99.3
C-B 2000 r/min 1500 r/min 99.9

4.2.2. Experimental Results and Analysis

A variable load condition is a scene with a small difference in signal characteristic
distribution between the source condition and the target condition. To verify the accuracy
of the proposed method in the case of the large difference in distribution, the variable
speed condition is selected for fault diagnosis in this paper. Figure 10 is the accuracy curve
and confusion matrix of 500 iterations under each variable working condition. From the
accuracy curve under each variable working condition in Figure 10, it can be seen that the
accuracy of different tasks is constantly rising. Although it will decline during the iteration,
it will eventually stabilize. (1) For task A-B, as shown in Figure 10a,b, it can be analyzed
that the accuracy rate can reach 98.6% by the confusion matrix, and a small number of
samples are misclassified. For task A-C, as shown in Figure 10c,d, it can be analyzed that
the accuracy rate can reach 98.6%, which is slightly lower than that of task A-B. Because
the large change in rotational speed of A-C results in a large difference in the characteristic
distribution between the two working conditions, the accuracy rate is somewhat lower
than that of other tasks. (2) For task B-A and B-C, as shown in Figure 10e–h, the accuracy
can reach 99.1% and 99.5%, respectively. Only a small number of samples are misclassified,
and the accuracy is high. For task C-A, as shown in Figure 10i,j, the accuracy can reach
99.3%. For task C-B, as shown in Figure 10k,l, the analysis accuracy is 99.9%. Only one
sample is misclassified, and the accuracy is very high.

 
(a) (b) 

Figure 10. Cont.
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(c) (d) 

 
(e) (f) 

 
(g) (h) 

Figure 10. Cont.
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(i) (j) 

 
(k) (l) 

Figure 10. Accuracy curve and confusion matrix of 500 iterations under different tasks: (a,b) Task
A-B accuracy curve and confusion matrix; (c,d) Task A-C accuracy curve and confusion matrix;
(e,f) Task B-A accuracy curve and confusion matrix; (g,h) Task B-C accuracy curve and confusion
matrix; (i,j) Task C-A accuracy curve and confusion matrix; (k,l) Task C-B accuracy curve and
confusion matrix.

4.3. Computational Expense

This paper experimentally verifies the use of a notebook CPU AMD Ryzen 7 4800 H.
The simulation takes 3193 s on the public data set and 1544 s on the PT500mini mechanical
bearing fault simulation test bench data set. If the network structure is determined, the
fixed structure is loaded onto the airborne chip. The judgment time of new samples is very
short. It can meet the real-time requirements and conform to the actual project.

5. Conclusions

In this paper, a multi-scale attention mechanism domain adversarial neural network
for bearing fault diagnosis (MADANN) is proposed, which includes a feature extractor,
domain discriminator, feature classifier, and category domain adaptation design based on
the maximum mean discrepancy. A feature extractor combining multi-scale and attention
mechanism is designed to extract multi-scale and more discriminative features, and the
source domain and the target domain are mapped to the feature space and the label
prediction space. The maximum mean difference alignment is introduced into the label
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prediction space, and it is used to reduce the difference in data distribution between the
source domain and the target domain in the prediction label space, as well as to improve
the ability of the feature extractor to extract domain invariant features. Domain adversarial
learning is introduced between the domain discriminator and feature extractor, and it is
used to realize feature domain adaptation. For the variable load problem, this paper uses
the open data set to verify that the accuracy of the proposed method is better than other
methods. For the variable speed problem, this paper uses the data set collected from the
mechanical bearing fault simulation test bed to verify that the proposed method also has
high accuracy. The results of case analysis show that the method proposed in this paper
can accurately diagnose faults in the case of no label in the target domain, variable load,
and variable speed, and it is more suitable for engineering practice.

However, the method proposed in this paper does not consider the following situ-
ations: (1) under the actual variable working conditions of rolling bearings, the target
working conditions will generate new faults that have never occurred under the source
working conditions, and how to diagnose the new faults have not been considered. (2) There
is a problem of data imbalance between the source domain samples and the target do-
main samples. Serious data imbalance will lead to a strong imbalance in the distribution
of fault samples, and how to diagnose the imbalance samples is not considered. In the
future, in view of the above two problems, relevant research will be carried out on how to
accurately classify new faults under variable conditions and how to solve the problem of
data imbalance.
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Abstract: Aero-engine control systems generally adopt centralized or distributed control schemes, in
which all or most of the tasks of the control system are mapped to a specific processor for processing.
The performance and reliability of this processor have a significant impact on the control system.
Based on the aero-engine distributed control system (DCS), we propose a decentralized controller
scheme. The characteristic of this scheme is that a network composed of a group of nodes acts as the
controller of the system, so that there is no core control processor in the system, and the computation
is distributed throughout the entire network. An LQR output feedback control is constructed using
system input and output, and the control tasks executed on each node in the decentralized controller
are obtained. The constructed LQR output feedback is equivalent to the optimal LQR state feedback.
The primal-dual principle is used to tune the parameters of each decentralized controller. The
parameter tuning algorithm is simple to calculate, making it conducive for engineering applications.
Finally, the proposed scheme was verified by simulation. The simulation results show that a high-
precision feedback gain matrix can be obtained with a maximum of eight iterations. The parameter
tuning algorithm proposed in this paper converges quickly during the calculation process, and the
constructed output feedback scheme achieves equivalent performance to the state feedback scheme,
demonstrating the effectiveness of the design scheme proposed in this paper.

Keywords: decentralized controller; aero-engine; linear quadratic regulation (LQR); Q-learning;
output feedback control construction; primal-dual

1. Introduction

Early aero-engine control systems adopt a centralized control scheme, where the
controller is connected to analog sensors and actuators via cables [1]. The controller
executes tasks such as calculation of control law, analog-to-digital conversion (ADC),
and digital-to-analog conversion (DAC), resulting in a large workload for the controller.
Meanwhile, the centralized control scheme increases the difficulty and cost of upgrading
and maintaining the aero-engine throughout its entire lifespan [2]. Moreover, the cables
should be arranged around the rotating components. The huge quantity of cables reduces
the thrust-to-weight ratio of the aero-engine. To overcome the drawbacks of the centralized
control scheme, distributed control schemes for aero-engines have emerged [3].

A distributed control system (DCS) is a control architecture applied in process control
or plant control [4–7]. In an aero-engine DCS, traditional analog sensors and actuators
have been replaced by intelligent digital sensors and actuators. The components in the
control system are connected through a universal and standardized communication in-
terface [8,9]. Currently, aero-engine related enterprises and scientific research institutions
have a basic consensus on the “functional decentralization” of the DCS, that is, some of the
functions of the controller in the centralized control system, such as signal conditioning
and status monitoring, are executed by intelligent sensors and actuators, while the central
controller focuses on executing the core control functions of the system [10]. A simple and
robust digital bus replaces the large number of cables connecting the aero-engine control
components to the avionics [11,12]. Compared with centralized control, an aero-engine
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DCS possesses the following advantages [13]: (1) Digital intelligent sensors and actuators
reduce the workload of the central controller; (2) The digital bus reduces the weight of the
aero-engine control system; (3) The modular design scheme reduces the difficulty and cost
of system maintenance and upgrades.

Although the aero-engine DCS has the above advantages, it still has some inherent
disadvantages due to the existence of core nodes.

1. With the improvement of aero-engine performance, the function and complexity
of control tasks have greatly increased, which has increased the workload of con-
troller. The control system needs to use high-performance, multi-core processors as its
controller, which in turn puts relatively high demands on the thermal management
system of the aero-engine.

2. The amount of software code in aero-engine control systems is increasing rapidly,
which significantly impacts the software reliability.

3. The core control tasks of the aero-engine, such as control-law calculation, are executed
in the central controller. The central controller determines the performance of the
entire aero-engine control system, and its failure or damage has significant impact on
the aero-engine or even the aircraft.

Decentralizing the central controller is an effective way to overcome the shortcomings
of the aero-engine DCS.

Output feedback and state feedback are both utilized in designing closed-loop control
systems. Generally, output feedback is easier to implement in projects, but state feedback
offers better performance. However, state feedback requires full system states. In the case
of aero-engines, there are numerous state variables, some of which are hard to measure.
Furthermore, some state variables may possess only mathematical meaning without a
physical value. Therefore, the application of the aero-engine state feedback is restricted.

Linear quadratic regulation (LQR) can derive the optimal control law for linear state
feedback and facilitate the implementation of optimal closed-loop control [14]. Optimum
LQR control design is achieved by solving the LQR problem [15–17]. The conventional
approach to the LQR problem involves solving the Bellman equation through dynamic
programming. For linear control system design, it is transformed into the solution of
the algebraic Riccati equation (ARE). Both the Bellman equation and ARE are challeng-
ing to solve [18,19], and it is difficult to use a conventional microprocessor for real-time
calculation [20–24].

The contributions of this paper are as follows. Based on the aero-engine DCS, we
propose a decentralized controller architecture. An LQR output feedback control was
constructed through system input and output, and the control tasks executed on each
node in the decentralized controller are obtained. The constructed LQR output feedback is
equivalent to the optimal LQR state feedback. Finally, a simple linear iterative algorithm
for solving the LQR problem is introduced. It is demonstrated that the calculation of the
decentralized control tasks is simple and the LQR output feedback provides equivalent
performance to the LQR optimal state feedback. Meanwhile, the LQR solving algorithm is
simple to calculate and fast to converge.

The remainder of this paper is organized as follows. Section 2 introduces an aero-
engine linear state space model. Section 3 introduces the output feedback scheme of the
decentralized control system. Section 4 introduces an output feedback scheme based on
the Q-Learning LQR, equivalent to the state feedback scheme. Section 5 introduces a
primal-dual principle-based parameter-tuning algorithm. Section 6 presents the simulation
of the scheme proposed in this paper. Finally, Section 7 is the last section of this paper,
providing the summary and conclusion.

2. Aero-Engine Model

Turbofan engines are widely used in both military and civil aviation [25,26] due
to their high efficiency. However, the technical difficulty is also high [27,28], and they
require advanced control systems. Here, we consider the turbofan engine as an example to
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study [29]. Figure 1 is the schematic diagram of a turbofan engine. We first introduced the
nonlinear modeling of the turbofan engine. Then, we derived a linearized model based
on the nonlinear model and obtained the structure of the linearized model. Finally, we
introduced the identification of the model parameters based on the input and output data
of the engine.

Figure 1. Schematic diagram of a turbofan engine.

2.1. Nonlinear Modeling

Due to the strong nonlinear characteristics of aero-engines, the nonlinear model of the
aero-engines is briefly analyzed in this section. Based on fundamental physical principles,
we model the various components of the turbofan engine. Then, using aerothermodynamic
principles among components and the common working conditions of associated compo-
nents, we establish joint equations. The following is a brief introduction to the physical
equations involved.

(1) Intake

The intake is the first part where the air flows through the aero-engine.
The inlet temperature T2 and the pressure P2 of the aero-engine are:⎧⎨⎩ T2 = T1

(
1 + k1−1

2 ·Ma2
)

P2 = σ1P1

(
1 + k1−1

2 ·Ma2
)k1/k1−1 (1)

where T1 and P1 are the total air temperature and the total pressure at the intake, respec-
tively, k1 is the air adiabatic index, σ1 is the total pressure recovery coefficient of the intake,
Ma is Mach number.

(2) Fan

The fan outlet temperature T21 and the pressure P21 of the aero-engine are:⎧⎪⎪⎨⎪⎪⎩ T21 = T2

⎛⎝1 + π

kF−1
kF

F −1
ηF

⎞⎠
P21 = πFP2

(2)

where kF is the air adiabatic index, πF is the fan pressure ratio, ηF is the efficiency of the fan.

(3) Compressor

The compressor outlet temperature T3 and the pressure P3 are:⎧⎪⎪⎪⎨⎪⎪⎪⎩
T3 = T22

⎛⎜⎝1 + π

kC−1
kC

C −1
ηC

⎞⎟⎠
P3 = πCP22

(3)
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where T22 and P22 are the temperature and pressure of the compressor inlet, respectively,
kC is the air adiabatic index, πC is the compressor pressure ratio, ηC is the efficiency of
the compressor.

(4) Combustion chamber

The outlet pressure of the combustion chamber P4 can be expressed by the
following equation:

P4 = σ3P4 (4)

where σ3 represents the total pressure recovery coefficient of the combustion chamber.

(5) High-pressure turbine

The outlet temperature T41 and pressure P41 of the high-pressure turbine can be
obtained as: ⎧⎪⎨⎪⎩ T41 =

qmg,TH T4+CHPTCoolqmaC,totalTcool
qmg,TH,total

(
1 −

(
1 − π

1−kTH
kTH

TH

)
ηTH

)
P41 = P4

πTH

(5)

where qmg,TH is the gas flow converted by the high-pressure turbine, T4 is the outlet
temperature of the combustion chamber, CHPTCool is the proportion coefficient of the high-
pressure compressor bleed air used to cool the high-pressure turbine, qmaC,totalTcool is the
total flow of added air, qmg,TH,total is the outlet air flow of the high-pressure turbine, πTH is
the high-pressure turbine pressure ratio, ηTH is the efficiency of the high-pressure turbine,
kTH is the gas adiabatic index.

(6) Low-pressure turbine

The outlet temperature T5 and pressure P5 of the low-pressure turbine are calculated
by the following equations:⎧⎪⎨⎪⎩ T5 =

qmg,TLT42+CLPTCool qmaC,totalTcool
qmg,TL,total

(
1 −

(
1 − π

1−kTL
kTL

TL

)
ηTL

)
P5 = P42

πTL

(6)

where qmg,TL is the gas flow converted by the high-pressure turbine, T42 is the inlet temper-
ature of the low-pressure turbine, CLPTCool is the proportion coefficient of the high-pressure
compressor bleed air used to cool the low-pressure turbine, qmg,TL,total is the outlet air
flow of the low-pressure turbine, πTL is the low-pressure turbine pressure ratio, ηTL is the
efficiency of the low-pressure turbine, kTL is the gas adiabatic index.

(7) Bypass duct

The temperature T6 and the pressure P6 of the outlet of the bypass duct are:{
T6 = T21
P6 = σ4P21

(7)

where T21 and P21 are the outlet temperature and pressure of the fan, respectively, σ4 is the
total pressure recovery coefficient of the bypass duct.

(8) Mixer

The gas flow qmg,7 at the outlet of the mixer is the sum of the air flow qma,6 at the outlet
of the bypass duct and the gas flow qmg,5 at the outlet of the low-pressure turbine. Let σ5
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denotes the total pressure recovery coefficient of the mixer, then the physical parameters at
the outlet of the mixer are: ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

qmg,7 = qmg,5 + qma,6

h7 =
h5qmg,5+h6qma,6

qmg,7

P7 = σ5· P5qmg,5+P6qma,6
qmg,7

(8)

where h5, h6, and h7 are the specific enthalpy of the gas at the outlet of the low-pressure
turbine, air at the outlet of the bypass duct, and gas at the outlet of the mixer, respectively.
From h7, it is easy to obtain the temperature T7 at the outlet of the mixer.

(9) Nozzle

The gas flow qmg,8 at the nozzle outlet is:

qmg,8 = Kq
P8 A8q(λ8)√

T7
(9)

where Kq is the state coefficient of the nozzle, q(λ8) refers to the function related to the
characteristics of the bypass duct and the core duct, A8 is the sectional area of the nozzle,
T7 is the outlet temperature of the mixer.

The high-pressure turbine drives the high-pressure compressor of the turbofan engine to
form the high-pressure rotor. The low-pressure turbine drives the fan to form the low-pressure
rotor. After passing through the intake and fan, the gases enter the bypass duct and the
core duct, respectively. The common working equations of the turbofan engine are obtained
according to the flow, pressure, and power balance between the engine components.

(1) High-pressure rotor power balance

PH = PCH + Pex,H + DH

(
dnH
dt

)
(10)

where PH denotes the high-pressure turbine power, PCH denotes the high-pressure com-
pressor power, Pex,H denotes the power lost by transmission friction force, DH

(
dnH
dt

)
denotes the high-pressure rotor acceleration power. Furthermore, DH = (π/30)2 JHnH ,
JH denotes the moment of inertia of the high-pressure rotor, nH denotes the speed of the
high-pressure rotor.

When the aero-engine is stable, dnH/dt = 0. Ignoring the power lost by transmission
friction force Pex,H , Equation (10) can be simplified as:

PH = PCH (11)

(2) Low-pressure rotor power balance

Similar to the high-pressure rotor, when the aero-engine is stable, ignoring the power
lost by transmission friction force, we can obtain:

PL = PCL (12)

where PL denotes the low-pressure turbine power, PCL denotes the low-pressure compressor power.

(3) Fan air flow balance

After flowing through the fan, the gas is divided into two parts, one part enters the
bypass duct and the other enters the high-pressure compressor. Ignoring the gas flow
loss, then:

qmaF = qmaC + qma6 (13)
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where qmaF is the air flow from the fan, qmaC is the air flow into the high-pressure compres-
sor, qma6 is the air flow into the bypass duct.

(4) High-pressure turbine gas flow balance

qmg,4 = qmaC + qm f (14)

where qmg,4 is the gas flow into the high-pressure turbine, qmaC is the gas flow from the
high-pressure compressor, qm f is the fuel flow.

(5) Low-pressure turbine gas flow balance

The low-pressure turbine inlet gas flow is equal to the high-pressure turbine outlet
gas flow qmg,42:

qmg,42 = qmg,4 + CHPTCoolqmaC,totalTcool (15)

where CHPTCool is the proportion coefficient of the high-pressure compressor bleed air
used to cool the high-pressure turbine, qmaC,totalTcool is the total air flow into the high-
pressure turbine.

(6) Nozzle gas flow balance

qmg,8 = qmg,5 + qma,16 (16)

where qmg,8 is the gas flow at the inlet of the nozzle, qmg,5 is the gas flow at the low-pressure
turbine outlet, qma,16 is the gas flow into the bypass duct.

2.2. Linear State Space Model

We derived the component-level nonlinear model of the aero-engine, along with the
common working equations. However, the current control system is primarily designed
based on a linear system. Therefore, a linear model of the aero-engine is needed. In this
section, the system identification method is applied to obtain the model of the aero-engine.
Firstly, the structural identification of the model is carried out.

The state equation and the output equation of the aero-engine nonlinear state space
model are: { .

x = f (x, u)
y = g(x, u)

(17)

where x is the state vector, y is the output vector, u is the control input, and the dimensions
of x, y, u are n, m, r, respectively. It is assumed that the state equation and the output
equation of the aero-engine are differentiable within the flight envelope.

Based on the principle of rotor dynamics, taking the aero-engine as a rigid body, let
.

w
denote the angular acceleration, ΔQ denote the torque difference between the two shafts,
and I denote the mass moment of inertia. The acceleration of the system can be obtained
from Newtonian mechanics as:

.
w =

ΔQ
I

(18)

Let N denote the aero-engine shaft speed, f is the function between shaft speed and
fuel quantity, the aero-engine shaft dynamic equation is:

.
n =

f
(

N, Wf

)
I

(19)

Let JH denote the moment of inertia of the high-pressure rotor, ΔMH the residual
torque of the high-pressure rotor, JL the moment of inertia of the low-pressure rotor, ΔML
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the residual torque of the low-pressure rotor, then, there are two rotor moment balance
equations for the aero-engine: ⎧⎨⎩

(
π
30
)·JH · dNC

dt = ΔMH(
π
30
)·JL· dNF

dt = ΔML

(20)

The residual torque of the high-pressure rotor and the residual torque of the low-
pressure rotor are: ⎧⎪⎨⎪⎩

ΔMH = MTH − MCH = ΔMH ·
(

NC, NF, Wf

)
ΔML = MTL − MCL = ΔML·

(
NC, NF, Wf

) (21)

Linearization is carried out at a steady-state operating point (x0, u0) of the aero-engine:⎧⎪⎪⎨⎪⎪⎩
ΔMH = ∂ΔMH

∂NC

∣∣∣
(x0,u0)

ΔNC + ∂ΔMH
∂NF

∣∣∣
(x0,u0)

ΔNF +
∂ΔMH

∂Wf

∣∣∣
(x0,u0)

ΔWf

ΔML = ∂ΔML
∂NC

∣∣∣
(x0,u0)

ΔNC + ∂ΔML
∂NF

∣∣∣
(x0,u0)

ΔNF +
∂ΔML
∂Wf

∣∣∣
(x0,u0)

ΔWf

(22)

From Equations (20) and (22), the linearized shaft dynamic equation is:{ .
NC = a11·ΔNC + a12·ΔNF + b11·ΔWf.
NF = a21·ΔNC + a22·ΔNF + b21·ΔWf

(23)

where
a11 =

(
30

π·JH

)
· ∂ΔMH

∂NC

∣∣∣
(x0,u0)

a12 =
(

30
π·JH

)
· ∂ΔMH

∂NF

∣∣∣
(x0,u0)

a21 =
(

30
π·JL

)
· ∂ΔML

∂NC

∣∣∣
(x0,u0)

a22 =
(

30
π·JL

)
· ∂ΔML

∂NF

∣∣∣
(x0,u0)

b11 =
(

30
π·JH

)
· ∂ΔMH

∂w f

∣∣∣
(x0,u0)

b22 =
(

30
π·JL

)
· ∂ΔML

∂Wf

∣∣∣
(x0,u0)

Equation (23) can be written as:{ .
x = Ax + Bu
y = Cx + Du

(24)

where x, y, u are the state vector, the output vector, and the control input of the aero-engine
state space model, respectively. The model described by Equation (24) is a second-order
system, and the structural identification of the system model is completed. The linear
model of the turbofan engine is represented as a second-order system. Next, we introduce
the method for identifying the parameters of the system model.

MATLAB software was used for identification. By running the open-loop control
system of the engine model and providing an input at a certain steady-state point, the
input and output data of the model can be saved when the system stabilizes, thus obtaining
the data from the engine at that steady-state point. Then, a small step signal based on the
input data is added to each variable, and the input and output data are saved when the
system reaches a steady state. By subtracting the input and output data of the steady-state
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point from the input and output data of the system’s step response, incremental data can
be obtained that can be used for identification. After preprocessing the data, it is imported
into the system identification toolbox, and the N4SID method is used to identify the linear
model of the system.

Based on the method of system identification described above, we provide two linear
models of the turbofan engine.

The first is a single-variable model for the turbofan engine. Here, taking the high-
pressure rotor-speed control as an example, the high-pressure rotor speed y = Nh is the
controlled variable of the control system, and the main fuel flow u = Wf is the control
input. The system identification in this section is based on the input and output data of
the system, i.e., the model of the turbofan engine is a black-box model, and the specific
meaning of the state variables in the model is not limited. At the steady-state point where
the relative speed is 85%, height H = 0, mach number Ma = 0, and the sample time is 20
ms, the discrete time linear state space model of the turbofan engine obtained through the
system identification is: {

x[k + 1] = GSx[k] + HSu[k]

y[k] = CSx[k] + DSu[k]
(25)

where x =
[
x1 x2

]T is the state variable, which has no physical meaning. Because this
is not a physical variable, it cannot be directly measured by the sensors. Therefore, the
model established by Equation (25) cannot theoretically realize state feedback control by
conventional methods.

The coefficient matrix of Equation (25) is:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

GS =

[
g11 g12
g21 g22

]
=

[
0.9854 0.0156
−1.3474 0.5935

]
HS =

[
h11
h21

]
=

[
0.1875

19.3024

]
CS =

[
1 0

]
DS = 0

The second presented system is a multi-variable model for the turbofan engine. Here,
the target of the control system is set to achieve a change in the thrust of the turbofan
engine according to the angle of the throttle lever. As thrust cannot be measured through
the sensors, parameters that are highly correlated with thrust are selected to represent the
thrust characteristics. Here, according to the aero-engine principle, the controlled variable
can be selected as high-pressure rotor speed nH and turbine pressure ratio PiT = πTLπTH ,
the reference input is selected as fuel flow Wf and nozzle area A8. At the steady-state point
with the power lever angle PLA = 35◦, height H = 0, mach number Ma = 0, sample time
20 ms, the discrete time linear state space model of the turbofan engine obtained through
the system identification is: {

x[k + 1] = GMx[k] + HMu[k]

y[k] = CMx[k] + DMu[k]
(26)

where u =
[
Wf A8

]T is the reference input, y =
[
nH PiT

]T is the controlled variable,

x =
[
x1 x2

]T is the state variable, which has no physical meaning.
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The coefficient matrix of Equation (26) is:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

GM =

[
g11 g12
g21 g22

]
=

[
0.9609 −0.0679
−0.0028 0.9098

]
HM =

[
h11 h12
h21 h22

]
=

[
0.3305 0.1688
0.0758 0.2097

]
× 10−3

CM =

[
1 0
0 1

]
DM = 0

In this section, we report the single-variable and multi-variable linear models of the
turbofan engine, respectively. Their state variables have no practical physical meaning.
Because the value of the state variables cannot be measured using sensors, the state feedback
scheme that relies on sensor measurements is unavailable.

3. Output Feedback of Decentralized Control System

The decentralized control system is proposed based on the development of communi-
cation technology, computer technology, data storage technology, sensor technology, and
other supporting technologies. The traditional aero-engine DCS architecture is shown in
Figure 2 [30]. In the DCS, the sensors and actuators are typically digital and smart, and are
connected by bus to the controller. Signal conditioning, ADC, DAC, etc., are executed by
smart sensors and smart actuators. Meanwhile, the controller focuses on core control tasks
such as control-law calculation. With the development of the aero-engine, the tasks of the
controller become more complex, and new-high performance microprocessors are needed
to act as controllers. Therefore, the performance and reliability of the microprocessor acting
as the controller have significant impact on the entire aero-engine control system.

 
Figure 2. Overview of a traditional aero-engine DCS.

The design scheme of the decentralized controller proposed in this paper uses a
group of low-price, high-reliability, but low-performance microprocessor nodes to form
a decentralized network, as shown in Figure 3. Each microprocessor node is equipped
with computing, memory, and communication capabilities and can transmit data to each
other, as represented by the circles in Figure 3. Using this decentralized network to replace
the DCS controller, as shown in Figure 2, the network acts as the controller of the control
system, representing a decentralized aero-engine control scheme. Some microprocessors in
the network possess the capability of bus communication, enabling the entire decentralized
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network to communicate with the smart sensors and actuators in the aero-engine. In this
paper, we refer to this kind of control system as the software-defined control system (SDCS).
In Figure 3, the green circles represent the regular nodes, and the blue circles represent the
nodes with bus-communication capability.

 

Figure 3. Overview of the decentralized controller.

The system control tasks are virtualized into multiple sub-tasks, named the virtual con-
trol tasks (VCTs). Each VCT establishes a mapping relationship with the microprocessors in
the network. Since each VCT is part of the system control task, the task of each decentralized
microprocessor is part of the controller task in DCS, which greatly reduces the workload
of each microprocessor, and allows the use of low-price, high-reliability, low-performance
microprocessors. At the same time, the amount of software code in each microprocessor is
greatly reduced, which can increase the software reliability of the microprocessors.

Despite typically having inferior performance compared with state feedback, output
feedback has been widely utilized due to its good economy and feasibility. Figure 4 is the
structural block diagram of the output feedback system.

u k x k x k y k

 
Figure 4. Output feedback control.

The dynamic equation of the feedback system is:⎧⎨⎩
x[k + 1] = Gx[k] + Hu[k]
y[k] = Cx[k]
u[k] = Fy[k]

(27)

where x[k] ∈ R
n denotes the internal states, u[k] ∈ R

m denotes the input of the system,
y[k] ∈ R

p denotes the output of the system, G ∈ R
n×n is the system matrix, H ∈ R

n×m is
the control matrix, C ∈ R

p×n is the output matrix, F ∈ R
m×p is the feedback gain matrix.
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In this section, γ = {v1, v2, · · · , vn} denotes all of the nodes in the network, γA =
{va1, va2, · · · , vaa} is the set of the nodes that send data to the actuators, γS = {vs1, vs2, · · · , vss}
is the set of the nodes that receive sensor measurements.

As shown in Figure 5, the network acts as the system output feedback controller, i.e.,
the feedback F in Figure 4, syj denotes the sensor measuring the output, yj is its measured
value, i.e., the system output. Upon receiving sensor measurements, the network transmits
the data to the system input after calculation. The system description of the nodes in the
network during the running process is:

ui[k] = ∑syj∈γS
fijyj[k] (28)

 
Figure 5. The networks acts as the output feedback controller.

The linear weighting process of the entire network can be expressed as:

u[k] =

⎡⎢⎢⎢⎣
f11 f12 · · · f1p
f21 f22 · · · f2p
...

...
. . .

...
fm1 fm2 · · · fmp

⎤⎥⎥⎥⎦
︸ ︷︷ ︸

F

y[k] = Fy[k] (29)

In Figure 5, the state space of the plant is:{
x[k + 1] = Gx[k] + Hu[k]

y[k] = Cx[k]
(30)

Then, the state space description of the control system in Figure 5 is:{
x[k + 1] = (G + HFC)x[k]

y[k] = Cx[k]
(31)

In this section, we have briefly introduced the SDCS, and derived the model of the
SDCS output feedback. In the next section, based on the LQR output feedback, we obtain
the VCTs executed by the microprocessor.
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4. Q-Learning Based LQR Output Feedback Control

The characteristic of the SDCS architecture is that the controller is decentralized. There-
fore, it is required that the tasks executed on each node, i.e., VCTs, are also decentralized.
The objective of this section is to obtain the VCTs executed on these decentralized nodes.

4.1. General LQR Problem Solving

The objective of the control system’s state equation derived in Section 3 is to determine
the optimal control sequence u[k]. When controllability and observability conditions of the
system are satisfied, the following cost function can be minimized:

J = ∑+∞
i=0 j(x[i], u[i]) (32)

where j denotes the one-step cost of executing control u in the state x, and J denotes the
long-term cost with an expected optimal cost as:

J∗ = min∑+∞
i=0 j(x[i], u[i]) (33)

The optimal control sequence is:

u∗[k] = arg min∑+∞
i=0 j(x[i], u[i]) (34)

For the LQR problem:

j(x[k], u[k]) = xT [k]Qx[k] + uT [k]Ru[k] (35)

where Q ∈ R
p×p, R ∈ R

m×m, and meet Q = QT ≥ 0, R = RT > 0.
According to the infinite time Bellman equation:

I(x[k]) = min{j(x[k], u[k]) + I(x[k + 1])} (36)

Suppose the Bellman Equation (36) has the form of I(x[k]) = x[k]T Px[k], and satisfies
P = PT > 0:

I(x[k + 1]) = (Gx[k] + Hu[k])T P(Gx[k] + Hu[k]) (37)

From Equations (36) and (37):

xT Px = min
r

[
xT

(
Q + GT PG

)
x + 2xTGT PHu + uT Ru + uT HT PHu

]
(38)

When the system meets the controllability condition (G, H) and observability con-

dition
(
G,

√
Q
)
, then

√
QT√Q = Q, Q = CT

∼
QC. Taking the partial derivative of the

expression inside the square brackets in Equation (38) ∂/∂r = 0, the optimal state feedback
of the system is:

u∗ = −
(

R + HT PH
)−1

HT PGx (39)

It can be obtained from Equations (38) and (39):

xT Px = xT
{

Q + GT PG − GT PH
(

R + HT PH
)−1

HT PG
}

x (40)

Then,

P = Q + GT PG − GT PH
(

R + HT PH
)−1

HT PG (41)
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The above method is a conventional LQR problem-solving method based on the
Bellman equation. Equation (41) is discrete time ARE. It can be concluded that the solved P
is unique.

4.2. Construction of the Output Feedback Control

The cost function of Equation (33) is rewritten into the form of the Bellman equation,

I(x[k]) = j(x[k], u[k]) + I(x[k + 1]) (42)

We use the same Q function in [18]

Q(x[k], r[k]) = j(x[k], u[k]) + I(x[k + 1]) (43)

In the LQR problem, the Q-function above can be written as,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Q(x[k], u[k]) = xT [k]Qx[k] + uT [k]Ru[k] + xT [k + 1]Px[k + 1]

= xT [k]Qx[k] + uT [k]Ru[k] + (Gx[k] + Hu[k])T P(Gx[k] + Hu[k])

=

[
x[k]
u[k]

]T[
Q + GT PG GT PH

HT PG R + HT PH

][
x[k]
u[k]

] (44)

Let the I∗ denotes the optimal cost function, F∗ denotes the optimal feedback strategy,
then the Q-function can be written as:

Q∗(x[k], u[k]) = j(x[k], u[k]) + I∗(x[k + 1]) (45)

The optimal strategy is:

F∗∼x[k] = arg min
r

Q∗(x[k], u[k]) (46)

The optimal LQR controller u∗ is obtained by solving (∂/∂r)Q∗ = 0, and the result is
consistent with the result obtained based on the Bellman equation.

In order to develop a new output feedback Q-function, the internal state of the system
is parameterized and constructed. Based on the state space description of Equation (30),
and the recursive equation of the discrete-time equation:

x[k − N + 1] = Gx[k − N] + Hu[k − N]
x[k − N + 2] = Gx[k − N + 1] + Hu[k − N + 1] = G2x[k − N] + GHu[k − N] + Hu[k − N + 1]

x[k − N + 3] = Gx[k − N + 2] + Hu[k − N + 2] = G3x[k − N] + G2Hu[k − N] + GHu[k − N + 1] + Hu[k − N + 2]
...

x[k − N + N] = x[k] = GN x[k − N] + GN−1Hu[k − N] + · · ·+ G2Hu[k − 3] + GHu[k − 2] + Hu[k − 1]

, (47)

It is easy to obtain:⎡⎢⎢⎢⎢⎢⎣
y[k − N]

y[k − N + 1]
...

y[k − 2]
y[k − 1]

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
C

CG
...

CGN−2

CGN−1

⎤⎥⎥⎥⎥⎥⎦x[k − N] +

⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 0

CH 0 · · · 0 0 0
...

...
. . .

...
...

...
CGN−3H CGN−2H · · · CH 0 0
CGN−2H CGN−3H · · · CGH CH 0

⎤⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎣
u[k − N]

u[k − N + 1]
...

u[k − 2]
u[k − 1]

⎤⎥⎥⎥⎥⎥⎦ (48)
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Let
VN �

[
CT (CG)T · · · (

CGN−2)T (
CGN−1)T

]T

UN =
[
GN−1H GN−2H · · · GH H

]

TN =

⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 0

CH 0 · · · 0 0 0
...

...
. . .

...
...

...
CGN−3H CGN−2H · · · CH 0 0
CGN−2H CGN−3H · · · CGH CH 0

⎤⎥⎥⎥⎥⎥⎦

−
y[k − N, k − 1] =

⎡⎢⎢⎢⎢⎢⎣
y[k − N]

y[k − N + 1]
...

y[k − 2]
y[k − 1]

⎤⎥⎥⎥⎥⎥⎦

−
u[k − N, k − 1] =

⎡⎢⎢⎢⎢⎢⎣
u[k − N]

u[k − N + 1]
...

u[k − 2]
u[k − 1]

⎤⎥⎥⎥⎥⎥⎦
Then, the Equations (47) and (48) can be written as:

x[k] = GN x[k − N] + UN
−
u[k − N, k − 1] (49)

−
y[k − N, k − 1] = VN x[k − N] + TN

−
u[k − N, k − 1], (50)

−
y[k − N, k − 1] and

−
r [k − N, k − 1] are measurable system outputs and inputs, respec-

tively. When the [G, C] is observable:

−
x[k] = GN

(
VT

NVN

)−1
VT

N︸ ︷︷ ︸
My

−
y[k − N, k − 1] + UN − GN

(
VT

NVN

)−1
VT

N TN︸ ︷︷ ︸
Mu

−
u[k − N, k − 1] = My

−
y[k − N, k − 1]

+Mu
−
u[k − N, k − 1] = x[k]

(51)

The parameters in the above equation are determined by the system coefficients, which
require complete system information. However, it is often difficult to obtain the complete
system information. Therefore, we designed an optimal output feedback control strategy
based on Q-learning, which does not require the complete system information. From the
Equations (44) and (51):

Q(x[k], u[k]) =

⎡⎢⎣
−
u[k − N, k − 1]
−
y[k − N, k − 1]

u[k]

⎤⎥⎦
T⎡⎣L11 L12 L13

L21 L22 L23
L31 L32 L33

⎤⎦
⎡⎢⎣
−
u[k − N, k − 1]
−
y[k − N, k − 1]

u[k]

⎤⎥⎦ (52)

Let
−
z [k] =

[
−
u

T
[k − N, k − 1]

−
y

T
[k − N, k − 1] uT [k]

]T

L =

⎡⎣L11 L12 L13
L21 L22 L23
L31 L32 L33

⎤⎦
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The Equation (52) can be written as:

Q(x[k], u[k]) =
−
z

T
[k]L

−
z [k] (53)

where
L11 = MT

u
(
Q + GT PG

)
Mu

L12 = MT
u
(
Q + GT PG

)
My

L13 = MT
u GT PH

L21 = MT
y
(
Q + GT PG

)
Mu

L22 = MT
y
(
Q + GT PG

)
My

L23 = MT
y GT PH

L31 = HT PGMu

L32 = HT PGMy

L33 = R + HT PH

Since Q = QT , R = RT , P = PT , then, L = LT

Equation (53) is a new Q-function relating to the LQR problem of system input and
output data. Minimize the Q(x[k], u[k]) in Equation (53) by solving ∂Q/∂r = 0. Then, the
desired control law can be obtained as follows:

u∗ = −(L33)
−1

(
L31

−
u[k − N, k − 1] + L32

−
y[k − N, k − 1]

)
(54)

From L31, L32, L33, and Equation (54):

u∗ = −(
R + HT PH

)−1
(

HT PGMu
−
u[k − N, k − 1] + HT PGMy

−
y[k − N, k − 1]

)
= −(

R + HT PH
)−1

HT PG
(

Mu
−
u[k − N, k − 1] + My

−
y[k − N, k − 1]

) (55)

From Equation (51):

u∗ = −
(

R + HT PH
)−1

HT PGx[k] (56)

It can be seen that the obtained optimal output feedback controller described in
this paper is equivalent to the optimal state feedback controller, without requiring all of
the internal state variables. This overcomes the limitation of acquiring all internal state
variables of the system in practical engineering applications of state feedback control.

4.3. Acquisition of the VCTs

The characteristic of the SDCS is that the controller is decentralized, so it is essential to
obtain execution of the control tasks on each decentralized node, i.e., VCTs.

From Equation (54), the control task of the optimal output feedback LQR includes

three parts: the construction of
−
u, the construction of

−
y, and the weighted sum of

−
u and

−
y.

It is easy to obtain two of the VCTs:

VCT1: from the sampled data, according to
−
u in Equation (49), to construct u-based

−
u;

VCT2: from the sampled data, according to
−
y in Equation (50), to construct y-based

−
y;

For the latter task, which is the weighted summing of
−
u and

−
y, the number of virtu-

alized VCTs depends on the dimensions of
−
u and

−
y, as well as the microprocessor perfor-

mance. Let VCT3 denote the VCT set of the virtualization of the weighted summation task.
Some simple examples are as follows.
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Example 1: when the dimensions of
−
u and

−
y are low, they are virtualized into a

single VCT

VCT3: The output feedback −(L33)
−1

(
L31

−
u + L32

−
y
)

is obtained;

Example 2: when the dimensions of
−
u and

−
y are high, they are virtualized into

three VCTs
VCT31: The output feedback −(L33)

−1L31
−
u is obtained;

VCT32: The output feedback −(L33)
−1L32

−
y is obtained;

VCT33: The total feedback VCT31 + VCT32 is obtained.
VCT3 = VCT31 ∪ VCT32 ∪ VCT33.
In addition, virtualization can also be carried out by dividing −(L33)

−1L31 and
−(L33)

−1L32 by rows; a detailed description is not provided here.
According to the description given above of the virtualization scheme for the LQR

output feedback control task, for VCT1 and VCT2 we remove the earliest sampling data of

u and y in each sampling period, obtain the latest u and y, then construct
−
u and

−
y according

to Equations (54) and (55). For VCT3, the essence of the calculation is the weighted sum.
The calculated amounts of the VCTs above are very small, and most low-performance
microprocessors can be used for real-time processing.

5. Parameter Tuning Based on the Primal-Dual Method

We derived the VCTs of SDCS. In the method used in the current study, the parameter
tuning of VCTs requires solving the LQR problem. Usually, dynamic programming (DP) is
applied to solve the Bellman equation. In recent years, with the development of convex
analysis and semi-definite programming (SDP) [31], SDP-based LQR-solving methods have
emerged. In addition, research on LQR problems based on reinforcement learning (RL) has
received widespread attention. Most of these solve the Bellman equation based on the DP
of sampled data, meanwhile making use of the monotonicity of functions or the properties
of contraction mappings to ensure convergence [32].

The solution of the primal problem can be achieved by solving the dual problem,
making the problem easier to solve. Usually, the primal constrained problem is transformed
into a dual unconstrained problem through the Lagrange function. When the described
problem meets the Karush–Kuhn–Tucker (KKT) conditions, the above scheme can be
adopted. The duality of RL for LQR is discussed and studied in [33].

In this section, we assume that the system (G, H) is stable. The LQR problem described
in Equation (32) can be expressed in the following form:

J =
+∞

∑
i=0

[
x[k]
u[k]

]T[Q 0
0 R

]
︸ ︷︷ ︸

LQR

[
x[k]
u[k]

]
=

+∞

∑
i=0

[
x[k]
u[k]

]T

LQR

[
x[k]
u[k]

]
(57)

Let

LF =

[
G H

FG FH

]
, Λ =

[
In 0
F Im

]
Then,

Λ−1 =

[
In 0
−F Im

]
So, Λ−1LFΛ = G + HF, that is, LF ∼ G + HF.

Let
[

Q + GT PG GT PH
HT PG R + HT PH

]
=

∼
P (in Equation (44)).

∼
P is represented as,

∼
P =

⎡⎣∼
P11

∼
P12

∼
P

T

12
∼
P22

⎤⎦ (58)
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where
∼
P11 = Q + GT PG,

∼
P12 = GT PH,

∼
P22 = R + HT PH.

The primal problem and dual problem introduced in [33] are:
Primal problem

Jp = minTr
(

LQRS
)

s.t.LFSLT
F + Γ = S

where S and Γ are the symmetric positive definite matrix.
Dual problem
The Lagrange function is introduced:

L
(

Ṕ, P̀, F, S
)
= Tr

(
LQRS

)
+ Tr

((
LFSLT

F + Γ − S
)

Ṕ
)
+ Tr

(−SP̀
)

(59)

where Ṕ is an arbitrarily fixed symmetric matrix, P̀ is an arbitrarily fixed symmetric positive
semidefinite matrix cone. Then, the dual problem of the primal problem is:

Jd = sup
Ṕ,P̀

inf
S,F

L
(

Ṕ, P̀, F, S
)

Making use of theorem 1, attribute 7, and lemma 5 of [33], it is calculated that:

1. Jp = Jd
2. If

(
Ŝ, F̂

)
is the optimal point of the primal problem,

(
Ṕ*, P̀*) is the optimal point of

the dual problem of the primal problem, then
(
Ŝ, F̂, Ṕ*) satisfies the KKT condition of(

S, F, Ṕ
)
:

LFSLT
F + Γ − S = 0 (60)

S > 0, (61)

LT
F ṔLF − Ṕ + LQR = 0, (62)

2
(

ṔT
12 + Ṕ22F

)[
G H

]
S
[
G H

]T
= 0, (63)

3. Define Y
(

Ṕ
)
= LT

F ṔLF + LQR, then, if Ṕ1 > Ṕ2, Y
(

Ṕ1
)
> Y

(
Ṕ2
)
, and Y is a symmetric

positive semi-definite cone. A matrix norm ‖·‖ makes Y a contractive mapping. There

is a unique symmetric matrix
−
P that makes Y

(−
P
)
=

−
P, that is, Y has a unique fixed

point
−
P.

4. The Ṕt in the following algorithm converges to the optimal solution Ṕ∗ of the dual

problem, that is, the optimal solution
∼
P
∗

of the matrix
∼
P required in Equation (58).

Algorithm steps:

1. Initialization of F0, ε > 0, and t = 0.

2. Calculate LF0 =

[
G H

F0G F0H

]
.

3. Solve Ṕ0 from LT
F0

Ṕ0LF0 + LQR = Ṕ0.
4. Repeat.
5. t = t + 1.
6. Dual update: Ṕt+1 = LT

Ft
ṔtLFt + LQR.

7. Primal update: Ft+1 = −(
Ṕ22

)−1
t+1

(
Ṕ12

)T
t+1.

8. LFt+1 =

[
G H

Ft+1G Ft+1H

]
.

9. Until ‖Ft+1 − Ft‖ ≤ ε.
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The optimal solution
∼
P
∗

of
∼
P in Equation (58) can be obtained from the derived Ṕ.

By combining Equations (51)–(53) and (58), the parameters of each VCT of SDCS can
be obtained.

6. Simulation Analyses

From Section 5, we can conclude that the parameter tuning algorithm is simple to
calculate, and solving the algorithm process does not involve the complex ARE or Lyapunov
equation. It can be calculated with high-reliability low-performance microprocessors.

The VCTs obtained in this paper do not involve complex calculations, making them
suitable for meeting the requirements of the SDCS. Additionally, the iterative process of the
VCTs’ parameter tuning algorithm also avoids complex calculations. The purposes of the
simulation described here are: 1. to verify the convergence rate of the parameter tuning
algorithm; and 2. to verify whether the output feedback control constructed in this study
achieves equivalent performance to the conventional LQR state feedback control.

Based on the aero-engine model established in Section 2, the analysis in this section
includes the following two simulations:

SIMULATION 1.
This simulation focuses on the single-variable aero-engine control. We used the high-

pressure rotor speed-control model at the steady point of the relative speed of 83% obtained
in Section 2. The eigenvalues of the system matrix of the model are 0.9231 and 0.6576,

so it is asymptotically stable. Let
∼
Q = 1, R = 0.49857, then Q = [1 0; 0 0]. The initial

feedback gain matrix is F =
[
0 0

]
, and it is calculated that LQR = [1 0 0; 0 0 0; 0 0 0.49875].

According to the scheme for solving ARE in Equation (41), the optimal feedback gain matrix
is F∗ =

[−0.9120 −0.0252
]
. The convergence details during the iteration are reported in

Table 1.

Table 1. Convergence details of Simulation 1.

ε Steps F ‖Ft−Ft+1‖
∥∥∥Ft−F*

∥∥∥
0.1 3

[−0.8712 −0.0261
]

0.0659 0.0274
0.01 4

[−0.9266 −0.0256
]

6.0304 × 10−4 0.0140
0.001 4

[−0.9266 −0.0256
]

6.0304 × 10−4 0.0140
0.0007 4

[−0.9266 −0.0256
]

6.0304 × 10−4 0.0140
0.0006 8

[−0.9120 −0.0252
]

3.5857 × 10−5 4.6999 × 10−5

The calculation results of Ṕ,L31,L32,L33 are shown in Equation (64), and the parameters
of the three VCTs are obtained. Figure 6 shows convergence process of the parameters
during the iterative process:

Ṕ =

⎡⎣ 3.2878 0.0530 0.9692
0.0530 0.0014 0.0267
0.9692 0.0267 1.0460

⎤⎦
L31 =

[
0.3772 0.6980

]
L32 =

[ −1.2037 2.0982
]

L33 = 1.4060

(64)

From Table 1 and Figure 6, the feedback gain matrix F converges rapidly, and Ft
converges to F∗ within eight iterations. The simulation results show that the LQR parameter
tuning algorithm proposed in this paper has the characteristics of fewer convergence
steps and fast convergence speed. Due to its advantages of simple calculation and rapid
convergence, microprocessors with low price, high reliability, and low performance can be
utilized for real-time parameter tuning.
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Figure 6. Convergence trajectory of ‖Ft − Ft+1‖ and ‖Ft − F∗‖ during the iterative process.

The following simulation was conducted to verify the performance of the decentralized
LQR output feedback control proposed in this paper. Generally, the performance of optimal
state feedback is superior to that of output feedback. Through the design described
in Section 4, the LQR output feedback control proposed in this paper can theoretically
achieve equivalent performance to the LQR state feedback. This scheme overcomes the
shortcomings of state feedback while achieving comparable performance. This simulation
compares the LQR output feedback control proposed in this paper with the conventional
LQR state feedback control, to validate the aforementioned conclusions.

Figure 7 shows the input and the response curves of the high-pressure rotor speed
of the turbofan engine when the output feedback scheme proposed in this paper and the
conventional state feedback scheme were adopted, respectively. It can be seen from Figure 7
that the high-pressure rotor speed response curves of the turbofan engine were almost
identical when the two schemes were adopted. However, in reality, the two response curves
did not completely overlap. As shown in Table 1, this is because there is a certain error
between the feedback gain matrices calculated by the primal-dual principle (the output
feedback scheme in this paper) and the ARE (the conventional state feedback scheme),
respectively. According to the simulation results presented in Figure 7, the output feedback
scheme proposed in this paper can achieve equivalent performance to the conventional state
feedback, which is consistent with the theoretical analysis in this paper. However, because
the state variables of the high-pressure rotor speed model have no physical meaning, the
conventional LQR state feedback scheme cannot be used for system design in practical
engineering applications. On the other hand, the scheme proposed in this paper can be
applied in actual engineering applications, because of the output feedback.

SIMULATION 2.
This simulation focused on the multiple variables of aero-engine control. We used

the dual-variable control model of the operating point at a PLA angle of 35◦, obtained in
Section 2.
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Figure 7. High-pressure rotor speed response curve.

The eigenvalues of the system matrix of the model are 0.9644 and 0.9063, so it is

asymptotically stable. Let
∼
Q = 1, R = [1 0; 0 1], then Q = [1 0; 0 1]. The initial feedback

gain matrix is F = [0 0; 0 0], and it is calculated that LQR = [1 0 0 0; 0 1 0 0; 0 0 1 0; 0 0 0 1].
According to the scheme for solving ARE in Equation (41), the optimal feedback gain ma-
trix is F∗ =

[−0.0038 0.0017;−7.2976 × 10−4 − 0.0010
]
. The convergence details obtained

during the iteration are shown in Table 2.

Table 2. Convergence details of Simulation 2.

ε Steps F ‖Ft−Ft+1‖
∥∥∥Ft−F*

∥∥∥
0.1 1

[ −0.0038 0.0017
−7.2977 × 10−4 −0.001

]
0.0041 0.0041

0.01 1
[ −0.0038 0.0017
−7.2977 × 10−4 −0.001

]
0.0041 0.0042

0.001 2
[ −0.0038 0.0017
−7.2976 × 10−4 −0.001

]
4.8053 × 10−9 6.9260 × 10−8

0.0001 2
[ −0.0038 0.0017
−7.2976 × 10−4 −0.001

]
4.8053 × 10−9 4.1779 × 10−5

4.0 × 10−9 5
[ −0.0038 0.0017
−7.2976 × 10−4 −0.001

]
3.8062 × 10−9 5.6807 × 10−8

The calculation result of Ṕ, L31, L32, L33 is shown in Equation (65), and the parameters
of the three VCTs were obtained. The convergence of the parameters during the iterative
process is shown in Figure 8.

Ṕ =

⎡⎢⎢⎣
13.5543 −7.2729 0.0038 7.2976 × 10−4

−7.2729 11.3840 −0.0017 0.0010
0.0038 −0.0017 1.0 3.4001 × 10−7

7.2976 × 10−4 0.0010 3.4001 × 10−7 1.0

⎤⎥⎥⎦
L31 = 1.0 × 10−5 ×

[
0.0545 0.0123 0.1123 0.0288
0.0162 0.0166 0.0317 0.0334

]
L32 =

[
0.0018 −0.0009 0.0018 −0.0009
0.0004 0.0004 0.0003 0.0004

]
L33 =

[
1.0 0.0
0.0 1.0

]
(65)
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As shown in Table 2 and Figure 8, the feedback gain matrix F converged rapidly, and
Ft converged to F∗ within five iterations. In fact, only one or two iterations were needed
to obtain a feedback gain matrix F with sufficient accuracy. The simulation results show
that the LQR parameter tuning algorithm proposed in this paper has the characteristics
of fewer convergence steps and fast convergence speed. Due to its advantages of simple
calculation and rapid convergence, microprocessors with low price, high reliability, and
low performance can be utilized for real-time parameter tuning.

Figure 8. Convergence trajectory of ‖Ft − Ft+1‖ and ‖Ft − F∗‖ during the iterative process.

Figure 9 shows the input and the response curves of the high-pressure rotor speed of
the turbofan engine when the output feedback scheme and the conventional state feedback
scheme were adopted, respectively. Figure 10 shows the input and the response curves
of the pressure ratio when the two feedback schemes were adopted, respectively. It can
be seen from Figure 9 that the high-pressure rotor speed response curves of the turbofan
engine were almost identical when the two schemes were adopted, and the same applies
for the pressure ratio response curves in Figure 10. However, in both Figures 9 and 10, the
system response of the two feedback schemes do not completely overlap. This is because
there is a certain error between the feedback gain matrices calculated by the primal-dual
principle and the ARE. According to the simulation results presented in Figures 9 and 10,
the output feedback scheme proposed in this paper can achieve equivalent performance to
conventional state feedback, which is consistent with the theoretical analysis in this paper.
However, because the state variables of the dual-variable control model have no physical
meaning, the conventional LQR state feedback scheme cannot be used for system design in
practical engineering applications. On the other hand, the scheme proposed in this paper
can be applied in actual engineering applications because of the output feedback.

According to the results of Simulations 1 and 2, the constructed output feedback
scheme can achieve performance equivalent to that of the state feedback scheme. Further-
more, the proposed parameter tuning algorithm exhibits fast convergence speed and high
accuracy. These simulation results show the effectiveness of the design scheme presented
in this paper.
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Figure 9. High-pressure rotor speed response curve.

Figure 10. Pressure ratio response curve.

7. Conclusions

We propose a decentralized design scheme for controllers of aero-engines, the SDCS.
In SDCS, a group of low-price, high-reliability, but low-performance microprocessors act
as the controller of the aero-engine control system. An output feedback scheme based
on Q-Learning LQR is constructed, and the VCTs of the SDCS are obtained. The con-
structed output feedback scheme is equivalent to the optimal state feedback control. A
controller parameter tuning algorithm based on the primal-dual principle is introduced,
which features simple calculation and can be implemented using low-cost, high-reliability,
low-performance microprocessors for real-time calculation, suitable for the hardware char-
acteristics of SDCS. Finally, we conducted simulation for verification. According to the
simulation results, the controller parameter tuning algorithm proposed in this paper con-
verges quickly and has high convergence accuracy. The single-variable model takes only
a maximum of eight iterations to obtain a high-precision feedback gain matrix, and the
multi-variable model takes a maximum of only five iterations. In addition, the constructed
output feedback scheme achieves control performance equivalent to the conventional state
feedback, which is suitable for the actual engineering application of the aero-engine con-
trol system. The simulation results demonstrate the effectiveness of the design scheme
presented in this paper.
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Abstract: This paper investigates the problem of modeling and controlling a space manipulator
system with flexible joints and links. The dynamic model of the flexible manipulator system is
derived by using the Lagrange equation and the floating frame of reference formulation, where the
assumed mode method is adopted to discretize flexible links, while the flexible joints are regarded as
linear torsion springs. The natural characteristics of a single flexible link manipulator, under three
different boundary conditions, are compared to reveal the effect of the flexibility of joints on the
manipulator system and to choose suitable assumed modes. Furthermore, singular perturbation
theory is introduced to decompose the system into a slow subsystem that describes the rigid-body
motion, and a fast subsystem that describes the elastic vibration. Since the system is underactuated, a
compound control strategy, which consists of the underactuated computed torque controller and the
adaptive fuzzy controller, is presented to improve the accuracy of the trajectory tracking of the flexible
joints and to suppress the elastic vibration of the flexible links, in the meantime. Both numerical
simulation and experimentation are performed to verify the effectiveness of the proposed compound
controller, and a comparison with the proportional-derivative (PD) controller is provided to highlight
its superiority in suppressing the residual vibration of the tip.

Keywords: flexible space manipulator; flexible joint; singular perturbation theory; underactuated
computed torque controller; adaptive fuzzy controller

1. Introduction

Space manipulators play an important role in on-orbit activities, such as construction,
inspection, and transportation [1,2]. With the development of space technology, lighter and
larger space manipulators are increasingly applied because of their advantages of being
lightweight, having low energy consumption, quick responses [3]. However, there exist
obvious flexible characteristics in the space manipulator. They are mainly caused by the
structural flexibility of the links and the flexibility of the joints with harmonic gear reducers.
The elastic vibrations generated by these two kinds of flexibility are highly coupled, which
complicates the dynamic characteristics of the space manipulator system [4] and puts
forward greater requirements for controlling. In addition, the coupling between the free-
floating base and the manipulator brings challenges to the control of the manipulator [5].
Structural vibrations will be obvious when the flexible manipulators perform on-orbit
missions, especially for large space flexible manipulators, which may lead to a catastrophic
failure. On the other hand, flexible manipulators usually have high dimensional orders,
low damping ratios, and parameter uncertainties in dynamics. Therefore, it is necessary
and challenging work to investigate the control strategy of the space flexible manipulator.

The focus of controlling a flexible manipulator is to track the desired trajectories and
suppress the vibration of the flexible parts. The dynamics and control of the manipula-
tors have been studied for a long time. Based on differences in modeling, control, and
experimental studies, Dwivedy and Eberhard [6] summarized the original works in the
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field of the dynamic performance of flexible robots. In recent years, many researchers
have extensively studied the problem of modeling and planning and paid more attention
to the controlling of the flexible space manipulator, which has been applied to different
robot platforms [7–9]. At present, advanced intelligent materials have been applied in the
research of some active control methods [10–12].

A high-precision mathematical model is crucial for controller design. However, a
high-precision mathematical model is often difficult to be obtained due to the uncertainty
and error in the model. Yang [13] creatively introduced a set of filtered error variables and
asymptotic filters as well as an auxiliary system, while two novel continuous integral robust
control algorithms have been synthesized, via an improved backstepping framework, for a
class of high-order systems suffering from both matched and mismatched disturbances.
The validation of the proposed controller is performed on a single-link rigid manipulator
and a two-link rigid manipulator, respectively. Shawky [14] used a nonlinear controller
via the state-dependent Riccati equation (SDRE) to compensate for the uncertainties of the
single-link flexible manipulator system with a rigid joint. The simulation results verified
the effectiveness of the SDRE controller. De Luca [15] considered two model classes: robots
with elastic joints and rigid links, and robots with flexible links and rigid joints. In view
of the small deformation, the elasticity of the elastic joint was modeled as a linear spring.
Then, model-based feedforward laws were derived for two basic motion tasks, although
the generalization of the control scheme to a multilink flexible arm was a problem. The
intelligent control technology, which does not depend on models, has paid more attention
to the suppression of the vibration of the flexible links. Qiu et al. [16] introduced a hybrid
control strategy of optimal trajectory planning and diagonal recurrent neural network
(DRNN) control to suppress the vibration of a single-link flexible manipulator with a rigid
joint, both during and after the point-to-point motion. Experimental results demonstrated
that planning an optimal trajectory could cause fewer vibrations and that the DRNN
controller was superior to the classical PD controller on vibration suppression. Malzahn
et al. [17] presented a conjunction of a model-free independent joint control strategy
for vibration damping with a neural-network-based payload estimation and an inverse
kinematics model based on multilayer perceptron (MLP) networks for a multilink-flexible
robot arm under gravity, the control architecture enabled the robot arm to catch multiple
balls sequentially thrown by a human. Neural networks have been used in controlling
flexible manipulators because of their strong nonlinear fitting ability, yet training requires a
lot of available training data, and the training time is often long. Cao et al. [18] developed
a fuzzy self-tuning proportional-integral-derivative (PID) controller and applied it to a
two-link flexible manipulator featuring a piezoelectric ceramics (PZT) actuator, and the
experimental results showed that the controller could effectively suppress the vibration.
Owing to the existence of nonlinear factors and parameter uncertainties, model-based
control methods cannot maintain the required accuracy. Wei et al. [19] designed model-free
fuzzy logic control laws to suppress the vibrations of the single-link flexible piezoelectric
manipulator. Experimental results showed that the adopted fuzzy control algorithms
could substantially suppress the larger amplitude vibrations. Qiu et al. [20] utilized a
Takagi–Sugeno model-based fuzzy neural network control (TS-FNN) scheme to suppress
the residual vibrations of the two-link flexible manipulator with rigid joints. Experimental
results demonstrated that the designed controller could reduce the residual vibrations
quicker than the traditional linear PD controller. Tracking the desired trajectory of a flexible
joint is the focus of controlling flexible manipulators. In order to achieve high-precision
tracking of the revolving angles and vibration suppression of the elastic part, Zhang
et al. [21] developed an adaptive iterative learning control (AILC) law for a two-link rigid–
flexible coupled manipulator system with rigid joints in a three-dimensional (3D) space.
The computed torque method (CTM) has been maturely applied to the tracking of the joint.
Mehrzad et al. [22] designed a modified CTM to control the manipulator motion. Using
numerical simulations, the performance of the proposed control system was evaluated for
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trajectory tracking. In addition, the assumed modes method was mostly used for modeling
flexible links in the aforementioned references.

At present, most research paid more attention to rigid–flexible coupled space manip-
ulator systems with a rigid joint. However, the flexibilities of the joints and links exist
objectively only in practice. Thus, there is limited research on the types of assumed modes
when using the assumed modes method to model flexible manipulators. Most controllers
have high requirements for model accuracy. In practice, frictions, interstices, and impacts
in gear transmission of manipulator systems are hard to model, and accurate mathematical
models are hard to be obtained. In addition, according to the singular perturbation model of
the space manipulator system, the fast-varying subsystem featured by the flexible vibration
has the form of a linear equation. Although many controllers exist for linear systems, such
as the linear quadratic regulator (LQR) controllers [23], state feedback control, etc., their
performance greatly relies on the accuracy of the mathematical model of the controlled
system. Therefore, it is necessary to investigate model-independent controllers. A fuzzy
control does not require an accurate mathematical model and has the characteristic of good
anti-interference. Moreover, an adaptive fuzzy controller (AFC) combines the advantages
of traditional fuzzy control and an adaptive learning algorithm and, thus, can cope with
the modeling error and the external disturbance excitation in the motion. Hence, it is a
more desirable choice to design the AFC for the reduced flexible vibration of the system.

The objectives of this paper are to improve the accuracy of trajectory tracking for the
flexible joints and suppress the elastic vibrations of the flexible links by using a compound
control strategy that consists of the underactuated computed torque controller and the
adaptive fuzzy controller. Simulations and experiments, then, confirmed the effectiveness
of the proposed controller. A conclusion was drawn based on the reported results. The
main contributions of this paper are as follows:

1. A mathematical model of a multilink flexible space manipulator system with flexible
joints and links was established.

2. The dynamic responses and natural characteristics of the flexible manipulator under
three different kinds of mode shapes are compared.

3. Based on the underactuated characteristic of the system, the underactuated CTM is de-
signed to achieve high-precision performance on flexible joint trajectory tracking, and
the non-model adaptive fuzzy controller is adopted to suppress the elastic vibrations
of the flexible links.

2. Dynamics of Flexible Space Manipulator System

2.1. Mathematical Model of Flexible Space Manipulator System

A common space flexible manipulator system is shown in Figure 1. It consists of
flexible links with a uniform cross-sectional area, flexible joints, and a free-floating base. A
pair of PZT actuators are attached to the root of each flexible link [19] and a tip payload
is attached to the distal end of the last flexible link. The entire system rotates in the
horizontal plane, driven by electric motors. The kinematic and dynamic symbols of the
space manipulator system used in this paper are listed in Table 1. Unless otherwise specified,
all reference frame systems are inertial frames. In Figure 1, O0 is the position of the center
of mass (CM) of the free-floating base, Oi (i = 1, . . . , n) is the position of the ith joint’s CM,
pi ∈ R2 (i = 1, . . . , n) is the position vector of the ith joint’s CM in the inertial frame Σd,
r’

i ∈ R2 (i = 1, . . . , n) is the position vector of a point P on the ith link in the frame Σ̂i, and
ri ∈ R2 (i = 1, . . . , n) is the position vector of a point on the ith link in the inertial frame Σd,
respectively.
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Figure 1. Schematic of a flexible manipulator system.

Table 1. Kinematic and dynamic symbols of the space manipulator system.

Symbol Representation

J0, Ji(i = 1, . . . , n) Moment of inertia of the base, the ith rotor
m0, mi(i = 1, . . . , n) mass of the base, the ith rotor
l0, l1(i = 1, . . . , n) length of the base, the ith link

ρi(i = 1, . . . , n) The linear density of the ith link
Ii(i = 1, . . . , n) The moment of inertia of the ith link
Ei(i = 1, . . . , n) The elastic modulus of the ith link

mp The mass of the tip payload
Jp Moment of inertia of tip payload

ki(i = 1, . . . , n) The ith spring rate coefficient
αi(i = 1, . . . , n) The theoretical rotation angle of the ith rotor
θi(i = 1, . . . , n) The actual rotation angle of the ith joint
τi(i = 1, . . . , n) The theoretical torque of the ith joint
σi(i = 1, . . . , n) The elastic deformation of the ith joint

Σ0, Σi(i = 1, . . . , n) Base, link frame system
Σ̂i(i = 1, . . . , n) Joint frame system

Σd Inertial frame system

The flexibility of the space manipulator comes from the flexibility of the joints and the
structural flexibility of the links. In practice, the joint deformations are small, and, thus, the
elasticity in the joints can be modeled as a spring [15]. All electric motors were assumed
as uniform rotors with their centers of mass on the rotation axes [24]. Figure 2 shows the
revolute joint model established in this paper. According to geometry, one has:

σi = αi − θi. (1)

i

i
ik

i

linear torsion spring

Figure 2. Schematic of the joint model.
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Thus, by using the assumed mode method and the assumption of small deformations,
the ith link’s bending deformation can be expressed in terms of m mode shapes as:

ui(x, t) =
m

∑
s=1

qs
i (t)ϕi

s(x), (2)

where ϕi
s and qs

i denote the ith modal shape and the corresponding generalized coordinate,
respectively.

Thus, the position vector r’
i ∈ R2 is:

r’
i =

[
x

ui(x, t)

]
. (3)

The torque of the jth PZT attached to the ith link can be expressed as Mj
i = KaUj,

where Ka is a constant related to the natural characteristics of piezoelectric ceramics.
By using the floating frame of the reference formulation, the motion of the flexible

manipulator system was regarded as the superposition of the large-scale rigid body motion
and the deformation of flexible links. Hence, the manipulator system comprises n + 1
bodies and n hinges. The three kinds of frames are listed in Table 1.

In order to derive the mathematical model of the manipulator system, the matrix Si of
converting the floating frame to the inertial frame should be given. In Figure 3, the angle
transformed from frame Σi to frame Σ̂i is the sum of the flexible rotation angle φi−1|x=li−1

of (i − 1)th link’s end and the ith joint’s rotation angle θi. Thus, the matrix of converting
the floating frame to the inertial frame is:

Si = Si−1EiAi = Ŝi−1Ai, Ŝ0 = I2×2, (4)

where Ai =

[
cos(θi) − sin(θi)
sin(θi) cos(θi)

]
, Ei =

[
cos(φi−1) − sin(φi−1)
sin(φi−1) cos(φi−1)

]∣∣∣∣
x=li−1

, E1 = I2×2.

1
ˆ

iX
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1iO
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Figure 3. Schematic of two adjacent links in a manipulator system.

Based on the assumption of a small deformation, the matrix Ei can be simplified to:

Ei =

[
1 −φi−1

φi−1 1

]∣∣∣∣
x=li−1

. (5)

Therefore, the position vector ri(x) in the inertial frame can be written as:

ri(x) = Siri
′ + pi, pi+1 = pi + Sir

’
i(l) = ri(l). (6)
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The velocity of ri(x) on the ith flexible link is:

.
ri(x) =

.
Siri

′ + Si
.
ri
′ + .

pi, (7)

where
.
Si =

.
Ŝi−1Ai + Ŝi−1

.
Ai,

.
Ŝi =

.
SiEi+1 + Si

.
Ei+1,

.
Ai = BAi

.
θi,

.
Ei = B

.
φi

∣∣∣
x=l

,

B =

[
0 −1
1 0

]
.

To derive the equation of motion for the space manipulator, which consists of lumped
parameter parts (the joint rotations) and distributed parameter parts (the link deformations),
by using the Lagrange formulation, the kinetic energy T and the potential energy V of the
system must be computed. The kinetic energy T receives contributions from the base, links,
joints, and tip payload and is given by:

T = T0 + Tl + Tα + Tp, (8)

where
T0 =

1
2
(m0

.
r

T
0

.
r0 + J0

.
ϕ

2
0), (9)

Tl =
1
2

n

∑
i=1

∫ li

0
ρi

.
r

T
i

.
ridx, (10)

Tα =
1
2

n

∑
i=1

(Ji
.
α

2
i + mi

.
r

T
i (0)

.
ri(0)), (11)

TP =
1
2

mP
.
r

T
n (l)

.
rn(l) +

1
2

Jp(
.
ϕne)

2. (12)

In Equation (12),
.
ϕne =

n
∑

j=1

.
θ j +

n
∑

k=1

.
φk

∣∣∣
x=lk

.

The links of the space manipulator are modeled as Euler–Bernoulli beams. Since
the space manipulator system is in a weightless environment, the effect of gravity can be
ignored. Therefore, the potential energy V is only contributed to by the links and joints, i.e.,

V = Vl + Vα, (13)

where

Vα =
1
2

n

∑
i=1

ki(αi − θi)
2, (14)

Vl =
1
2

n

∑
i=1

∫ li

0

[
EIi(

∂φi
∂x

)
2
]

dx. (15)

The generalized Lagrange Equation [14] of the second kind is:

d
dt
(

∂T
∂

.
qj
)− ∂T

∂qj
+

∂V
∂qj

= f j. (16)

The system dynamic equations can be obtained by substituting Equations (8) and (13)
into Equation (16) and is given by:⎧⎪⎪⎪⎨⎪⎪⎪⎩

J
..
α+ Kσ(α− θsub) = τn×1,

M(θ, q)

⎡⎢⎣
..
x0..
θ
..
q

⎤⎥⎦+ F(θ,
.
θ, q,

.
q) +

⎡⎣ 03×1
−Kσ(α− θsub)

Kqq

⎤⎦ =

[
0(n+3)×1
τ′mn×1

]
, (17)
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where θ = [θ0, θ1, · · · , θn]
T , α = [α1, α2, · · · , αn]

T , τn×1 = [τ1, τ2, · · · , τn]
T is the torque

vector of the joint motor. Moreover, q = [q1
1, q2

1, · · · , qm
1 , · · · , q1

i , q2
i , . . . , qm

i , · · · qm
n ]

T is a
vector consisting of flexible links modal coordinates, θsub = [θ1, · · · , θn]

T , x0 = [x0, y0]
T

is the position vector of the free-floating base, M(θ, q) is the symmetric inertial matrix,
F(θ,

.
θ, q,

.
q) is the coupled term characterizing the interactions between centrifugal force

and Coriolis force, J = diag(J1, . . . , Jn), Kσ = diag(k1, . . . , kn), and Kq are the joint rotors
mass matrix, joints stiffness matrix, and links stiffness matrix, respectively. Kq is expressed
as:

Kq =

⎡⎢⎢⎢⎣
∫ l1

0 EI( d2Φ1

dx2 )× ( d2Φ1

dx2 )
T

dx
. . . ∫ ln

0 EI( d2Φn

dx2 )× ( d2Φn

dx2 )
T

dx

⎤⎥⎥⎥⎦, (18)

where Φi = [ϕi
1, . . . , ϕi

m]
T is a vector consisting of the ith link modal shape functions and

τ′mn×1 is the torque vector of PZT. The generalized force of the jth PZT attached to the ith
link can be expressed as:

τ
j
i =

∫ bij+sij

bij

m

∑
v=1

Mj
i
dϕi

v(x)
dx

=
m

∑
v=1

Mi
j(

dϕi
v(bij + sij)

dx
− dϕi

v(bij)

dx
), (19)

where bij and sij are the start- and endpoints of the jth PZT attached to the ith link, respec-
tively.

The torque vector τ′mn×1 can be expressed as:

τ′mn×1 = Pnm×nm × Mnm×1 =

⎡⎢⎣P1
. . .

Pn

⎤⎥⎦×

⎡⎢⎣M1
...

Mn

⎤⎥⎦, (20)

where Mi = [M1 · · · Mm]
T , the matrix Pi can be expressed as:

Pi =

⎡⎢⎢⎣
dϕi

1(bi1+si1)
dx − dϕi

1(bi1)
dx · · · dϕi

1(bim+sim)
dx − dϕi

1(bim)
dx

...
. . .

...
dϕi

m(bi1+si1)
dx − dϕi

m(bi1)
dx · · · dϕi

m(bim+sim)
dx − dϕi

m(bim)
dx

⎤⎥⎥⎦. (21)

Substituting Mj
i = KaUj into Equation (20) yields:

τ′mn×1 = P ×

⎡⎢⎣M1
...

Mn

⎤⎥⎦ = P ×

⎡⎢⎣K1
. . .

Kn

⎤⎥⎦×

⎡⎢⎣U1
...

Un

⎤⎥⎦ = KvU, (22)

where K1 =

⎡⎢⎣Ka
. . .

Ka

⎤⎥⎦
m×m

.

The first and the final equations of the dynamic model (17) are referred to as the motor
and link equations, respectively.

2.2. Natural Characteristics of the Flexible Links under Different Boundary Conditions

Employing the assumed mode method, one can easily obtain the approximated link
deformation by using only a finite number of modes. However, the model accuracy is
not only affected by the number of modes but also by the kind of selected modes. Many
researchers have investigated the errors introduced by modal truncation, and the cantilever
beam mode and the simply supported beam mode are commonly used [25,26]. In fact, the
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boundary conditions of the flexible links of the space manipulators are different from those
of cantilever beams and simply supported beams; thus, using either one of the two modes
may introduce errors. Considering the actual boundary condition of the space manipulator,
the natural characteristics of the flexible links, under three different boundary conditions,
are compared with each other to investigate the influence of the flexibility of the joints. The
three boundary conditions are:

1. Fixed-free boundary condition, which is a single cantilever beam (SCB) boundary
condition.

2. Fixed-inertial load boundary condition, which is a single rigid joint and flexible link
manipulator (SRF) boundary condition.

3. Elastic load-inertial load boundary condition, which is a single flexible joint and
flexible link manipulator (SFF) boundary condition.

As mentioned previously, the link is modeled as the Euler–Bernoulli beam. The free
vibration differential equation of the Euler–Bernoulli beam [10] is:

ρ
∂2u
∂t2 + EI

∂4u
∂x4 = 0, (23)

where ρ is mass per unit length and EI is the bending stiffness.
The dimensionless parameters are defined as:

ξ =
x
l

, Γp =
Jp

ρl3 , Mp =
mp

ρl
, s =

(
pl4ω2

EI

) 1
4

. (24)

The ratio of the stiffness of the flexible joint to the bending stiffness of the flexible link
is defined as:

km =
kl
EI

. (25)

The general solution of Equation (23) can be expressed as:

u(x, t) = ϕ(x) sin(ωt) = lϕ(ξ) sin(ωt). (26)

Substituting Equation (26) into Equation (23) yields a dimensionless expression:

ϕ(ξ)(4) − s4 ϕ(ξ) = 0. (27)

The general solution of Equation (27) can be expressed as:

ϕ(ξ) = A1 · cos(s · ξ) + A2 · sin(s · ξ) + A3 · cosh(s · ξ) + A4 · sinh(s · ξ). (28)

The dimensionless boundary condition formulas corresponding to the three boundary
conditions are:

1. SCB boundary condition:

ϕ(0) = 0,
∂ϕ(ξ)

∂ξ

∣∣∣∣
ξ=0

= 0,
∂2 ϕ

∂ξ2

∣∣∣∣
ξ=l

= 0,
∂3 ϕ

∂ξ3

∣∣∣∣
ξ=l

= 0. (29)

2. SRF boundary condition:

ϕ(0) = 0,
∂ϕ(ξ)

∂ξ

∣∣∣∣
ξ=0

= 0,
∂2 ϕ

∂ξ2

∣∣∣∣
ξ=1

− s4Γp(
∂ϕ

∂ξ

∣∣∣∣
ξ=1

) = 0,
∂3 ϕ

∂ξ3

∣∣∣∣
ξ=1

+ s4Mp
d2

dt2 ( ϕ|ξ=1) = 0. (30)
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3. SFF boundary condition:

ϕ(0) = 0,
∂2 ϕ(ξ)

∂ξ2

∣∣∣
ξ=0

− km
∂ϕ(ξ)

∂ξ

∣∣∣
ξ=0

= 0,

∂2 ϕ

∂ξ2

∣∣∣
ξ=1

− s4Γp(
∂ϕ
∂ξ

∣∣∣
ξ=1

) = 0,

∂3 ϕ
∂ξ3

∣∣∣
ξ=1

+ s4Mp
d2

dt2 ( ϕ|ξ=1) = 0.

(31)

Substituting the general solution (28) into the aforementioned boundary condition
formulas, respectively, provides the three corresponding frequency equations:

1. SCB boundary condition:

cosh(s)2 + 2 cosh(s) cos(s)− sinh(s)2 + sin(s)2 + cos(s)2 = 0. (32)

2. SRF boundary condition:

−2ssinh(s)
(
s2Γp − Mp

)
cos(s) + 2s4Γp Mp + 2

+
((−2s4Γp Mp + 2

)
cos(s)− 2s sin(s)

(
s2Γp + Mp

))
cosh(s) = 0

(33)

3. SFF boundary condition:

2ssinh(s)
(
s4Γp Mp + s2Γpkm − Mpkm − 1

)
cos(s)

−2s4Γp Mpkm + 4sinh(s) sin(s)s2Mp − 2km
+[

((
2Γp Mpkm + 4Γp

)
s4 − 2km

)
cos(s)−

2s sin(s)
(
s4Γp Mp − s2Γpkm − Mpkm − 1

)]
cosh(s) = 0

(34)

The parameters Mp, km, and Γp directly affect the natural characteristics of the ma-
nipulator system, thus, the effect of the parameters on the natural characteristics is worth
studying in detail. According to the obtained frequency Equations (32)–(34), the relationship
curve between the dimensionless parameters and the dimensionless natural frequencies
can be drawn.

In many missions, space manipulators only need to grasp light objects, in which case
the dead-weight load ratio Mp is small. Setting Mp = 0.1, the 3D surfaces of the first two
dimensionless frequencies s1 and s2 versus the stiffness ratio km and the moment of inertia
Γp are shown in Figures 4 and 5, respectively. The dimensionless frequency surfaces of
SRF are below the dimensionless frequency surfaces of SFF, as Γp increases, the first-order
dimensionless frequency surface of SRF approaches the first-order dimensionless frequency
surface of SFF, while the second-order dimensionless frequency surfaces are far away from
each other, as shown in Figures 4 and 5, respectively. With the increase in the stiffness ratio
km, the first two dimensionless frequency surfaces of SRF or SFF gradually move away
from those of SCB, respectively, while the first two dimensionless frequency surfaces of SFF
gradually approach the surfaces of SRF. It can be concluded that Γp and km have different
influences on each order of the dimensionless frequency surface.

Grabbing and releasing payloads are important for space manipulators to perform
on-orbit missions. Therefore, it is necessary to analyze the effect of the load ratio Mp on the
natural characteristics of the flexible manipulators. When km = 0.5, the 3D surfaces of the
first two dimensionless frequencies s1 and s2 versus Mp and Γp are shown in Figures 6 and 7,
respectively. Following the increase of the parameter Mp, the first-order dimensionless
frequency surface of SFF is far away from that of SRF, while the second-order dimensionless
frequency surfaces approach each other, as shown in Figures 6 and 7, respectively. Therefore,
an increase in both Mp and Γp can reduce the dimensionless frequencies of SRF and SFF,
although the effect of Mp and Γp on the differences in the dimensionless frequencies of the
same order of SRF and SFF is the opposite.

256



Actuators 2023, 12, 138

 
Figure 4. 3D surfaces of the first frequency versus km and Γp (Mp = 0.1).

Figure 5. 3D surfaces of the second frequency versus km and Γp (Mp = 0.1).

Figure 6. 3D surfaces of the first frequency versus Mp and Γp (km = 0.5).
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Figure 7. 3D surfaces of the second frequency versus Mp and Γp (km = 0.5).

Therefore, due to joint flexibility, the frequencies of SFF are lower than those of SCB
and SRF. Moreover, if the stiffness of the joint is large and the moment of inertia in the
tip load is small, the differences in the lower-order frequencies among SCB, SRF, and SFF
are not significant. It can be inferred that in this case, whichever mode is selected as the
assumed mode has no obvious difference in the model. However, in the opposite case, the
differences in lower-order frequencies among SCB, SRF, and SFF are significant. Thus, it is
necessary to be careful in choosing the assumed mode. Hence, the corresponding dynamic
responses are studied in the next section.

2.3. Dynamic Response of a Flexible Space Manipulator System

The dynamic model of the space manipulator system has been established in Section 2.1.
A simulation of the flexible two-link manipulator system was performed using MATLAB
to analyze the dynamic response in this section. As mentioned in the previous section,
to compare the difference in dynamic responses among the three assumed modes, the
parameter km should be small. The parameters of the system are listed in Table 2. Both
flexible joint motors are commanded to output the following sinusoidal force,

τ =

{
sin(πt)N, 0 s ≤ t ≤ 2 s
0N, 2 s < t ≤ 10 s

(35)

Table 2. The values of system parameters.

Symbol Value Link1 Link2

m0 17.23 kg \ \
mp 2.0 kg \ \
J0 0.087 kg · m2 \ \
Jp 0.005 kg · m2 \ \

E1, E2 \ 72.0 GPa 72.0 GPa
l0 0.12 m \ \

ρ1, ρ2 \ 1.620 kg/m 1.620 kg/m
J1, J2 \ 0.005 kg · m2 0.005 kg · m2

k1, k2 \ 500 Nm/rad 500 Nm/rad
I1, I2 \ 4.50 × 10−8 m4 4.50 × 10−8 m4

l1, l2 \ 2.0 m 2.0 m

The terminal deformations of the two links are shown in Figure 8. The results demon-
strate that the dynamic response amplitude of SFF is the largest, although there is no
significant difference in the dynamic response among the three assumed modes. The
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single-sided amplitude spectrum results show that the low-order natural frequencies are
also close, as shown in Figure 9. Therefore, even if km is small, the selection of the three
kinds of assumed modes has no significant influence on the dynamic response. Therefore,
when the stiffness of the joint is difficult to obtain and the model accuracy requirement is
not high, it is acceptable to choose the modes of SRF or SFF. However, if the stiffness of the
joint can be accurately determined, the mode of SFF is more suitable because the boundary
condition is more similar to the actual system. In addition, because of the coupled dynamic
characteristics, the internal resonance phenomenon occurs between joint 1 and joint 2 after
2 s. Hence, higher requirements on the performance of the controller are raised.

 
(a) (b) 

Figure 8. The terminal deformations of the two links: (a) the terminal deformation of link1; (b) the
terminal deformation of link 2.

(a) (b) 

Figure 9. The single-sided amplitude spectrum: (a) the single-sided amplitude spectrum of link1;
(b) the single-sided amplitude spectrum of link2.

3. Controller Design

3.1. Singular Perturbation Model of Flexible Space Manipulator System

When using the motor torque as the only input to control the output at the end of the
flexible link, the system exhibits non-minimum phase characteristics [27]. Thus, it is not
an easy task to suppress vibrations. In general, the rigid body motion of the system and
the elastic vibration of the system occur in different timescales [28], and the frequency of
rigid body motion is much less than one of the elastic vibration. Additionally, the system
equation is nonlinear and coupled, thus, the calculation is hard to perform. Therefore,
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based on the assumption that huge differences in the frequency domain, between the rigid
motion and the elastic vibration, the singular perturbation method was introduced to
decompose the system into a slow subsystem, which describes the rigid-body motion, and
a fast subsystem, which describes the elastic vibration, after which a composite controller
can be designed [28]. The dynamic model can be transformed into a singular perturbation
model as described:

Define a matrix D

D = M−1 =

[
D11(θ, q) D12(θ, q)
D21(θ, q) D22(θ, q)

]
. (36)

From the system Equation (17), one can obtain:[ ..
x0..
θ

]
= −D11F1 − D12F2 − D12Kqq + D11

[
03×1
Kσσ

]
+ D12τ

′, (37)

..
q = −D21F1 − D22F2 − D22Kqq + D21

[
03×1
Kσσ

]
+ D22τ

′, (38)

..
σ = −J−1Kσσ+ J−1τ− ..

θsub, (39)

where σ = α− θsub. Define a singular perturbation factor ε2 = 1/min(Kσ, Kq), and use
the factor to define:

Kσ = ε2Kσ, Kq = ε2Kq, zσ = σ
1
ε2 , zq = q

1
ε2 . (40)

From Equation (22), one obtains τ′ = KvU. Thus, Kv = εKv due to O(Ka) = O(ε).
Substituting Equation (40) into Equations (37)–(39) yields:

ε2 ..
zσ = −J−1Kσzσ + J−1τ− ..

θsub, (41)

[ ..
x0..
θ

]
= −D11(θ, ε2zq)F1(θ,

.
θ, ε2zq, ε2 .

zq)− D12(θ, ε2zq)F2(θ,
.
θ, ε2zq, ε2 .

zq)

−D12(θ, ε2zq)Kqzq + D11(θ, ε2zq)

[
03×1
Kσzσ

]
+ εD12(θ, ε2zq)KvU

(42)

ε2 ..
zq = −D21(θ, ε2zq)F(θ,

.
θ, ε2zq, ε2 .

zq)1 − D22(θ, ε2zq)F2(θ,
.
θ, ε2zq, ε2 .

zq)

−D22(θ, ε2zq)Kqzq + D21(θ, ε2zq)

[
03×1
Kσzσ

]
+ εD22(θ, ε2zq)KvU

(43)

where superscript “¯” indicates the value of the variables at ε = 0.
If ε = 0, from Equation (41), one can obtain:

zσ = K
−1
σ (τs − J

..
θsub). (44)

In Equation (44), τs is the value of τ at ε = 0, which can also be written as τ. Substitut-
ing Equation (44) into Equation (43) provides:

zq = K
−1
q D

−1
22 (θ, 0)[−D21(θ, 0)F1(θ,

.
θ, 0, 0)− D22(θ, 0)F2(θ,

.
θ, 0, 0) + D21(θ, 0)

[
03×1
Kσzσ

]
). (45)
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Finally, substituting Equations (44) and (45) into Equation (42) and using the inverse
formula yields:[ ..

x0..
θ

]
= (D11(θ)− D12(θ)D

−1
22 (θ)D21(θ))(

[
03×1
τs

]
−
[

03×1

J
..
θsub

]
− F1(θ,

.
θ)). (46)

Equation (46) is the quasi-steady-state equation for the system and the slow subsystem.
Defining the following boundary layer correction terms as:

η1 = zσ − zσ,η2 = ε
.
zσ,β1 = zq − zq,β2 = ε

.
zq. (47)

Substituting Equation (47) into Equations (41)–(43) gives the fast subsystem equation,

dη
dγ

= A fη+ B f U f , (48)

where η =

⎡⎢⎢⎣
η1
β1
η2
β2

⎤⎥⎥⎦, U f =

[
τ f
τ′
]

, A f =

⎡⎣ 0 0 I

−J−1Kσ 0 0

D2112 Kσ −D22Kq 0

⎤⎦, B f =

⎡⎣ 0 0

J−1 0

0 D22

⎤⎦, D2112

is a submatrix of D22, which does not contain elements in the first column of the matrix
D22.

3.2. Computed Torque Controller Designed for Joints

The system of space manipulators with a freebase is underactuated. To design the
underactuated computed torque controller, the parameter δ is introduced. Based on the
slow subsystem Equation (46), the control torque was designed as:[

0

τs

]
= (M11(θ) +

[
0

J

]
)

[
δ

us

]
+ F1(θ,

.
θ), (49)

where us is the reference input, determined by the outer loop control. Substituting Equation
(49) into Equation (46) provides:

[
δ

us

]
=

[ ..
x0..
θ

]
=

⎡⎢⎢⎣
..
x0..
θ0..
θsub

⎤⎥⎥⎦. (50)

In this way, the inner loop control is completed by introducing model-based torque. A
PD controller was introduced, and the reference input us was obtained by:

us = −Kpes − Kd
.
es +

..
θd, (51)

where Kp and Kd are the position feedback gain matrix and velocity feedback gain matrix,
respectively, both of which are positive definite, and es = θd − θsub is the error between
desired position θd, and actual output joint position θsub. From Equation (44), one can
easily deduce that the variable zσ is bounded, which indicates the elastic deformation
vector σ = 0 at ε = 0 (Since zσ = σ 1

ε2 , and zσ is bounded at ε = 0, then, σ = 0 at ε = 0
necessarily). Therefore, θsub = α, es = θd − α, motor position can be used for the inner
loop control.

Substituting Equation (51) into Equation (50) yields:⎧⎪⎨⎪⎩ δ =

[ ..
x0..
θ0

]
..
es + Kpes + Kv

.
es = 0

, (52)
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where (es,
.
es) = (0, 0) is the globally asymptotically stable equilibrium point since Kp, Kd

are positive definite, and δ represents the perturbed acceleration of the base body, whereby
the effect cannot be ignored for a small mass base.

δ can be solved from Equation (49):

δ = M
−1

1111(−M1112 us − F1(θ,
.
θ)), (53)

where M1111 = M(1 : 3, 1 : 3), M1112 = M(1 : 3, 4 : n + 1).

3.3. Adaptive Fuzzy Controller Designed for Piezo Actuator

The system decomposed into a slow subsystem and a fast subsystem, as noted in
Section 3.1. The fast subsystem, Equation (48), is linear. The LQR controller introduced for
the linear systems by researchers [28] may be used to suppress the vibrations. However, the
effectiveness of the LQR controller designed for fast subsystems relies heavily on modeling
accuracy. In practice, joint friction, structural damping, etc., are difficult to be modeled.
Furthermore, the modal truncation introduced by the assumed mode method reduces the
accuracy of the model. Therefore, a direct adaptive fuzzy controller is presented to suppress
the vibration of the flexible links.

The fuzzy system of a space manipulator system can be described as F̂(q
∣∣γ) . A

fuzzy controller is designed by using product inference engine, gauss fuzzier, and a center
averaging defuzzifier. According to the controller design method, based on a traditional
fuzzy system, the robust fuzzy adaptive control law is designed as:

τ′mn×1 = F̂(q
∣∣γ)− KDs − Wsgn(s), (54)

where s = de f +Λe f , and KD, W, and Λ are weight matrices. The sign function in Equation
(54) is designed to address the problem of external disturbances. However, the sign function
may lead to a high-frequency chattering phenomenon. To avoid high-frequency chattering,
the sign function can be substituted for by the saturation function. Thus, the adaptive fuzzy
controller is designed as:

τ′mn×1 = F̂
(

q,
.
q
∣∣γ)− KDs − Wsat(s), (55)

where sat(s) =

⎧⎨⎩
1, s > Δ
1
Δ s, |s| ≤ Δ
−1, s < Δ

, and the parameter Δ is generally set to a small value.

The adaptive law is designed as:

.
γi = −ζ−1

i siξ(
.
q), i = 1, 2, · · · , n, (56)

where ζi (ζi > 0) is called the adaptive parameter.
The fuzzy system is designed as:

F̂(
.
q|γ) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

F̂1(
.
q1

1)
...

F̂2(
.
qm

1 )
...

F̂m×n(
.
qm

n )

⎤⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

γT
1 ξ

1(
.
q1

1)
...

γT
2 ξ

2(
.
qm

1 )
...

γT
m×nξ

m×n(
.
qm

n )

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (57)

The basic structure of the presented fuzzy controller is shown in Figure 10. The
link end displacement e f and its speed de f are used as control inputs, while E f and dE f
are the fuzzy quantities corresponding to the two inputs. The control torque τf of the
piezoelectric actuator is obtained by defuzzing the fuzzy quantity M, obtained by the fuzzy
logic inference.
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The fuzzy controller

The adaptive law

The space 
manipulator PZT

( | ) ( ) sgn( )T
D Dq γ γ ξ q K s W s) (T) ((

Reference input

Initial value
1 ( )i i iγ ζ s ξ q

p
1 ( )i i iγ ζ s ξ q (0)iγ (0)iγ

Figure 10. Schematic of adaptive fuzzy controller.

4. Numerical Simulation

The effectiveness of the presented control strategy is examined on a two-link flexible
manipulator system, as shown in Figure 11. A pair of PZT actuators are attached to the root
of each flexible link and a tip payload is attached to the distal end of the second flexible
link. The main parameters of the manipulator system are listed in Table 3.

 

Accelerometer

PZT Actuator

Electric motor

Fixed base

Flexible beam

Flexible joint

Payload

Figure 11. Two-link flexible manipulator with fixed base.

Table 3. Kinematic and dynamic parameters of the space manipulator system.

Symbol Value Link1 Link2

mp 0.1 kg \ \
Jp 1.25 × 10−6 kg · m2 \ \

E1, E2 \ 200.0 GPa 200.0 GPa
ρ1, ρ2 \ 0.5688 kg/m 0.3160 kg/m
J1, J2 \ 0.001 kg · m2 0.001 kg · m2

k1, k2 \ 9.6 Nm/rad 9.6 Nm/rad
I1, I2 \ 2.40 × 10−11 m4 1.33 × 10−11 m4

l1, l2 \ 0.5 m 0.25 m

The membership functions of e f and de f used in the two cases are shown in Figures 12
and 13, respectively. Define nine levels of fuzzy value: PB (positive big), PM (positive
middle), PS (positive small), PO (positive zero), ZO (zero), NO (negative zero), NS (negative
small), NM (negative middle), and NB (negative big).
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Figure 12. Membership function of input variable e f .

 
Figure 13. Membership function of input variable de f .

In this section, the performance of the proposed control scheme is evaluated for two
cases: setpoint motion control and periodic motion control. The PD and CTM controllers
were firstly used to track the joint trajectories with their performance comparisons. The
PD controller and AFC were, then, adopted to suppress the elastic vibration of the links
and were compared with each other. Moreover, to ensure the fairness of the comparisons,
the parameters Kp and Kd in the inner loop controller of CTM were set to the same as the
proportional control gain and differential control gain of the PD controller, respectively,
and the performance of AFC and one PD were compared when the maximum voltage of
PZT was limited. A set of gains for the PD controller for better control performance was
tuned by numerical simulation.

4.1. Case 1: Setpoint Motion Control

The manipulator is commanded to track a desired cycloid trajectory to a desired
position. The desired position of both links was set to π/2 rad, and the required time for
the two links to reach the desired position was set to 5.0 s. The desired cycloid trajectory
is θd = π × [t/5 − sin(2πt/5)/2π]/2. The tip vibration caused by the motor stopping is
called residual vibration. In order to demonstrate the control effect on the residual vibration,
the simulation time was set to 10 s.

The comparison of tracking the control performance between the proposed computed
torque method and the PD controller is shown in Figure 14. Figure 14b,e show the superior
performance of CTM in tracking the desired trajectory, especially at the inflection point
of the trajectory. Moreover, the output torque of CTM was smoother than that of PD,
as evidenced in Figure 14c,f. The simulation result of acceleration response is shown in
Figure 15. The amplitude of the residual vibration with AFC costs only 0.1 s to attenuate to
10% of its maximum amplitude, the PD controller costs 0.2 s, and uncontrol costs 0.18. The
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AFC provides better performance than PD in rapidly suppressing the residual vibration.
Additionally, compared to the uncontrol, the RMS of the acceleration response with AFC
attenuated by 95%, whereas one with the PD controller only attenuated by 23%. The
residual vibration attenuates under the uncontrol condition was due to the joint control
torques, which kept the joint positions stable.
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Figure 14. Simulation result of motion case 1: (a) joint 1 position; (b) position error of joint 1; (c) output
torque of motor 1; (d) joint 2 position; (e) position error of joint 2; (f) output torque of motor 2.

Figure 15. Simulation result of acceleration response for case 1.
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4.2. Case 2: Periodic Motion Control

In case 2, a desired period sinusoidal trajectory θd(t) = Am sin(2π f1t + b) + Am/2 is
selected to test the effectiveness of the proposed controller in a periodic motion, where
Am = π/4, f1 = 0.1, and b = 0. The motion time was 30 s and the simulation time was
35 s. A comparison of tracking is shown in Figure 16. Here, CTM is seen to still provide
better performance than PD in tracking the periodic motion. The trajectory of PD obviously
buffets near the desired trajectory. It is worth noting that the tracking error of CTM visibly
increases at 30 s, yet rapidly reduces after 30 s. Figure 16c,f show the torques of the two
joints, respectively. It can be seen that the torques of the CTM are obviously smaller than for
PD. Figure 17 shows a comparison of the control effect on the tip vibrational acceleration.
Compared to the uncontrol, the RMS of the acceleration response with AFC attenuated by
95%, and one with the PD controller only attenuated by 62%. Obviously, AFC maintains a
good performance in suppressing the vibration. In addition, in the two cases, the frequency
of the elastic vibration was greater than 70 Hz, and one for the rigid motion was less than
3 Hz, which indicates that the elastic vibration and the rigid body motion occur in different
timescales, hence, the introduction of the singular perturbation theory is suitable. The
elastic deformation is very small in numerical simulation, which demonstrates that the
small deformation assumption of the flexible joint is suitable.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 16. Simulation result of motion for case 2: (a) joint 1 position; (b) position error of joint 1;
(c) output torque of motor 1; (d) joint 2 position; (e) position error of joint 2; (f) output torque of
motor 2.
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Figure 17. Simulation result of acceleration response for case 2.

5. Experimental Results

Experiments were performed to verify the simulations in case 1 and case 2. The
experimental setup is schematically shown in Figure 18. The flexible links are clamped at
the shafts of the motors through couplings, and the diagonal rope is supported on each
joint to counter the gravity on the flexible link. Two AC rotary servomotors (designed
by YASKAWA and SGM7J-01AFC6S) were used to drive the flexible links, and a built-in
24-bit absolute encoder installed within the motor was applied to calculate the rotating
angle. Each flexible link had a PZT actuator (MFC, M-8514-P1) attached to the root, and
the PZT actuators were used to suppress the elastic vibration on the flexible links. Each
flexible link had an accelerometer (PCB 333B32) attached at the end to collect the vibration
acceleration signal. The velocity signal and displacement signal were obtained using the
first and second integration of the acceleration signal, respectively. In practice, the zero drift
and high-frequency noise of the sensor cannot be avoided. Hence, a low-pass digital filter
was designed to address the issue. A small-time delay could be introduced by the digital
filter. However, the time delay was accepted in the experiment. Furthermore, the ambient
laboratory temperature was maintained at a constant value to reduce the drift caused by
the temperature changes. The main parameters of the experimental model are shown in
Table 3. A motion controller (GALIL DMC1846) interfaced with a high-performance PC
was used to snatch data and process data. The control voltage signals for the motor and the
PZT actuators were sent to the servo driver and HVPZT amplifier using the GALIL motion
controller, respectively. To remove the effect of the residual modes and high-frequency
noise, a low-pass digital filter was designed for the vibrational acceleration signal.
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Figure 18. Scheme of the two-link flexible manipulator experimental setup.

The experimental results of the setpoint motion control are shown in Figures 19 and 20.
Figure 19 shows that the CTM performs better than PD in the experiment. Figure 20
indicates that both PD and AFC can suppress residual vibration, although AFC had a better
performance than the PD controller in suppressing the residual vibrations. The root mean
square (RMS) and the amplitude of the whole course corresponding responses are listed
in Table 4. Compared to the uncontrol, the RMS of the acceleration response with AFC
was attenuated by 78.3%, while one with the PD controller attenuated by only 44.9%. This
indicates that AFC provides better performance in suppressing the vibrations. Figure 19a,b
demonstrate that serious buffet occurs under PD control, and the position error of PD is
larger than for CTM. The position error of joint 2 is larger than for joint 1 under PD control
during the motion, as shown in Figure 19c,d. The experimental performance of CTM was
worse than the simulated performance. The position error was more significant during
the first 3 s. CTM cannot perform high-precision trajectory tracking in the experiment. A
possible reason is that the mathematical model does not consider the influence of nonlinear
factors, such as friction and clearance, in the actual system.
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Figure 19. Experiment result of joint 1 position for case 1: (a) joint 1 position; (b) joint 2 position;
(c) position error of joint 1; (d) position error of joint 2.

 
Figure 20. Experiment result of acceleration response for case 1.

Table 4. Vibration suppression effect of the experimental system for case 1.

Controller Uncontrol PD AFC

RMS (m/s2) 0.1847 0.1017 0.04
Amplitude (m/s2) 0.5048 0.3186 0.2309

Experimental results under periodic motion control are shown in Figures 21–24, respec-
tively. The results of the tracking shown in Figure 21 demonstrate that the joint positions are
tracked well once the CTM is employed. Figure 22 shows the acceleration response of the
tip node when the adaptive parameter is ζ1 = ζ2 = ζ = 2000. The RMS and the amplitude
of the whole course response are listed in Table 5. Both AFC and PD can suppress the
vibration of the tip node. Compared with uncontrol, the RMS of AFC was attenuated by
62.5% and one for the PD controller was attenuated by 48.9%. In this case, the control
performance of AFC was slightly better than of PD. The value of the adaptive parameter ζ
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is important for the control performance of AFC. The experimental results for the further
adjustment of the parameters ζ are shown in Figures 23 and 24. Figures 23 and 24 show the
control performance of AFC when ζ = 5000 and ζ = 20,000, respectively. When ζ = 5000,
the vibration is rapidly suppressed by employing AFC, the RMS of AFC was attenuated
by 81.3% compared with the uncontrol. However, increasing the adaptive parameter to
ζ = 20,000 does not necessarily improve the performance of the AFC, the RMS of AFC
was only attenuated by 57.1% compared to the uncontrol. When the value of the adaptive
parameter ζ was small, the convergence of the AFC algorithm was slow and, thus, the AFC
performance was poor. Overall, the acceleration can be suppressed quicker as the adaptive
parameter increases. However, when the value of the adaptive parameter ζ was too large,
the gain of the AFC was large, resulting in instability and causing additional vibrations.
In light of these results on simulation, 4000 < ζ < 6000 is suitable for this experimental
system.

  
(a) (b) 

  
(c) (d) 

Figure 21. Experiment result of joint 1 position for case 2: (a) joint 1 position; (b) joint 2 position;
(c) position error of joint 1; (d) position error of joint 2.

 
Figure 22. Experiment result of acceleration response for case 2 (ζ = 2000).
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Figure 23. Experiment result of acceleration response for case 2 (ζ = 5000).

Figure 24. Experiment result of acceleration response for case 2 (ζ = 20,000).

Table 5. Vibration suppression effect of the experimental system for case 2 (ζ = 2000).

Controller Uncontrol PD AFC

RMS (m/s2) 0.0808 0.0413 0.0303
Amplitude (m/s2) 0.3500 0.2819 0.2997

6. Conclusions

In this paper, a dynamic mathematical model for a flexible space manipulator was
derived. To choose a suitable mode, the natural characteristics of the link under three
different boundary conditions were compared to each other, and the dynamic response
results of the simulation showed that the internal resonance behavior existed in the system.
A computed torque controller was designed to track the angle of the joints. Furthermore, a
model-independent adaptive fuzzy controller was proposed to suppress the elastic vibra-
tion. The simulations of the two cases were performed in a two-link flexible manipulator
system, and the results show that the proposed control strategy had a good performance in
rapidly tracking trajectory and effectively suppressing the flexible vibration. Experiments
were also performed to verify the proposed control strategy and simulation results. Com-
pared with the uncontrol, the RMS of the vibration response with AFC was attenuated by
78.3% and 81.3% in the two cases, respectively. In addition, to improve the accuracy of
the mathematic model of the space manipulator system, the damping of the joint and link
should be considered in future modeling studies, and the effect of the internal resonance
phenomenon on the stability of the control system should be studied in further detail in the
future.
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Abstract: This paper proposes a model-based systems engineering (MBSE) methodology to design a
first-stage separation system for a launch vehicle. It focuses on the whole process of system modeling,
such as modeling the requirements analysis, logical architecture design, physical architecture design,
and system verification and validation. Finally, the component requirements are obtained as the
baseline for the component design. Requirements analysis is carried out by identifying stakeholders
with the cycle modeling for this system and the use of case modeling to ensure that the requirements
are comprehensive and correct. Additionally, the standard system requirements are obtained and
baselined. Based on system requirements, the trade-off analysis of hierarchical functional architec-
ture and key indicators was mainly carried out to design the logical architecture. Once the logical
architecture was decided, the logical architecture was allocated to the physical architecture to be
implemented. Several physical architectures are analyzed hierarchically to seek the optimal archi-
tectures. Then, other CAE analysis tools were integrated to verify the physical architecture design.
All these processes are modeled and integrated as the authority system model, which benefits the
system engineer for managing the requirement changes easier and rapidly provides multi-views for
different roles.

Keywords: model-based systems engineering; first-stage separation system; logical architecture;
physical architecture; trade-off

1. Introduction

Launch vehicles play a fundamental and critical role for human beings to explore
space, and their technical capabilities determine the depth and extent of a country’s space
exploration activities. In recent years, new technologies such as full three-dimensional
computer-aided design (CAD) and product data management (PDM) platforms have
been widely used in the development of next-generation launch vehicles [1], which have
improved the product development efficiency of enterprises. In the field of system design,
however, the document-based systems engineering method is still too dominant to be
adopted, which restricts the complex system design capabilities. Therefore, it is urgent to
explore and apply a new model-based system design paradigm to improve the leap-forward
development and manage innovative and complex launch vehicle system designs [2].

As a promising technology to manage system design better, MBSE is a hotspot tech-
nology for the complex system development paradigm [3]. MBSE takes system modeling
as its core and supports the processes of system requirements capture, function analysis,
architecture design, comprehensive performance simulation, etc. Moreover, the system
model is integrated with the other models developed in the life cycle and works as the
authority model, which is an important way to decrease misunderstanding and improve
the design consistency for complex systems [4]. Based on lots of industry practice, sev-
eral MBSE methodologies were proposed, such as MagicGrid, Arcadia, and Harmony
SE. These methodologies are a little abstract at the top level, which is a little difficult to
guide in engineering projects [5]. David Kalsow and etc. developed the CubeSat project

Actuators 2022, 11, 366. https://doi.org/10.3390/act11120366 https://www.mdpi.com/journal/actuators274



Actuators 2022, 11, 366

as a reference model using the MBSE approach from 2012 to 2018 [6–10]. These papers
introduced an MBSE roadmap for a satellite project [7]. A mission-specific satellite model
was established [8], while a correspondent validation strategy was developed [9]. All the
information is a little fuzzy to be projected to the true engineering system design for the
whole project. Moreover, logical architecture and physical architecture are not clearly stated
in the CubeSat reference model [11]. This paper aims to develop the first-stage separation
system of launch vehicles using the MBSE approach from the viewpoint of a system engi-
neer. Additionally, it clearly introduces the full process, including requirement analysis,
logical architecture design, physical architecture design, the validation and verification
of these designed architectures, and finally, the component requirements are obtained.
Moreover, while the whole authority model is built, there are lots of scenarios to use this
system model in, such as requirement change analysis and providing different views for
different roles and applications.

2. Research Progress

The concept of model-based design, model-based development, and model-based
definition started with CAD and CAE in the 1960s. With the development of the CAD
model as the baseline for system engineering, the PDM platform was developed in the
1980s, and PDM was integrated with CAD to improve the configuration management in
collaboration with the model-based design. However, the activity of the system design
is still document based, which is not formalized to support future intelligent design. In
2007, the model-based system design concept was explored, applied, and developed. A
new paradigm named MBSE has been developed to cope with the increasing complexity of
space missions and the development of complex space products.

At present, there are three leading ecosystems of MBSE [12]. One ecosystem is the
OMG ecosystem. This ecosystem is led by the INCOSE association, supported by the
Dassault core platform, and is applied to leading enterprises such as NASA, Boeing,
Lockheed Martin, etc., which develop lots of achievements such as standards, tools, and lots
of applications [13]. Standards include SysML language, SysPhs, methodology, etc. Tools
include Magicdraw, Rhaposody, EA, etc. [14]. Another ecosystem is the France ecosystem.
This ecosystem is driven by the PolarSys organization, relying on the application practices
of leading enterprises, such as Thales and Siemens, and is supported by the core platform
of Siemens [15]. A series of standard achievements, such as Capella, have been formed, and
the Thales ecology has been continuously expanded [16]. The third ecosystem is the ISO
ecosystem. This ecosystem is driven by the ISO organization and relies on the application
practice of some leading enterprises, such as NASA and General Motors, with OPM as the
core tool support [17,18]. A series of standard achievements, such as the OPL language, are
formed to continuously expand the OPM ecosystem [19].

The most important feature of the ecosystem is the trinity system, which combines
academic research in institutions such as INCOSE, software tool development in tool
suppliers such as Dassault, and engineering applications in industries such as NASA and
Dassault Aviation. The three-in-one system enhances each other and grows together to
become the industry benchmark in their respective fields [20].

The exploration of the MBSE development paradigm in China is still at a preliminary
stage. Along with the successful practice of MBSE in other countries, the exploration of
the MBSE development paradigm in China has also entered a prosperous state, among
which the Aviation Industry Corporation of China (AVIC, Beijing, China), Tsinghua Uni-
versity(Beijing, China), Beihang University(Beijing, China), China Aerospace Science and
Industry Corporation Limited (CASIC, Beijing, China) and China Aerospace Science and
Technology Corporation (CASC, Beijing, China)have carried out a lot of practical explo-
ration work, forming a series of theoretical methods, software tools, practical cases, and
other achievements [21].
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3. The First-Stage Separation System Design Based on MBSE

3.1. The First-Stage Separation System

The separation system is an important sub-system of the launch vehicle. Its main func-
tion is to separate the parts of the rocket that have completed their scheduled work during
the flight. By reducing the mass that is useless in further flight, the mass characteristics
of the launch vehicle can be improved, and its carrying capacity can be increased. The
first-stage separation system is mainly composed of three parts according to the functions
of stage separation, namely, the connecting and unlocking device, the impulse separation
device, and the detonation device. As a part of the launch vehicle, the separation system is
related to every system on the launch vehicle, such as the general design, electrical system,
power system, and structural system. Therefore, the design of the separation system has a
wide representation in the launch vehicle design process.

3.2. Modeling Framework of the Separation System Adopting MBSE Approach

The MBSE modeling approach is a collection of related processes, methods, and tools
that support the systems engineering regulations in a model-driven environment. It is the
top-level guidance for system design. The magic grid methodology is typically adopted and
applied to NASA’s spacecraft and Dassault Aviation’s aircraft. However, the public magic
grid methodology is abstracted and described from the modeling approach viewpoint. This
paper tailors the magic grid methodology and proposes the model framework and modeling
process for the first-stage separation system design viewpoint, as shown in Figure 1.

Figure 1. Model framework of the separation system.

3.3. Requirements Analysis of the First-Stage Separation System

Compared with traditional requirements analysis, requirements analysis by the MBSE
approach formalizes the requirements expression, provides the stakeholder and full cycle
viewpoint to check the requirements, builds the operational scenario to capture require-
ments, and flows down from the stakeholders’ requirements to system requirements and
then to component requirements by quantitative analysis, architecture trade-off, and con-
cept design. All these processes are standardized and formalized through SysML language.

The process of requirements analysis and modeling based on MBSE is as follows: first,
we should capture requirements in three ways. One way is to identify the stakeholders
to check who proposed the requirements, as shown in Figure 2. The second way is to
define the life cycle process to check when the requirements were proposed, as shown
in Figure 3. The third way is to design the scenario to check where the requirement
was proposed, as shown in Figure 4. The stakeholders’ model, lifecycle process model,

276



Actuators 2022, 11, 366

and use case model are baselined for requirement analysis. as shown in Figures 2–4.
Secondly, once the requirements are fully captured, the requirements should be itemized
and standardized, following the industry standard specification. Thirdly, any functional
requirements should be checked, and the performance of the function should be evaluated.
Through the functional requirements comparison matrix with performance requirements,
there are some performance requirements figured out. For example, tall functions in the
first-stage separation system need to work safely under complex force constraints such as
the first-stage engine thrust, the second-stage engine thrust, the electrical connector pull-out
force, and the trachea pull-out force, etc. In order to validate and verify the requirements of
safety separation, the minimum separation gap should be quantitively defined according
to the experience or design mechanism. Through the continuous iteration of the above
process, 58 requirements for the first-stage separation system were finally formed and can
be used as the design basis for the separation system, as shown in Figure 5.

 
Figure 2. Who proposes requirements.

Figure 3. When requirements are proposed.
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Figure 4. Where requirements are proposed.

 
Figure 5. Requirements for the first-stage separation system.
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3.4. Logic Architecture Design of the Separation System for Key Parameters

The main purpose of the logic architecture design is to obtain the best system archi-
tecture among lots of alternatives. The traditional logical architecture design using the
document-based systems engineering paradigm usually selects the empirical alternative
and calculates the total impulse and number of rockets in multiple groups through simula-
tion verification. The MBSE approach emphasizes the forward design process. The process
is to analyze and refine the functions, perform the comprehensive clustering of functions
to obtain components, and obtain the optimal composition of each component through
index allocation. Then, the interaction and combination of functions are synthesized, and
the interface design is performed. Finally, the optimal alternatives are obtained. For this
system, the modeling process is as follows:

Firstly, the top-level functionality is obtained based on the system requirements, and
the functional architecture is defined. When analyzing the operational scenario for the
top-level functionality, there are two alternative logical architectures. One is separation
once the other is separation twice. Based on the effective criteria, these two alternatives are
traded off quantitatively, and then the proposal of separation once is better than the other,
which is shown in Figures 6 and 7.

 
Figure 6. Two alternatives of separation once and separation twice.
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Figure 7. The tradeoffs result in functional architecture.

To design the first-stage separation system of the launch vehicle, we should identify
the measure of effectiveness (MOE) from the system requirements. MOE includes the
reliability, weight, cost, and safety separation. etc. Then, MOE should be transformed into
the measure of performance (MOP), which should be baselined for the index allocation.
For example, the safety separation should be refined by the separation time, separation
gap, and so on. Finally, all the MOP should be allocated to technical performance measures,
which could be allocated to logical components. The index flows down from MOE to MOP
and from MOP to TPM is complicated because of the complicated system, as shown in
Figure 8. Anyway, there are three core parameters, such as the connection forces to combine
the first and second stages of the rocket, the thrust force to throw away the first sub-stage,
and the push force to ensure that the secondary propellant sinks to the bottom. There are
still several alternatives for the parameter flowing down from the top level to the low level.
The system engineer would build the evaluation criteria and then select the best alternative
through trade-off analysis. Finally, the core parameters are calculated, as shown in Figure 9.
Additionally, the three core parameter values are as follows:

1. The connection device needs to provide a connection force greater than 940,286 N.
2. The first thrust device needs to provide a total axial impulse greater than 168,000 N/s.
3. The device, to ensure propellant sinking to the bottom, should provide an axial thrust

force greater than 293 N.

By integrating specific functions and assigning them to the logical entities and logical
interfaces, the logical architecture of the first-stage separation system can be built, which is
shown in Figure 10, and all of the indexes have been allocated to each logical component.
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As a result, the interfaces and parameters of the logical architecture will be determined.
Hence, the logical architecture is shown in Figure 10.

Figure 8. Flow down from MOEs to MOP to TPMs.

Figure 9. Calculation of submerged thrust.
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Figure 10. Logical compose of first-stage separation system.

3.5. Physical Architecture Design of the First-Stage Separation System Based on Model
Selection Analysis

The physical architecture design of the first-stage separation system is a set of product
units that achieve the required functionality and performance of the system within the per-
formance constraints specified by the logical architecture. The physical architecture design
is, therefore, the process of implementing a solution based on the logical architecture design.

Compared with the traditional separation system design, the physical architecture
design of the first-stage separation system based on MBSE has a similar work content. It
mainly completes the trade-off analysis of the physical implementation options, as well as
the product selection analysis, and performs the comprehensive analysis of the physical
composition to form the final physical architecture design results. Finally, the final selection
results are taken as the basis for forming the final physical architecture design result and
creating the interface model, and organizing and summarizing the interface information.

The specific modeling process is as follows: create a physical architecture model
according to the logical architecture and establish a model of the inheritance relationship
from the physical architecture to the logical architecture. First, a trade-off analysis of the
implementation of the separation forces is carried out. By the quantitative trade-off analysis
of the pneumatic connection unlocking device, explosive bolts, and linear connection
unlocking device, the explosive bolts are chosen as the final solution. Then, the trade-off
analysis of the types of explosive bolts is carried out, including the BLS-300C24-1 explosive
bolt and BLS-300C24-2 explosive bolt. After quantitative trade-off analysis, BLS-300C24-1
is selected. After a series of analyses, the first-stage separation system physical architecture
scheme is determined, as shown in Figure 11. Finally, the physical architecture design is
completed by defining the physical interface model.

Figure 11. Physical architecture of first-stage separation system.
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3.6. Validation and Verification of the First-Stage Separation System Based on the
Object-Oriented Method

Compared with the traditional design method, this model-based first-stage separation
system verification adopts “object-oriented concepts” that take the physical architecture as
the test object, and validates objects from the functional verification, performance index
verification, and interface verification.

In the functional verification process, the interaction between the components and the
external system in the main functional scenario of the system is established using the SysML
sequence diagram to complete the traditional time sequence design process. The mapping
between the functions and requirements is described by establishing a relationship matrix
(RM) to check that each function meets the requirements.

The verification of the performance indicators is the core element of the validation of
the separation system. The key performance parameters for the separation process, includ-
ing the separation distance, separation gap, and separation speed, need to be analyzed by
ADAMS for rigid body dynamics. In this case, the standard data files and interface models
are used to integrate the system model with the CAE simulation model.

3.7. Component Requirements for the First-Stage Separation System

After the architecture of the separation system is verified, the functions, indicators,
interface models, and itemized requirements of each component can be generated from the
system model. The component model and itemized requirements are baselined, and then
the component designer takes it as the design input to move to the next step.

4. The Application Advantages of Using System Model in Engineering Activity

4.1. Requirement Changes Analysis Using the System Model

With t, the integrated system model, we can build the requirement change impact
analysis process to support the system design, as shown in Figure 12. This integrated
system model is split into two models. One model is the master model, and the other is
the branch model. The branch model supports the requirement change analysis. Once the
requirement is changed, the change impact domain analysis map is figured out through
the meta-chain in the branch model. It is easier and quicker to locate the chain between
the changed requirements and the related model elements, such as the architecture design
model, verification model, and so on. Then, the related models are redesigned. Moreover,
the verification model is simulated again, as shown in Figure 13. Compared with the master
model and branch model, the change report is generated for the system engineer. Based
on these two results analyses, the changed requirements and new system architecture are
decided to be acceptable or not. If the change is accepted, the branch model will be merged
with the master model, as shown in Figures 12 and 13.

 

Figure 12. Requirement change impact analysis process.
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Figure 13. The change in key parameters.

4.2. Multi-Views Based on Authority Model

The integrated system model is a full-feature model which includes the system design
process and system definition. Different stakeholders from different viewpoints can obtain
various design view models from this system model. In the design process of the separation
system, the interface control document, component requirements, flight procedures, system
layout, etc., can be generated from the system model automatically, as shown in Figures 14–17.

 

Figure 14. Interface control documents.

Figure 15. Component requirements.
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Figure 16. Flight procedures.

Figure 17. System layout.

5. Conclusions

In this paper, the MBSE approach is applied to design the first-stage separation system.
This paper tailored the magic grid methodology and proposed the modeling framework,
which could be suitable for similar dynamic and transient systems, such as the rocket
system. A set of modeling for the requirements of the flow down is demonstrated; the
logical architecture and physical architecture are designed and follows the framework.
Moreover, the system design is verified and validated by integrating the Adams simulation
model, which makes the system model as the authority model. In addition, using this
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system model in a requirement change analysis scenario shows that the MBSE approach
has obvious advantages for system engineering. Of course, it is more rapid to provide
multi-view information for other users, which is better than a document-based approach.
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