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Marczak
Optimization of the Small Wind Turbine Design—Performance Analysis
Reprinted from: Computation 2024, 12, 215, https://doi.org/10.3390/computation12110215 . . . 117

Hady Aboujaoude, Guillaume Polidori, Fabien Beaumont, Sébastien Murer, Yessine Toumi
and Fabien Bogard
Comparative Study of Deflector Configurations under Variable Vertical Angle of Incidence and
Wind Speed through Transient 3D CFD Modeling of Savonius Turbine
Reprinted from: Computation 2024, 12, 204, https://doi.org/10.3390/computation12100204 . . . 135
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Preface

This Special Issue of Computation presents 23 papers selected from the 14th International

Conference on Computational Heat and Mass Transfer (ICCHMT2023). The conference was held

in Düsseldorf, Germany, 4-8 September 2023, and was organized by the Düsseldorf University of

Applied Sciences. The ICCHMT2023 chairs were Prof. Dr. Ali Cemal Benim from the Düsseldorf

University of Applied Sciences, Germany (Local Chair); Prof. Dr. Rachid Bennacer from École

Normale Supérieure Paris-Saclay, France (Co-Chair); Prof. Abdulmajeed Mohamad from the

University of Calgary, Canada (Founding Chair); Prof. Dr. Paweł Ocłoń from the Cracow University

of Technology, Poland (Co-Chair); Prof. Dr. Sang-Ho Suh from Soongsil University, South Korea

(Co-Chair); and Prof. Dr. Jan Taler from the Cracow University of Technology, Poland (Co-Chair).

The ICCHMT conference series addresses specifically the research, development, and

application of the computational methods in heat and mass transfer, without, however, excluding

experimental and theoretical approaches, especially as a means of validation and inspiration. The

conferences provide a platform for scientists and engineers to meet regularly to discuss new ideas and

developments on computational methods and their applications, as well as a good opportunity for

young scientists and engineers to explore the art of computational methods and future perspectives

while further broadening their horizons.

The ICCHMT conference series has been successfully organized in various countries including

Brazil, Canada, China, Cyprus, France, Italy, South Korea, Poland, and Turkey since 1999 and has

established itself as a reference event in the community of engineers and scientists.

The ICCHMT2023 had a great resonance in the technical and scientific communities all over

the world. A total of 239 papers from more than 40 countries were presented at the conference. The

selected 23 papers for the current Special Issue were then prepared in an extended form and subjected

to a separate, regular peer review process steered by the editorial office of Computation.

Ali Cemal Benim, Rachid Bennacer, Abdulmajeed A. Mohamad, Paweł Ocłoń, Sang-Ho Suh, and

Jan Taler

Guest Editors
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Implications of Using Scalar Forcing to Sustain Reactant
Mixture Stratification in Direct Numerical Simulations of
Turbulent Combustion
Peter Brearley 1,2, Umair Ahmed 2 and Nilanjan Chakraborty 2,*

1 Department of Aeronautics, Imperial College London, London SW7 2BX, UK; p.brearley@imperial.ac.uk
2 School of Engineering, Newcastle University, Newcastle upon Tyne NE1 7RU, UK;

umair.ahmed@newcastle.ac.uk
* Correspondence: nilanjan.chakraborty@newcastle.ac.uk

Abstract: A recently proposed scalar forcing scheme that maintains the mixture fraction mean, root-
mean-square and probability density function in the unburned gas can lead to a statistically quasi-
stationary state in direct numerical simulations of turbulent stratified combustion when combined
with velocity forcing. Scalar forcing alongside turbulence forcing leads to greater values of turbulent
burning velocity and flame surface area in comparison to unforced simulations for globally fuel-lean
mixtures. The sustained unburned gas mixture inhomogeneity changes the percentage shares of
back- and front-supported flame elements in comparison to unforced simulations, and this effect is
particularly apparent for high turbulence intensities. Scalar forcing does not significantly affect the
heat release rates due to different modes of combustion and the micro-mixing rate within the flame
characterised by scalar dissipation rate of the reaction progress variable. Thus, scalar forcing has a
significant potential for enabling detailed parametric studies as well as providing well-converged
time-averaged statistics for stratified-mixture combustion using Direct Numerical Simulations in
canonical configurations.

Keywords: scalar forcing; scalar mixing; stratified combustion; mixture fraction; direct numerical
simulation

1. Introduction

Forcing the turbulent velocity field enables Direct Numerical Simulations (DNS) of
turbulent fluid motion to reach a quasi-stationary state in canonical configurations where
no other mechanism is available for turbulence generation. This enables the extraction
of converged statistics from DNS data by time averaging, even for a limited domain
size. Time-averaged statistics from statistically stationary DNS databases have assisted
numerous studies in the field of turbulent non-reacting and reacting flow analyses. Until
recently, the benefits of achieving statistical stationarity in DNS of turbulent combustion in
canonical configurations with forced turbulence have been limited to premixed combustion
simulations, since mixture inhomogeneity in the unburned gas decays under sustained
turbulence conditions in the case of partially premixed mixtures. Without any external
scalar fluctuation generating mechanism, a statistically quasi-stationary state can only
be achieved once the reactants have become perfectly mixed (i.e., premixed combustion).
As such, many DNS studies of turbulent stratified-mixture combustion have relied on
unsteady decaying turbulence conditions (e.g., [1–13]). However, mixture inhomogeneity
in the unburned gas can be sustained with scalar forcing by including an additional term
in the species conservation equations, which can be utilised to reach a quasi-steady state
for stratified-mixture combustion. An appropriate scalar forcing term offers additional
advantages aside from converged statistics, such as enabling precise control over the
probability density function (PDF) of the species mass fractions (and the corresponding

Computation 2024, 12, 114. https://doi.org/10.3390/computation12060114 https://www.mdpi.com/journal/computation
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mixture fraction) in the unburned gas, enabling comprehensive parametric analyses on the
effects of the mixture fraction distribution.

Stratified-mixture combustion offers some benefits compared to premixed combustion,
such as allowing for leaner combustion conditions, manipulating the flammability limits,
flame propagation rate and pollutant emission rates [14]. Moreover, stratified-mixture com-
bustion can also take place as a result of unintentional inadequate mixing. Lipatnikov [14]
and Domingo et al. [15] provided an extensive review of experimental and numerical find-
ings of stratified-mixture combustion. High-performance computing has enabled DNS of
stratified-mixture combustion [1–13,16–19], and the vast majority of these studies have been
conducted for statistically planar flames in canonical ‘flame-in-a-box’ configuration [1–13].
Richardson and Chen [16] and Brearley et al. [19] analysed turbulent stratified-mixture
combustion using three-dimensional DNS to analyse the effects of the relative alignments of
equivalence ratio and reaction progress variable gradients on the global behaviours of burn-
ing, flame propagation rate and flame surface area and their modelling implications. Proch
et al. [17] and Inanc et al. [18] carried out flame-resolved three-dimensional high-fidelity
simulations of turbulent stratified-mixture combustion of a laboratory-scale configuration
used in experiments by Barlow et al. [20] and Sweeney et al. [21,22]. The aforementioned
DNS analyses on turbulent stratified-mixture combustion offered fundamental physical
information on the stratified flame structure [1–3,5,8,13,16,18,19] and flame propagation
rate [4,12,16,18]. This information was subsequently utilised to develop closure methodolo-
gies for scalar variances and co-variances [3,5,11], turbulent scalar flux [9], flame surface
density [10,19], and scalar dissipation and cross-scalar dissipation rates [7,8,13].

The development of a scalar forcing methodology that accurately captures characteris-
tics of turbulent stratified combustion has been the subject of recent research efforts [23,24]
where the effectiveness of the methodology was demonstrated mainly for passive scalar
mixing. The sensitivity of the method to different turbulence and scalar conditions, includ-
ing decaying turbulence and different turbulence forcing schemes (Lundgren forcing [25]
and Modified Bandwidth forcing [26]) along with different scalar length scales, has been
performed in the earlier work by Brearley et al. [24]. It was found that the length scale
of the scalar distribution at the end of simulation time is independent of the initial value
specified for the scalar length scale and was only dependent on the nature of the velocity
forcing scheme. Ideally, the scalar forcing should only influence the root-mean-square (rms)
scalar value and the underlying scalar distribution, but should not interfere with other flow
properties. Therefore, the evolution of the scalar-to-turbulence integral length scale ratio
should be determined by turbulent mixing in the unburned mixture. The mean values
of the normalised scalar dissipation rate were shown to change from its initial value for
scalar forcing irrespective of the nature of turbulent flow forcing. Furthermore, it has also
been shown by Brearley et al. [24] that the PDF shape can be maintained for all turbulence
conditions, i.e., decaying turbulence, Lundgren forcing and Modified Bandwidth forcing,
without any modifications needed to the scalar forcing method. Brearley et al. [24] also
showed that the root-mean-square value of scalar fluctuation is faithfully maintained by
the scalar forcing technique for different PDF shapes (i.e., bimodal or Gaussian). However,
the influence of sustained mixture stratification on the structure and dynamics of turbulent
planar flames is yet to be analysed in detail. Therefore, the main objectives of this paper
are (i) to understand the capabilities and limitations of the scalar forcing methodology by
simulating a varied DNS database, and (ii) to analyse the statistical behaviours of turbulent
burning velocity, flame surface area and reaction zone structure (e.g., the fractional share of
front- and back-supported combustion, and the contributions of heat release originating
from different modes of combustion) extracted from DNS of turbulent stratified flame
simulations where (a) both the scalar field and the turbulence field are forced, (b) only the
scalar field is forced and (c) where neither fields are subject to external forcing.

The following section provides the mathematical description of the scalar forcing
methodology and Section 3 describes the DNS database. The results and corresponding
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discussion are presented in Section 4, which is followed by the conclusions of the work
in Section 5.

2. Forcing Methodology

The scalar forcing methodology proposed by Daniel et al. [23] and further developed
by Brearley et al. [24] has been adopted for this study as it can maintain a prescribed
distribution (i.e., probability density function (PDF)) of a scalar field (e.g., bimodal, uniform,
or bell-shaped). Consequently, the mean, root-mean-square (rms) and scalar bounds are
also maintained.

A detailed description and derivation of the scalar forcing scheme used here are pro-
vided by Daniel et al. [23] for the original scalar forcing scheme and details on the modified
scalar forcing scheme to account for the feedback on the scalar dissipation rate to maintain
the prescribed rms value of the scalar fluctuations are available in Brearley et al. [24]. It
should be recognised here that Daniel et al. [23] originally proposed the scalar forcing
methodology based on a reaction analogy to describe mixing. According to this analogy,
hypothetical chemical species have reactions which constitute a demixing processes that
transform a partially mixed state into the excess pure component. In terms of a scalar
field, the reactions transform the regions with below-average scalar values into the lower
bound values and regions with above-average scalar values into the upper bound values.
Thus, the reactions counteract the effects of diffusion and turbulent mixing. A complete
derivation for this is already provided in the work by Daniel et al. [23] and is not presented
in the current paper to avoid repetition and to maintain brevity as the main focus of the
paper is the application of the scalar forcing methodology to reacting flow simulations of
stratified mixtures.

The transport equation of a species mass fraction Yi under scalar forcing is

∂(ρYi)

∂t
+

∂(ρukYi)

∂xk
=

∂

∂xk

(
ρD

∂Yi
∂xk

)
+ ω̇i + ρ fYi (1)

where Yi represents the reactant species in the unburned gas (i.e., YF and YO), ω̇i is its
reaction rate (negligible in the unburned gas where the scalar forcing is applied) and fYi
is the scalar forcing term (i.e., fYF and fYO ). Daniel et al. [23] developed a forcing scheme
capable of satisfying characteristics of fuel-air stratification by considering a hypothetical
chemical reaction that converts mixed fluid into its unmixed states, and proposed a forcing
term for a generic scalar ψ (the scalar being forced) which is given as [23]:

fψ =




−(ψu − ψl)jK

(
ψu+ψl−2ψ

ψu−ψl

)g( ψ−ψl
ψu−ψl

)j
when ψ ≤ ψm

+(ψu − ψl)jK
(

2ψ−ψu−ψl
ψu−ψl

)g( ψu−ψ
ψu−ψl

)j
when ψ > ψm

(2)

where ψl and ψu are the chosen lower and upper bounds of ψ respectively with a target
mean ψm = (ψu + ψl)/2 assuming a symmetrical scalar distribution. The reaction rate
constant of the hypothetical chemical reaction is K, with j and g being the stoichiometric
coefficients. The hypothetical chemical reaction is given by:

jM + gEl → (2j + g)El when ψ ≤ ψm (3a)

jM + gEu → (2j + g)Eu when ψ > ψm (3b)

where M is a hypothetical chemical species representing the mixed fluid state, El and
Eu are hypothetical chemical species representing the extra concentrations of unmixed
fluid towards the lower or upper bounds of the scalar respectively. Brearley et al. [24]
made modifications to Equation (2) to make it more robust for a chemically reacting flow.
According to Daniel et al. [23] K value should be chosen such that it corresponds to the
desired steady state scalar dissipation rate, which controls the scalar PDF distribution. As in
the case of reacting flow simulations the prescribed rms value of scalar fluctuation ψ′0 needs

3
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to be maintained, a rms error signal term (ψ′0 − ψ′) to Equation (2) was introduced [24].
Then, K is considered as the constant in the proportional control system to maintain ψ′. The
forcing term with these modifications therefore takes the following form:

fψ =




−(ψ′0 − ψ′)(ψu − ψl)jK

(
ψu+ψl−2ψ

ψu−ψl

)g( ψ−ψl
ψu−ψl

)j
when ψ ≤ ψm

+(ψ′0 − ψ′)(ψu − ψl)jK
(

2ψ−ψu−ψl
ψu−ψl

)g( ψu−ψ
ψu−ψl

)j
when ψ > ψm

(4)

In the case when the scalar field is subject to asymmetries, the above forcing scheme
would eventually convert all the fluid into a uniform field of either ψ = ψu or ψ = ψl . Such
asymmetries could be introduced in the initial conditions, or due to the flame preferentially
propagating through certain mixture compositions. In order to avoid this issue, the expres-
sion given by Equation (4) was modified by Brearley et al. [24] to allow for a self-correction
mechanism. According to this modification, the instantaneous mean scalar 〈ψ〉, not to
be confused with the target mean ψm, is calculated and fed back to the forcing equation
which allows for self-regulation of the PDF of ψ. The updated ψm when used in the forcing
equation yields:

ψ∗m = K∗(〈ψ〉 − ψm) + ψm (5)

where K∗ is the proportional control constant to maintain ψm. In addition, hypothetical
lower and upper limits ψ∗l and ψ∗u corresponding to ψ∗m should be evaluated in the following
manner:

ψ∗l = ψu − 2(ψu − ψ∗m) (6a)

ψ∗u = ψl + 2(ψ∗m − ψl) (6b)

Note that these limits do not influence the location of the specified upper and lower bounds
ψu and ψl . In this case ψ∗u is only used in the calculation of the forcing term for ψ ≤ ψ∗m,
and ψ∗l is only used in the calculation for ψ > ψ∗m. This yields the modified forcing term
as [24]:

fψ =




−(ψ′0 − ψ′)(ψ∗u − ψl)jK

(
ψ∗u+ψl−2ψ

ψ∗u−ψl

)g( ψ−ψl
ψ∗u−ψl

)j
when ψ ≤ ψ∗m

+(ψ′0 − ψ′)
(
ψu − ψ∗l

)
jK
(

2ψ−ψu−ψ∗l
ψu−ψ∗l

)g( ψu−ψ
ψu−ψ∗l

)j
when ψ > ψ∗m

(7)

It should be recognised here that when different instantaneous values of global mean 〈ψ〉
with ψl = 0 and ψu = 1 are used, the forcing term naturally reduces to zero at the specified
bounds under all conditions. The effects of modifying the stoichiometric coefficients (j
and g) change the shape of the forcing term and consequently, the resulting scalar PDF.
Following Brearley et al. [24] j = g = 1 is considered and a detailed account of the
sensitivity to these parameters is provided by Daniel et al. [23]. It has been demonstrated
in [24] that the forcing term tends to maintain the required mean values of the scalar, when
〈ψ〉 < ψm and 〈ψ〉 > ψm, by using the self-correction control system.

For the transport equations of the species mass fractions as shown in Equation (1), the
following source terms are used:

fYF=




−
(
Y′F0−Y′F

)(
Y∗Fu−YFl

)
K
(

Y∗Fu+YFl−2YF
Y∗Fu−YFl

)(
YF−YFl
Y∗Fu−YFl

)
when YF ≤ Y∗Fm

+
(
Y′F0−Y′F

)(
YFu−Y∗Fl

)
K
(

2YF−YFu−Y∗Fl
YFu−Y∗Fl

)(
YFu−YF
YFu−Y∗Fl

)
when YF > Y∗Fm

fYO=




+
(
Y′O0−Y′O

)(
Y∗Ou−YOl

)
K
(

Y∗Ou+YOl−2YO
Y∗Ou−YOl

)(
YO−YOl
Y∗Ou−YOl

)
when YO ≤ Y∗Om

−
(
Y′O0−Y′O

)(
YOu−Y∗Ol

)
K
(

2YO−YOu−Y∗Ol
YOu−Y∗Ol

)(
YOu−YO
YOu−Y∗Ol

)
when YO > Y∗Om

(8)

where subscripts l and u indicate the chosen lower and upper bounds of the scalar, a sub-
script m gives the mean value, and a subscript 0 denotes the target value. These quantities
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can be derived from the target mixture fraction ξ = (YF −YO/s + YO∞/s)/(YF∞ + YO∞/s)
values in the unburned gas, i.e., YF = YF∞ξ and YO = YO∞(1− ξ) where YF∞ = 1.0 and
YO∞ = 0.233 being the fuel and oxidiser mass fractions in the pure fuel and pure air,
respectively, and s is the stoichiometric oxygen-to-fuel mass ratio. Y′F and Y′O are the rms
values of the respective scalar fields in the unburned gas, and Y′F0 and Y′O0 are their target
values to be maintained. The parameter K is the proportional control constant, that must
exceed approximately K/(1/Tturb) > 103 for the rms value of the scalar fluctuation to be
maintained effectively, with greater values being found to have no adverse effects on the
results [24]. Quantities marked with a superscript asterisk (∗) are altered by the forcing
scheme throughout the simulation to maintain the mean mixture fraction 〈ξ〉 at the target
values [23,24] which ensures that the scalar field does not diverge to a fully mixed state
at one of the scalar bounds. These quantities in terms of mixture fraction are defined
as ξ∗m = K∗(〈ξ〉 − ξm) + ξm, ξ∗l = ξu − 2(ξu − ξ∗m), ξ∗u = ξl + 2(ξ∗m − ξl), where K∗ is the
proportional control constant in the mean correction control system. A K∗ value exceeding
1.0 is required to ensure that the forcing term can effectively prevent the scalar mean from
drifting, where values up to 10 have been tested and the target mean value of the scalar is
maintained more faithfully for higher values of K∗ [24]. The corresponding quantities for
the species mass fractions are then evaluated from the mixture fraction using the relations
YF = YF∞ξ and YO = YO∞(1− ξ).

It should be noted that it is possible to solve an additional transport equation for
a passive scalar such as the mixture fraction ξ, and apply scalar forcing to its transport
equation only. Then, YF and YO can be evaluated in the unburned gas only at the end of
each timestep from the mixture fraction and reaction progress variable [24]. This is mathe-
matically equivalent to forcing the species mass fractions directly. Interested readers are
referred to Brearley et al. [24] for a more thorough discussion on the scalar forcing scheme
with its derivation, validation and mathematical properties. The scalar forcing is employed
only in the unburned gas where the chemical reaction is negligible, which is characterised
by c < cε = 0.001, where c is the reaction progress variable which monotonically increases
from 0 to 1 from the unburned gas to the fully burned gas. The reaction progress variable c
is defined as [1]

c =
ξYF∞ −YF

ξYF∞ −max
[
0, ξ−ξst

1−ξst

]
YF∞

(9)

The forcing scheme [23,24] does not have any impact during the reacting simulations
as the forcing term is switched off in the reaction/heat release zone. The value of c = 0.001
was chosen as the boundary between the unburned gas and the flame so that the pure
mixing relations between the mixture fraction and the species mass fractions can be used
without any significant loss in accuracy. In reality, c = cε with cε being a small positive
fraction can be a suitable choice. It has been demonstrated elsewhere [24] that reducing cε

from 0.01 by up to two orders of magnitude has a negligible effect on the flame surface area
and propagation rate, and will not be repeated in this paper for the sake of conciseness.
Interested readers are referred to Brearley et al. [24] for the detailed description of the
validation and performance of the aforementioned scalar forcing methodology for passive
scalar mixing in non-reacting flows and the performance of this scalar forcing for different
values of K and K∗. It was demonstrated that the mean and rms values of the forced
scalar are faithfully maintained along with the prescribed PDF for large values of K∗ and
K (i.e., K∗ � 1 and K � 1/Tchar � 1 where Tchar is the characteristic timescale which can
be either chemical timescale or eddy turnover time for stratified-mixture combustion). The
above information is not repeated here as this paper will principally focus on stratified-
mixture combustion simulations in the presence of scalar forcing according to Ref. [24].

3. DNS Database

Table 1 summarises the newly generated DNS database considered for this analy-
sis. The cases (a) and (b) in Table 1 have been simulated under both scalar and velocity
forcing, whereas simulations in cases (c) and (d) have been conducted only under scalar

5



Computation 2024, 12, 114

forcing and cases (e) and (f) are allowed to freely mix without the influence of any external
forcing and flame-turbulence interaction takes place under decaying turbulence. Only
cases (a) and (b) are able to reach a statistically quasi-stationary state as both the scalar
and velocity fluctuations are required to be maintained. The remaining cases (c–f) are
provided to highlight the influence of the newly developed scalar forcing scheme [24].
Table 1 shows the values of u′/Sb, `/δL,m, 〈ξ〉, ξ ′, Damkohler number Da = `Sb/u′δL,m,
Karlovitz number Ka = (u′/Sb)

3/2(`/δL,m)
−1/2, `φ/`, domain size and the correspond-

ing grid size, where ` and `φ are the integral length scale of turbulence and equivalence
ratio φ = ξ(1− ξst)/[ξst(1− ξ)] in the unburned gas, respectively, and Sb and δL.m are
the unstretched laminar burning velocity and thermal flame thickness of the unstretched
laminar flame corresponding to φ = 0.8, respectively. The flame thickness δL,m is defined
as (Tad(φ=0.8) − T0)/max(∇T̂L) where T0, Tad(φ=0.8) and T̂ are the unburned gas tempera-
ture, adiabatic flame temperature for φ = 0.8 and dimensional instantaneous temperature,
respectively. The simulations consist of statistically planar methane-air flames propagat-
ing into an imperfectly mixed, globally lean fuel-air mixture corresponding to a mean
equivalence ratio 〈φ〉 of 0.8 and an rms value of equivalence ratio of 0.14.

Table 1. Summary of simulation parameters. For decaying turbulence simulations the values
correspond to initial conditions.

Case Scalar
Forcing

Velocity
Forcing u′/Sb `/δL,m

〈ξ〉
(〈φ〉)

ξ′
(φ′) Da Ka `φ/` Domain Grid

(a) yes yes 4.0 3.0
0.044
(0.80)

0.008
(0.14) 0.75 4.62 1.5 47.9δLm × (19.2δLm)

2 1000 × 4002

(b) yes yes 8.0 3.0
0.044
(0.80)

0.008
(0.14) 0.37 13.1 1.5 47.9δLm × (19.2δLm)

2 1000 × 4002

(c) yes no 4.0 3.0
0.044
(0.80)

0.008
(0.14) 0.75 4.62 1.5 47.9δLm × (19.2δLm)

2 1000 × 4002

(d) yes no 8.0 3.0
0.044
(0.80)

0.008
(0.14) 0.37 13.1 1.5 47.9δLm × (19.2δLm)

2 1000 × 4002

(e) no no 4.0 3.0
0.044
(0.8)

0.008
(0.14) 0.75 4.62 1.5 47.9δLm × (19.2δLm)

2 1000 × 4002

(f) no no 8.0 3.0
0.044
(0.8)

0.008
(0.14) 0.37 13.1 1.5 47.9δLm × (19.2δLm)

2 1000 × 4002

The cases considered here differ by the rms turbulent velocity fluctuation normalised
by the burning velocity of the laminar premixed flame corresponding to the mean equiva-
lence ratio u′/Sb, and whether or not the scalar or velocity forcing schemes are used. All
scalar forcing simulations are subject to K/(1/Tchem) = 1.71× 106 (where Tchem = δL,m/Sb
is the chemical timescale for φ = 0.8), K∗ = 5.0 and the target passive scalar bounds are
ξl = 0.0337 and ξr = 0.055 as these correspond to equivalence ratio values of φl = 0.6 and
φu = 1.0.

The compressible 3D DNS code SENGA+ [27] was used for all simulations. The
transport equations are solved in using a 10th-order central difference scheme to calculate
spatial derivatives of internal grid points, with the order of accuracy gradually reducing
to a one-sided 2nd-order scheme at non-periodic boundaries. Explicit time advancement
uses low storage 3rd-order Runge-Kutta scheme [28]. The numerical technique used in
this study is standard practice for combustion DNS and has been used in different DNS
analyses in the past [1–13]. The four boundaries transverse to the mean direction of the
flame propagation are considered periodic, while the two boundaries in the direction of the
mean flame propagation are considered to be a partially non-reflecting turbulent inflow and
outflow in line with the Navier-Stokes characteristic boundary conditions (NSCBC) [29].
The mean inlet velocity in the forced turbulence cases is gradually adjusted to match the
turbulent flame speed to keep the flame within the computational domain. The partially
non-reflecting boundaries allow for the acoustic waves to pass through them without
any appreciable reflection while arresting the mean pressure drift [29]. The flame is kept
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sufficiently away from the non-periodic boundaries at all stages and thus the interaction of
the order of accuracy of spatial differentiation with boundary condition implementation
does not affect the flame dynamics in the canonical configuration considered for turbulent
stratified-mixture combustion.

The chemical mechanism is simplified in this analysis by single-step Arrhenius-type
chemistry given by 1 unit mass of fuel + s unit mass of oxidiser → (1 + s) unit mass
of products [30]. Here, s is the stoichiometric oxidiser–fuel mass ratio. The chemical
reaction CH4 + 2O2 + 7.52N2 → CO2 + 2H2O + 7.52N2 yields a value of s = 4.0 for
methane–air combustion. Both the activation energy and heat release are taken to be
functions of equivalence ratio [30]. This chemical mechanism was found to mimic the
correct equivalence ratio dependence of the unstretched laminar burning velocity [3,30].
Since the scalar forcing is applied only in the unburned gas, it does not interact with
the chemical processes within the flame. The scalar forcing term can be used for any
number of species to ensure that the desired mean and standard deviations are maintained.
Alternatively, this term can be expressed in terms of mixture fraction and the species
mass fractions in the unburned gas in the multi-step chemical system can be tabulated
as a function of mixture fraction, as used in the past for detailed chemistry DNS [31]
and flame-resolved simulations [32]. Simple thermochemistry is used here as the proof
of concept of the application of scalar forcing in DNS of turbulent stratified flames and
the simplification of chemistry does not affect the performance of scalar forcing or the
conclusions of this analysis.

The initial conditions were prescribed as follows. The isotropic turbulent velocity fluc-
tuations were initialised following the well-known pseudo-spectral method by Rogallo [33],
which yields an initially homogeneous, isotropic, divergence-free field for specified values
of rms velocity u′ and integral length scale ` following Batchelor-Townsend spectrum [34].
Mixture inhomogeneity in the unburned gas was initialised with a bimodal distribution
according to the pseudo-spectral method by Eswaran & Pope [35] for 〈φ〉 = 0.8, rms
φ′ = 0.14 for a normalised integral length scale of equivalence ratio fluctuation `φ/` = 1.5.

The turbulence intensity in the cases of turbulent forcing is maintained by including a
source term in the momentum equation, given by:

~f = (1− c)max
[

0,
ktarget − k
∆tktarget

]
~̄uHP (10)

where ktarget is the desired turbulent kinetic energy value, ∆t is the timestep size, k is
the current level of turbulent kinetic energy, ūHP

i = ui − ūi a high pass filtered velocity
fluctuation with (. . .) being a conventional low pass filter typically used in the context of

LES with a 1D Gaussian filter kernel given by G(x) =
(

6/π`2
f

)1/2
exp

(
−6x2/`2

f

)
and

where ` f = 0.25k3/2/ε is a filter length scale where k and ε are turbulent kinetic energy and
its dissipation rate over the domain to be forced [26]. The factor (1− c) in Equation (10)
ensures that the turbulence forcing remains active in the unburned gas but gradually
reduces to zero towards the burned gas. The turbulence intensity in flames within the
thin reaction zones regime [36] often decays from the unburned gas side to the burned
gas side of the flame brush and the integral length scale of turbulence increases due to
dilatation and a rise in viscosity with heat release [37,38]. By contrast, in the corrugated
flamelets regime, the turbulence intensity may increase from the leading edge to somewhere
within the flame brush [37,38]. However, forcing turbulence everywhere in the domain
tries to enforce a constant level of turbulence on both sides of the flame brush. In this
sense, the flame-turbulence interaction will not be physical if the forcing is applied to
the whole computational domain. This is explained in detail by Klein et al. [26]. Whilst,
in principle, the turbulent velocity field can be forced throughout the domain, the same
conclusions cannot be automatically applied to scalar forcing. The purpose of the scalar
forcing scheme is to deliver an inhomogeneous unburned fuel-air mixture with prescribed
values of mean and rms values of equivalence ratio to the flame. Scalar forcing within
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the flame will artificially alter the fuel and oxidiser concentrations, which, in turn, will
affect the burning rate and subsequent mixing of species within the burned gas. Moreover,
an active scalar forcing within the flame induces a lot of complexity in the calculation
(e.g., scalar fluctuations introduced by forcing cannot be separated from the fluctuations
due to chemical reaction), particularly for more detailed chemical mechanisms.

The scalar forcing scheme used was found to be very computationally efficient, adding
just 0.7% to the overall computational cost. In contrast, the velocity forcing scheme used
adds an additional 86% to the computational cost in comparison to the decaying turbu-
lence simulations.

4. Results & Discussion

Figure 1 shows the distributions of the fuel mass fraction YF and the contours of
the reaction progress variable c equalling 0.1, 0.5 and 0.9 (left to right) on the central
midplane of all simulation cases. The snapshots shown are after 2 chemical timescales
(i.e., t = 2.0δL,m/Sb) have passed, where cases (a) and (b) (first row) have reached a
statistically quasi-stationary state. In the remaining cases, achieving statistically stationary
conditions is not possible due to the decaying nature of the turbulent velocity or scalar fields.
The typical simulation time for stratified-mixture combustion in canonical configurations
is limited to a couple of eddy turnover times [1–8,39] and all the cases considered here
have shorter turbulent timescale than the chemical timescale. Therefore, the simulation
time for the cases considered here ranges from 3.5 to 6.76 eddy turnover times, enabling a
quasi-stationary state to be achieved.

Figure 1 shows the flame wrinkling increases with increasing turbulence intensity
when the turbulence intensity is sustained with velocity forcing, which is evident by the
greater extent of wrinkling of the c contours in u′/Sb = 8.0 case (i.e., case (b)) than in
u′/Sb = 4.0 case (i.e., case (a)). Without turbulence forcing, turbulence intensity in cases
(c–f) decays with time, which in turn leads to smaller extents of flame wrinkling in these
cases in comparison to cases (a) and (b). Furthermore, when the velocity field is decaying,
the extent of wrinkling of the c contours is approximately the same regardless of the initial
u′/Sb value due to the higher kinetic energy dissipation rate associated with the initially
higher u′/Sb cases, and consequently a faster rate of decay of u′/Sb, which acts to make
the turbulence intensities comparable when the statistics are extracted. Figure 1 shows that
the mixture inhomogeneity in the unburned gas is sustained in cases (a–d), but the extent
of mixture inhomogeneity is relatively smaller in cases (e) and (f) due to the absence of
scalar fluctuation generating mechanisms (i.e., scalar forcing).

The extent of the mixing, decay of the turbulent velocity field and effectiveness of the
relevant scalar forcing schemes can be seen from Figure 2, which shows the evolution of
u′/Sb and φ′ with time throughout the duration of the simulation. The scalar and velocity
forcing schemes are clearly effective at maintaining the respective fields at the desired value.
As expected, in the initially higher u′/Sb case (f), both the u′/Sb and φ′ values decay at a
greater rate than in case (e). Moreover, it can be seen from Figure 2 in case (f) the decays
mentioned above occur at a faster rate than in case (e) due to greater dissipation rate of
kinetic energy (∼ u′3/`) for higher values of turbulence intensity for a given value of `.

In order to demonstrate the effects of scalar forcing at maintaining the mixture PDF,
the temporal evolution of the equivalence ratio φ PDF for all simulations in the unburned
gas (c < 0.05) and in the flame (0.05 < c < 0.95) are shown in Figure 3. The scalar forcing
scheme maintains the bimodal nature of mixture inhomogeneity in the unburned gas
effectively throughout the simulation. However, the forcing does not directly control the
φ PDF within the flame as this would unnaturally interfere with the chemical reaction
and would produce an unphysical solution. Thus, the mean value of the equivalence
ratio 〈φ〉 within the flame cannot be directly controlled using the present scalar forcing
scheme [24], although it is indirectly controlled by maintaining the PDF in the unburned
gas. In its current incarnation, the forcing maintains the PDF sampled over the entire
unburned gas volume, so cannot guarantee that the surface immediately upstream of
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the flame (e.g., c = 0.001) will share the same mean scalar value as the entire unburned
gas volume. Therefore, the overall burning rate is expected to fluctuate and the statistics
will converge when time averaging over a sufficient duration. The turbulent burning
velocity is not expected to reach a plateau in a true sense under a quasi-steady state and
it shows oscillations around a mean value as shown in Figure 4. This was demonstrated
elsewhere for premixed flames by other authors [40]. Ensuring a consistent 〈φ〉 immediately
upstream of the flame would require modification to the forcing term to inconsistently
modify the length scale and scalar dissipation rate in the unburned gas to redistribute
mixture independently from the velocity field, which is possible but raises further questions
as to the physicality of the solution.
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Figure 1. Distributions of the fuel mass fraction YF with superimposed reaction progress variable c
(Equation (9)) white contours equalling 0.1, 0.5 and 0.9 (left to right) for the central midplane of the
simulations. Contours are shown for for t/Tchem = 2.0.
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Figure 2. Evolution of the rms turbulent velocity fluctuation normalised by the burning velocity for
the laminar premixed φ = 0.8 flame (left), and the rms equivalence ratio fluctuation (right).
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Figure 3. PDFs of φ in the (a) unburned gas (i.e., 0.1 < c) and (b) within the flame (i.e., 0.1 < c < 0.9).
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Figure 4. Evolution of the normalised turbulent burning velocity ST/Sb (solid lines) and flame
surface area AT/AL (dash lines) for u′/Sb(φ=0.8) = 4 and 8 overlaid for the three differing forc-
ing configurations.

The scalar and turbulent forcing schemes in the unburned gas have consequences on
the turbulent burning velocity and the flame surface area. Figure 4 shows the temporal
evolution of the normalised turbulent burning velocity ST = [1/(ρ0 AL)]

∫
V ω̇c dV (where

AL is the projected flame surface area in the direction of mean flame propagation, ρ0 is the
unburned gas density) and turbulent flame surface area AT =

∫
V |∇c| dV for the different

forcing configurations. Figure 4 shows the cases under the effects of velocity forcing that
reach a quasi-stationary state. The sustained turbulence levels result in a higher level of
flame wrinkling throughout the duration of the simulations, and thus causes the burning
velocity and flame surface area to be higher than the other cases. It is evident from Figure 4
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that ST and AT continue to oscillate around a constant time averaged value. The turbulent
burning velocities ST for the initially u′/Sb = 4.0 cases are found to be counter-intuitively
greater than the u′/Sb = 8.0 cases for the cases not subjected to velocity forcing. This can
attributed to the greater decay in u′ already discussed with regards to Figure 2, and also
can be explained using the PDF of φ within the flame (0.05 < c < 0.95) shown in Figure 3.
The probability of finding a more reactive 0.8 < φ < 1.0 mixture remains consistently
higher in the u′/Sb = 4.0 case than in the u′/Sb = 8.0 case where the greater rate of
mixing increases the probability of finding φ ≈ 0.8 mixture. It can also be seen from
Figure 4 that the combination of scalar and turbulence forcing yields higher values of
ST and AT than the unforced and only scalar forced simulations. Without scalar forcing,
the mixture inhomogeneity reduces with time and the PDF of φ converges to a narrow
distribution around φ = 0.8 but the forced scalar simulation shows a greater probability of
finding more reactive 0.8 < φ < 1.0 mixture which acts to increase both ST and AT . The
turbulent forcing also increases the flame wrinkling due to turbulence in comparison to the
unforced turbulence simulations, which in turn increases the flame area generation and
the volume-integrated burning rate. It can be seen from Figure 4 that ST/Sb is similar to
AT/AL for most cases considered. Without the influence of scalar forcing (i.e., cases (e–f)),
ST/Sb rises above AT/AL. With the addition of scalar forcing (i.e., (cases c–d)), the flame
speed dips below the flame area for the initial u′/Sb = 8 case, but remains above the flame
area for the initial u′/Sb = 4 case. These effects can be substantiated from the PDF of φ
within the flame in Figure 3b. The cases not subject to forcing (e–f) have a much higher
chance of encountering φ = 0.8 mixture within the flame, while case (d) has a greater
probability of encountering the less reactive 0.6 < φ < 0.8 mixture than case (c) due to
the randomness of mixture inhomogeneity in the unburned gas, despite both cases being
subject to scalar forcing.

It is demonstrated in Figure 2 that the desired values for the rms turbulent velocity
and equivalence ratio are maintained in the cases where both velocity and scalar forcing are
used. Figure 3 shows the PDFs of equivalence ratio in the unburned gas settle to a shape that
does not change when the scalar forcing is employed. Finally, in Figure 4, both the turbulent
burning velocity and flame surface area oscillate mildly around a mean value, reaching a
quasi-steady state. In its current incarnation, the forcing maintains the PDF sampled over the
entire unburned gas volume, so cannot guarantee that the surface immediately upstream of
the flame (e.g., c = 0.001) will share the same mean scalar value as the entire unburned gas
volume. Therefore, the overall burning rate is expected to oscillate in an instantaneous sense,
so the statistics will converge when time averaging over a sufficient duration. The turbulent
burning velocity is not expected to reach a plateau in a true sense under a quasi-steady state
and it shows oscillations around a mean value as shown in Figure 4. This was demonstrated
elsewhere for premixed flames by other authors [40].

Figure 3 demonstrates that the flame propagates and experiences inhomogeneous mix-
ture throughout its evolution. Thus, it is worthwhile to consider percentage contributions
to ST and AT of front- and back-supported elements. Such elements can be identified by
calculating the flame normal vector alignment with the local mixture fraction gradient,
given as

cos θcξ =
∇c · ∇ξ

|∇c||∇ξ| (11)

For cos θcξ < 0, the flame is locally propagating into an increasingly rich mixture,
and this is referred to as a front-supported flame. Conversely, when cos θcξ > 0, the
flame is propagating into an increasingly lean mixture, and this is referred to as a back-
supported flame. Figure 5 is a histogram showing the proportion of front- and back-
supported contributions to ST and AT at different times. These percentage shares for
cases continue to fluctuate for all cases as the mixture within the flame changes. It can be
seen from Figure 5 that generally, back-supported flame elements with the richer mixture
behind the flame contribute mostly to the overall flame speed and area. The qualitative
nature of the percentage shares of front- and back-supported flame elements to ST and
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AT remain unchanged in the presence of scalar forcing but the actual values of these
percentage shares are different in cases depending on the presence of turbulence and
scalar forcing. It is evident from Figure 5 that the percentage contributions of ST and
AT to the back-supported and front-supported elements in the quasi-stationary state
remain comparable to the only scalar forcing and no-forcing decaying turbulence scenarios
for u′/Sb = 4.0. However, the percentage shares of back-supported elements increase
in the u′/Sb = 8.0 cases with scalar forcing and turbulence forcing (i.e., case (b)), but
decrease in the other cases (i.e., cases (d) and (f)). The alterations of percentage shares of
front- and back-supported contributions to ST and AT with turbulence intensity are not
the focus of this paper and thus are not discussed further. The findings from Figure 5
essentially demonstrate that the scalar forcing does not artificially alter the front-supported
and back-supported contributions to the overall heat release rate in turbulent stratified
flame simulations.
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Figure 5. Evolution of the fractional share of front-supported (FS) flame elements and back-supported
(BS) flame elements.

As the combustion takes place in inhomogeneous mixtures, it is worthwhile to analyse
if the scalar forcing has any impact on the mode of combustion. The mode of combustion
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(i.e., premixed and non-premixed) can be quantified in terms of the flame index Ψ, which is
defined as [41]:

Ψ =
∇YF · ∇YO
|∇YF||∇YO|

(12)

A positive value of Ψ (i.e., Ψ > 0) is indicative of premixed combustion, whereas a
negative value (i.e., Ψ < 0) is indicative of non-premixed combustion [41]. The percentage
shares of heat release rate arising from premixed (i.e., Ψ > 0) and non-premixed (i.e., Ψ < 0)
modes of combustion are shown in Figure 6 for the cases considered here, where the total
heat release rate is given by

HRtotal =
∫

V
Hφ|ω̇F| dV (13)

where Hφ is the heat release rate per unit mass of fuel, and ω̇F is the fuel reaction rate. It
can be seen from Figure 6 that more than 99% of the heat release rate occurs due to the
premixed mode of combustion irrespective of the nature of scalar forcing. Therefore, scalar
forcing does not affect the mode of combustion and thus does not introduce any artificial
effects into the flame statistics.

Figure 6. The percentage of heat release coming from premixed vs non-premixed modes of combustion.

The scalar dissipation rate of mixture fraction Nξ = D∇ξ · ∇ξ and reaction progress
variable Nc = D∇c · ∇c and cross-scalar dissipation rate Ncξ = D∇c · ∇ξ (where D is
the species diffusivity) affect the reaction rate of reaction progress variable ω̇c ∝ [ω̇F +
Nξ∂2YF/∂ξ2 + Nc∂2YF/∂c2 + 2Ncξ∂2YF/∂ξ∂c] in turbulent stratified flames [11,42,43]. The
cross-scalar dissipation rate Ncξ exists within the flame where the scalar forcing does not
remain active. Moreover, the magnitude of Ncξ remains negligible in comparison to the
magnitude of Nc and thus ω̇c is principally determined by Nc as Nξ remains small within
the flame in stratified-mixture combustion [11,42,43]. Figure 7 shows the mean values of
scalar dissipation rate for the mixture fraction Nξ and reaction progress variable Nc averaged
upon over bins of their respective scalars. The quantities Nξ and Nc are evaluated as a
postprocessing exercise by evaluating the gradients of ∇ξ and ∇c using the same spatial
differentiation techniques used for DNS simulations. In the case of Nξ , the mean values are
shown for the unburned gas (i.e., c < 0.1) only, as this is where the scalar forcing is applied.
The mean values of Nξ within the unburned gas converge towards a steady value for the
cases subject to both scalar forcing and velocity forcing (first column), whereas it gradually
decays after rising from the initial simulation transients in the cases not subject to any external
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forcing (third column) and the cases subject to scalar forcing only (second column), with the
effects being most pronounced in the case not subject to any forcing. The mean value of Nξ in
the case without scalar forcing will eventually converge to zero as the unburned gas becomes
entirely premixed, while in cases with scalar forcing the inhomogeneity is maintained and
the mean Nξ converges to some non-zero value. Moreover, both the qualitative variation and
peak mean value of Nc remain unaffected by the nature of scalar forcing. Thus, scalar forcing
does not introduce any artificiality in terms of micro-mixing within the flame and also in
terms of mode of combustion within turbulent stratified flames. Therefore, scalar forcing does
not introduce any artificiality in the flame structure in turbulent stratified-mixture combustion.
Thus, it can be used to obtain a quasi-stationary state in DNS of stratified-mixture combustion
in canonical configurations without any other scalar fluctuation generation mechanism.
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Figure 7. Evolution of the mean values of the normalised scalar dissipation rate Nξ (a) and Nc (b)
conditional upon the range of values of the scalar in question.
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5. Conclusions

Maintaining the mixture inhomogeneity in the unburned gas in DNS of turbulent
stratified flames in the canonical ’flame-in-a-box’ configuration is a challenging task but
with the potential to provide great insight into stratified flame physics. The implications of
applying a newly developed scalar forcing methodology and its interaction with turbulence
forcing in DNS of turbulent stratified flames in the canonical ’flame-in-a-box’ configuration
have been analysed. The statistical behaviours of turbulent burning velocity, flame surface
area and reaction zone structure (e.g., the fractional share of front- and back-supported
combustion, and the contributions of heat release originating from different modes of
combustion) extracted from DNS of turbulent stratified flame simulations where (a) both
the scalar field and the turbulence field are forced, (b) only the scalar field is forced and
(c) where neither fields are subject to external forcing have been analysed in detail. The
main findings of this analysis are as follows

• The mean mixture composition within the flame may vary during the course of the
simulation since the average quantities are maintained in the entire unburned gas
volume, leading to fluctuations in the burning rate over time.

• Scalar forcing alongside turbulence forcing may lead to greater values of turbulent
burning velocity and flame surface area in comparison to unforced simulations for
globally fuel-lean turbulent stratified flames.

• The sustained unburned gas mixture inhomogeneity in the case of scalar forcing alters
the percentage shares of back- and front-supported flame elements in comparison to
unforced simulations, especially for high turbulence intensities.

• The heat release due to different modes of combustion and the micro-mixing rates char-
acterised by scalar dissipation rates remain unaffected by scalar forcing, suggesting
that the scalar forcing does not introduce any artificial influence on the flame structure.

The above findings indicate that the scalar forcing has a high potential for advancing
our understanding of stratified-mixture combustion by obtaining well-converged time-
averaged statistics using DNS in canonical configurations.
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Transformation and Time Linearization for the Numerical
Solution of Nonlinear Reaction–Diffusion Equations
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jirs@uma.es

Abstract: Four formulations based on the Kirchhoff transformation and time linearization for the
numerical study of one-dimensional reaction–diffusion equations, whose heat capacity, thermal
inertia and reaction rate are only functions of the temperature, are presented. The formulations
result in linear, two-point boundary-value problems for the temperature, energy or heat potential,
and may be solved by either discretizing the second-order spatial derivative or piecewise analytical
integration. In both cases, linear systems of algebraic equations are obtained. The formulation
for the temperature is extended to two-dimensional, nonlinear reaction–diffusion equations where
the resulting linear two-dimensional operator is factorized into a sequence of one-dimensional
ones that may be solved by means of any of the four formulations developed for one-dimensional
problems. The multidimensional formulation is applied to a two-dimensional, two-equation system
of nonlinearly coupled advection–reaction–diffusion equations, and the effects of the velocity and
the parameters that characterize the nonlinear heat capacities and thermal conductivity are studied.
It is shown that clockwise-rotating velocity fields result in wave stretching for small vortex radii,
and wave deceleration and thickening for counter-clockwise-rotating velocity fields. It is also shown
that large-core, clockwise-rotating velocity fields may result in large transient periods, followed by
time intervals of apparent little activity which, in turn, are followed by the propagation of long-
period waves.

Keywords: reaction–diffusion equations; Kirchhoff’s transformation; heat potential; Rankine vortex
fields; piecewise analytically derived finite difference methods

1. Introduction

Nonlinear heat and mass transfer problems arising in science and engineering are
usually solved nowadays by means of finite difference, finite volume or finite element
methods. In nonlinear, steady heat conduction problems, the (spatial) discretization of
the energy equation results in a system of nonlinear equations that has to be solved by
means of iterative techniques. However, if the thermal conductivity is only a function of
the temperature and the boundary conditions are of the Dirichlet or Neumann type, the
introduction of the heat potential or Kirchhoff’s transformation [1] transforms the nonlinear
partial differential equation for the temperature into a linear one for the heat potential [2],
and this linear equation may solved analytically in many cases by means of, for example,
separation of variables, Fourier transforms, etc. [3–5].

The Kirchhoff transformation has been previously used for determining the non-
linear, steady heat conduction in fuel rod models in nuclear reactors [6], the thermal
analysis of semiconductor devices with temperature-dependent and piecewise inhomo-
geneous thermal conductivity [7], nonlinear mass transfer problems characterized by a
concentration-dependent coefficient [8], estimation of the temperature-dependent thermal
conductivity [9], the determination of the temperature-dependent thermal conductivity as
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an inverse heat conduction problem [10], thermal analysis of microelectronic devices where
the thermal conductivity of either the semiconductors or the package depends strongly on
temperature [11], etc.

For steady heat conduction problems subject to Robin, i.e., convective, boundary
conditions, the use of the Kirchhoff transformation transforms the nonlinear energy equa-
tion into a linear one for the heat potential, but the boundary conditions for the latter
are rather complex due to the nonlinear dependence of the thermal conductivity or heat
potential on temperature. This issue has been addressed in the past by employing apparent
temperatures [11], using piecewise polynomial approximations for thermal conductivity,
especially near the boundaries where Robin conditions are imposed, etc.

A further problem associated with the Kirchhoff transformation even for the case that
the boundary conditions are of the Dirichlet or Neumann types is the determination of the
temperature from the heat potential since these variables are nonlinearly related, e.g., [12].
However, since lines of constant temperature correspond to lines of constant heat potential
and the latter obeys the Laplace equation, i.e., the maximum and minimum values of the
heat potential occur at the domain boundary [13], the maximum and minimum values of
the temperature also occur at the boundary.

In addition to the above comments, it must be stated that the Kirchhoff transformation
is not useful for problems where the thermal conductivity depends on space.

Other thermal problems where the conductivity is temperature-dependent and gener-
ates an asymmetric material response include thermal diodes [14], thermal transistors [15],
thermal logic gates [16], thermal memristors [17], hysteresis [18], heat shuttling [19] and
pumping [20], and energy harvesting and harnessing [21]. These problems are usually
associated with nanoscale phenomena, and may require either phase-change materials or
oxides, e.g., vanadium dioxide (VO2).

In this paper, we consider time-dependent, nonlinear reaction–diffusion problems
characterized by thermal and mass inertias (or heat and mass capacities, respectively), and
thermal conductivities and diffusion coefficients that depend only on the temperature and
density, respectively, make use of the Kirchhoff transformations for temperature and species
mass fractions, and present time-linearized finite difference methods for their solution.
Dirichlet, Neumann and Robin boundary conditions are considered.

This paper is organized as follows. In Section 2, for the sake of clarity, we consider
a one-dimensional, time-dependent, nonlinear reaction–diffusion equation, and present
several new approaches based on the Kirchhoff transformation and the heat potential,
the energy per unit volume and the temperature. We then employ time linearization
for these formulations and describe the implementation of the boundary conditions in
detail. In Section 3, one of the formulations presented in Section 2 is used to discretize two-
dimensional, nonlinear systems of reaction–diffusion equations characterized by nonlinear
heat capacities, thermal inertia, and heat diffusion and reaction. The formulation presented
in Section 3 is applied in Section 4 to a two-equation, nonlinear system of advection–
reaction–diffusion equations which, for constant mass and thermal capacities and constant
mass diffusivity and thermal conductivity, has periodic spiral wave solutions, and the
effects of convection, thermal inertia and diffusivity on the wave dynamics are assessed.
The final section summarizes the most important findings of the manuscript.

2. One-Dimensional Formulations

As stated above, for the sake of clarity, we shall consider in this section the following
one-dimensional, time-dependent, nonlinear reaction–diffusion equation:

e(T)t = (K(T)Tx)x + S(T), t < 0, 0 < x < L, (1)

where the subscripts denote partial differentiation, t and x denote the time and spatial
coordinates, respectively, e, K, T(t, x) and S denote the energy per unit volume, thermal
conductivity, temperature and source/reaction term, respectively, and L denotes the length
of the domain.
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The energy may be expressed as

e(T) =
∫ T

T0

ρ(T)c(T)dt + e(T0), (2)

where ρ and c denote the density and specific heat of the material, respectively, and T0
is a (constant) reference temperature. Note that ρ, K and c only depend on T, and that
the product ρc will be referred to as either thermal inertia or heat capacity. Note also that
Equation (1) may also be written as

ρ(T)c(T)Tt = (K(T)Tx)x + S(T). (3)

In the next subsections, different formulations for the numerical solution of Equation (1)
based on Kirchhoff’s transformation are presented. In some of these formulations, the heat
potential or Kirchhoff transformation is determined, whereas others are based on either the
temperature or the energy per unit volume. However, we shall refer to all the formulations
as being of Kirchhoff’s type, even if they are not so.

2.1. First Kirchhoff’s Formulation

Since K is only a function of T, one may introduce the following heat potential φ or
Kirchhoff transformation [1,2]

φ(T) =
∫ T

T0

K(T)dt + φ(T0), (4)

so that Equation (1) becomes
e(T)t = φxx + S(T), (5)

which, upon time discretization by means of the midpoint rule, results in

en+1 − en =
1
2

∆t(φn
xx + Sn + φn+1

xx + Sn+1), (6)

where tn = n∆t, n = 0, 1, 2, · · · , and ∆t is the time step.
Equation (6) is a two-point, nonlinear boundary-value problem of the integro-differential

type on account of the nonlinear dependence of S on T and the nonlinear integral rela-
tionships between e and φ and T, cf. Equations (2) and (4), respectively. However, upon
linearizing φn+1 and Sn+1 as

φn+1 = φn + φT∆T +O(∆t2) = φn + Kn∆T +O(∆t2), (7)

and
Sn+1 = Sn + Jn∆T +O(∆t2), (8)

respectively, where J ≡ dS
dT is the Jacobian of the source term, and ∆T = Tn+1 − Tn,

Equation (6) becomes

en+1 − en = ∆t
(

φn
xx + Sn +

1
2
((Kn∆T)xx + Jn∆T)

)
, (9)

whose right-hand side is linear on ∆T, but Equation (9) is still of the integro-differential
type owing to the nonlinear integral dependence of e on T, cf. Equation (2). Note that
Kn = K(Tn) = K(T(tn, x)) is a function of x.

Upon linearizing en+1 as in Equations (7) and (8), i.e.,

en+1 = en + ρncn∆T +O(∆t2), (10)
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Equation (9) becomes
(

ρncn ·−∆t
2
((Kn·)xx + Jn·)

)
∆T = ∆t(φn

xx + Sn), (11)

which is a linear, two-point boundary-value problem for ∆T whose coefficients and right-
hand side are functions of x at tn.

2.2. Second Kirchhoff’s Formulation

Since e and φ are functions of T, it is easy to derive that et = d(T)φt, where d(T) = ρc
K

is the inverse of the thermal diffusivity. Use of this expression in Equation (1) yields

d(T)φt = d(φ)φt = φxx + s(φ), (12)

where, from Equation (4), T = ψ(φ), and, therefore, d(φ) = d(T) = d(ψ(φ)) and
s(φ) = S(T) = S(ψ(φ)).

Equation (12) is too cumbersome on account that it requires the inversion of the
potential to determine the temperature, d(T) and S(T), and the nonlinearities of d(φ) and
s(φ). For this reason, it is more convenient in what follows to consider Equation (12) as

d(T)φt = φxx + S(T), (13)

which could be discretized with second-order temporal accuracy as either

d
(

Tn + Tn+1

2

)
(φn+1 − φn) =

1
2

∆t(φn
xx + Sn + φn+1

xx + Sn+1), (14)

or
1
2

(
dn + dn+1

)
(φn+1 − φn) =

1
2

∆t(φn
xx + Sn + φn+1

xx + Sn+1). (15)

However, Equations (14) and (15) are of the integro-differential type due to the depen-
dence of d on T and the nonlinear dependence between T and φ (cf. Equation (4)), and may
be solved iteratively. But, if we give up second-order accuracy in time, Equations (14) and (15)
may be approximated by

dn(φn+1 − φn) =
1
2

∆t(φn
xx + Sn + φn+1

xx + Sn+1), (16)

and
dn(φn+1 − φn) = ∆t(φn+1

xx + Sn+1), (17)

respectively, which are still of the integro-differential type due to the dependence of S on T
and the dependence of T on φ.

Upon time linearization, Equation (17) may be written as
(

dn ·−∆t
(
(·)xx +

Jn

Kn ·
))

∆φ = ∆t(φn
xx + Sn), (18)

which is a two-point, linear boundary-value problem for ∆φ whose coefficients and right-
hand side are functions of x.

If the second-order spatial derivative of Equations (11) and (18) is discretized in an
equally spaced grid of spacing ∆x by means of the three-point, central, second-order
accurate finite difference formula, one obtains a system of linear algebraic equations with a
coefficient matrix that is tridiagonal, whose solution may be easily obtained by means of
the tridiagonal matrix algorithm, also known as the method of Thomas.

Once ∆φ is found from Equation (18), the value of ∆T may be found from Equation (7) as
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∆T =
1

Kn ∆φ +O(∆t), (19)

and Tn+1 = Tn + ∆T.
It is worth noting that if ∆T from Equation (19) is substituted into Equation (18),

one obtains
(ρncn ·−∆t((Kn·)xx + Jn·))∆T = ∆t(φn

xx + Sn), (20)

which is the same equation as the one that would have resulted from applying the first
Kirchhoff’s formulation presented in the previous section to a first-order backward time
discretization of Equation (1).

2.3. Third Kirchhoff’s Formulation

As stated previously, Equation (20) is a linear, second-order, ordinary differential
equation with variable coefficients and right-hand side. However, if the interval [0, L]
is discretized into N equally spaced intervals, the grid point locations are xi = i∆x,
i = 0, 1, 2, · · ·N, ∆x = L

N , and, in the interval Ii ≡ [xi−1, xi+1], these coefficients and right-
hand side are approximated by their (constant) values at xi, then Equation (20) becomes

Ai(∆T)xx − Bi∆T = Ci, (21)

where
A = Kn∆t, B = ρncn − Jn∆t, C = −∆t(φn

xx + Sn). (22)

The solution of Equation (21) may be written, for Bi > 0, as

∆T(x) = Ei cosh(λi(x− xi)) + Fi sinh(λi(x− xi))−
Ci
Bi

, (23)

where λi =
√

Bi
Ai

, and Ei and Fi are constants that may be determined from the conditions
∆T(xi−1) = ∆Ti−1, ∆T(xi) = ∆Ti and ∆T(xi+1) = ∆Ti+1. These conditions result in the
following three-point finite difference expression

(∆T)i−1 − 2 cosh(λi∆x)(∆T)i + (∆T)i+1 = 2
Ci
Bi
(cosh(λi∆x)− 1), (24)

which is a strictly diagonally dominant tridiagonal system whose solution may be obtained
by means of the tridiagonal matrix algorithm. The values of Ei and Fi may be easily deduced
from the above conditions and are not reported here.

If Bi = 0, the solution to Equation (21) is

∆T(x) =
1
2

Ci
Ai

(x− xi)
2 + Ei(x− xi) + Fi, (25)

and the node conditions mentioned above result in

(∆T)i−1 − 2(∆T)i + (∆T)i+1 = 2
Ci
Ai

∆x2, (26)

which could also have been deduced from Equation (24) by taking the limit Bi → 0 and
using either the L’Hôpital rule or Taylor’s series expansions.

Equation (26) represents a system of linear algebraic equations characterized by a
diagonally dominant matrix and whose solution may be obtained by means of the method
of Thomas.

The case Bi < 0 results in the following tridiagonal system of linear algebraic equations

(∆T)i−1 − 2 cos(ωi∆x)(∆T)i + (∆T)i+1 = 2
Ci
Bi
(cosh(ωi∆x)− 1), (27)
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which is not diagonally dominant and where ωi =
√
− Bi

Ai
.

At this stage, it is convenient to examine the condition Bi ≥ 0. To do so, let us consider
the term λi∆x that appears in Equation (24). The square of this term may be written as
ρc∆x2

K∆t −
J∆x2

K = 1
Fo − DaI , where Fo denotes the Fourier number based on the grid spacing

and the time step or the ratio of the grid diffusion to the real one, and DaI is the first
Damkhöler number, which is the ratio of the reaction rate or source term to heat transport
by diffusion. The Fourier number may also be interpreted as the ratio between the heat
accumulation rate and the heat transport by conduction. With this interpretation, the
positivity of Bi corresponds to an energy accumulation rate larger than the reaction one or
a second Damkhöler number smaller than unity [22].

2.4. Fourth Kirchhoff’s Formulation

The Kirchhoff formulations presented in the three previous sections were based on
either ∆φ or ∆T. In this section, a formulation based on ∆e is presented.

Using Equations (7), (8) and (10) in Equation (9) results in
(

1 ·−1
2

∆t
((

Kn

ρncn ·
)

xx
+

Jn

ρncn ·
))

∆e = ∆t(φn
xx + Sn), (28)

whose solution provides ∆e and, using Equation (10), ∆T = ∆e
ρncn .

A first-order, backward temporal discretization of Equation (1) yields
(

1 ·−∆t
((

Kn

ρncn ·
)

xx
+

Jn

ρncn ·
))

∆e = ∆t(φn
xx + Sn). (29)

A comparison of Equations (18), (20) and (29) indicates that these three equations are
linear and of second-order, and differ in the coefficients of the homogeneous operators for
∆φ, ∆T and ∆e, respectively. Upon a second-order accurate discretization of the second-
order derivatives, the discretized form of these equations provides a system of linear
algebraic equations characterized by a tridiagonal matrix structure. Furthermore, upon
freezing the coefficients of the equations as indicated in the previous section, the resulting
linear ordinary differential equations may be solved analytically in a piecewise manner,
and one can therefore obtain two new formulations for ∆φ and ∆e analogous to that of the
previous section for ∆T (cf. Section 2.2). These two formulations are not reported here.

2.5. Boundary Conditions

In this section, we discuss the implementation of the boundary conditions in the
Kirchhoff formulations presented above.

For Dirichlet conditions, T(t, 0) = f (t) and T(t, L) = g(t) are specified. This means
that the values of φ(t, 0) and φ(t, L) and those of e(t, 0) and e(t, L) can be determined from
Equations (2) and (4), respectively, i.e., Dirichlet boundary conditions for T become the
same type of boundary conditions for φ and e.

For Neumann boundary conditions,−K(T(t, 0)) ∂T(t,0)
∂x = F(t) and K(T(t, L)) ∂T(t,L)

∂x = G(t)

which may be written as − ∂φ(t,0)
∂x = F(t) and ∂φ(t,L)

∂x = G(t), respectively, and imply that

− ∂∆φ(0)
∂x = F(tn+1)− F(tn) and ∂∆φ(L)

∂x = G(tn+1)− G(tn), respectively, can be readily im-
plemented in the second Kirchhoff’s formulation for ∆φ. Furthermore, using the first-order
approximation for ∆T from Equation (19), these expressions become − ∂(Kn(tn ,0)∆T(0))

∂x =

F(tn+1)− F(tn) and ∂(Kn(tn ,L)∆T(L))
∂x = G(tn+1)− G(tn), respectively, and are the bound-

ary conditions to be implemented in the first and third Kirchhoff’s formulations pre-
sented above.

It is worth noting that the thermal Neumann boundary conditions remain Neumann
ones for the heat potential, whereas they remain as such for K∆T, thus indicating that, for
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this type of condition, the second Kirchhoff’s formulation, i.e., that based on ∆φ, may be
more convenient than that based on the temperature.

For convection or Robin boundary conditions, i.e.,−K(T(t, 0)) ∂T(t,0)
∂x = hl(Tl − T(t, 0))

and −K(T(t, L)) ∂T(t,L)
∂x = hr(T(t, L)− Tr), where hl and hr are the film heat transfer co-

efficients on the left and right of the domain [0, L], respectively, and Tl and Tr are the
temperatures of the fluids far away from the left and right boundaries of the domain,
respectively. These boundary conditions may be written as − ∂φ(t,0)

∂x = hl(Tl − T(t, 0))

and − ∂φ(t,L)
∂x = hr(T(t, L)− Tr) and involve both T and φ at each boundary, i.e., they are

boundary conditions of the integro-differential type.
If Tl , Tr, hl and hr are assumed to be constant, the Robin boundary conditions may

be written as ∂∆φ(0)
∂x = hl∆T(0) and − ∂∆φ(L)

∂x = hr∆T(L), which upon making use of

Equation (19) may be written as ∂∆φ(0)
∂x = hl

Kn(tn ,0)∆φ(0) and − ∂∆φ(L)
∂x = hr

Kn(tn ,L)∆φ(L),
respectively, which are homogeneous linear Robin boundary conditions for ∆φ. On the
other hand, the use of Equation (19) for ∆φ in the above time-linearized boundary con-
ditions results in ∂(Kn(tn ,0)∆T(0))

∂x = hl∆T(0) and − ∂(Kn(tn ,L)∆T(L))
∂x = hr∆T(L) which are

also homogeneous and may be written as ∂(Kn(tn ,0)∆T(0))
∂x = hl

Kn(tn ,0)Kn(tn, 0)∆T(0) and

− ∂(Kn(tn ,L)∆T(L))
∂x = hr

Kn(tn ,L)Kn(tn, L)∆T(L), respectively, and are homogeneous for K∆T.
The boundary conditions for e, i.e., the fourth Kirchhoff’s formulation presented in

Section 2.4, may be easily obtained from those derived above for ∆φ and ∆T upon making
use of Equations (7) and (10), but are not reported here.

It is worth noting that the use of time linearization for solving one-dimensional, time-
dependent reaction–diffusion equations subject to Robin boundary conditions results in
linear, second-order ordinary differential equations subject to homogeneous boundary
conditions for the heat potential. As indicated in the Introduction, this is in marked contrast
with what occurs when the Kirchhoff transformation is used to solve steady heat conduction
problems subject to Robin conditions, which result in nonlinear boundary conditions of the
integro-differential type.

2.6. Linearization, Operator-Splitting and Factorization Errors

In the four Kirchhoff’s formulations presented previously in this section, two-point
boundary-value problems were obtained and the coefficients of the second-order differen-
tial equations depended on the thermal inertia, thermal conductivity and Jacobian of the
reaction terms. However, one could factorize the two-point boundary-value operator into
a sequence of simpler operators. This is what we shall address in this section, where, for
the sake of convenience, the thermal inertia will be assumed to be temperature-dependent,
whereas the thermal conductivity will be assumed to be constant. Under these conditions,
a midpoint temporal discretization of Equation (1) results in

en+1 − en = ∆t
(

KTn
xx + Sn +

1
2
(K(∆T)xx + Jn∆T)

)
, (30)

which upon using Equation (10) becomes the following first-order accurate equation

LRD(∆T) =
(

1 ·− ∆t
2ρncn (K(·)xx + Jn·)

)
∆T =

∆t
ρncn (φ

n
xx + Sn) ≡ RHSn, (31)

which may factorized as either

LDR(∆T) = LD(LR(∆T)) = RHSn + FEDR, (32)

or
LRD(∆T) = LR(LD(∆T)) = RHSn + FERD, (33)

24



Computation 2024, 12, 218

where

LD(·) =
(

1 ·− ∆t
2ρncn K(·)xx

)
, LR(·) =

(
1 ·− ∆t

2ρncn Jn·)
)

(34)

denote the diffusion and reaction operators, respectively, and

FEDR =
∆t2

2ρncn K
(

Jn

2ρncn ∆T
)

xx
, (35)

and

FERD =
∆t2

2ρncn
KJn

2ρncn (∆T)xx, (36)

denote the factorization errors. These errors can be accounted for in an iterative manner,
which is an easy one for Equation (32) (cf. FERD), whereas that for FEDR (cf. Equation (33))
requires the second derivative of both the Jacobian and the thermal capacity. Since the
factorization errors are of second order, they may be neglected, and Equations (32) and (33)
may then be written as

LD(∆T∗) = RHSn, LR(∆T) = ∆T∗, (37)

and
LR(∆T∗) = RHSn, LD(∆T) = ∆T∗, (38)

respectively.
The analytical solution to the second equation of Equation (37) is

∆T =
∆T∗

1− Jn/(2ρncn)
, (39)

provided that the denominator is not null, while the first of Equation (37) may be written
as

K∆t(∆T∗)xx − 2ρncn∆T∗ = −2∆tRHSn, (40)

which may be solved by means of finite difference methods or by using the third Kirchhoff’s
formulation presented previously. A similar procedure may be used for the solution of the
reaction and diffusion operators of Equation (38).

As one can easily realize, the solution to Equation (37) may not coincide with that of
Equation (38) because of the different order in which the reaction and diffusion operators
are solved. The difference between the solutions of these two equations is associated with
the factorization and splitting of the operators and may be decreased by diminishing the
time step.

3. Multidimensional Formulations

In several dimensions, Equation (1) may be written as

e(T)t = ∇ · (K(T)∇T)x + S(T) = ∇2φ + S(T), (41)

where we have used the heat potential as defined in Equation (4).
Although, as shown in the previous section, Equation (41) may formulated for e, φ or

T, in this section, we present only the formulation for ∆T; the formulations for ∆φ and ∆e
may be easily obtained from that for ∆T upon making use of the first-order approximations
of Equations (7) and (10), respectively.

Upon discretizing Equation (41) by means of the Crank–Nicolson method and lineariz-
ing φ, S and e as shown in Equations (7), (8) and (10), respectively, Equation (41) may be
written as (

Cn ·−1
2

∆t
(
∇2(Kn·) + Jn·

))
∆T = Rn, (42)
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where C ≡ ρ(T)c(T) and
R = ∆t(∇2φn + Sn). (43)

Equation (42) is first-order accurate in time on account of the linearization of en+1 and
valid for systems of nonlinearly coupled reaction–diffusion equations. For such systems, C,
K and S are vectors and J is a Jacobian matrix.

Herein, we shall assume that we are dealing with systems of coupled nonlinear
reaction–diffusion equations and will use bold symbols to identify both vectors and matri-
ces. With this convection, Equation (42) may be written as

(
Cn ·−1

2
∆t
(
∇2(K

n·) + Jn·
))

∆T = Rn. (44)

In two-dimensional problems, upon multiplication of Equation (44) by (Cn)−1 ≡ c
and factorization of the two-dimensional operator into a sequence of one-dimensional ones,
it is easy to obtain

(
I ·−1

2
∆tc(((K)n·)xx + αJn·)

)
·
(

I ·−1
2

∆tc
(
((K)n·)yy + βJn·)

)
∆T = R̂n, (45)

where R̂n = cRn + FE, FE = O(∆t2) are the factorization errors that occur because of the
factorization of the two-dimensional operator into a sequence of two one-dimensional ones,
and α + β = 1. The second-order factorization errors may be neglected because they are
of the same or higher order than the ones incurred in the discretization of the system of
reaction–diffusion equations, so that Equation (45) may be written as

Lx(Ly(∆T)) = cRn, (46)

which can be solved as
(

I ·−1
2

∆tc(((K)n·)xx + βJn·)
)

∆T∗ = cRn, (47)

(
I ·−1

2
∆tc(((K)n·)yy + βJn·)

)
∆T = ∆T∗, (48)

or, more conveniently,
(

Cn ·−1
2

∆t(((K)n·)xx + βJn·)
)

∆T∗ = Rn, (49)

(
Cn ·−1

2
∆t
(
((K)n·)yy + βJn·)

)
∆T = CnT∗, (50)

because they do not involve multiplication by c. Note that c ≡ (Cn)−1.
As indicated above, the time linearization method presented in this section is first-

order accurate in time due to the use of Equation (10) in determining ∆T from ∆e. Since
equally spaced grids were used in the x- and y-directions and three-point, second-order-
accurate, central finite difference formulae were used to discretize the second-order spatial
derivatives, the time step in the calculations was always chosen as ∆t ≤ min(∆x2, ∆y2), so
that the temporal and spatial discretization errors were of the same order of magnitude. In
addition, Richardson extrapolation in time was used to improve the temporal accuracy of
the numerical results.

For linear problems, i.e., constant density, constant specific heat and constant thermal
conductivity, and a source term S(T) that depends linearly on T, Equation (2) is linearly
proportional to T, Jn is constant, and Equation (30) is a linear one; a similar comment applies
to Equation (41). For these conditions, it is well known that the implicit time discretization
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and the piecewise analytical approximations of Equations (24) and (26) result in a system of
linear algebraic equations and a finite difference method which is linearly stable according
to the Fourier–von Neumann linear stability analysis method. Moreover, as stated just after
Equation (50), the method presented in this paper is second-order accurate in space and,
at least, first-order accurate in time, as one can also easily verify by using Taylor’s series
expansions of Equations (24) and (26), and, therefore, it is consistent. Therefore, according
to the Richtmyer–Lax equivalence theorem, the time linearization method presented here
is convergent.

The spatial discretization of the time-linearized Equations (49) and (50) results in
the solution of linear one-dimensional/directional problems at each time level (cf.
Equations (24) and (26)), while the solution of Equation (42) upon discretization of the
second-order spatial derivatives requires the solution of linear multidimensional equations
at each time level. By way of contrast, the implicit temporal and spatial discretizations of
Equation (41) require the iterative solutions of nonlinear algebraic equations at each time
level. However, as stated above, Equation (44) has been obtained from the time linearization
of Equation (41) and such a linearization is accurate only if the time step is smaller than the
diffusion and reaction times, as stated previously. Furthermore, Equations (49) and (50)
have been obtained from the factorization of the multidimensional operators that appear in
Equation (44), and such a factorization results in O(∆t2)-factorization errors.

Although not shown here, neither the stability nor the accuracy of the numerical
method presented in this paper are affected by the boundary conditions provided that
these conditions are discretized by means of implicit finite difference expressions which are
stable and consistent and of an order less than or equal to that of the spatial discretization
employed at interior points. Nonetheless, it must be stated that a matrix stability analysis
of the nonlinear Equation (41) has not been performed.

As stated above, the time-linearized method presented in this paper requires that S(T)
and K(T) be differentiable functions. Therefore, provided that this requirement is met, the
method may be used to study nonlinear reaction–diffusion problems arising in combustion,
chemical engineering, biology, ecology, population dynamics, nanotechnology, etc., where
either the thermal inertia or heat conductivity are much stronger nonlinear functions of T
than the ones considered in the next section. For example, in combustion, the source term
may be expressed as S(T) = β exp

(
− E

R̂T

)
where β is the pre-exponential factor that may

depend on T, E is the activation energy, and R̂ is the universal gas constant.

4. Results

In this section, some sample results corresponding to the following two-dimensional,
two-equation, nonlinear system of advection–reaction–diffusion equations

Mu(ut + Uux + Vuy) = (Duux)x + (Duuy)y + Su, (51)

Mv(vt + Uvx + Vvy) = (Dvvx)x + (Dvvy)y + Sv, (52)

are presented, where

Mu = αu + βuunu , Mv = αv + βvvnv , (53)

Du = γu + θuunu , Dv = 0.6(γv + θvvnv), (54)

Su =
1
ε

(
u− u2 − f v

u− q
u + q

)
, Sv = u− v, (55)
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αu, αv, βu, βv, γu, γv, θu, θv, nu, nv, mu, mv are constants, ε = 0.01, f = 1.4, q = 0.002, U
and V are the velocity components of a Rankine vortex field whose azimuthal velocity is

uθ =
Γ

2π

r
R2 for r ≤ R, uθ =

Γ
2πr

for r > R, (56)

and Γ and R denote the circulation and core radius of the vortex, respectively.
Equations (51) and (52) were solved in a square domain [−L, L] × [−L, L] where

L = 7.5, and equally spaced meshes consisting of at least 101× 101 grid points and a time
step less or equal than 0.0001, using the time linearization method presented in Section 3,
homogeneous Neumann conditions and initial conditions identical to those employed
in other studies [23]. The convection terms that appear in Equations (51) and (52) were
discretized by either second-order-accurate central or first-order-accurate upwind finite
differences depending on the magnitude of the local mesh Péclet number.

For Mu = Mv = 1, Du = 1 and Dv = 0.6, Equations (51) and (52) are known as the two-
component Oregonator model, which is somewhat related to the Belousov–Zhabotinsky
model and exhibits periodic, counter-rotating spiral wave solutions whose tip rotates
around the center of the domain.

The effects of the nonlinear diffusion coefficients Du and Dv, convection, i.e., Γ and R,
and inertia, i.e., Mu and Mv, on the solution of Equations (51) and (52) are described in the
next three sections.

4.1. Effects of Nonlinear Diffusion

Figures 1 and 2 show the distributions of u and v, respectively, at different times, for
Γ = 0, Mu = Mv = 1, θu = θv = 0, and γu = 0.7, γv = 0.1, θu = 0.5, θv = 0.1, mu = 2
and mv = 3. Both figures clearly indicate the presence of a counter-clockwise spiral wave
which is not as smooth as that observed for Mu = Mv = 1, Du = 1 and Dv = 0.6 (not
shown here [23]) due to the spatial variation of Du and Dv and the fact that the largest
value of Dv in Figures 1 and 2 is much smaller than 0.6. As a consequence, v diffuses at
a much slower rate than for Dv = 0.6 and this is reflected in the distributions of u shown
in Figure 1 that also seem to remember the wedge-shape initial conditions used in the
numerical experiments reported in this study. Although not shown here, the smoothness of
the distributions of both u and v increase as that of the initial conditions is increased.

The distribution of v illustrated in Figure 2 also indicates the presence of a spiral
wave which is not as smooth as that corresponding to Mu = Mv = 1, Du = 1 and
Dv = 0.6. Similar trends to those shown in Figures 1 and 2 have been observed in many
numerical experiments performed for γu = 0.7, 0 ≤ θu ≤ 0.5, 1 ≤ nu ≤ 3, 0.1 ≤ γv ≤ 0.6,
0.1 ≤ θv ≤ 0.3 and 1 ≤ nv ≤ 3. The main differences between the results corresponding
to different values of the parameters that characterize Du and Dv can be summarized as
follows. The smoothness of the spiral wave solutions increases as γu, γv, θu and θv increase;
the effects of mu and mv are small for γu >> θu and γv >> θv; the time required for the
formation of the periodic spiral wave increases as Du and Dv decrease; and the thickness of
the v distribution decreases as Du is decreased.

In Figure 3, the time histories of u and v at three selected (monitoring) points are shown
for two different sets of parameters that characterize Du and Dv. The three points at which
u and v are illustrated in Figure 3 are located in the main diagonal of the square domain
and at the center and midway between the center and the bottom-left and upper-right
corners of the domain.

The time traces shown in Figure 3 indicate that u and v at the locations away from the
center of the domain exhibit an almost constant amplitude, whereas those corresponding
to the center of the domain change with time, thus indicating a time modulation at this
location which depends on the parameters that affect the values of Du and Dv. This
modulation is not observed for constant values of Du and Dv and, therefore, it may be
concluded that it is a consequence of the nonlinear dependence of Du and Dv on u and
v, respectively.
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Figure 3 also shows that the amplitude modulation of the time traces of both u and v
is larger for (γv, θv, mv) = (0.6, 0.3, 2) than for (0.1, 0.1, 3).

In Table 1, the period of the spiral wave is shown as a function of the parameters
that characterize the nonlinear diffusion coefficients Du and Dv in Equations (51) and (52),
respectively. For the values of the parameters shown in that table, it is observed that the
period is nearly independent of γu, decreases as θu is increased, and first decreases and
reaches a constant value as nu is increased, in accord with the fact that, since u(t, x, y) < 1,
unu(t, x, y) and therefore Du decrease as nu is increased. Similar behavior has been observed
for the dependence of the period on γv, θv and nv, as reported in Table 1.

Table 1. Period of the spiral wave.

γu θu nu γv θv nv Period

0.90 0.3 2 0.60 0.10 1 2.54
0.60 0.3 2 0.60 0.10 1 2.54

0.70 0.3 2 0.60 0.30 2 1.78
0.70 0.5 2 0.60 0.30 2 1.53

0.70 0.5 0 0.60 0.10 3 4.24
0.70 0.5 1 0.60 0.10 3 1.53
0.70 0.5 2 0.60 0.10 3 1.53

1.00 0.0 1 0.30 0.10 2 4.24
1.00 0.0 1 0.10 0.10 2 4.24

0.70 0.3 1 0.60 0.10 2 1.78
0.70 0.3 1 0.60 0.30 2 1.53

0.70 0.5 3 0.60 0.30 1 2.03
0.70 0.5 3 0.60 0.30 2 1.69
0.70 0.5 3 0.60 0.30 3 1.69
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Figure 1. (Color online) u(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75, 80,
85 and 90 for Γ = 0, Mu = Mv = 1, θu = θv = 0, γu = 0.7, γv = 0.1, θu = 0.5, θv = 0.1, mu = 2 and
mv = 3.

Figure 2. (Color online) v(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75, 80,
85 and 90 for Γ = 0, Mu = Mv = 1, θu = θv = 0, γu = 0.7, γv = 0.1, θu = 0.5, θv = 0.1, mu = 2
and mv = 3.
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Figure 3. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous

line, red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed–dotted line, blue) for L = 7.5, Γ = 0,

Mu = Mv = 1, θu = θv = 0, γu = 0.7, γv = 0.1, θu = 0.5, θv = 0.1, mu = 2 and mv = 3 (top)
and Γ = 0, Mu = Mv = 1, θu = θv = 0, γu = 0.7, γv = 0.6, θu = 0.5, θv = 0.3, mu = 2 and
mv = 2 (bottom).

4.2. Effects of Convection

The effects of convection on the solution to Equations (51) and (52) have been first
assessed for Du = 1 and Dv = 0.6, αu = αv = 0.75, βu = βv = 4

9 and nu = nv = 3,
for different values of ω ≡ Γ

πR2 and R. Note that positive values of Γ correspond to a
counter-clockwise velocity field and, since, in the absence of convection, the solution to
Equations (51) and (52) is characterized by a counter-rotating spiral wave, one is led to
think that positive values of Γ will push the wave, whereas negative ones would try to
decelerate it.

Figures 4–6 show the u distributions at selected times for (ω, R) = (0.5, 2.5), (2.5, 2.5)
and (−2.5, 2.5), respectively, i.e., Rankine’s vortices of the same core but different circula-
tions, and illustrate the effects of the magnitude and direction of the vortex circulation on
the spiral wave dynamics. For positive values of ω, the results presented in Figures 4 and 6
indicate that the counter-clockwise-rotating spiral wave is strained and stretched by the
counter-clockwise-rotating vortex, and the stretching increases as ω is increased.

The spiral wave shown in Figure 4 is much smoother and thicker than that shown in
Figure 1, but that shown in Figure 5 is thicker than that of Figure 4, thus indicating that the
wave thickness first decreases as ω is increased from 0, i.e., no vortex field, to about 1, and
then thickens as illustrated in Figure 5.

Figure 6 corresponds to a clockwise-rotating vortex field and also exhibits the arm of a
counter-rotating spiral wave.

A comparison between Figures 4 and 6 clearly shows that positive values of ω result
in spiral wave stretching and thinning, whereas negative ones result in compressed and
thicker waves. The distributions of v for the values of the parameters of Figures 4–6 are not
shown here for the sake of conciseness.
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The effects of ω on the time histories at the three monitoring locations within the do-
main are illustrated in Figure 7, which indicates that, for (ω, R) = (0.5, 2.5), the amplitudes
of both u and v are not constant, u(t,− L

2 ,− L
2 ) and v(t,− L

2 ,− L
2 ) exhibit a higher-amplitude

time modulation than u(t, L
2 , L

2 ) and v(t, L
2 , L

2 ), and the latter is slightly larger than that for
u(t, 0, 0) and v(t, 0, 0), respectively. Moreover, the time difference between two subsequent
peaks of either u and v is about ∆tpeak ≈ 1.24 for (ω, R) = (0.5, 2.5).

By way of contrast, no modulation is observed in Figure 7 for (ω, R) = (2.5, 2.5) and
(−2.5, 2.5), where the time differences between two subsequent peaks of u or v are 3.62
and 1.90, respectively. This indicates that the time difference between subsequent peaks
decreases as ω is increased from negative values to zero and then increases as ω is increased.
Furthermore, the results presented in Figure 7 indicate that there is no modulation in the
time traces of u and v at the three locations considered in that figure for (ω, R) = (2.5, 2.5)
and (−2.5, 2.5), and that there are very tiny differences in the u and v history traces at the
three monitoring locations referred to above for (ω, R) = (2.5, 2.5) in accordance with the
u distribution illustrated in Figure 5.

For (ω, R) = (2.5, 2.5), the v time histories at the off-center monitoring locations are
almost identical and exhibit sawtooth shapes of much higher amplitude than the v-time
trace at the monitoring point located in the middle of the domain.

Figure 7 also shows that the slope of the time traces of u for (ω, R) = (−2.5, 2.5) is
larger than that for (ω, R) = (0.5, 2.5) as t→ tpeak, where tpeak denotes the time at which the
time histories of u or v reach their maximum values. In addition, the time intervals between
two subsequent peaks of either u and v for (ω, R) = (2.5, 2.5) and (ω, R) = (−2.5, 2.5) are
∆tpeak ≈ 3.62 and 1.90, respectively.

The effect of the Rankine’s vortex core radius is illustrated in Figure 8 for the same
parameters as those of Figure 7 and ω = 2.5, and show similar trends to the ones shown in
that figure. For R = 0.5, 1 and 2.5, the results of Figure 8 indicate that ∆tpeak ≈ 1.39, 1.30
and 3.62, respectively, thus indicating that the time interval between two subsequent peaks
in the time histories of u and v at selected points within the domain is not a monotonic
function of the vortex core radius. Since this time interval is not a monotonic function of ω
either, as shown in Figure 7, it may be concluded that both the vortex circulation and core
radius play a paramount role in determining the spiral wave dynamics.

Although not shown here, similar results to those illustrated in Figures 4–8 have been
found for αu = αv = 1 and βu = βv = 0, i.e., constant values of Du = 1 and Dv = 0.6,
respectively, and the same vortex velocity fields as in those figures. The reasons for such
a similarity are several-fold. First, the values of αu, αv, βu, βv, nu and nv were selected so
that the values of Du(max u) and Dv(max v) were equal to 1 and 0.6, respectively, where
max u and max v are the peak values of u and v corresponding to numerical experiments
performed with Du = 1 and Dv = 0.6 for Γ = 0. Second, βu and βv are smaller than αu
and αv, respectively. Third, since (max u) and (max v) are less than unity, (max u)nu and
(max v)nv are smaller than (max u) and (max v), respectively, so that the values of Du(u)
and Dv(v) depend mainly on the constant values of αu and αv, respectively. However, as
will be shown in the next subsection, if these conditions are not satisfied, the time required
for the formation of a stable propagating wave may be much longer than the times reported
in Figures 1–8.

The results presented in Figures 4–8 clearly indicate that there are values of ω and R,
e.g., (2.5, 2.5), for which there is a large time interval between subsequent peaks of either u
or v.
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Figure 4. (Color online) u(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75, 80,
85 and 90 for Du = 1, Dv = 0.6, αu = αv = 0.75, βu = βv = 4

9 , nu = nv = 3, ω = 0.5 and R = 2.5.
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Figure 5. (Color online) u(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75, 80,
85 and 90 for Du = 1, Dv = 0.6, αu = αv = 0.75, βu = βv = 4

9 , nu = nv = 3, ω = 2.5 and R = 2.5.

Figure 6. (Color online) u(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75, 80,
85 and 90 for Du = 1, Dv = 0.6, αu = αv = 0.75, βu = βv = 4

9 , nu = nv = 3, ω = −2.5 and R = 2.5.
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Figure 7. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous

line, red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed–dotted line, blue) for Du = 1, Dv = 0.6,

αu = αv = 0.75, βu = βv = 4
9 , nu = nv = 3, and (ω, R) = (0.5, 2.5) (top row), (2.5, 2.5) (middle row)

and (−2.5, 2.5) (bottom row).

Figure 8. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous

line, red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed–dotted line, blue) for Du = 1, Dv = 0.6,

αu = αv = 0.75, βu = βv = 4
9 , nu = nv = 3, and (ω, R) = (2.5, 0.5) (top row), (2.5, 1) (middle row)

and (2.5, 2.5) (bottom row).
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4.3. Effects of Mu and Mv

In this subsection, some results corresponding to the effects of Mu and Mv on the
numerical solution of Equations (51) and (52) are reported. As indicated in Section 2, we
shall refer to these coefficients as the thermal inertia in the case of the energy equation or as
density in the case of chemical species, respectively.

For Du = 1, Dv = 0.6, αu = αv = 0.75, βu = βv = 4
9 , and nu = nv = 2, it has

been found that the u and v distributions and the time histories of these variables at the
above-referred three locations, shown in Figures 9 and 10, exhibit the same trends as those
of Figures 4–6, and that ∆tpeak ≈ 1.48, 3.95 and 2.14 for (ω, R) = (0.5, 2.5), (2.5, 2.5) and
(−2.5, 2.5), respectively, and approximately 1.54, 1.49 and 3.95 for (ω, R) = (2.5, 0.5), (2.5, 1)
and (2.5, 2.5), respectively, which are larger than those of Figures 7 and 8, respectively,
for which nu = nv = 3. This indicates that, for the same initial conditions and velocity
field, the time interval between two subsequent peaks of either u or v decreases as nu
or nv is increased, i.e., as the nonlinearity of the thermal inertia is increased. Moreover,
the amplitude of the modulations of u and v observed for (ω, R) = (0.5, 2.5) at the three
monitoring locations decreases as nu or nv is decreased, as illustrated in Figures 7 and 9.

For Du = 1, Dv = 0.6, αu = 0.75, αv = 0.15, βu = 4
9 , βu = 40

9 , and nu = nv = 2 which
only differ in Dv from those of Figures 4–6, very interesting and novel phenomena were
found, as described next.

For positive values of ω, i.e., counter-clockwise-rotating velocity fields, both u and v
exhibit an initially oscillatory behavior followed by a monotonic decrease to small values;
this initial decrease is then followed by periodic behavior as shown in Figures 11 and 12.
Note that the final truly periodic behavior occurs for much larger times than those observed
previously in Figures 1–10.

Figure 11 shows the u and v histories at the three selected monitoring locations within
the computational domain for (ω, R) = (0.5, 1), (2.5, 1) and (5, 1), i.e., vortices that have
the same core radius but different circulations, while Figure 12 exhibits the time histories
for (ω, R) = (2.5, 0.5), (2.5, 1) and (2.5, 2.5), i.e., vortices of the same angular speed but
different core radii.

Figure 11 indicates that the time intervals of the initial oscillations of both u and v
for ω = 0.5, 2.5 and 5 are approximately 53.4, 53.4 and 15.3, respectively. The “silence
time interval”, defined as the time interval between the end of the initial oscillations and
the appearance of the first maximum value of u, and the period of the stable oscillations
are approximately equal to 62.7 and 76.3, respectively, and are almost independent of
ω. The period observed in Figure 11 is much larger than that shown previously and is a
consequence of the small value of Dv.

The time histories exhibited in Figure 12 indicate that the duration of the initial
oscillations first increases as R is increased from 0.5 to 1, and then decreases as R is
increased from 1 to 2.5. The “silence time interval” and the period of the stable wave are
approximately equal to those shown Figure 11, thus indicating that both the time interval
and the period do not depend much on the vortex circulation.

For clockwise-rotating vortex fields, the results presented in Figures 13 and 14 are
remarkably different from those in Figures 11 and 12, respectively, except for those cor-
responding to (ω, R) = (−2.5, 2.5). Figure 13 shows that, after an initial transient period
whose duration increases as the vortex circulation is increased, the time histories of u settle
to an almost periodic behavior that exhibits amplitude modulation; the amplitude of the
modulation increases as the vortex circulation is increased. Figure 13 also shows that the
time required to reach almost periodic behavior is much smaller than that of Figure 11,
which corresponds to counter-clockwise-rotating velocity fields. Figure 13 also shows that
the time traces of v exhibit both a sawtooth pattern that oscillates about v ≈ 0.15 and
amplitude modulation.

The amplitude and frequency of the v-sawtooth patterns illustrated in Figure 13 are
smaller and larger, respectively, than those of the v-time histories shown in Figure 11,
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thus indicating that the direction of the vortex circulation plays a paramount role on the
dynamics of the wave propagation.

Also for clock-rotating vortex fields, the results presented in Figure 14 indicate that vor-
tex core radii smaller than or equal to unity show time histories similar to those illustrated
in Figure 13, i.e., the traces of u and v exhibit amplitude modulation whose magnitude
increases as R is increased, the traces of v have smaller amplitude and higher frequency
than those of Figure 12, and the time required to achieve a stable periodic wave increases
as R is increased. However, for (ω, R) = (−2.5, 2.5), the results presented in Figure 14
show analogous trends to those of Figures 11 and 12, but the durations of both the initial
transient and the “silence zone” are approximately equal to 13.4 and 60.5, respectively, and
the period of the stable propagation is about 76.3.

The u distributions at selected times corresponding to some of the time histories
illustrated in Figures 13 and 14 are presented in Figures 15–17. Figure 15 shows a counter-
clockwise-rotating spiral wave which has been substantially distorted by the vortex field
and whose tip undergoes large changes in time as compared with the spiral waves observed
for Du = 1, Dv = 0.6 and ω = 0.

Figure 9. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous

line, red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed–dotted line, blue) for Du = 1, Dv = 0.6,

αu = αv = 0.75, βu = βv = 4
9 , nu = nv = 2, and (ω, R) = (0.5, 2.5) (top row), (2.5, 2.5) (middle row)

and (−2.5, 2.5) (bottom row).
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Figure 10. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous

line, red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed–dotted line, blue) for Du = 1, Dv = 0.6,

αu = αv = 0.75, βu = βv = 4
9 , nu = nv = 2, and (ω, R) = (2.5, 0.5) (top row), (2.5, 1) (middle row)

and (2.5, 2.5) (bottom row).

Figure 11. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous

line, red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed–dotted line, blue) for Du = 1, Dv = 0.6,

αu = 0.75, αv = 0.15, βu = 4
9 , βv = 40

9 , nu = nv = 2, and (ω, R) = (0.5, 1) (top row), (2.5, 1) (middle
row) and (5, 1) (bottom row).
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Figure 12. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous

line, red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed–dotted line, blue) for Du = 1, Dv = 0.6,

αu = 0.75, αv = 0.15, βu = 4
9 , βv = 40

9 , nu = nv = 2, and (ω, R) = (2.5, 0.5) (top row), (2.5, 1)
(middle row) and (2.5, 2.5) (bottom row).

Figure 13. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous

line, red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed–dotted line, blue) for Du = 1, Dv = 0.6,

αu = 0.75, αv = 0.15, βu = 4
9 , βv = 40

9 , nu = nv = 2, and (ω, R) = (−0.5, 1) (top row), (−2.5, 1)
(middle row) and (−5, 1) (bottom row).
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Figure 14. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous

line, red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed–dotted line, blue) for Du = 1, Dv = 0.6,

αu = 0.75, αv = 0.15, βu = 4
9 , βv = 40

9 , nu = nv = 2, and (ω, R) = (−2.5, 0.5) (top row), (−2.5, 1)
(middle row) and (−2.5, 2.5) (bottom row).

Figure 15. (Color online) u(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75,
80, 85 and 90 for Du = 1, Dv = 0.6, αu = 0.75, αv = 0.15, βu = 4

9 , βv = 40
9 , nu = nv = 2, ω = −2.5

and R = 1.
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Figure 16. (Color online) u(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75,
80, 85 and 90 for Du = 1, Dv = 0.6, αu = 0.75, αv = 0.15, βu = 4

9 , βv = 40
9 , nu = nv = 2, ω = −2.5

and R = 2.5.

Figure 17. (Color online) u(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75,
80, 85 and 90 for Du = 1, Dv = 0.6, αu = 0.75, αv = 0.15, βu = 4

9 , βv = 40
9 , nu = nv = 2, ω = −5 and

R = 1.
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For ω = −2.5 and R = 2.5, the results shown in Figure 16 are quite different from those
of Figure 15, which corresponds to ω = −2.5 and R = 1, i.e., a smaller clockwise-rotating
vortex of the same angular speed, and indicate that the wave observed in Figure 16 is much
thicker than the one shown in Figure 15 due to the larger vortex core radius. Figure 16 also
indicates that the period of the wave is larger than that of Figure 15 in accordance with the
time histories reported previously in Figures 13 and 14. The middle frame of Figure 16 also
shows that the maximum value of u is larger than that shown in Figure 15.

Figure 17 illustrates the u distribution for ω = −5 and R = 1, i.e., a clockwise-rotating
vortex whose angular speed is twice that of Figure 15, and shows that the wave and
especially its tip undergo large changes in shape as functions of time, as indicated, for
example, in the second, third, fifth and sixth frames of the figure.

A comparison of Figures 15 and 17 clearly shows that the deformation of the wave
shape and tip increases as |ω| is increased from 2.5 to 5, for R = 1. On the other hand, a
comparison of Figures 15 and 16 indicates that the width of the spiral wave arms increases
as R is increased, i.e., as the vortex core radius is increased.

5. Conclusions

In this paper, four formulations for the study of one-dimensional, time-dependent,
nonlinear reaction–diffusion equations whose heat capacity, thermal conductivity and
reaction rate are only functions of the temperature have been presented. The formulations
are based on the Kirchhoff transformation or heat potential and time linearization, and
provide linear, two-point, boundary-value problems at each time level for the temperature,
heat potential or energy. Although a formulation based on the piecewise analytical solu-
tion of the linear boundary-value problem is also presented for the temperature, similar
formulations may be obtained for the energy and heat potential.

The temperature formulation developed for one-dimensional problems has been
generalized for two-dimensional, time-dependent systems of nonlinearly coupled reaction–
diffusion equations which upon time linearization and factorization of the spatial operators
also results in linear, two-point, boundary-value problems at each time level in each space di-
rection; these boundary-value problems may be solved by using any of the two formulations
for the temperature developed for one-dimensional, time-dependent reaction–diffusion
equations. Although the one- and two-dimensional formulations are presented for reaction–
diffusion equations, they are easily generalized to advection–reaction–diffusion equations.

In the absence of a velocity field, it has been found that nonlinear mass diffusion
coefficients and heat conductivities result in the formation of counter-clockwise-rotating
spiral waves much thinner and less smooth than those observed for constant constant
coefficients. The wave’s thickness and smoothness increase as the dependence of the
thermal conductivity on the the temperature decreases.

For velocity fields corresponding to a Rankine vortex, it has been found that counter-
clockwise vortex rotation results in the stretching and thinning of the counter-clockwise
spiral wave, for moderate values of the vortex core radius. For large vortex radii, counter-
clockwise velocity fields result initially in oscillatory patterns whose duration depends on
both the vortex circulation and radius. This initial oscillatory pattern is then followed by a
period of very little activity, which is then followed by the formation of almost periodic
spiral waves. The durations of both the initial oscillatory behavior and the inactivity period
depend on the vortex circulation and radius, but the period of the stable propagating spiral
wave is nearly independent of these values.

For clockwise Rankine vortex fields, it has been found that the spiral wave is com-
pressed and undergoes complex thinning and thickening processes and fast changes on its
tip, for large vortex core radii. For small vortex radii, the main effect of a Rankine vortex
field is the slowing down and the thickening of the spiral wave.
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Abstract: The effects of relaxation, convection, and anisotropy on a two-dimensional, two-equation
system of nonlinearly coupled, second-order hyperbolic, advection–reaction–diffusion equations
are studied numerically by means of a three-time-level linearized finite difference method. The
formulation utilizes a frame-indifferent constitutive equation for the heat and mass diffusion fluxes,
taking into account the tensorial character of the thermal diffusivity of heat and mass diffusion. This
approach results in a large system of linear algebraic equations at each time level. It is shown that
the effects of relaxation are small although they may be noticeable initially if the relaxation times
are smaller than the characteristic residence, diffusion, and reaction times. It is also shown that the
anisotropy associated with one of the dependent variables does not have an important role in the
reaction wave dynamics, whereas the anisotropy of the other dependent variable results in transitions
from spiral waves to either large or small curvature reaction fronts. Convection is found to play an
important role in the reaction front dynamics depending on the vortex circulation and radius and the
anisotropy of the two dependent variables. For clockwise-rotating vortices of large diameter, patterns
similar to those observed in planar mixing layers have been found for anisotropic diffusion tensors.

Keywords: second-order hyperbolic; advection–reaction–diffusion equations; relaxation; anisotropic
diffusion; Rankine vortex fields; time-linearized finite difference method

1. Introduction

Most of the heat and mass transfer phenomena that arise in science and engineering are
usually modeled by means of the well-known Fourier and Fick’s second laws, respectively,
whereby the heat and mass transfer fluxes are assumed to be linearly proportional to the
temperature and concentration gradients, respectively, and the proportionality is, in many
cases, assumed to be a scalar rather than a tensor. The application of these laws to problems
where the length scales are small, e.g., microfluidics, and/or the heat and mass flux are
very large and may not be valid because these laws result in parabolic partial differential
equations characterized by an infinite speed of propagation, and delays may occur between,
say, the time at which the temperature gradient is imposed and the time at which the heat
flux is observed. This delay was usually taken care of in the past by the well-known linear
relaxation equation [1]:

dq
dt

= − 1
τ
(q− qe), (1)

where q(t) denotes a variable that depends on time t, qe is its equilibrium value and τ is
the relaxation time, which may also be considered as a delay time.

The solution to the above equation is as follows:

q(t) = qe + (q(0)− qe) exp
(
− t

τ

)
, (2)

which indicates that the equilibrium value/state is reached in an exponential manner.
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Although linear Equation (1) has been frequently used in the past in fluid dynamics,
acoustics, heat, and mass transfer [2,3], high-temperature phenomena, biology [4], epi-
demiology, population dynamics, reaction-diffusion systems [5], thermoelasticity [6], etc.,
it suffers from several problems. First, its use may result in a violation of the second law
of thermodynamics [7]. Second, although its use may be somewhat justified when macro-
scopic variables only depend on time, there remains the question about the time-derivative
that should appear in that equation in moving media [1,8,9]. Third, in moving media,
the use of either a partial derivative with respect to time or a material/substantial time
derivative does not satisfy the principle of frame-indifference of continuum mechanics [10].

It is interesting to note that the above linear relaxation equation may be written as
q + τ

dq
dt = qe which reminds the reader of the Maxwell–Cattaneo–Vernotte constitutive

law [2,11] (cf. Section 2).
As stated above, in many applications of Fourier and Fick laws in heat and mass

transfer problems, thermal conductivity, and mass diffusion tensors are assumed to be
isotropic and, in many cases are considered to be proportional to the unity or identity tensor.
As a consequence, terms associated with the presence of second-order mixed derivatives
and cross-diffusion are ignored, even though they are known to play some role in com-
bustion phenomena, e.g., Soret and Dufour, thermodiffusion, barodiffusion, etc. [12]. In
particular, cross-diffusion in two-equation, two-dimensional systems of parabolic reaction-
diffusion is known to play a paramount role in determining pattern formation and stability,
e.g., [13,14]. However, the effects of second-order mixed derivatives on either parabolic or
hyperbolic, multi-dimensional advection–reaction–diffusion equations have not received
much attention, presumably because these mixed terms couple the two directions of space.

In this paper, we present a numerical study of a two-equation, two-dimensional,
nonlinear system of advection–reaction–diffusion equations that accounts for the pres-
ence of two relaxation times and the anisotropy of the diffusion tensors in a convective
environment.

The formulation and numerical methods presented in this paper apply not only
to models of nonlinear heat and mass transfer phenomena where relaxation, advection,
anisotropy, and chemistry result in second-order hyperbolic, advection–reaction–diffusion
equations, they are also applicable to other models governed by the same type of equations
that might be employed in the study and analysis of biological, ecological, epidemiological,
etc., processes or systems.

This paper has been arranged as follows. In Section 2, the Maxwell–Cattaneo–Vernotte
constitutive law for heat conduction and two constitutive models based on the use of the
material or substantial derivative and Christov’s frame-indifference model is presented
for a single dependent variable in order to emphasize their similarities and differences
and point out which constitutive law for heat conduction may be formulated for either
only the temperature or both the temperature and the heat flux. In the same section, the
one-equation formulation is extended to deal with several dependent variables for the case
that the (heat and mass) diffusion fluxes are given by Christov’s constitutive model. The
numerical method employed in the simulations is presented in Section 4. A summary of a
large set of numerical experiments that have been performed for different relaxation times,
velocity fields, and coefficients that multiply the second-order mixed-diffusion terms is
presented in Section 5. The final section summarizes some of the most common findings
on the effects of the anisotropy of diffusion tensors, relaxation time, and velocity field on
second-order hyperbolic, advection–reaction–diffusion models of heat and mass transfer
and other phenomena described in the manuscript.

2. Formulation

As stated in the introduction, for the sake of clarity, in this section, we first present
and compare three constitutive laws for the conduction heat flux that account for relax-
ation for a single dependent variable. The one-variable formulation is then extended to
several variables.
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2.1. One-Variable Formulation

In this subsection, we consider the following, time-dependent, multi-dimensional,
nonlinear reaction-diffusion equation:

ρc
DT
Dt

= −∇ · q + S, t > 0, x ∈ Ω, (3)

where ρ and c denote the mass density and specific heat, respectively, which may depend
on T, t is time, T denotes the temperature, S is a (nonlinear) source or reaction term, which
may depend on t, x, and T; q is the conduction heat flux vector, x and Ω denote the spatial
coordinates and domain, respectively, DT

Dt = Tt + v ·∇T is the material or substantial
derivative, the subscripts denote partial differentiation, and v is the velocity vector.

When Fourier’s law is applicable [15], q(t, x) = −K∇T(t, x), where K denotes the
positive definite thermal conductivity tensor. Fourier’s law assumes that a temperature
gradient at (t, x) results in a heat flux at the same location and time; conversely, it also
indicates that a heat flux at (t, x) results in a temperature gradient at the same location
and time.

The use of Fourier’s law in Equation (3) yields the following well-known parabolic
equation for T:

ρc
DT
Dt

= ∇ · (K∇T) + S, (4)

which is characterized by an infinite speed of propagation and contains only the temperature.
Equation (4) is subject to the initial condition T(0, x) = T0(x) and boundary conditions

at the domain boundaries, i.e., on ∂Ω. For Dirichlet’s boundary conditions, T(t, xb) = φ(t),
where xb denotes the spatial coordinates of the boundary and φ(t) is the boundary tem-
perature. For the Neumann boundary conditions, q(t, xb)·n = θ(t), where n is the unit’s
outward-pointing vector normal to the boundary ∂Ω and θ(t) stands for the heat flux
flowing out at the domain boundary. For Robin’s boundary conditions, q(t, xb)·n =
ψ(T(t, xb), T∞), where T∞ denotes the temperature far away from the domain Ω.

For heat transfer phenomena occurring at the micro- or nanoscale or at very fast rates,
it is well known that Fourier’s law is not valid. As indicated in the introduction, Maxwell,
Cattaneo, and Vernotte assumed that a temperature gradient applied at t results in a heat
flux at t + τ, where τ is the relaxation time [2,3], i.e.,

q(t + τ, x) = −K∇T, (5)

which together with Equation (3) provides a system of delay equations in time for T and q.
A Taylor series expansion of Equation (5) up to O(τ2) may be written as follows:

q(t, x) + τqt(t, x) = −K∇T. (6)

By taking the divergence of Equation (6) and using Equation (3), one may easily obtain
the following:

ρc
DT
Dt

+ τ
∂

∂t

(
ρc

DT
Dt

)
= ∇ · (K∇T) + S + τ

∂S
∂t

, (7)

which is a nonlinear, second-order hyperbolic equation for T whose solutions have a finite
speed of propagation. Equation (7) reduces to Equation (4) for τ = 0.

For heat conduction in moving media, it is clear that no information regarding the
velocity field is explicitly included in Equation (6). However, if instead of Equation (6),
one employs the following:

q + τ
Dq
Dt

= −K∇T, (8)
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and then takes the divergence of this equation and makes use of Equation (3), it is easy
to obtain the following:

ρc
DT
Dt

+ τ
D
Dt

(
ρc

DT
Dt

)
= ∇ · (K∇T) + S + τ

DS
Dt

+ τ∇v : ∇q, (9)

which clearly differs from Equation (7) in all the terms containing τ, although it reduces
to Equation (7) for τ = 0. Moreover, unless τ∇v :∇q is nil, Equation (9) contains both T
and q and, therefore, Equations (8) and (9) are coupled and must be solved as a system
of (coupled) equations (cf. compare Equations (7) and (9)). This is closely aligned with
Christov’s frame-indifference formulation of the Maxwell–Cattaneo–Vernotte model of
heat conduction [9], i.e.,

q + τ

(
Dq
Dt
− q ·∇v + (∇ · v)q

)
= −K∇T, (10)

whose divergence may be written as follows:

Q + τ

(
DQ
Dt

+ Q∇ · v
)
= −∇ · (K∇T), (11)

where Q ≡ ∇q.
For solenoidal velocity fields, i.e., ∇ · v = 0, the use of Q from Equation (3) into

Equation (11) yields the following:

ρc
DT
Dt

+ τ
D
Dt

(
ρc

DT
Dt

)
= ∇ · (K∇T) + S + τ

DS
Dt

, (12)

which differs from Equation (9) in that the latter contains a tensor contraction term, i.e., the
last term on the right-hand side of Equation (9).

Equation (11) may also be written as follows:

Q + τ

(
∂Q
∂t

+∇ · (vQ)

)
= −∇ · (K∇T), (13)

which, upon obtaining Q from Equation (3) and substituting it in Equation (11), may be
written as follows:

ρc(1 + τ∇ · v)
DT
Dt

+ τ
D
Dt

(
ρc

DT
Dt

)
= ∇ · (K∇T) + S + τ

(
DS
Dt

+ S∇ · v
)

, (14)

which is a second-order hyperbolic equation for T, which has a finite speed of propagation
and reduces to Equation (4) for τ = 0.

If ρc and K are constant and the velocity field is solenoidal, Equation (14) is as follows:

ρc
DT
Dt

+ τρc
D
Dt

(
DT
Dt

)
= ∇ · (K∇T) + S + τ

DS
Dt

, (15)

which may also be written as follows:

ρcφ + τρc
Dφ

Dt
= ∇ · (K∇T) + S + τ Jφ, (16)

for S = S(T), where J = dS
dT denotes the Jacobian of S, and φ = DT

Dt .
The positive definiteness of the thermal conductivity tensor in two dimensions requires

that K11 > 0, K22 > 0 and K11K22 > K12K21, where Kij, i = 1, 2 and j = 1, 2, are the
components of K. Moreover, ∇ · (K∇T) = K11Txx + (K12 + K21)Txy + K22Tyy in two
dimensions, and exhibits anisotropy if K11 6= K22 even for K12 = K21 = 0 or if either K12 or
K21 is not nil.
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The eigenvalues of the thermal conductivity tensor may be written as follows:

λ =
1
2
(K11 + K22)±

√
1
4
(K11 − K22)2 + K12K21, (17)

are both positive on account of the positive definiteness of the thermal conductivity ten-
sor and may be used to estimate the speed of propagation of Equations (7), (9), or (12),
as follows.

For a one-dimensional problem with constant heat capacity, i.e., constant ρc, constant
velocity v and constant thermal conductivity, these equations may be written as follows:

ρcτTtt + ρcvTxt − KTxx = F(T, Tt, Tx), (18)

where its right-hand side only depends on T and its first-order partial derivatives with
respect to space and time.

Equation (18) is a linear, second-order, one-dimensional hyperbolic equation whose
characteristic lines have slopes given by the following:

dx
dt

= −v±
√

v2 + 4
K

ρcτ
, (19)

and indicate that there is propagation at finite speed for τ 6= 0 in both directions of the
x-axis. For τ = 0, Equation (19) indicates that the propagation speed is infinite, consistent
with the fact that Equation (18) is parabolic when relaxation times are zero.

Estimates of the velocity of propagation in several dimensions may be obtained as

vth =
√

K
ρcτ , which depends on the thermal diffusivity and relaxation time and increases as

the relaxation time increases. This velocity estimate is usually larger than |v| in microflu-
idics and fast heat transfer phenomena at the microscale and nanoscale; however, vth may
be of the same order of magnitude as or even smaller than v in various models, including
biological [4], epidemiological [16,17], virus infection [18], forest fire [19], ecological [20],
chemistry [21–23], chemical engineering [24], etc.

Using vth, Equation (19) may be written as follows:

dx
dt

= −v±
√

v2 + 4v2
th,

which indicates that dx
dt ≈ ±2vth for vth >> |v|.

2.2. Multi–Variable Formulation

The formulation presented in the previous section has been generalized for coupled
heat and mass transfer problems where there is relaxation for both the temperature and
the species concentration; in addition, the thermal and mass diffusion coefficients are
tensors. This generalization can also be applied to various models, including biological [4],
epidemiological [16,17], virus infection [18], ecological [20], chemical [24], etc., which
are characterized by second-order hyperbolic, nonlinear advection–reaction–diffusion
equations. It reduces to the reaction-diffusion case when the relaxation times or inertia
are negligible, and includes both isotropic and anisotropic diffusion tensors, but does not
account for cross-diffusion effects.

For several dependent variables, i.e., Ym, m = 1, 2, · · · , NV, where NV is the number
of dependent variables, and constants ρc and K, the nondimensional form of Equation (14)
may be written as follows:

(1 + τm∇ · v)DYm

Dt + τm D
Dt

(
DYm

Dt

)
= ∇ · (Km∇Ym) + Sm + τm

(
DSm

Dt + Sm∇ · v
)

, (20)
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where Ym denotes the m-th dependent variable characterized by a relaxation time τm, a
source term Sm, and a diffusivity tensor Km.

Equation (20) corresponds to the Christov’s frame-indifferent constitutive equations [9]
for the diffusion fluxes of all dependent variables, and does not take cross-diffusion effects
into account, i.e., the effects of ∇Ym into the equation for Yl for m 6= l.

Equation (20) is subject to Ym(0, x) = Gm(x) and ∂Ym

∂t (0, x) = Hm(x), where Gm

and Hm are functions of space. For homogeneous Neumann boundary conditions, i.e.,
n ·∇Ym = 0 at ∂Ω, where n denotes the unit vector normal to the boundary.

3. Numerical Method

In two dimensions, the domain [−A, A]× [−B, B], where 2A and 2B denote the sides of
the rectangular domain, was discretized in equally spaced grids consisting of NX = NI + 1
and NY = NJ + 1 points in the x- and y-directions, respectively, so that the grid spacings
in those directions are ∆x = 2A

NI and ∆y = 2B
NJ , respectively.

The second-order spatial derivatives that appear in the diffusion term in Equation (20),
i.e., (Ym)xx, (Ym)xy, and (Ym)yy, were discretized by means of the well-known, second-
order accurate, central difference formulae, whereas the first-order spatial derivatives were
discretized by means of either first-order accurate upwind differences or second-order
accurate central differences depending on whether the absolute value of the local mesh
Péclet number was greater than, less than, or equal to two, respectively.

The spatial discretization discussed in the previous paragraph results in the following
systems of second-order, nonlinear ordinary differential equations:

Mij
d2Uij

dt2 + Dij
dUij

dt
= Fij(xi, yj, Vij), (21)

where U = (Y1, Y2, · · · , YNV)T , the superscript T represents transpose, and the subscript
ij indicates the (i, j) grid point. Vij depends on UMN , where i − 1 ≤ M ≤ i + 1, and
j− 1 ≤ N ≤ j + 1. The right-hand side of Equation (21) is a nonlinear function owing to
the nonlinear dependence of the source terms of Equation (20) on Ym.

The components of the mass and damping matrices, i.e., Mij and Dij, respectively,
and Fij that appear in Equation (21) may be easily deduced from the spatial discretization
of Equation (20), but are not reported here.

Assembling Equation (21) for all the grid points—including those at the boundaries
where second-order accurate discretizations were used for the first-order spatial derivatives
that appeared in the homogeneous boundary conditions—results in the following system:

Md2U
dt2 +D dU

dt
= F (U ). (22)

Equation (22) was first discretized as follows:

1
∆t2M

n(Un+1 − 2Un + Un−1) +
1

2∆t
(Un+1 −Un−1) =

1
4
(Fn+1 + 2Fn +Fn−1), (23)

where the superscript n denotes the n-th time level, with tn = n∆t, n = 0, 1, 2, · · · , and ∆t
is the time step.

Equation (23) is second-order accurate in time [25] and represents NX× NY nonlinear
equations, whose solution may be obtained through iterative techniques. However, by lin-
earizing Fn+1 about the n-th time level, i.e., Fn+1 = Fn + J n(Un −Un) +O(∆t2), where
J n = ∂Fn

Un denotes the Jacobian matrix of F , and neglecting the O(∆t2), Equation (23) may
be written as the following system of linear algebraic equations:

PnUn+1 = Qn, (24)
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where

Pn =Mn +
∆t
2
Dn − ∆t2

4
J n, (25)

Qn =Mn(2Un −Un−1) +
∆t
2
DnUn +

∆t2

4
(3Fn +Fn−1 −J nUn), (26)

are both sparse matrices.
Equation (24) was solved by means of a Krylov space method [26–29] for non-symmetric

systems when upwind differences were employed to discretize the first-order spatial deriva-
tives that appear in Equation (20). A Krylov space method for symmetric systems was used
when the mesh Péclet number was less than or equal to two and the advection terms were
discretized by means of second-order, central differences.

Accuracy Assessment

The accuracy of the time-linearized, three-time-level method described above was
first assessed by comparing the numerical results with the exact solution of the following
(scalar) equation:

τutt + αut = Duxx + Euyy + S(u), 0 < x < a, 0 < y < b, t > 0, (27)

subject to homogeneous Dirichlet boundary conditions, as follows:

u(t, 0, y) = u(t, a, y) = 0, u(t, x, 0) = u(t, x, b) = 0, (28)

and
u(0, x, y) = sin

(πx
a

)
sin
(πy

b

)
, (29)

where S(u) = γu, τ ≥ 0, α ≥ 0, D ≥ 0, E ≥ 0 and γ ≤ 0 are constants.
The solution of Equation (27) subject to Equations (28) and (29) may be written as

follows:
uex(t, x, y) = φ(t) sin

(πx
a

)
sin
(πy

b

)
, (30)

where

φ(t) = exp
(
− αt

2τ

)
for τ = τcr, (31)

φ(t) = exp
(
− αt

2τ

)
cosh

(
αt
2τ

Ω
)

for τ < τcr, (32)

φ(t) = exp
(
− αt

2τ

)
cos
(

αt
2τ

ω

)
for τ > τcr, (33)

the subscript ex stands for exact solution, τcr = α2/
(

4
(

D π2

a2 + E π2

b2 − γ
))

denotes the

critical relaxation time, Ω =
√

1− τ
τcr

and ω =
√

τ
τcr
− 1.

The critical relaxation time decreases as the diffusion coefficients in the x- and/or
y-directions increase, is nil when α = 0, i.e., in the absence of temporal damping, and
decreases as the absolute value of the reaction increases. (Recall that γ ≤ 0).

The order of convergence of the numerical method presented above for Equation (27)
is determined as follows. For a time step equal to k and grid spacings in the x- and y-
directions equal to h and H, respectively, the numerical solution may be written as follows:

u(k,h,h)(t
n, xi, yj) = uex(tn, xi, yj) + Ckp + Fhq + GHr, (34)

where tn denotes the n-th time level, and xi and yj stand for the x- and y-coordinates of
the (i, j)-the grid point, and, therefore, the values of p, q, and r may be easily deduced by
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obtaining numerical solutions with k/2 and k/4, h/2, and h/4, and H and H/2, respectively,
as follows:

p =
1

log 2
log |

u(k,h,H)(tn, xi, yj)− u(k/2,h,H)(tn, xi, yj)

u(k/2,h,H)(tn, xi, yj)− u(k/4,h,H)(tn, xi, yj)
|, (35)

q =
1

log 2
log |

u(k,h,H)(tn, xi, yj)− u(k,h/2,H)(tn, xi, yj))

u(k,h/2,H)(tn, xi, yj)− u(k,h/4,H)(tn, xi, yj)
|, (36)

and

r =
1

log 2
log |

u(k,h,H)(tn, xi, yj)− u(k,h,H/2)(tn, xi, yj))

u(k,h,H/2)(tn, xi, yj)− u(k,h,H/4)(tn, xi, yj)
|, (37)

respectively, where it is understood that the differences that appear on the right-hand sides
of Equations (35)–(37) are taken at the same locations and times.

Once the values of p, q, and r are obtained as indicated above, those of C, F, and G
may be easily obtained from the numerical solutions corresponding to k and k/2, h and
h/2, and H and H/2, respectively, but are not shown here.

It must be noted that Equation (34) is really an asymptotic approximation whose
temporal and spatial errors correspond to the last three terms on the the right-hand side of
that equation. This means that, owing to the discretization in both space and time, p, q, C, F,
and G might depend on k, h, and H and tn, xi, and yj, if the time step and grid spacings are
not small enough. When this occurs, it is convenient to replace the absolute values of the nu-
merators and denominators that appear on the right-hand sides of Equations (35)–(37) with
their discrete L2, L1, or L∞ norms. For example, |u(k,h,H)(tn, xi, yj)− u(k/2,h,H)(tn, xi, yj)| is
replaced with the following:

√√√√ 1
NX

1
NY

NX

∑
i=1

NY

∑
j=1

(
u(k,h,h)(tn, xi, yj)− u(k/2,h,H)(tn, xi, yj))

)2
, (38)

1
NX

1
NY

NX

∑
i=1

NY

∑
j=1
|u(k,h,H)(t

n, xi, yj)− u(k/2,h,H)(t
n, xi, yj)|, (39)

or
max

1≤i≤NX, 1≤j≤NY
|u(k,h,H)(t

n, xi, yj)− u(k/2,h,H)(t
n, xi, yj)|, (40)

respectively.
For α = D = E = a = b = 1, γ = 0 and τ = τcr

10 , numerical experiments performed with
∆t = k = 0.1, 0.01, and 0.001, and NX = NY = 41 and 401, show that at t = 0.8, p = 2.13
and q = 1.98, which are consistent with second-order accuracies in both space and time of
the numerical method; max1≤i≤401,1≤j≤401 |u(0.001,0.0025,0.0025)(0.8, xi, yj)− uex(0.8, xi, yj)| =
0.7534× 10−6 and it occurs at i = j = 201. For the same values of the parameters just
mentioned, except for γ = −1, there is a linear reaction term, and it was found that, at t = 0.8,
p = 2.19, q = 2.04, and max1≤i≤401,1≤j≤401 |u(0.001,0.0025,0.0025)(0.8, xi, yj)− uex(0.8, xi, yj)| =
0.6389× 10−6, occurring at i = j = 201.

Similar results to those described in the previous paragraph have also been found in numeri-
cal experiments for τ = τcr and τ = 10τcr, α = D = E = a = b = 1, and γ = 0 and−1. For ex-
ample, for γ = −1 and τ = τcr, p = 2.02, q = 1.94, and max1≤i≤401,1≤j≤401 |u(0.001,0.0025,0.0025)

(0.8, xi, yj)− uex(0.8, xi, yj)| = 0.9809× 10−6, while, for γ = −1 and τ = τcr, p = 1.97, q =

1.88 and max1≤i≤401,1≤j≤401 |u(0.001,0.0025,0.0025)(0.8, xi, yj)− uex(0.8, xi, yj)| = 1.1105× 10−6.
This indicates that the temporal and spatial orders of convergence decrease slightly whereas
the error slightly increases as the relaxation time is increased from subcritical to critical and
then supercritical values. This should not come as a surprise since, as stated at the begin-
ning of this subsection, supercritical relaxation times are characterized by a trigonometric
dependence on time (cf. Equation (33)), which results in damped oscillatory solutions.
On the other hand, a comparison between Equations (31) and (32) indicates that since
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the hyperbolic cosine is larger than one, supercritical relaxation times result in monoton-
ically decreasing solutions that are less damped than those corresponding to the critical
relaxation time.

Numerical experiments were also performed with nonlinear source terms, e.g.,
S(u) = u(1− u) in Equation (27), for which no analytical solution is available with and with-
out velocity fields. In such cases, the accuracies of the numerical solutions were assessed by
determining both the orders of convergence in time and space, i.e., p, q, and r, respectively,
as in Equations (35)–(37), respectively, and Et

k,h,H ≡ max1≤i≤NI, 1≤j≤NJ |u(k,h,H)(tn, xi, yj)−
u(k/2,h,H)(tn, xi, yj)|, Ex

k,h,H ≡ max1≤i≤NI, 1≤j≤NJ |u(k,h/2,H)(tn, xi, yj) − u(k,h,H)(tn, xi, yj)|,
and Ey

k,h,H ≡ max1≤i≤NI, 1≤j≤NJ |u(k,h,H/2)(tn, xi, yj)− u(k,h,H)(tn, xi, yj)|, which denote the
differences in the numerical solutions obtained with time steps equal to k and k/2, grid
spacings in the x-directions equal to h and h/2, and grid spacings in the y-direction equal
to H and H/2, respectively. The time step and grid spacings were considered to be ade-
quate and, therefore, the solution was considered to be accurate and acceptable whenever
Et

k,h,H ≤ 10−4, Ex
k,h,H ≤ 10−4 and Ey

k,h,H ≤ 10−4 were satisfied.
For the results presented in the next section, the convergence of the Krylov space

method used to solve Equation (24) was set to 10−6, and the time step and grid spacings
were determined by trial ande erroor until Et

k,h,H , Ex
k,h,H , and Ey

k,h,H were less than or equal
to 10−4, 5× 10−4 and 5× 10−4, respectively, for t ≤ 100.

4. Results

The multi-dimensional formulation presented in Section 2.2 has been applied to a
two-equation, two-dimensional problem characterized by the following: u ≡ Y1, v ≡ Y2,
τu ≡ τ1, τv ≡ τ2, Du ≡ K1, Du

11 = Du
22 = 1, D12 ≡ Du

12 + Du
21, Dv ≡ K2, Dv

11 = Dv
22 = 0.6,

d12 ≡ Dv
12 + Dv

21,

Su =
1
ε

(
u− u2 − f v

u− q
u + q

)
, Sv = u− v, (41)

and a time-independent velocity field corresponding to a Rankine vortex whose azimuthal
velocity component is as follows:

uθ =
Γ

2π

r
R2 for r ≤ R, uθ =

Γ
2πr

for r > R, (42)

ε = 0.01, f = 1.4, q = 0.002, the subscripts u and v refer to the dependent variables u(t, x, y)
and v(t, x, y), respectively, and Γ and R denote the circulation and core radius of the vortex,
respectively. The velocity field in Cartesian coordinates is given by v = (U, V), where U
and V are the velocity components in the x- and y-directions, respectively, which may be
easily obtained from the azimuthal velocity component of Equation (42). Positive values
of Γ or ω correspond to counter-clockwise rotating velocity fields.

For Γ = D12 = d12 = τu = τv = 0, i.e., in the absence of convection and with isotropic
constant diffusion tensors for u and v, it is known that the two-equation system considered
in this study has constant-period counter-rotating spiral wave solutions [30]. Therefore,
a comparison of these solutions with those obtained with relaxation times τu 6= 0 and/or
τv 6= 0, non-zero velocity fields v 6= 0, and mixed diffusion terms D12 6= 0 and/or d12 6= 0,
will allow us to determine the effects of these parameters on wave propagation.

Equation (20), as well as Equations (41) and (42), were solved in a square domain
[−L, L]× [−L, L] with L = 7.5, and the numerical method presented in Section 3, using
equally spaced meshes consisting of, at least, 101× 101 grid points and a time step less
or equal to 0.0001, homogeneous Neumann conditions, and initial conditions identical to
those employed in other studies [30]. Since the numerical method presented in Section 3 is
second-order accurate in time and second-order accurate in space if the local Péclet number
is less than or equal to two, the temporal discretization errors are much smaller than the
spatial ones for the numerical experiments reported here. In addition, ∆t < max(τu, τv).
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Since Equation (23) contains three time levels, the numerical method presented in
Section 3 is not self-starting. In order to start the method, the value of U 1, i.e., U (∆t), must
be given. This value may be obtained from the following Taylor series expansion:

U (∆t) = U (0) + Ut(0)∆t +
1
2
Utt(0)∆t2 +O(∆t3), (43)

where, as stated above, U (0) and Ut(0) are provided by the initial conditions, and Utt(0)
may be obtained by making use of Equation (20) at t = 0.

Numerical experiments were performed to determine the effects of τu and τv, ω ≡ Γ
πR2

and R, and D12 and d12, i.e., the relaxation, velocity field, and anisotropy of the diffusion
tensors for u and v, respectively, on the numerical solution, and some of the characteristics
of the observed wave dynamics and the wave’s period, are reported in Tables 1 and 2,
where we have assigned a set number to each numerical experiment. Hereon, the set
number will be used instead of specifying the values of all the parameters that correspond
to each set.

Table 1. Period and shape of the propagating front. (τu = τv = 0.01, D12 and d12 denote the sums of
the off-diagonal elements of the diffusion tensors Du and Dv corresponding to the two dependent
variables u and v, sw = spiral wave, scf = small curvature front, lcf = large curvature front.).

Set No. ω R D12 d12 Period Shape

1000 0.0 0.5 0.0 0.0 1.68 sw
1001 0.0 0.5 0.1 0.0 1.68 sw
1002 0.0 0.5 0.0 0.1 4.21 scf
1003 0.0 0.5 0.1 0.1 4.21 scf

1004 0.5 1.0 0.0 0.0 1.68 sw
1005 0.5 1.0 0.1 0.0 1.68 sw
1006 0.5 1.0 0.0 0.1 4.21 lcf
1007 0.5 1.0 0.1 0.1 4.21 lcf

2004 0.5 1.0 0.05 0.0 1.68 sw
2005 0.5 1.0 0.0 0.05 4.21 scf
2006 0.5 1.0 0.05 0.05 4.21 scf

3004 0.5 2.5 0.05 0.0 1.68 sw
3005 0.5 2.5 0.0 0.05 4.21 scf
3006 0.5 2.5 0.05 0.05 4.21 scf

1016 −0.5 1.0 0.0 0.0 1.68 sw
1017 −0.5 1.0 0.1 0.0 1.68 sw
1018 −0.5 1.0 0.0 0.1 4.21 scf
1019 −0.5 1.0 0.1 0.1 4.21 lcf

4004 −0.5 1.0 0.05 0.0 1.68 sw
4005 −0.5 1.0 0.0 0.05 4.21 scf
4006 −0.5 1.0 0.05 0.05 4.21 scf

5004 −0.5 2.5 0.05 0.0 1.68 sw
5005 −0.5 2.5 0.0 0.05 4.21 scf
5006 −0.5 2.5 0.05 0.05 4.21 scf
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Table 2. Period and shape of the propagating front. (τu = τv = 0.01, D12 and d12 denote the sums of
the off-diagonal elements of the diffusion tensors Du and Dv corresponding to the two dependent
variables u and v, sw = spiral wave, scf = small curvature front, lcf = large curvature front.).

Set No. ω R D12 d12 Period Shape

1000 0.0 0.5 0.0 0.0 1.68 sw
1001 0.0 0.5 0.1 0.0 1.68 sw
1002 0.0 0.5 0.0 0.1 4.21 scf
1003 0.0 0.5 0.1 0.1 4.21 scf

1011 2.5 1.0 0.0 0.0 1.68 sw
1008 2.5 1.0 0.1 0.0 1.68 sw
1009 2.5 1.0 0.0 0.1 4.21 scf
1010 2.5 1.0 0.1 0.1 4.21 scf

1015 2.5 2.5 0.0 0.0 4.21 lcf
1012 2.5 2.5 0.1 0.0 4.21 lcf
1013 2.5 2.5 0.0 0.1 4.21 lcf
1014 2.5 2.5 0.1 0.1 4.21 lcf

2008 2.5 1.0 0.05 0.0 1.68 sw
2009 2.5 1.0 0.0 0.05 4.21 lcf
2010 2.5 1.0 0.05 0.05 4.21 lcf

20008 2.5 1.0 0.01 0.0 1.66 sw
20009 2.5 1.0 0.0 0.01 4.28 lcf
20010 2.5 1.0 0.01 0.01 4.28 lcf

2012 2.5 2.5 0.01 0.0 4.28 lcf
2013 2.5 2.5 0.0 0.01 4.28 lcf
2014 2.5 2.5 0.01 0.01 4.28 lcf

1023 −2.5 1.0 0.0 0.0 1.82 sw
1020 −2.5 1.0 0.1 0.0 1.82 sw
1021 −2.5 1.0 0.0 0.1 4.19 lcf
1022 −2.5 1.0 0.1 0.1 4.19 lcf

1027 −2.5 2.5 0.0 0.0 2.27 sw
1024 −2.5 2.5 0.1 0.0 2.27 sw
1025 −2.5 2.5 0.0 0.1 4.19 lcf
1026 −2.5 2.5 0.1 0.1 4.19 lcf

2020 −2.5 1.0 0.05 0.0 1.82 sw
2021 −2.5 1.0 0.0 0.05 4.19 scf
2022 −2.5 1.0 0.05 0.05 4.19 scf

2024 −2.5 2.5 0.05 0.0 2.27 sw
2025 −2.5 2.5 0.0 0.05 2.27 lcf
2026 −2.5 2.5 0.05 0.05 2.27 lcf

20020 −2.5 1.0 0.05 0.0 1.88 sw
20021 −2.5 1.0 0.0 0.05 1.88 sw
20022 −2.5 1.0 0.05 0.05 1.88 sw

20024 −2.5 2.5 0.01 0.0 2.28 sw
20025 −2.5 2.5 0.0 0.01 2.28 sw
20026 −2.5 2.5 0.01 0.01 2.28 sw

4.1. The Effects of Anisotropy in the Absence of the Velocity Field

For set 1001 of Tables 1 and 2, i.e., there is no velocity field but there is anisotropy for
v, i.e., d12 = 0.1 and D12 = 0. The results presented in Figures 1 and 2 clearly indicate the
presence of a counter-rotating spiral wave at different times. A similar wave was found for
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set 1000 from the same tables, where there is neither a velocity field nor anisotropy for u
and v, i.e., d12 = 0 and D12 = 0. Figure 2 also indicates that the thickness of the spiral wave
arm is thicker for v than for u.

Figure 1. (Color online) u(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75, 80,
85, and 90 for parameter set 1001.

Figure 2. (Color online) v(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75, 80,
85, and 90 for parameter set 1001.
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For set 1002, the results presented in Figures 3 and 4 also correspond to a zero-velocity
field, indicating that no spiral wave seems to be present; instead, the spatial distribution of
u exhibits very small values for long periods of time, large curvature fronts as illustrated in
the third and ninth frames, and very small curvature fronts, as shown in the sixth frame in
Figure 3. However, the spatial distribution of v presented in Figure 4 indicates the presence
of fronts of larger curvatures than those observed in Figure 3.

Although not shown here, similar results to those in Figures 3 and 4 were obtained for
set 1003 of Table 1, indicating that d12 has a much larger effect on the spiral wave dynamics
than D21. In fact, as indicated in Table 1, the results for sets 1000 and 1001 have the same
periods, which are much smaller than those of sets 1002 and 1003.

Figure 4 also indicates that even though v undergoes large changes, they are smaller
than those seen in Figure 3. The reason for this behavior will become clear later on after pre-
senting the time histories of u and v at three fixed locations within the computational domain.

In order to understand in greater detail the dynamics of the solution, the values of
u and v at three spatial locations were monitored as functions of time. These points are
located at

(
− L

2 ,− L
2

)
, (0, 0) and

(
L
2 , L

2

)
, i.e., they are located along the main diagonal of

the computational square domain, at the center and halfway between the center of the
domain, and at the lower-left and upper-right corners, respectively.

Figure 5 shows the time traces at the three monitoring locations for sets 1000, 1001,
1002, and 1003 of Table 1, clearly indicating that the periods of u and v for sets 1000 and
1001 are nearly identical, indicating that D12 does not play an important role in the wave
dynamics. By way of contrast, Figure 5 also shows that the results corresponding to sets
1002 and 1003 are nearly identical, but have larger periods than those of the results of sets
1000 and 1001.

Figure 3. (Color online) u(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75, 80,
85, and 90 for parameter set 1002.
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Figure 4. (Color online) v(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75, 80,
85, and 90 for parameter set 1002.

Figure 5. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous line,

red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed-dotted line, blue) for parameter set 1000 (first

row), 1001 (second row), 1002 (third row), and 1003 (third row).
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A detailed view of the first two rows in Figure 5 also indicates that the magnitude of v
at
(

L
2 , L

2

)
is much smaller compared to the other two monitoring locations. Figure 5 also

shows that the largest amplitudes of u and v for sets 1000 and 1001 are smaller and larger,
respectively, than those for sets 1002 and 1004.

4.2. The Effects of Anisotropy in the Presence of Velocity Field

Figure 6 shows the time histories of both u and v for sets 1011, 2008, 2009, and
2010 in Tables 1 and 2. These sets correspond to a counter-rotating vortex field char-
acterized by ω = 2.5, R = 1 and various values of D12 and d12. The results obtained
for (D12, d12) = (0.05, 0) have been found to differ very little from those corresponding
to (D12, d12) = (0, 0), i.e., the isotropic case, and quite a lot from those corresponding
to (D12, d12) = (0, 0.05) which, in turn, were found to differ very little from those for
(D12, d12) = (0.05, 0.05), once again indicating that D12 does not play an important role in
the wave dynamics.

Consistent with previously discussed results for ω = 0, the results presented in
Figure 6 show that the maximum values of u and v for (D12, d12) = (0, 0) and (0.05, 0) are
smaller and larger, respectively, than those for (D12, d12) = (0, 0.05) and (0.05, 0.05), and
the period of the latter is larger than that of the former. Figure 6 also shows that the peak
values of u and v are nearly of the same magnitudes for (D12, d12) = (0, 0) and (0, 0.05) (cf.
compare with Figure 5).

Figure 6. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous line,

red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed-dotted line, blue) for parameter set 1011 (first

row), 2008 (second row), 2009 (third row) and 2010 (third row).
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Similar trends to those corresponding to the two last rows in Figure 6 have also been
found in the results corresponding to sets 1002, 1006, 1009; 1003, 1007, 1009; 1002, 5005,
2025; 2009, 2013, 2021, 2025; 1008, 4005, 5005; etc. However, some surprising results were
obtained for sets 1023 and 2025 and are illustrated in Figures 7 and 8.

Figure 7 shows similar trends to those observed previously in Figures 5 and 6. How-
ever, a major difference is seen for sets 1023 and 2025, i.e., u and v reach very small values
at
(

L
2 , L

2

)
, but their values at the other two monitoring locations differ very little from

each other and exhibit a saw tooth pattern. This indicates that no front passes through the
location

(
L
2 , L

2

)
.

The time histories at the three monitoring locations for sets 2009, 2013, and 2021 pre-
sented in Figure 8 show similar trends to those exhibited in the last two rows in Figure 7;
however, those for set 2025, corresponding to a larger and faster clockwise-rotating ve-
locity field, are nearly identical at the monitoring locations

(
− L

2 ,− L
2

)
and (0,0). On the

other hand, the v history profile at
(

L
2 , L

2

)
is of a smaller magnitude and exhibits two

relative maxima. The reason for this behavior will become clear when the two-dimensional
distributions of u and v at selected times are presented.

In order to further illustrate the effects that anisotropy may have on two-dimensional
systems of second-order hyperbolic, nonlinear advection–reaction–diffusion equations, the
two-dimensional distributions of v for sets 1024 and 1026 are presented at selected times in
Figures 9 and 10, respectively.

Figure 7. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous line,

red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed-dotted line, blue) for parameter set 1023 (first

row), 2020 (second row), 2021 (third row) and 2022 (third row).

60



Computation 2024, 12, 214

Figure 8. (Color online) u(t, x, y) (left) and v(t, x, y) (right) at (x, y) =
(
− L

2 ,− L
2

)
(continuous line,

red), (0, 0) (dashed line, green) and
(

L
2 , L

2

)
(dashed-dotted line, blue) for parameter set 2009 (first

row), 2013 (second row), 2021 (third row), and 2025 (third row).

Figure 9. (Color online) v(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75, 80,
85, and 90 for parameter set 1024.
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Figure 10. (Color online) v(t, x, y) at (from left to right and top to bottom) t = 50, 55, 60, 65, 70, 75,
80, 85, and 90 for parameter set 1025.

Figure 9 clearly illustrates the presence of a counter-rotating spiral wave, which is
thicker and rotates much more slowly than that exhibited in Figure 2. The reason for this
slowdown is that the results in Figure 9 correspond to a clockwise rotating field, which is
contrary to the counter-rotating spiral wave, and the vortex diameter is large. No velocity
field was used to obtain the results reported in Figure 2.

Although not shown here, analogous results to those in Figure 9 have been obtained
for set 1027, corresponding to the same parameters as those of Figure 9 except for D12 = 0.1,
thus indicating once again that the anisotropy of the variable u does not play an important
role in the qualitative and quantitative characteristics of the solution to Equation (20).

For the parameters in set 1025, the results presented in Figure 10 are quite different
from other results presented previously in this manuscript. For example, the first frame
in that figure illustrates a small curvature thick front, whereas the remaining eight frames
show vortex-like shapes that remind the reader of the engulfment of fluids in, for example,
planar mixing layers (cf., e.g., Figures 3 and 9 in Reference [31]).

4.3. The Effects of Relaxation Times on Wave Propagation

The effects of τu and τv on the solution were found to be small for relaxation times
less than 0.05, which, according to the estimates discussed in this paper, correspond to a
velocity along the characteristics equal to

√
20 and

√
12 for u and v, respectively. For the

domain considered in this study, whose dimensions in the x and y directions are 15, the
times required for the propagation from, say, the left to the right boundary range from 3.35
to 4.33. By way of contrast, the characteristic diffusion times for u and v based on L are
56.25 and 93.75, respectively. These times are clearly much larger than those associated
with propagation along the characteristic lines. This means that the effects of the relaxation
times are expected to be small and, in fact, they have been found to be small, except in a thin
initial layer near t = 0 whose time duration is on the order of the relaxation time consistent
with the asymptotic analysis of singularly perturbed wave equations, e.g., [32–34].

In order for the characteristic time based on the velocity along the characteristic lines
and the diffusion time to be of the same order of magnitude, Equation (19) demands that
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τ = O(L2) which, for the domains considered here, implies that τ ≈ 56.25, and, for such
a large relaxation time, the Taylor series expansion of Equation (5), i.e., Equation (6), is
not valid.

5. Conclusions

A time-linearized, three-time-level finite difference method for the numerical solu-
tions of multivariable, multi-dimensional, second-order hyperbolic, advection–reaction–
diffusion equations has been presented and applied to analyze the effects of relaxation,
convection, and anisotropy on the heat and mass diffusion fluxes in a two-variable, two-
dimensional problem. The equations are based on a frame-indifferent constitutive model
for the diffusion flux that, for zero relaxation times, reduces to the Fourier law. This model
has been formulated for both temperature and species concentrations and can also address
the variables of their diffusion fluxes.

It has been shown that the anisotropy of one of the dependent variables plays a very
minor role in the numerical solution, whereas the anisotropy of the other variable leads
to transitions from spiral waves to fronts of large curvature, and then to fronts of smaller
curvature. The solutions corresponding to these fronts have been found to have longer
periods than those associated with isotropic diffusion. It has also been found that the
concentration peak values of the two dependent variables differ from those obtained for
isotropic diffusion.

For small anisotropy in the diffusion tensors and counterclockwise-rotating vortices of
small radii, the effect of the velocity field is to stretch and strain the spiral waves, whereas,
for clockwise vortices, convection leads to wave compression and deceleration. Simi-
lar results to those just described have been found for isotropic diffusion. However, for
clockwise-rotating vortices of large diameters in anisotropic media, complex transitions
have been observed as the vortex circulation increases. These transitions are characterized
by highly distorted spiral waves for small vortex circulations, large curvature fronts for
moderate circulations, and wave trapping for large circulations. The wave trapping ob-
served in large-diameter, clockwise-rotating vortical fields exhibits similarities with vortex
development and entrainment seen experimentally in non-reactive planar mixing layers.

For large-diameter, counterclockwise-rotating vortices, it has been found that the
effects of anisotropy are almost identical at three points located on the main diagonal of
the computational square domain employed in the numerical experiments reported here.
Only transitions from spiral waves to fronts of large curvatures and then fronts of small
curvatures are observed as the vortex circulation increases.

The effects of the relaxation times of the two dependent variables considered in this
study are important primarily within an initial layer. This layer’s duration is on the order of
the largest relaxation time, where the solution undergoes a rapid transition from the initial
conditions to those corresponding to parabolic advection–reaction–diffusion equations,
consistent with well-known results of the asymptotic analysis of singularly perturbed,
second-order hyperbolic equations. This initial adjustment has been solved accurately
in the numerical experiments reported here, where a time step two orders of magnitude
smaller than the smallest relaxation time was used, and does not have a cumulative effect in
time, so that the long-term behaviors of the equations considered in this paper are identical
to those for parabolic advection–reaction–diffusion equations.

For the conditions considered in this study, it has also been shown that relaxation
effects may be important for large relaxation times, for which the well-known linear
relaxation equation is not valid. Therefore, studies based on such large relaxation times
may be of academic interest but may not be relevant to heat and mass transport phenomena,
which are usually characterized by small relaxation times, although they may be relevant
for the modeling of forest fires, virus infections, the spread of epidemics, chemical reactions,
biology, ecology, population dynamics, etc.
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The Theory and Computation of the Semi-Linear
Reaction–Diffusion Equation with Dirichlet Boundaries
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Department of Mathematics and Applied Mathematics, Sefako Makgatho Health Sciences University, Medunsa,
Ga-Rankuwa, Pretoria 0204, South Africa; pius.chin@smu.ac.za; Tel.: +27-(12)-5213736

Abstract: In this article, we study the semi-linear two-dimensional reaction–diffusion equation with
Dirichlet boundaries. A reliable numerical scheme is designed, coupling the nonstandard finite
difference method in the time together with the Galerkin in combination with the compactness
method in the space variables. The aforementioned equation is analyzed to show that the weak
or variational solution exists uniquely in specified space. The a priori estimate obtained from the
existence of the weak or variational solution is used to show that the designed scheme is stable
and converges optimally in specified norms. Furthermore, we show that the scheme preserves the
qualitative properties of the exact solution. Numerical experiments are presented with a carefully
chosen example to validate our proposed theory.

Keywords: reaction–diffusion equation; semi-linear equation; nonstandard finite difference method;
Galerkin method; optimal rate of convergence

1. Introduction

Many physical and mathematical developments that have taken place recently (due
to various chemical as well as diffusion-like systems) in the sciences, ecology, population
dynamics, biochemistry and engineering, to mention a few fields, have attracted exten-
sive attention. These physical developments correspond to several phenomena in which
chemical substances are transformed into each other. For more on these, see [1,2]. All these
activities are modeled to mathematical equations describing semi-linear parabolic partial
differential equation, where the reaction–diffusion equation occurs. In this paper, we are
concerned with the study of the following two-dimensional semi-linear reaction–diffusion
equation of the following type:

∂u
∂t
− ∆u + (|u|2 − 1)u = 0, (x, t) ∈ Ω× (0, T) (1)

u(x, t) = 0 on ∂Ω× (0, T) (2)

u(x, 0) = u0(x) for x ∈ Ω t = 0, (3)

where Ω ⊂ R2 is an open-bounded set contained in R2 with D as a matrix with positive
constant and u : Ω −→ R as an unknown scalar function.

In addition to the description of the formation of the semi-linear reaction–diffusion
equation stated above, these equations originate naturally in systems consisting of many
interesting components in a variety of biological, chemical, physical and population dy-
namics fields. In certain situations, as in [2], the patterns are seen as phase-field transitional
systems. This is a situation in which the phase function u describes the transition between
the solid and liquid phases in the solidification process of a material occupying a region Ω.
The above reaction–diffusion equation could be seen to be exhibiting a type of Allen–Cahn
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equation in [3–5], which is used to describe the motion of anti-phase boundaries in crys-
talline solids. This has been widely applied to many complex moving interface problems,
for example the mixture of two incompressible fluids and the nucleation of solids and
vesicle membranes; see [6] for more. Specifically, the Equations (1)–(3) arise in the study of
the superconductivity of liquids and have been studied in J. Smoller [7]. A great deal of
work has been undertaken on the nonlinear reaction–diffusion equation, and for more on
this see [8–12].

The above class of partial differential equations have been analyzed using several
methods, such as the fixed node finite difference methods in [13] and the spectral method
in [14]. This was followed by some other methods, which have good numerical stability
and can be used for multi-dimensional purposes, as presented in [15]. These methods
include the method by Sharifi and Rashidian [16], who applied an explicit finite difference
associated with extended cubic B-spline collocation method. There is also a method by
Wang et al. [17] called the compact boundary value method (CBVM), which is a combination
of a compact fourth-order differential method (CFODM) and the P-order boundary value
method (POBVM). This method is locally stable and when applied to the equation will
obtain a unique solution. Another method is the one by Wu et al. [18], called the variational
iteration method (VIM), used for structuring equations, and the Lagrange multipliers and
numerical integral formulas are used with this method. Last but not the least is the method
by Biazar and Mehriatifan in [19], which solved the equation using the compact finite
difference method.

In contrast to the above good methods stated for the analysis of the problem, only very
few or none have used the coupling technique as a tool for the analysis of this problem,
to the best of this author’s knowledge. To this end, we exploited the gap and designed a
very reliable and efficient scheme, consisting of the nonstandard finite difference method
in time and the Galerkin combined with the compactness method in the space variables
(NSFD-GM) in a two-dimensional setting. This method can be used to show that the
solution obtained from the semi-linear reaction–diffusion equation exists uniquely. We also
proceed to show, using the a priori estimates obtained from the existence of the variational
or weak solution, that the designed scheme is stable. The stability of the scheme is further
tested for its optimal convergence with the L2- as well as the H1-norms to be defined later.
Furthermore, we show that the designed scheme (NSFD-GM) preserves or replicates the
decaying properties of the exact solution. Numerical experiments are then presented with
a carefully chosen example to justify that the numerical results obtained from the above
experiments indeed validate the theory presented in the work.

The above method has been used extensively in a one-dimensional situation such as
in [20]. It should, however, be noted that the aforementioned one-dimensional case was an
extension of the pioneering work in [21], from where the method was initiated in a linear
situation over a non-smooth geometry. Our goal in this article was to see whether or not
the method could be applicable in a two- or higher-dimensional setting. The relevance of
the method could be deduced from the fact that the designed schemes that have in the past
emanated from this method preserve or replicate all the qualitative properties of the exact
solution of the problems that they have solved. In addition, where the method has been
used, it has also performed better than the traditional Euler method. One could also attempt
to remark that since real life problems such as this appear mostly in higher dimensional
settings, if the method is found to perform exceptionally well, then that will be a remarkable
achievement for the method in that framework. The founder of the NSFD method was
Mickens [22] and major contributions to the foundation and application to the method can
be found in [23–26]. As for the overview of the method, see [27]. The comparison of the
finite and nonstandard finite difference methods can be seen in [22].

The organization of this article begins from Section 2, where we briefly outline the
notations and tools to be used subsequently in the article. This is followed by Section 3,
which addresses the existence and uniqueness of the solution of the problem. We proceed
to design the numerical scheme in which convergence analysis is established in Section 4.
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Section 5 is then devoted to carrying out the numerical experiments with a carefully chosen
example to justify the theory. Conclusions and future remarks are finally stated in Section 6.

2. Notations and Preliminaries

In this section, for the sake of completeness, we gather some important notations with
tools such as definitions, concepts and inequalities that will play some important roles in
the analysis of the problem. Some of these preliminary tools may duplicate some tools
from these papers [20,28–30], the reason being that these papers deal with related subjects
that need the same tools. Among these tools are function spaces such as the space D(Ω).
This space, in summary, is defined as a linear space of infinitely differentiable functions
with compact support in the domain Ω, where Ω in our case will be a two-dimensional
open set contained in R2. The above mentioned space D(Ω) is followed by the space of
distributions D′(Ω), which is its pair. The duality pairing of these two spaces is denoted by
〈·, ·〉. In between these two spaces are the Lp(Ω) spaces which are also essential, and this,
in summary, is defined by

Lp(Ω) :=

{
v :
(∫

Ω
|v(x)|pdx

)1/p
< ∞

}
.

for 1 < p < +∞. The Lp(Ω) space is known to be a Banach space with the norm defined by

‖v‖Lp(Ω) =

(∫

Ω
|v(x)|pdx

)1/p
. (4)

For more on these spaces, see [31–33]. Another very important function space is the
Sobolev space, denoted and defined by

Wm,p(Ω) := {v ∈ Lp(Ω) : Dαv ∈ Lp(Ω), for all multi index |α| ≤ m}. (5)

for m ∈ N and p ∈ R with 1 < p ≤ ∞. The above space (5) with the norm defined by

‖v‖m,p,Ω =


 ∑
|α|≤m

‖Dαv‖Lp(Ω)




1/p

, p < ∞ (6)

or

‖v‖m,∞,Ω = sup
|α|≤m

(
ess sup

x∈Ω
|Dαv(x)|

)
, p = ∞. (7)

which is also a Banach space. When p = 2 in the above Sobolev space, the notation
Wm,2(Ω) is applied and often denoted by Hm(Ω) and called a Hilbert space. Most often,
we use the superscript p = 2 when referring to its norm and semi-norm, especially where
there is no ambiguity. See Lions and Magenes [33] for more details. Continuing in the
gathering of tools, we would like to introduce another, more general Sobolev space denoted
by Hm[(0, T); X], where X is a Hilbert space. The above space, as viewed by Lions and
Magenes [33], is defined in summary as the space of square integrable functions taking
values from [0, T] to X. The norm of this space is defined by

‖v‖Hm [(0,T);X] :=


 ∑
|α|≤m

∫ T

0
‖Dαv(x)‖2

Xdt




1/2

. (8)

In view of (8), X could be seen as either Lp or Wm,p space and in a particular situ-
ation of ours, H1

0 , L2, L4 and Hm
0 . The following inequalities will be used in this paper:

Hölder, Gronwall’s, Young’s, Poincaré and Gagliador-Nirenburg inequality. For more
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inequalities not listed here, we will refer to standard reference materials such as in [31–35]
when required.

We conclude the assembly of the tools by introducing the following numerical space,
denoted by Vh, needed for the analysis of the discrete problem. This space is finite-
dimensional and is defined by

Vh :=
{

vh ∈ C0(Ω̄) : vh|∂Ω = 0, vh|J ∈ P1, ∀J ∈ Jh

}
(9)

where P1 is the space of a polynomial of a degree less than or equal to 1. Jh, as stated
above, will be a regular mesh of the domain Ω, consisting of compatible triangles J of
sizes hJ < h. For more details on this see [34]. In view of (9), we observe that, for each Jh,
we associate a finite element space V of a continuous linear piece-wise test function with a
value of 1 or zero at every other node of V . That is, if {Pj}n

j=1 are the interior nodes of Jh,
then any function in Vh is uniquely determined by its values at the point Pj and it should
also be noted that Vh ⊂ H1

0(Ω).

3. The Semi-Linear Reaction–Diffusion Equation

This section is set aside to show that by using Galerkin in combination with the
compactness methods, the solution of the two-dimensional semi-linear reaction–diffusion
Equations (1)–(3) exits uniquely in the space

L∞
[
(0, T); L2(Ω)

]
∩ L2

[
(0, T); H1

0(Ω)
]
∩ L4

[
(0, T); L4(Ω)

]
and

∂u
∂t
∈ L2

[
(0, T); H−1(Ω)

]
(10)

for initial data given in (3). The a priori estimates obtained in the above analysis of the
theoretical framework will be crucial to the NSFD-GM numerical scheme, which will be
outlined in Section 4. In view of this, we proceed to show this by first stating the following
variational or weak problem of the semi-linear reaction–diffusion Equations (1)–(3), finding
u(x, t) ∈ L∞[(0, T); L2(Ω)

]
∩ L2[(0, T); H1

0(Ω)
]
∩ L4[(0, T); L4(Ω)

]
such that

〈
∂u
∂t

, v
〉
+ 〈∇u,∇v〉+

〈
(|u|2 − 1)u, v

〉
= 0 (11)

〈u(x, 0), v〉 = 〈u0, v〉. (12)

for all u0, v ∈ H1
0(Ω). This is undertaken by making use of the orthonormal basis of L2

functions denoted by {e1, e2, · · · , em} ⊂ H1
0 ∩ H2(Ω), where m ∈ N. With these basic

functions, we can make use of the test function v spanned by v ∈ span{e1, e2, · · · , em} to
denote and define the approximation of the solution u of the equation through

um =
m

∑
i=1

γi(t)ei. (13)

We can then proceed to apply the above Galerkin framework (13) to the semi-linear
reaction–diffusion Equations (1)–(3). The approximation {um}, m ∈ N of the said equation
satisfies the following Galerkin system of equations:

∂um

∂t
− ∆um + Pm

(
(|um|2 − 1)um

)
= 0, on Ω× (0, T) (14)

um(x, t) = 0 on ∂Ω× (0, T) (15)

u(x, 0) = Pmu0 on Ω (16)
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where the above projection Pm denotes the orthogonal projection

Pm : H−1(Ω) −→ Vm ⊂ H−1(Ω). (17)

and Vm is defined in Equation (9). This means that the operator is extended from L2(Ω)
into H−1(Ω) and defined on the H−1(Ω) by

Pm

(
∑

k∈m
γk

m(t)uk

)
=

m

∑
k=1

γk
m(t)uk. (18)

At this point, we should state that Equations (14)–(16) are also satisfied, with the
discrete solution um taking values in the finite dimensional subspace Vm. The connec-
tion between the semi-linear reaction–diffusion Equations (1)–(3) and their approximate
Galerkin system of Equations (14)–(16) stated above validate the fact that these equations
are equivalent, as seen classically in Temam, 1997 [11], and Evans, 1998 [32]. The above
connection provides the framework to proceed and shows that the solution of the semi-
linear reaction–diffusion equation exists uniquely. This can be achieved thanks to the next
Theorem 1.

Theorem 1. There exists a unique solution u of the semi-linear reaction–diffusion Equations (1)–(3)
in the space given in (10), such that the variational solutions of Equations (11) and (12) are satisfied
for the initial solution u0 ∈ H1

0(Ω), with its Dirichlet boundary conditions.

We will use three subsections to prove this Theorem. These will be Section 3.1, where
we will address the uniform approximation of the solution, followed by Section 3.2, where
the boundedness of the approximate solution and passage to the limit will be achieved
using the compactness method. The uniqueness of the solution of the problem will be
shown in Section 3.3.

3.1. Uniform Approximate Solution Estimates of the Equation

To show the uniform approximation estimate of the semi-linear reaction–diffusion
equation, we will first consider, here and after, that C will denote all constants independent
of m. With this in mind, and v ∈ H1

0(Ω) in Equations (11) and (12), the yield of the
variational Equations (14)–(16) will be

1
2

d
dt
‖um‖2

L2 + ‖∇um‖2
L2 +

∫

Ω

(
|um|2um − um

)
umdx = 0 (19)

where v = um was set. Proceeding to use the Sobolev embedding Theorem and the fact
that L4 ⊂ H1, we bound the third term of (19) as follows:

∫

Ω
u2

m(|um|2 − 1)dx ≤ ‖um‖4
L4 − ‖um‖2

L2

and introducing it back into Equation (19), yielded

1
2

d
dt
‖um‖2

L2 + ‖∇um‖2
L2 + ‖um‖4

L4 ≤ ‖um‖2
L2 . (20)

after taking D = 1 for simplicity’s sake. Hence, taking the integral of both sides of (20) with
respect to the time interval t yields

‖um‖2
L2 +

∫ t

0

[
‖∇um‖2

L2 + ‖um(s)‖4
L2

]
ds ≤ ‖u0‖2

L2 +
∫ t

0
‖um(s)‖2

L2 ds. (21)

70



Computation 2024, 12, 142

Applying the Gronwall inequalities, keeping only the term ‖um(t)‖2
L2 on the left-hand

side of (21), we obtain

‖um‖2
L2 ≤ C

(
‖u0‖2

L2

)
eT . (22)

Using (22) in (21), we find

∫ t

0

[
‖∇um(s)‖2

L2 + ‖um(s)‖4
L4

]
ds ≤ C

(
‖u0‖2

L2

)
. (23)

Hence, in view of the inequalities (22) and (23), this shows that the apprimate solution
um is uniformly bounded in the space (10). We are now left to estimate the fact that∥∥∥ ∂um

∂t

∥∥∥
H−1

is also uniformly bounded in (11). To this end, we show, in view of (11),

∫ T

0

∣∣∣∣
〈

∂um

∂t
, v
〉∣∣∣∣dx ≤

∫ T

0
|∇um|2L2 , |∇v|2L2 dx +

∫ T

0

∣∣∣
〈

um(|um|2 − 1), v
〉∣∣∣dx (24)

We proceed with (28) to bound the first and second terms of the right-hand side of the
inequality, to produce

∫ T

0

∣∣∣∣
〈

∂um

∂t
, v
〉∣∣∣∣dx ≤

∫ T

0
|∇um|2L2 , |∇v|2L2 dx +

∫ T

0
|〈um, v〉|dx +

∫ T

0
|um|3L4 |v|L2 dx

≤
∫ T

0
|∇um|2L2 , |∇v|2L2 dx +

∫ T

0
|um|L4 |v|L2 dx +

∫ T

0
|um|3L4 |v|L2 dx (25)

Using the inequalities (22) and (23), the Sobolev embedding Theorem H1 ⊂ L2, the supre-
mum over the time interval t and the Gagliardo Nirenberg inequality, the first, second and
third terms on the right-hand side of (25) are bounded as follows:

∫ T

0

∣∣∣∣
〈

∂um

∂t
, v
〉∣∣∣∣dx ≤ C1 + C2 sup

0≤t≤T
‖u‖1/2

L2

∫ T

0
‖∇um‖1/2

L2

+ C3 sup
0≤t≤T

‖um‖3/2
L2

∫ T

0
‖∇um‖3/2

L2

≤ C (26)

after using the fact that ‖w‖H−1 = supv∈H1
0
| < w, v > | and ‖v‖H1 ≤ 1, and hence we

conclude from above that
∫ T

0
‖∂um(s)

∂t
‖H−1 ds ≤ C. (27)

All the analysis resulting in (22), (23) and (27), above, concludes that the sequence of
solutions {um}, m ∈ N is uniformly bounded in the following space (10).

3.2. Boundedness and Passage to the Limit of Approximate Solution of the Equation

In view of the analysis of the uniform boundedness of the approximate solution in
Section 3.1, we proceed to show that the sequences of solution {um} will converge strongly
to the solution u(t). To this end, we proceed by recalling the fact that we have obtained the
following approximate solution {um} defined on the [0, T]:
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um is uniformly bounded in L∞
[
(0, T); L2(Ω)

]

um is uniformly bounded in L2
[
(0, T); H1

0(Ω)
]

um is uniformly bounded in L4
[
(0, T); L4(Ω)

]

∂um

∂t
is uniformly bounded in L2

[
(0, T); H−1.(Ω)

]

In view of the embedding of

H1
0(Ω) ↪→ L2(Ω) ↪→ H−1(Ω)

by Banach–Alaoglu’s Theorem found in [36], there exists a subsequence of um still denoted
by um, such that

um −→ u weakly star in L∞
[
(0, T); L2(Ω)

]

um −→ u weakly in L2
[
(0, T); H1

0(Ω)
]

um −→ u weakly in L4
[
(0, T); L4(Ω)

]

∂um

∂t
−→ ∂u

∂t
weakly in L2

[
(0, T); H−1.(Ω)

]

and in view of the following Theorem 2 found in [36], um −→ u strongly in L2[(0, T); L2(Ω)
]
.

Theorem 2. Suppose that X ↪→ Y ↪→ Z are Banach spaces in which X, Z are reflexive and X is
compactly embedded in Y. Let 1 < p < ∞. If the functions wN : (0, T) −→ X are such that {wN}
is uniformly bounded in L2[(0, T); X] and

{
∂u
∂t

}
is uniformly bounded in Lp[(0, T); Z], then there

is a subsequence that converges strongly in L2[(0, T); Y].

With the strong convergence of the approximate solution um in L2[(0, T); L2(Ω)
]
,

what remains to be shown now is that the solution satisfies Equation (12). To achieve
this, we introduce another test function ψ(t) with values ψ(0) = 1 and ψ(T) = 0 and also
continuously differentiable on the interval [0, T]. With this in place, we proceed in view of
Equation (19) and the function ψ(t):

〈
∂um

∂t
, v
〉

ψ(t) + 〈∇um,∇v〉ψ(t) +
〈

um(|um|2 − 1), v
〉

ψ(t) = 0. (28)

If, in Equation (28), integration by parts with respect to t over the interval [0, T] is
applied, then we obtain

−
∫ T

0

〈um

∂t
, ψ(t)

〉
vdt +

∫ T

0
〈∇um,∇vψ(t)〉dt +

∫ T

0

〈
um(|um|2 − 1), vψ(t)

〉
dt

= 〈u(0), v〉ψ(t). (29)

Using Theorem 2, the approximate solution um is uniformly bounded. Then, passing
to the limit, we have a yield in view of (29) as follows:

−
∫ T

0

〈 u
∂t

, ψ(t)
〉

vdt +
∫ T

0
〈∇u,∇vψ(t)〉dt +

∫ T

0

〈
u(|u|2 − 1), vψ(t)

〉
dt

= 〈u(0), v〉ψ(t). (30)
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which holds in particular for ψ(t) ∈ D(0, T). This therefore means that the solution u in
Equation (30) is satisfield in the distributional sense. Therefore, in view of Equations (28) and (30),
this yields

〈u(0)− u0, v〉 = 0 ∀v ∈ H1
0(Ω)

and Equation (12) is obtained as required.

3.3. Uniqueness of the Solution of the Equation

We devote this subsection to the uniqueness of the solution of the semi-linear reaction–
diffusion Equations (1)–(3). We address this by letting u1 and u2 be two solutions of the
equations, such that u := u1− u2 and u|∂Ω = 0. Since u satisfies Equations (1) and (2), then
u(0) = u1(0)− u2(0) = 0. In view of this, we proceed, using Equation (1), to obtain

∂u
∂t
− ∆u + u1|u1|2 − u1 − (u2|u2|2 − u2) = 0 (31)

from which, after factorizing |u1|2 − |u2|2 = (|u1| + |u2|)(|u1| − |u2|) and multiplying
throughout by u, we obtain

1
2
‖u‖2

L2 + ‖∇u‖2
L2 ≤

∫

Ω
u||2L4

(
|u1|2 + 1

)
dx +

∫

Ω
|u|2L4 |u2||u1|dx +

∫

Ω
|u|2L4 |u2|2dx (32)

after using Hölder’s inequality. Estimating the right hand side of Inequality (32) thanks to
the Gagliardo–Nirenberg inequality, we obtain

∫

Ω
|u|2L4

(
|u1|2 + |u1||u2|+ |u2|2 + 1

)
dx ≤ 1

2
‖∇u‖2

L2 + ‖u‖2
L2

(
|u|2 + |u1||u2|+ |u2|2 + 1

)2
(33)

after using the Young inequality. Introducing (33) back into (32) yields

1
2
‖u‖2

L2 +
1
2
‖∇u‖2

L2 ≤ C‖u‖2
L2Y (34)

where Y = |u|2 + |u1||u2|+ |u2|2 + 1. Integrating the inequality (34) with respect to t over
the interval (0, T) and keeping only the term ‖u‖2

L2 on the left-hand side yields

‖u(t)‖2
L2 ≤ C‖u(0)‖2

L2 e
∫ T

0 Y2dt = 0, ∀t ≥ 0

after applying the Gronwall inequality. Hence, this proves the uniqueness of the solution
of the problem.

4. The Design of the Coupled NSFD-GM Numerical Scheme

Instead of the theoretical analysis of the two-dimensional semi-linear reaction–diffusion
equation in Section 3, we apply the a priori estimates obtained from the above section
to analyze this section. In view of the complexity that comes from the analysis of the
two-dimensional situation of semi-linear equations such as ours, we proceed to use the one-
dimensional case in [20] as a reference model to analyze the stability and the convergence
results from the designed NSFD-GM numerical scheme. In view of this, we have set aside
this section to design and analyze the NSFD-GM numerical scheme mentioned in Section 1.
This analysis will be achieved in two subsections, which are Section 4.1, where we will
address the stability of the scheme and the optimal convergence of the scheme in both the
L2- as well as the H1-norms, and Section 4.2, which will show that the scheme preserves
the decaying properties of the exact solution. In view of the above three objectives, we start
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by stating the discrete version of the variational or weak forms (11) and (12), as follows:
find vh : [0, T] −→ Vh, and the discrete solution such that

〈
∂uh
∂t

, vh

〉
+ 〈∇uh,∇vh〉+

〈(
|uh|2 − 1

)
uh, vh

〉
= 0 (35)

〈uh(x, 0), vh〉 = 〈Ph〉, ∀vh ∈ Vh (36)

where Ph is the orthogonal projection onto Vh.
The above discrete form connects us from the continuous to the discrete framework,

which is geared toward the analysis of the numerical solution of (35) and (36). The above
framework can proceed by assuming the regularity of the solution u of (11) and (12) and the
subspace Vh ⊂ H1

0(Ω), as seen in [34]. Other useful inequalities to be used in this analysis
will be

‖Phv− v‖ ≤ Ch2‖v‖H2 , for v ∈ H1
0 ∩ H2 (37)

where ‖ · ‖ is the usual norm in L2 and H1 is a standard Sobolev space with some constant
C. Also, if u is sufficiently smooth for a closed time interval [0, T], then it is well-known in
view of [37] that

|u(t)− uh(t)| ≤ C1(u, C2, C3)h2, ∀t ∈ [0, T] (38)

where C2 is the bound on U and ∇u with C3 as the constant in (38).
Setting in place the above desired framework, we continue and let the time step size

tn = n∆t for n = 0, 1, 2, · · · ,N over the time interval [0, T]. This then led us to find the
NSFD-GM-approximate solution

{
Un

h
}

such that Un
h ≈ un

h at each discrete time tn in the
space Vh for sufficiently smooth functions. The stated approximation permits us to define
the NSFD-GM scheme of the semi-linear reaction–diffusion equation as one which consists
of a fully discrete solution Un

h ∈ Vh such that for vh ∈ Vh ⊂ H1
0(Ω),

〈δnUn
h (t), vh〉+ 〈∇Un

h ,∇vh〉+
〈

Un
h

(
|Un

h |2 − 1
)

, vh

〉
= 0, (39)

〈Un
h , vh〉 = 〈Phu0, vh〉, (40)

are satisfied, where

δnUn
h =

Un
h −Un−1

h
φ(∆t)

and φ(∆t) =
eλ∆t − 1

λ
. (41)

The above new framework needs the following components:

(a) The special and complicated function φ(∆t) where λ > 0 is in such a way that

0 < φ(∆t) < 1 for n = 1, 2, 3, · · · , N (42)

(b) If the nonlinear function
(
|Un

h |2 − 1
)
Un

h is made in such a way that its effect is negligi-
ble or even zero, then the scheme (39) will coincide with the exact scheme

〈
Un+1

h −Un
h

φ(∆t)

〉
+ 〈∇Un

h ,∇vh〉 = 0 (43)

which, in view of Michens [22], replicates or preserves the decaying-to-zero property of the
scheme under investigation; this is actually the main point of the novelty of the method.

74



Computation 2024, 12, 142

4.1. The Stability of the Coupled NSFD-GM Numerical Scheme

In this subsection, we show that the NSFD-GM scheme of (39) and (40) is stable. That
is, we show that the numerical solution of the above scheme is uniformly bounded as the
following Theorem 3:

Theorem 3. If we assume that the semi-linear reaction–diffusion equation u in Equations (11) and (12)
is regular, then for a given initial solution U0

h ∈ Vh, the numerical solution Un
h (t) of the scheme (39)

and (40) will remain bounded and satisfy the following estimates:

|U0
h |2 ≤ |U0

h |2 + 2φ(∆t)C(Ω), (44)

N

∑
n=1
|Un −Un−1

h |2 ≤ |U0
h |2 + 2φ(∆t)C(Ω). (45)

Proof. We prove the above theorem by first letting vh = Un
h (t) in Equation (39) yield

〈
Un

h (t)−Un−1
n (t), Un

h (t)
〉
+ φ(∆t)‖∇Un

h (t)‖2
L2 + φ(∆t)‖Un

h (t)‖4
L4 − φ(∆t)|Un

h (t)|2L2 = 0

from where we have, in view of (20),
〈

Un
h (t)−Un−1

n (t), Un
h (t)

〉
+ φ(∆t)‖∇Un

h (t)‖2
L2 + φ(∆t)‖Un

h (t)‖4
L4 ≤ φ(∆t)‖U1

0(t)‖2
L2 (46)

It is well-known, in view of the first term of the left-hand side of the inequality (58),
that

〈
Un

h (t)−Un−1
h (t), Un

h (t)
〉
=

1
2
|Un

h |2 −
1
2
|Un−1

h |2 + 1
2
|Un

h −Un−1
h |2.

and re-introducing this equality back into (58) yields

|Un
h |2 − |Un−1

h |2 + |Un
h −Un−1

h |2 + 2φ(∆t)‖∇Un
h ‖2

L2 + 2φ(∆t)‖Un
h ‖4

L4

≤ 2φ(∆t)‖Un
h ‖2

L2 . (47)

Taking the sum to N of the above inequality (47), we obtain

|Un
h |2 +

N
∑
n=1
|Un

h −Un−1
h |2 + 2φ(∆t)

N
∑
n=1
‖∇Un

h ‖2
L2 + 2φ(∆t)

N
∑
n=1
‖Un

h ‖4
L4

≤ 2φ(∆t)
N
∑
n=1
‖Un

h ‖2
L2 + |U0

h |2. (48)

In view of (22) and (23), we can immediately read the results (44) and (45) from (48)
as required.

4.2. Optimal Convergence of the Coupled NSFD-GM Numerical Scheme

We devote this subsection to showing that the numerical solution obtained from the
NSFD-GM scheme converges optimally in both L2- and H1-norms, and also that these
solutions replicate or preserve the decay-to-zero properties of the exact solution. To achieve
these two objectives, we first state without proof the following results from Shen [38].

Lemma 1. Let ∆t, γ and ak, bk, dk, γk for the integer k ≥ 0 be non-negative numbers such that

aJ +
J

∑
k=0

bk∆t ≤
J

∑
k=0

dkaJ∆t +
J

∑
k=0

γk∆t + γ, ∀ J ≥ 0. (49)
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Suppose that

dk∆t < 1 and set σk = (1− dk∆t)−1, ∀ k ≥ 0. (50)

Then, we have

aJ +
J

∑
k=0

bk∆t ≤ exp

(
J

∑
k=0

dk∆t

)(
J

∑
k=0

γk∆t + γ

)
∀ J ≥ 0. (51)

With the above Lemma 1 and NSFD-GM framework in mind, we can then state and
prove the error estimate in Theorem 4, next.

Theorem 4. We assume that Φk is a non-negative number and that the continuous and discrete
solutions of the semi-linear reaction–diffusion Equations (39) and (40), respectively, exist uniquely
and satisfy

Φkφ(∆t) < 1 and σk = (1−Φkφ(∆t))−1, ∀ k ≥ 0.

Then, the following error estimate

‖u(tJ)−Uh(tJ)‖+ φ(∆t)
J

∑
k=0

∣∣∇(u(tJ)−Uh(tJ))
∣∣2 ≤ C(tJ)(φ(∆t))2, ∀J ≥ 0. (52)

is satisfied.

Proof. The above Theorem is proved by using the implicit non-standard finite difference
method in the time as follows:

Un+1 −Un

φ(∆t)
= ∆Un+1 + Un+1

(
1− |Un+1|2

)
. (53)

In view of the non-standard Taylor’s integral Theorem, we find

u(tn+1 − u(tn))

φ(∆t)
=

∂u(tn+1)

∂t
− 1

2

∫ tn+1

tn

∂2u(t)
∂t2 (tn+1 − t)dt

= ∆u(tn+1) + u(tn+1)
(

1− |u(tn+1)|2
)

− 1
2

∫ tn+1

tn

∂2u(t)
∂t2 (tn+1 − t)dt. (54)

Subtracting Equation (54) from (53) and noting that Θn = u(tn)−Un yields

1
φ(∆t)

[Θn+1 −Θn, Θn+1] =
〈

un+1
(

1− |un+1|2
)
−Un+1

(
1− |Un+1|2

)
, Θn+1

〉

− ‖∇Θn+1‖2
L2 +

1
2

∫ tn+1

tn

〈
∂2u(t)

∂t2 , Θn+1

〉
(t− tn+1)dt (55)

after setting un+1 = u(tn+1) and multiplying Equation (53) by Θn+1. Estimating the first
term of the right-hand side of Equation (55), we find

∫

Ω

∣∣∣
〈(

un+1
(

1− |un+1|2
)
−Un+1

(
1− |Un+1|2

))
, Θn+1

〉∣∣∣dx ≤
∫

Ω
|Θn+1|2L4

∣∣∣
(

1− |un+1|2
)∣∣∣

2
dx

+
∫

Ω
|Θn+1|2L4 |Un+1|2H1 dx

+
∫

Ω
|Θn+1|2L4 |Un+2|H1 |un+1|dx (56)
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after using the fact that |Un+1|2− |un+1|2 = (|Un+1| − |un+1|)(|Un+1|+ |un+1|). Estimating
each term on the right-hand side of the inequality (56) using Gagliardo–Nirenberg and
Young’s inequality with the fact that H1 ⊂ L∞ yields the following inequality, beginning
with the third term:

∫

Ω
|Θn+1|2L4 |Un+1||un+1|dx ≤ ε

2
‖∇Θn+1‖2 +

1
2ε
‖Θn+1‖2

L2‖Un+1‖2
L∞‖un+1‖2

L2 . (57)

This is followed by the second term, as follows,

∫

Ω
|Θn+1|2L4 |Un+1|2dx ≤ ε

2
‖∇Θn+1‖2

L2 +
1
2ε
‖Θn+1‖2

L2‖Un+1‖2
L∞ (58)

and lastly by the first term:

∫

Ω
|Θn+1|2L4

∣∣∣
(

1− |un+1|2
)∣∣∣

2
dx ≤ ε

2
‖∇Θn+1‖2

L2 +
1
2ε
‖Θn+1‖2

L2

∣∣∣
(

1− |un+1|2
)∣∣∣

2
(59)

Re-introducing (57)–(59) into inequality (56) yields
∫

Ω

∣∣∣
〈(

un+1
(

1− |un+1|2
)
−Un+1

(
1− |Un+1|2

))
, Θn+1

〉∣∣∣dx

≤ 3ε

2
‖∇Θn+1‖2

L2 +
3
2ε
‖Θn+1‖2

L2

[
|un+1|2H1 + |Un+1|2H1 + |Un+1|2H1 |un+1|2H1 + 1

]
(60)

By estimating the third term of the right-hand side of the inequality (55), we find
∣∣∣∣

1
2φ(∆t)

∫ tn+1

tn

〈
∂2u(t)

∂t2 , Θn+1

〉
(t− tn+1)dt

∣∣∣∣ ≤
C

2φ(∆t)
|∇Θn+1|

∫ tn+1

tn

∣∣∣∣
∂2u
∂t2

∣∣∣∣|t− tn+1|dt. (61)

because according to Poincare inequality, |Θn+1|H1
0
≤ C|∇Θn+1|L2 . Using the fact that

there exists a function

φ(∆tn) < φ(∆t) < φ(∆tn+1) for tn < t < tn+1

yields

(∫ tn+1

tn
|t− tn+1|

)1/2
≤ φ(∆t)(t− tn+1)

1/2 ≤ (φ(∆t))1/2.

Introducing this and Hölder’s inequality in (61), we obtain

∣∣∣∣
1

2φ(∆t)

〈
∂2u
∂t2 , Θn+1

〉
(t− tn+1)dt

∣∣∣∣ ≤
ε

2
∇Θn+1|‖2

L2 +
C
2ε

φ(∆t)
∫ tn+1

tn

∣∣∣∣
∂2

∂t2

∣∣∣∣
2

H−1
dt, (62)

after using Young’s inequality for arbitrary ε > 0. Re-introducing the inequalities (60)
and (62) into (55) produces the following for ε = 1/2:

1
φ(∆t)

[Θn+1 −Θn, Θn+1] +
1
2
‖∇Θn+1‖2

L2 ≤ C‖Θn+1‖2
L2 Ψn+1 + CΦn+1φ(∆t) (63)

where

Ψn+1 = |Un+1|2H1 + |Un+1|2H1 |un+1|2H1 + ||2HH1 + 1

and

Φn+1 =
∫ tn+1

tn

∣∣∣∣
∂2u
∂t2

∣∣∣∣
2

H−1
dt.
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In view of inequality (63), it is well known that the first term of the left-hand side is

(Θn+1 −Θn, Θn+1) =
1
2

[
|Θn+1|2L2 − |Θn|2L2 + |Θn+1 + Θn|2L2

]

and introducing this back into inequality (63),

|Θn+1|2L2 − |Θn|2L2 + |Θn+1 −Θn|2L2 + φ(∆t)‖∇Θn+1‖2
L2 ≤ Cφ(∆t)‖Θn+1‖2

L2 Ψn+1 + Cφ(∆t)2Φn+1. (64)

Arranging the terms in inequality (64) and setting ak = ‖Θn+1‖2
L2 and bk = ‖∇Θn+1‖2

L2

and summing partially for k = 0, 1, 2, · · · , n− 1 and also using the fact that a0 = Θ0 =
u0 −U0 = 0, we obtain

an +
n

∑
k=0

bkφ(∆t) ≤
n

∑
k=0

akφ(∆t)Ψn+1 +
n

∑
k=0

φ(∆t)2Φn+1. (65)

Applying Lemma 1 in inequality (65) yields

an +
n

∑
k=0

bkφ(∆t) ≤ exp

(
n

∑
k=0

σkφ(∆t)Ψn+1

)(
n

∑
k=0

Φn+1(φ(∆t))2

)
(66)

provided that Ψn+1φ(∆t) < 1 and σk = (1−Ψn+1φ(∆t))−1 ∀k ≥ 0. Since an, bk, Ψn+1 and
Φn+1 are all positive series, then in view of Lemma 1,

an +
n

∑
k=0

bkφ(∆t) ≤ C(φ(∆t))2 (67)

and the proof of the theorem is completed.

The error estimate shown above leads to the following optimal rate of convergence in
both the L2- and H1-norms, as follows.

Theorem 5. Assuming that the above error estimate in Theorem 4 is satisfied, then the numerical
solution of the semi-linear reaction–diffusion scheme (39) and (40) has the following optimal rate
of convergence:

‖u(t)−Uh(t)‖L2 ≤ C(t)
(

h2 + φ(∆t)
)

using the NSFD-GM method, where C(t) depends on t. Furthermore, the discrete solution Uh(t)
replicates all the qualitative properties of the exact solution of the equation under investigation.

Proof. We proceed to prove the above theorem by using the following error decomposi-
tion equation:

‖u(t)−Uh(t)‖L2 = ‖u(t)− Phu(t) + Phu(t)−Uh(t)‖L2

≤ ‖ξn‖L2 + ‖ηn‖L2 (68)

where ‖ξn‖L2 = ‖u(t) − Phu(t)‖L2 and ‖ηn‖L2 = ‖Phu(t) − Uh(t)‖L2 . In view of the
above inequality (68), the estimate ‖ξn‖L2 represents the error inherent in the Galerkin
approximation of the linearized reaction–diffusion equation, and that of the estimate ‖ηn‖L2

is the error caused by the nonlinearity in the problem. The above error decomposition in
Equation (68) further leads to the following inequality:

‖u(t)−Uh(t)‖L2 ≤ C(tn)h2 + C(tn)(φ(∆t))2, ∀t ∈ [tn, tn+1] (69)
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after using inequalities (38) and (67). With these inequalities in place, we conclude without
difficulty that inequality (69) is indeed optimal.

To complete the preserving of the qualitative properties of the exact solution, we
proceed to show, in view of the remark from Mickens [22], that the above scheme was
designed for

φ(∆t) =
eλ∆t − 1

λ
≈ ∆t + O((∆t)2). (70)

Based on the above approximation (70), we observe that as ∆t −→ 0, the function
φ(∆t) ≈ ∆t. In view of this, we deduced that the numerical schemes (39) and (40) converge
point-wise in Vh ⊂ H1

0(Ω) to the solution u as ∆t −→ 0 according to the compactness
Theorem. We justify this as follows: If we choose the source term of our scheme (39) to be
U0

h ∈ H1
0(Ω) and F ∈ L2[(0, T); H−1(Ω)

]
, then we have

〈δnUn
h (t), vh〉+ 〈∇Un

h ,∇vh〉+
〈

Un
h

(
|Un

h |2 − 1
)

, vh

〉
= F. (71)

If we, in addition, let the support of F be very small, so much so that the test function
vh = 1 far inside the support, say Ω1 ⊂ Ω and F, is regular, then integrating Equation (71)
over Ω will culminate in the fact that the solution over Ω is equivalent to the point-wise
convergence of the scheme (71). In view of [31], the assertion that the scheme NSFD-GM
replicates the qualitative properties of the exact scheme (43) is achieved. For more on this,
see [20,28–30]. This completes the second part of the proof.

5. Numerical Experiments

Numerical experiments will be performed in this section to compute the numerical
solution of the nonlinear reaction–diffusion Equations (1)–(3). These experiments will be
computed over a two-dimensional domain Ω = [0, 1]× [0, 1] and the time interval [0, T].
The domain Ω will be regularly discretized into uniform triangular meshes denoted by
Jh, where h is the mesh size and the basic functions used will be linear Lagrange-type
functions. The mesh size will be defined by h = 1

M , where M is the number of nodes in the
triangulations. The time space [0, T] will be discretized with a step size of ∆t. The right-
hand side of Equations (1)–(3), denoted by f (x, t), will be determined by introducing a
carefully chosen example:

u(x1, x2, t) = (1 + 2t2) cos(2πx2
1) cos(2πx2

2). (72)

We will proceed to use f (x, t) in the NSFD-GM scheme of the semi-linear reaction–
diffusion Equation (39) to give the following numerical computable scheme:

(M + φ(∆t)A)− φ(∆t)M = f (x, t) + (M + φ(∆t)A) + Mu0 − φ(∆t)F(u) (73)

where

(a) M is the mass matrix;
(b) A is the stiffness matrix;
(c) MF is the mass matrix with respect to the semi-linear function F(u);
(d) f (x, t) is the prescribed right hand side of the Equation (39).

In view of the above scheme (73), (M + φ(∆t)A)− φ(∆t)M is the Jacobian matrix and
(M + φ(∆t)A) + Mun−1 − φ(∆t)F(u) is the Residual vector. With the above scheme, we
proceed by evaluating the matrices M, A and MF locally over a reference element and the
basic function vh. Using this, together with Newton’s iterative method using the following
initial solution (74), the numerical solution from the scheme can be obtained:

u0 = u(x1, x2, 0) = cos(2πx2
1) cos(2πx2

2). (74)
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The above experiments were conducted using the software Matblab 7.100(R2014a).
The following specifications were used: λ = 4, denoting the value of the parameter on
the complicated denominator function φ(∆t); the final time T = 1.0 and ∆t = 0.01; and
M ranging from 40, 80, 120, 160, 200, and 240 to 280. With the above data, the Newton’s
iterative method will yield the results in Figures 1–3.

Figure 1. The exact computed solution.

Figure 2. Approximate solution for NSFD-GM scheme.

Figure 3. Approximate solution for SFD-GM scheme.
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After the figures follow the tabular illustrations of the error and rate of convergence in
the solutions, shown in Tables 1 and 2 for a specified value of T = 1.0.

Table 1. NSFD-GM error in L2-norm and error in H1-norm.

M Error in L2-Norm Rate of L2 Error in H1-Norm Rate of H1

40 3.0412 × 103 2.1902 × 101

80 1.2437 × 102 1.29 1.4550 × 101 0.59

120 7.2236 × 103 1.34 1.0955 × 101 0.70

160 4.5851 × 103 1.58 8.6032 × 102 0.84

200 3.1517 × 103 1.68 7.0851 × 102 0.87

240 2.2741 × 103 1.79 6.0239 × 102 0.89

280 1.6993 × 103 1.89 5.2113 × 102 0.94

Table 2. SFD-GM error in L2-norm and error in H1-norm.

M Error in L2-Norm Rate of L2 Error in H1-Norm Rate of H1

40 3.0103 × 102 2.0301 × 101

80 1.2311 × 102 1.29 1.3209 × 101 0.62

120 7.0352 × 103 1.38 9.6276 × 102 0.78

160 4.4784 × 103 1.57 7.5826 × 102 0.83

200 3.0715 × 103 1.69 6.2586 × 102 0.86

240 2.2203 × 103 1.78 5.3309 × 102 0.88

280 1.6643 × 103 1.89 4.6331 × 102 0.91

Observations 1. Our expectations were that the rate of convergence in the L2-norm would be 2
and that in the H1-norm it would be 1, using both the NSFD-GM and SFD-GM schemes. To our
great surprise, the results tended to be approximately 2 and 1 for both the L2- and H1-norms,
respectively. Even though these values were not far from their expected values, the values of the
NSFD-GM scheme in both norms were larger than those from their given counterpart SFD-GM
scheme. This advantage of the NSFD-GM scheme over the SFD-GM scheme might be because of the
principle of its design, keeping aside its effectiveness, accuracy and viability. It is also well-known
and shown in the proof of Theorem 5, above, that the numerical solution from the NSFD-GM
scheme exhibits the preservation or replication of the qualitative properties of the exact solution of
the problem under investigation. These two reasons are what make the study very interesting, and
the properties convince one to consider the NSFD-GM scheme to be a favorite in terms of a fair
alternative over a more traditional SFD-GM scheme. The major advantage of the NSFD-GM over
the more traditional SFD-GM scheme could be drawn from their rates of convergence, found in the
two tables above. These rates of convergence values or results are clear and speak for themselves.

6. Conclusions and Future Remarks

The design of a reliable scheme consisting of the nonstandard finite difference method
in time and the Galerkin combined with the compactness method in the space variables to
analyze the semi-linear reaction–diffusion equation is presented in this paper. The analysis
of the scheme began with the use of the Galerkin in combination with the compactness
method to show that the weak solution of the problem existed uniquely in the space
(10). We proceeded using a priori estimates from the existence of the solution process
to show that the numerical scheme was stable and converged optimally in the L2- and
H1-norms. Additionally, it was also shown that the numerical scheme preserves the
decaying properties of the exact solution. Finally, with a prescribed example, numerical
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experiments were presented to validate the proposed theory. The results obtained from
the study speak for themselves, for they were accurate and viable, as expected. In view
of the results, the designed scheme could be seen as a fair and a justified alternative to
some of the traditional coupling schemes, consisting of the finite difference method in the
time, in combination with either the Galerkin or the finite element or even another finite
difference method in the space variable itself.

In future, we intend to extend the technique to systems of semi- or quasi-linear
parabolic problems such as the ones in [39,40] that have meaning in real life; in addition to
this, we would also like to carry out some comparison studies with some similar schemes.
We can also try out the technique with hyperbolic problems, as well. Another form of
interesting study we would like to conduct is a study of some semi- or quasi-linear problems
over non-smooth geometry using weighted Sobolev spaces.
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Abstract: Modern heating furnaces use combined modes of heating the charge. At high heating
temperatures, more radiation heating is used; at lower temperatures, more convection heating is
used. In large heating furnaces, such as pusher furnaces, it is necessary to monitor the heating of
the material zonally. Zonal heating allows the appropriate thermal regime to be set in each zone,
according to the desired parameters for heating the charge. The problem for each heating furnace
is to set the optimum thermal regime so that at the end of the heating, after the material has been
cross-sectioned, there is a uniform temperature field with a minimum temperature differential. In
order to evaluate the heating of the charge, a mathematical model was developed to calculate the
heat fluxes of the moving charge (slabs) along the length of the pusher furnace. The obtained results
are based on experimental measurements on a test slab on which thermocouples were installed, and
data acquisition was provided by a TERMOPHIL-stor data logger placed directly on the slab. Most
of the developed models focus only on energy balance assessment or external heat exchange. The
results from the model created showed reserves for changing the thermal regimes in the different
zones. The developed model was used to compare the heating evaluation of the slabs after the
rebuilding of the pusher furnace. Changing the furnace parameters and altering the heat fluxes or
heating regimes in each zone contributed to more uniform heating and a reduction in specific heat
consumption. The developed mathematical heat flux model is applicable as part of the powerful
tools for monitoring and controlling the thermal condition of the charge inside the furnace as well as
evaluating the operating condition of such furnaces.

Keywords: heat flux; pusher furnace; slab; mathematical model

1. Introduction

Heating furnaces can be divided into various groups based on selected criteria. One
of the criteria is the heating mode, which is determined by the technological requirements.
Convective or radiant heating can predominate in the furnace. The importance of the
correct heating mode is related to the uniformity of the temperature field within the charge
and the heating time. These two factors are crucial for intensifying the heating process and
determining the operational economy of such a furnace [1–3].

Among the important types of heating furnaces are pusher furnaces. Pusher furnaces
have undergone development, with their geometry and parameters based on technological
needs. Various construction types of pusher furnaces have been described by authors in [2]
and [3]. An important common factor is the energy consumption for heating the charge.
Therefore, possibilities for reducing energy consumption are explored, such as by installing
more efficient insulation and refractory materials [4–6]. Another option is to achieve better
heat distribution through the installation of new burners [7].

Computation 2023, 11, 144. https://doi.org/10.3390/computation11070144 https://www.mdpi.com/journal/computation



Computation 2023, 11, 144

Pusher furnaces are continuous heating furnaces used for heating slabs to the rolling
temperature. They feature a floor-level balancing zone, a radiant ceiling, bottom heating,
front loading, and front unloading using inclined skids or an unloading machine [3].

Pusher furnaces are used for heating square or rectangular billets for rolling and forg-
ing. Furnaces for heating thin material (50–100 mm) with large lengths (up to 12,000 mm)
typically have a slight slope, usually around 6–7◦, towards the extraction opening to pre-
vent the material from sticking and reduce the required pressing force. The processed
materials have the following dimensions: thickness of 40–400 mm, width of 40–2500 mm,
length of up to 15,000 mm, and weight of 0.05–40 tons [3,6].

The heating of slabs in pusher furnaces depends on subsequent forming processes
and the desired final heating temperature before hot rolling. It is influenced by various
factors, especially the type of steel. The temperature should be maintained at approximately
100–150 ◦C below the solidus curve. The upper limit is constrained by grain growth, the risk
of overheating due to thermal stresses, and increased oxidation. The lower limit of heating
is determined by the permissible temperature at the end of processing, depending on the
steel grade. Pusher furnaces play a crucial role in the rolling process. The furnace must
deliver the required quantity of slabs with the desired heating quality within a specified
time frame, forming an integral part of the production line [3,6].

The heating of metal in a pusher furnace is a flow process characterized by the move-
ment of heated material through a series of heating zones arranged spatially. Control
variables (e.g., zone temperature) are also distributed in space, acting on all slabs simultane-
ously along the entire length of the heating zone, which are at different thermal states [3,6].

The heating of slabs in a pusher furnace depends on the forming process. This process
must be carried out to achieve the following objectives [6]:

- Uniform desired properties along the length of the strip are considered for the rolling
direction and transverse direction (yield strength, elongation, toughness);

- The uniform geometric shape of the strip (thickness, width) along its entire length;
- Maximum line performance with minimal energy consumption and minimal material

losses [8,9].

The working space of the pusher furnace is divided into several temperature zones.
The material passes through four consecutive zones: preheating, heating (upper and lower
heating), balancing, and holding zone, where irregularities occurring during material
heating are leveled out [3,4,6].

The preheating zone, into which the cold charge enters, serves two main purposes
and is characterized by a gradual increase in the flue gas temperature. The first purpose
is the slow heating of the pre-rolls up to a temperature of 500 ◦C, where there is a risk of
thermal stress damage to the steel. The charge is heated gradually to avoid an undesirable
temperature gradient between the surface and the center of the pre-roll. The second
function is the utilization of flue gas heat.

From the preheating zone, the charge proceeds to the heating zone, where the surface
of the pre-rolls is rapidly heated to the desired heating temperature. Upon exiting the
heating zone, the pre-rolls are unevenly heated, with a significant difference between
the surface and center temperatures. The balancing zone is responsible for reducing this
temperature difference. It is an important part of the pusher furnace and serves to eliminate
shadows during the heating of the pre-rolls on the skids. For rolling purposes, it is required
that the temperature gradient along the height of the pre-rolls does not exceed 1 to 3 K·cm−1.
The power input into the balancing zone is chosen so that the flue gas temperature is 50 to
70 K higher than the heating temperature. The surface temperature remains unchanged,
while the center temperature slowly approaches it [1,3,6].

The characteristics of pusher furnaces indicate numerous factors that need to be
incorporated into the control of such thermal units.

The authors in [8,9] address the factor of scale in the charge heating process. Appropri-
ate heating parameters allow the formation of deposits to be controlled during the heating
process and ensure the predictability of the effects on the material.
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For a more complex analysis of the heating process, it is necessary to make an energy
and material balance of the charge heating [1]. This is based on data from measurements on
heat aggregates, which serve to verify calculations. In many studies, the authors devoted
themselves to the creation of balance [10–12] and prediction models [13,14], the basis of
which was internal and external heat exchange. Some authors focused on the analysis of
furnace work [10,15] and the creation control systems [12,13,16–18] for heating in pusher
furnaces. Optimization models [19,20] or, currently, CFD modeling [14,15] are used for the
analysis of the work of the thermal aggregate. Another suitable method is work analysis
based on heat losses [10], from which the efficiency of the slab heating process is determined.
Due to the non-linearity of the parameters of the heated material, it is necessary to apply
suitable non-linear equations in the calculations [16,17], which are also part of control and
prediction models [12–14,18].

It follows from the works [10–20] that some heat aggregates have a different heating
mode, and therefore the mathematical models created are specific.

A big problem with the created models is downtime when removing the heated slabs
from the furnace. This is due to a malfunction (technical defect) on the device or in another
device during slab processing. In such cases, it is possible to adjust the heating mode using
some prediction, control, and control models.

The authors aim to create a mathematical model for evaluating heat fluxes on the
massive charge based on temperature profile measurements. The calculation algorithm is
based on internal heat exchange. The developed model is intended to serve as a supporting
tool for monitoring the duration of the heating process, and the results of the calculations
will be used as a basis for intensifying the heating of the charge in the pusher furnace.
The created model should be applicable to similar types of charge heating furnaces with
moving charges.

2. Materials and Methods

Optimal parameters for heating the slabs in a pusher furnace, including the heating
time of the material and specific energy consumption, are dependent on the following
factors [1,3]:

1. Temperature field in the furnace working space (heat inputs in individual furnace zones);
2. Composition of the furnace atmosphere (excess combustion air, fuel composition, and

fuel combustion);
3. Inlet temperature of the slabs;
4. Slab temperatures above the skids (condition of the furnace cooling system);
5. Type of steel.

These factors significantly influence both the external and internal heat exchange
during the slab heating process in pusher furnaces. Conducting a thorough analysis
of these factors allows for the identification of key factors that can intensify the slab’s
heating process.

The internal heat exchange of the slabs is characterized by the temperature field within
the slab, while the external heat exchange is determined by the temperature profile in the
furnace working space and the heat flux incident on the slab’s surface. By evaluating the
heat exchange along the length of the furnace during the heating process, temperature
measurements taken within the slab between the skids serve as crucial reference data.

In order to enhance slab heating in pusher furnaces, measurements of thermotechnical
variables were conducted. The following parameters were measured [1,3]:

- Type and characteristics of the charge material;
- Fuel type, fuel composition, and heat inputs in different furnace zones;
- Quantity of air in each furnace zone and air temperature;
- Furnace temperature in each zone;
- Inlet surface temperature of the charge material;
- The oxygen content of the flue gas at the furnace flue gas outlet;
- Rolling temperature behind the 5th rolling table;
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- Quantity of cooling water, as well as inlet and outlet water temperatures;
- Temperatures within the slab.

These measurements provide essential data for understanding and optimizing the
slab heating process in pusher furnaces.

To measure the temperature profile inside the material, a test slab made of low-
carbon steel 11-375 was utilized. This steel contains a carbon content of up to 0.09%
by weight and is accurately defined according to the STN 41-1375 standard [21]. The
measurements were carried out with the aim of intensifying the heating of slabs in pusher
furnaces. The measurements took place inside the furnace during its operation with the
test slab, and the temperatures inside the slab were continuously measured from the entry
point into the furnace until its expulsion at the furnace outlet. The measuring device
used for these temperature measurements was the data logger TERMOPHIL-stor type
4468/4469 (Ultrakust Electronic GmbH, Gotteszell, Germany), capable of recording data
from 6 measuring points. The measuring points within the slab are schematically illustrated
in Figure 1. Thermocouples 1–3 were positioned outside the skids at a distance of 650 mm
from the right edge of the slab, while thermocouples 4–6 were positioned at a distance
of 1300 mm from the right edge of the slab (above the skids). Measurement points 1, 4,
3, and 6 were positioned at a distance of 25 mm from the upper and bottom surfaces
of the slab. Measurement points 2 and 5 were positioned in the center of the slab. The
selection of measurement locations was specified in order to capture the temperature
distribution within the slab, unaffected by the cooling system of the skids, as well as the
temperature distribution directly above the skids. This approach enabled the acquisition of
more comprehensive insights into the slab heating process.
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Due to the high temperatures in the furnace, type S thermocouples (PtRh10-Pt) were
employed for temperature measurement at the measuring points in the test slab. Type S
thermocouples can be used up to a temperature of 1600 ◦C.

The parameters of the test slab were as follows:

- Dimensions: 8000 × 1540 × 200 mm
- Weight: 15.5 t

The values of the temperatures at all measuring points were registered at one minute
intervals.

After the test slab was pushed out of the furnace, the data logger was removed from
the slab, and the measurement was completed. By synchronizing the time, a section was
marked in the acquired data that corresponded to the actual time the slab stayed in the
pusher furnace.

Figure 2 shows the location of the slabs and their movement, which was carried out
by a push button at the furnace entrance. At the outlet, the slab slides down the inclined
surface onto the roller transport conveyor. The above method of exiting the slabs from the
pusher furnace before the reconstruction caused large mechanical shocks when they hit the
roller conveyor.
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The heating of the charge in the pusher furnace is provided by combined heating
by overhead radiant and underfloor swirl front burners [7]. For each zone, a separate
heating mode is set. In the high-temperature field, the furnace atmosphere is also adjusted
to prevent excessive scale formation [4,9]. During heating, scale affects the transfer of the
body to the inside of the slab and thus can cause differences in the temperature field across
the cross-section of the heated material [6,9].

Figure 3 illustrates the differences between the measured temperatures outside the
skids (measuring points 1–3) and directly on the water-cooled skids (measuring points 4–5).
The water in the skids creates temperature shadows that need to be eliminated in the
balancing zone (VZ).

During the measurement, the residence time of the slab in the furnace was 171 min,
with a residence time in the double-sided heating zones of 100 min. The temperatures
between the skids reached 1258–1280 ◦C at the end of the heating process, while above the
skids, temperatures ranged from 1244 to 1272 ◦C. The maximum temperature difference
across the thickness of the slab was 42 ◦C.
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The analysis of the slab heating process in the pusher furnaces was conducted through
comprehensive measurements of furnace operation and temperature profiles in the slabs
at various heating times. These measurements subsequently led to the design and imple-
mentation of reconstruction, involving adjustments to specific parameters of the pusher
furnace. A schematic representation is shown in Figure 4.
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difference between the upper and lower slab sides will decrease [3,9]. 

Figure 4. The scheme and the parameters of the pusher furnace after reconstruction.

The main objective of the reconstruction is primarily to reduce the specific energy
consumption during heating, improve the quality of slab heating, and reduce losses due to
scaling [9]. After the reconstruction of the pusher furnace, the active length of the furnace
changed from 32.5 m to 34 m. From the schematic representation in Figure 4, one can
also observe the change in the furnace profile in the vault and the lower zone. The added
partitions have intensified heat exchange, especially through convection. The flue gases are
now forced to flow more around the slabs. The method of slab removal from the furnace
has been modified. The insulation of the water-cooled skids and the burner system has
been improved.

The furnace reconstruction at its discharge end consists of the elimination of the
inclined slips and the prolongation of the furnace nest part. The insulation of the lower face
after combustion fuel burners provides higher-quality slab heating, and the temperature
difference between the upper and lower slab sides will decrease [3,9].

In order to verify the appropriateness of the changes in the parameters of the pusher
furnace, control measurements were carried out using a test slab. The location of the
thermocouples in the test slab is shown in Figure 5.
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Figure 5. Schematic location of the measuring points in the test slab after the reconstruction of the
pusher furnace (side view).

Figure 5 shows the schematic layout of measurement points in the test slab. The
material of the used test slab had the same properties as in the case of the pusher furnace
before reconstruction, which was low-carbon steel 11-375 [21]. In this case, a test slab with
a thickness of 220 mm was employed. The temperature field was recorded at unaffected
measurement points 1–3, while the temperature field influenced by the cooling system of
the skids was observed at measurement points 4–6.

Figure 6 shows the temperature curves in the test slab at individual measurement
points along the length of the furnace. The temperatures indicated in Figure 6 as t1–t6
correspond to the respective measuring points 1–6 as illustrated in Figure 5. The heating is
set up in such a way that the temperature in the slab increases only in the region of uniform
heating, indicated by 20 m. During this heating phase, the surface temperature of the slab
reaches approximately 1200 ◦C. Subsequently, in the following zones during the heating
process, the temperature inside the slab equalizes and reaches the desired temperature
for rolling.
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Determination of Heat Fluxes on the Charge Surface

Knowledge of the course of heat fluxes falling on the charge surface allows charge
heating intensification, e.g., Varga [1]. In this work, the authors focused on the solution
of internal heat exchange, which was based on the fundamentals of the 1st Fourier law
of heat transfer [22–24]. Due to the unsteady heat flux, the 1st Fourier law cannot be
applied. Therefore, an alternative solution was sought, which was based on the measured
temperatures and the determination of the material’s enthalpy. When estimating heat
fluxes falling on the charge surface, the way out is the course of the measured temperature
in the slab between skids. Since the temperature distribution along the slab height follows
a quadratic pattern, the entire temperature profile across the slab cross-section can be
determined from just 3 measured values, as described by the following equation:

t = k x2 + q x + p. (1)

The coefficients k, q, and p are obtained by solving Equation (1) for values of 3 temper-
atures from 3 measuring points (a set of 3 equations of 3 variables).

As the temperature course along the slab cross-section is described by a quadratic
equation, the temperature at a certain distance from the slab surface, xmin, is minimal
at tmin.

The tmin value is determined from:

tmin =
dt
dx

= 0. (2)

The distance xmin is calculated from Equation (1) when the substitution t = tmin is made.
For the calculation of heat fluxes, it is assumed that up to the distance xmin, the heat

flux from the upper side qh is effective, and up to the distance (s − xmin), the heat flux from
the lower side qd is effective. This is clearly illustrated in Figure 7.
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The heat fluxes are calculated according to the following equations:

qh,i =
(

cp h,i+1 th,i+1 − cp h,i th,i

)
ρh xmin ∆τ, (3)

qd,i =
(

cp d,i+1 td,i+1 − cp d,i td,i

)
ρd (s − xmin) ∆τ, (4)

where:
i—time index;
∆τ—length of the time interval (s);
qh,i and qd,i—the heat flux from the upper side to the lower side (W m−2);
cp h,i—the mean specific heat capacity at the th,i temperature (J·kg−1 K−1);
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cp d,i—the mean specific heat capacity at the td,i temperature (J·kg−1 K−1);
th,i+1—the mean charge temperature on the thickness xmin at time τi+1 (◦C);
th,i—the mean charge temperature on the thickness xmin at time τi (◦C);
td,i+1— the mean charge temperature on the thickness (s − xmin) at time τi+1 (◦C);
td,i— the mean charge temperature on the thickness (s − xmin) at time τi (◦C);

ρh—charge density at the mean temperature th,i+1+th,i
2 in the time interval (τi, τi+1) (kg m−3);

ρd—charge density at the mean temperature td,i+1+td,i
2 in the time interval (τi, τi+1) (kg m−3);

s—slab thickness (m).
The mean charge temperatures from the upper side th,i on the thickness xmin and

from the lower side td,i on the thickness (s − xmin) are obtained by solving Equation (1)
as follows:

th,i =
k

x3
min,i
3 + q

x2
min,i
2 + p xmin,i

to,i − tmin,i
. (5)

To shorten the following equation, substitutions are used:
a1 = (s − xmin)

3; a2 = (s − xmin)
2; a3 = s − xmin,

td,i =
k a1

3 + q a2
2 + p a3

ts,i − tmin,i
, (6)

where to,i represents the temperature of the upper surface of the slab in Equation (5), and
ts,i represents the temperature of the lower surface of the slab in Equation (6) (◦C).

During the experimental measurements, a slab made of low-carbon steel was used,
which exhibits nonlinear thermophysical properties, especially in terms of thermal capacity
(cp). Therefore, it was necessary to establish temperature dependencies for this material.
Some of the literature divides the temperature range into smaller intervals and utilizes
linearized dependencies in their models. In this case, tabulated values from [25] were
employed, and temperature dependencies for the mean specific heat capacity of low-carbon
steel with a carbon content of 0.08 mass% were obtained through regression analysis. The
temperature dependence of the heat capacity was addressed by employing a 3rd degree
polynomial, as outlined in Equation (7), which effectively captured the behaviour of the
provided data in [25]. The coefficients necessary for Equation (7) were determined and are
presented in Table 1. To enhance the precision of the specific heat capacity calculations, it
seemed most appropriate to divide the temperature interval as shown in Table 1.

cp = a + b t + c t2
+ d t3 (7)

Table 1. Coefficients for the calculation of the median specific heat capacity, cp, (kJ kg−1 K−1).

t a b c d

<800 ◦C 0.4727 1.67 × 10−4 −2.654 × 10−7 5.0107 × 10−10

≥800 ◦C −0.093 2.2962 × 10−3 −2.1714 × 10−6 6.66668 × 10−10

To calculate the density ρ (kg m−3) of low-carbon steel, the following relationship can
be used:

ρ = 7886, 285 − 0, 35 t. (8)

When deriving Equations (3) and (4) for the heat flux estimation, the law of energy
conservation is applied, which means that the charge enthalpy can be changed only due to
the heat supplied to the charge surface. From the calculated heat fluxes qh and qd the total
heat amount falling on the surface unit is determined according to the expression:

q = qh − qd. (9)
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From the measured and calculated results obtained, graphical relationships were created.
The correctness of the proposed method for the solution of the heat fluxes is also

confirmed by the following calculation:
The change of the specific enthalpy ∆i can be estimated according to the expression:

∆i = cp,ktk − cp, ptp, (10)

cp, p—the mean specific heat capacity at the beginning of heating (J kg−1 K−1);
cp,k—the mean specific heat capacity at the end of heating (J kg−1 K−1);
tk—the mean slab temperatures at the end of heating (◦C).
tp—the mean slab temperatures at the beginning of heating (◦C).
The change of enthalpy ∆i can be estimated according to the relationship:

∆i = ∑n
1=1(∆ih,i + ∆id,i), (11)

where:
∆ih,i—change of the charge-specific enthalpy at the heat flux from the upper side for

the time interval (J kg−1);
∆id,i—change of the charge-specific enthalpy at the heat flux from the lower side for

the time interval (J kg−1).
For ∆ih,i and ∆id,i the following calculation is applied:

∆ih,i =
(

cp h,i+1 th,i+1 − cp h,i th,i

) xmin,i

s
, (12)

∆id,i =
(

cp d,i+1 td,i+1 − cp d,i td,i

) (s − xmin,i)

s
. (13)

If we compare the equations for calculating heat fluxes (3) and (4) and the change in
enthalpy (12) and (13), the following holds true:

∆i =
q

ρi s ∆τ
. (14)

When comparing the ∆i values calculated using Equations (10) and (11), it is observed
that there is an approximate difference of 0.5% attributed to calculation inaccuracies. This
indicates that the proposed methodology for calculating the heat fluxes falling onto the
charge surface from the obtained measurements can be considered accurate. This finding is
consistent with the work of Varga [1].

3. Results and Discussion

Based on the mathematical model created and the measured temperatures inside the
slab, the results of the heat flux profiles were obtained as a function of the slab heating time
in the heating furnace. When performing calculations using the mathematical model, only
temperatures outside the skids were considered, as the temperatures inside the slab or the
heat dissipation through the water-cooled slides would influence the results, which are not
accounted for in this model.

From the processed measurement results, the following graphical dependences have
been constructed:

- The temperature courses in the slab in dependence on the duration of before recon-
struction and after reconstruction of the pusher furnace;

- The heat flux courses to the slab surface in dependence on the duration of heating
before reconstruction and after reconstruction of the pusher furnace.

Figures 8 and 9 show the results for the test slab measurement with a heating time of
187 min. This is because of the heating comparison shown in Figure 3, where the residence
time of the slab in the furnace was 171 min.
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measurement as well as the calculated minimum temperature tmin and the calculated slab
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thickness xmin needed to calculate the heat fluxes. Temperatures t1–t3 correspond to the
temperatures at measuring points 1–3 in the slab, which are in Figure 1.

By comparing different residence times in the pusher furnace, it was found that
the temperature profiles measured over the furnace length are very similar. From the
thermomechanical analysis of the heating of the slabs during the measurements with the
test slab (Figures 8 and 9), it follows that there is an increase in heat fluxes from the top
and bottom up to a heating time corresponding to a distance of approximately 4 m. In
this area of the furnace, there are no burners, and the heat mainly comes from radiation
from other parts of the furnace. The increase in heat flux corresponds to an increase in
furnace temperatures in that furnace region. In the lower part of the furnace, this distance
corresponds to the width of the exhaust flue gas channel.

From Figure 9, it is evident that until a heating time corresponding to the width of
1DZ, the heat fluxes from the bottom are considerably higher than the heat fluxes from the
top, which is also reflected in the higher surface temperatures at the bottom, approximately
100 ◦C higher than the surface temperatures at the top (Figure 9). Furthermore, Figure 9
shows that the heat fluxes in 2DZ are lower than the heat fluxes in the upper zones of
that region, resulting in a slight increase in the surface temperatures of the slabs at the
bottom compared to the surface temperatures of the slabs at the top (Figure 8). Additionally,
Figure 9 indicates that the heat fluxes in 2DZ are lower than the heat fluxes in the upper
zones of that region, causing only a slight increase in the surface temperatures of the slabs
at the bottom compared to the surface temperatures of the slabs at the top (Figure 8). The
surface temperatures of the slabs at the top are higher than those at the bottom at the end
of 2DZ, which negatively affects the residence time in 4HZ and VZ, considering only the
upper heating method in these zones.

In the 4HZ and VZ regions, the heat fluxes are approximately equal, resulting in only
a slight increase in surface temperature at the top. The furnace temperature is relatively
uniform throughout this region. Similar results were obtained for low-carbon steels in
other measurements.

From this analysis, it can be concluded that such a regime is not suitable in terms
of energy consumption. This controlled heating leads to an increased temperature of the
exhaust gases leaving the furnace, indicating increased heat losses through the exhaust
gases. To reduce specific energy consumption for heating, it is necessary to regulate the
heat inputs in individual zones in such a way that:

- The heat fluxes from the bottom and top are approximately equal up to a distance
of 1DZ;

- The heat fluxes from the bottom are slightly higher than the heat fluxes from the top
in the 2DZ, ensuring higher surface temperatures for the slabs at the bottom and the
top at the end of the 2DZ.

To achieve this, it is necessary to reduce the heat input in 1DZ and increase the heat
input in 2DZ, resulting in a smoother increase in temperatures in the slab.

Based on measurements of heat inputs in individual zones of the furnace, it can be
observed that the heat input in 1DZ was 25.7%, in 1HZ it was 31.4%, and in 2HZ it was
16.6%. Considering that there is a high heat consumption for cooling the skids and other
parts of the cooling system in 1DZ, the heat fluxes and surface temperatures of the slabs
from the top should be higher than those from the bottom. This fact indicates that significant
transfers of heat inputs (or fresh combustion gases) occur through the free spaces between
the furnace walls and the charge, from the upper zones to the lower zones. These transfers
of heat inputs require studying the flow of combustion gases in the working space of the
furnace, depending on the overall furnace regime. Understanding the flow pattern is only
possible through a physical furnace model that allows simulation for different furnace heat
regime variants or through advanced CFD simulation software [14,15].

Considering that the cooling system of the pusher furnace was not insulated before
the reconstruction, there was increased heat consumption, especially in 1DZ and 2DZ.
Insulating the cooling system can reduce the heat input in 1DZ and provide the possibility
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of increasing the heat input in 2DZ, thus ensuring uniform heating of the slabs up to a
distance of approximately 1DZ and slightly increased bottom heating of the slabs in the
2DZ region. Insulating the cooling system and making subsequent adjustments to the
furnace heat regime will reduce the overall thermal energy consumption and, therefore,
decrease the specific energy consumption for heating the slabs in pusher furnaces. It will
also provide a more uniform temperature distribution across the slab section at the end of
the heating process and shorten the heating time.

Figure 10 shows the t1–t3 temperature time histories corresponding to the temperatures
from measurement points 1–3 in the slab according to Figure 5. For the calculation of tmin
and xmin, the same calculation methodology was applied as in Figure 8.
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The comparison of the slab heating curves before reconstruction in Figure 8 and
after reconstruction in Figure 10 reveals that the thermal regime of the furnaces after
reconstruction is more favorable due to a more uniform temperature rise in the slab area
during double-sided heating.

From the comparison of the heat flux curves in Figures 9 and 11, a significant change
in the decrease of heat flux in the double-sided heating region can be observed.

Comparing the maximum total heat fluxes, a 63% decrease can be observed, and simi-
larly for the upper (59% decrease) and lower heat fluxes (65% decrease). The mathematical
model is applicable for the evaluation of the heating from the internal heat exchange point
of view. However, the heat flux drops do not take into account another parameter affecting
the specific energy savings. Therefore, it is only an auxiliary but effective tool for more
complex mathematical models.
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4. Conclusions

The mathematical model created for evaluating the thermal regime of pusher furnaces
for slab heating prior to rolling provides valuable insights into optimizing the heating
process. By combining modern measurement techniques with the mathematical model,
important data was gathered to assess the operational state of these furnaces, with a focus
on specific energy consumption for slab heating.

The conducted measurements, subsequent calculations, and evaluation of the results
have shed light on the fundamental principles of slab heating. They have also highlighted
the potential for further improvements in optimizing the slab heating process. These
findings pave the way for future research and development efforts aimed at enhancing the
efficiency and performance of pusher furnaces.

The utilization of zonal heating in large furnaces, such as pusher furnaces, proves
crucial in achieving uniform temperature fields with minimal temperature differences
across the material cross-section. This zonal approach allows for the adjustment of thermal
regimes in each zone according to the desired parameters, ultimately leading to improved
heating performance.

By applying the developed mathematical model, engineers and operators can effec-
tively monitor and control the thermal state of the charge inside the furnace. Additionally,
the model serves as a valuable tool for evaluating the operational performance of pusher
furnaces, aiding in the reduction of specific energy consumption and overall energy effi-
ciency. The created model can also serve as a predictive tool when changing the parameters
of the heated charge or furnace thermal power.

Overall, the findings and insights gained from this research contribute to the advance-
ment of heating technologies in the metallurgical industry, with the potential to drive cost
savings, enhance product quality, and minimize environmental impact. Further research
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and implementation of optimized heating strategies based on the developed model can lead
to significant improvements in the performance and energy efficiency of pusher furnaces
for slab heating.
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Abstract: Milled peat must be dried for the production of peat fuel briquettes. The current trend in
the creation of drying technologies is the intensification of the dehydration process while obtaining
a high-quality final product. An increase in the temperature of the drying agent, above 300 ◦C,
significantly accelerates the reaching of the final moisture content of the peat. In the final stage,
it is also accompanied by partial thermal decomposition of the solid phase. Its first stage, which
is the decomposition of hemicellulose, contributes to a decrease in weight and an increase in the
caloric content of the dry residue. The development of high-temperature drying modes consists of
determining the temperature and velocity of the drying agent, wherein the duration of the material
reaching the equilibrium moisture content will be minimal and the temperature of the material
will not rise above the second-stage decomposition temperature of cellulose. This problem can be
solved by the mathematical modeling of the dynamics of peat particles drying in the flow. The article
presents a mathematical model of heat and mass transfer, phase transitions, and shrinkage during
the dehydration of milled peat particles. The equations of the mathematical model were built based
on the differential equation of mass transfer in open deformable systems, which, in the absence
of deformations, turns into the known equation of state. A numerical method for implementing a
mathematical model has been developed. The adequacy of the mathematical model is confirmed by
comparing the results of numerical modeling with known experimental data.

Keywords: peat; dynamics of drying; mathematical modeling; heat and mass transfer; phase
transitions; thermal destruction

1. Introduction

Most modern solid fuel boilers are able to combust peat briquettes. The use of peat
for obtaining solid fuel has great potential in the renewable energy of the countries of
Central and Northern Europe. Despite the high initial moisture content and lower calorific
value than coal, peat has several advantages. The cost of energy obtained from combustion
and gasification plants with high efficiency is lower than the cost of energy obtained from
gas and oil. Moreover, the content of sulfur and harmful non-combustible impurities is
insignificant compared to coal, fuel oil, and shale. An important part of the technological
process of manufacturing fuel briquettes from peat, which determines their quality and cost,
is drying. The initial moisture content of peat, which is determined by the ratio of the mass
of water held in the pores to the mass of the wet sample, can reach 90%. For the production
of high-quality briquettes, their moisture content should be 8–10%. Several methods of
drying milled peat are known. The least expensive way is in the open ground under the
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influence of solar radiation. Such drying is seasonal, as evidenced by the experimental
data presented in [1]. Its intensity significantly depends on weather conditions and the
thickness of the peat layer, the duration is significant even for a 4 mm layer, and it is not
possible to dry the peat to a low equilibrium moisture content. In [2], the advantages of
filtration drying are demonstrated. The main advantage is the possibility of mechanical
displacement of moisture (due to pressure gradient) from peat immediately after mining
and its environmental friendliness. Dehydration is carried out in a dense layer through
which the gas flow moves with temperature Td.a. = 60–100 ◦C towards the perforated
partition, the space below which is connected to the air suction fan. The power of the
fan limits the thickness of the layer of wet material and, accordingly, the productivity of
the dryer.

In practice, peat drying is carried out in two stages: after extraction under natural
conditions to a moisture content of 45–50%, followed by drying to the final moisture content
in aerodynamic or drum-type dryers using a mixture of flue gases and air. The choice of
drying temperature depends on the size of the peat particles, their initial moisture content and
thermophysical properties, as well as the technical capabilities of the dryer. At the same time, a
moderately intensive course of the process (flow temperature Td.a. = 120–170 ◦C), and a highly
intensive course (Td.a. = 300–500 ◦C) can be ensured. In the latter case, flue gases are involved
as a drying agent. The high-temperature drying of milled peat particles can be accompanied
by the thermal decomposition of the solid phase. The temperature interval at the beginning
of the thermal destruction of peat is 160–210 ◦C [3]. At the same time, the decomposition of
hemicellulose begins with the release of oxygen-containing gases and pyrogenetic moisture,
which helps to reduce the weight and increase the caloric content of the dry residue [4–7]. The
next two stages are characterized by the decomposition of cellulose and lignin and begin [3]
in the temperature ranges of 260–340 ◦C and 315–400 ◦C, respectively. In the presence of air,
the processes of the second and third stages of decomposition are exothermic, accompanied
by a rapid increase in temperature and a significant loss of the combustible component of
peat; these are undesirable in obtaining quality peat briquettes.

The selection of operating parameters of the drying agent, at which the temperature
at any point of the particle will stay below the temperature of the beginning of cellulose
decomposition, will ensure effective high-temperature drying. The possibilities of experi-
mental methods for researching transfer processes during the drying of porous materials
are limited by determining the average values of their moisture content and temperature.
The development of an adequate mathematical model of the dynamics of the milled peat
particle drying must account for all the determining factors and the method of its imple-
mentation. In this case, it allows studying the range of temperature and concentrations of
the components of the bound substance to determine optimal process conditions.

In the mathematical description of interrelated processes of heat and mass transfer
and phase transitions in theories of drying, a unified phenomenological approach has not
yet been formed [8–19]. Differences in mathematical models are related to the number of
involved equations and approaches used to determine the IV intensity function of phase
transitions between the liquid and vapor phases in the internal points of the porous body.
In general, the number of transfer equations in a mathematical model is determined by
the number of system state parameters to be determined, as well as interphase interaction
parameters, in particular the IV.

In [9], a mathematical model of the low-temperature drying of a peat layer in the
soil is presented, assuming that the temperatures in the thin layer of the peat and the
surrounding air are the same. The peat layer is considered as a multi-component system
containing a solid base, a liquid, and a gas phase. Vapor and air phases are not considered
separately. The system of equations contains the mass transfer equation of the gas phase,
which considers the filtration transfer and the intensity of the formation of the vapor phase.
The filtration rate is determined by Darcy’s law, whereas, for the correct determination of
the pressure change in the gas phase, it is necessary to have information on the change in the
volume fraction of vapor in the vapor-air mixture. The energy transfer equation takes into
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account the influence of thermal conductivity, filtration movement in the pores of the gas
phase, and the thermal effect of liquid evaporation on the porous peat layer’s temperature
state. However, in the micropores, there is diffusion transfer of both gas and liquid phases.
The liquid phase transfer equation is written under the assumption that the change in liquid
concentration occurs only due to evaporation, whereas the expression for the evaporation
rate contains the volume concentration of the liquid phase. The article does not contain
information about the mathematical model’s method of numerical implementation. In
addition, filtration transfer, as a rule, is not manifested in drying processes of moderate
intensity [10]. In [11], a mathematical model of low-temperature drying of capillary-porous
material in sludge is presented. The model is written for the case of diffusion-filtration heat
and mass transfer and includes equations of energy transfer and mass transfer of the liquid
phase. To determine the effective values of the thermophysical properties of wet sludge,
the diffusion coefficient, and the intensity of phase transitions, semi-empirical equations
are used. Obtaining these requires a significant amount of experimental information. The
effective diffusion coefficient is represented by a polynomial function of the sixth order
relative to the mass content of the liquid phase. It is known that the intensity of diffusion
processes significantly depends on the temperature [12], which is indirectly taken into
account in the presented dependence.

In the mathematical model of drying in a fluidized bed of processed pumpkin pulp [13],
the one-hour efficiency of the apparatus for dry product Π per volume unit V of the drying
chamber is considered as the desired value. The calculated dependence Π(W,T,V) and the
empirical equation for the drying rate dW/dt are presented based on experimental data
on the drying kinetics. Using the proposed approach to obtain results for other dispersed
materials requires new experiments.

In [14], a mathematical model of heat and mass transfer during drying in a fluidized
bed of spherical particles of baker’s yeast was built, which includes equations of energy
transfer and filtration transfer of vapor and liquid phases. The intensity of phase transitions
IV is determined by differentiating the sorption equation. With this approach, the IV for
the case of stationary heat and mass transfer is zero, while during stationary processes, the
value of IV can be of the same order as for non-stationary processes.

In [15], a mathematical model of the dynamics of filtration drying of vegetable raw
materials in the period of decreasing velocity was built. This model includes the kinetic
equation of mass transfer. It characterizes the velocity of movement of the moisture
front inside the particle, the equation for the boundary condition of the third kind at the
boundary between the solid body and the heating agent, and the equation for the change
in the moisture content of the heating agent along the height of the material layer. For its
conclusion, empirical equations were obtained by summarizing experimental data. This
allows us to evaluate the interconnection between the moisture content of the material and
the gas flow.

The mathematical model of drying dynamics of A.V. Luikov [10,16] for the case of a
high-intensity process contains three differential equations—energy, moisture mass transfer,
and filtration. The IV function is determined through the phase transition criterion. It
represents the ratio of the change in moisture content of the material due to evaporation to
the total change in moisture content due to mass transfer and phase transitions. However,
these processes can take place independently of each other. That is why such a technique
is represented by the introduction of an additional unknown function, the estimation of
which requires conducting physical experiments. It should be noted that the model of A.V.
Luikov is quite widely used for the theoretical description of the drying process [17–22].
Therefore, the phase transition criterion is defined for a sufficiently wide range of materials.
In [17–21], the solution of the differential equations system of heat and mass transfer is
carried out by an analytical method under several assumptions. In [22,23], the expediency
of using numerical methods for the simultaneous solution of nonlinear differential transfer
equations included in the mathematical model of the drying dynamics of porous materials
is demonstrated.
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In [24], a mathematical model of the kinetics of high-temperature peat drying is
presented. It includes the thermal conductivity equation for a porous particle written in
a linear form and the Stefan boundary condition for heat transfer problems with moving
boundaries due to phase transitions. At the same time, it is assumed that the change in
moisture content W occurs only due to evaporation. The phase transition boundary divides
the volume of the particle into a dry region (without the liquid phase) and a wet region
(where the moisture content does not change and remains equal to the initial one). Such
assumptions are quite controversial from a physical point of view. However, they allow
us to use the quasi-stationary method of Leibenzon [25] to solve the problem and obtain
curves of changes in the average moisture content.

The paper [23] describes the molecular radiation theory of heat and mass transfer. It is
mainly based on the law of particle spectral-radiation intensity by N.I. Nikitenko, which
made it possible to mathematically describe the activation processes of evaporation [26] and
diffusion transfer [12]. This made it possible to build closed mathematical models of the
drying dynamics of consolidated and dispersed capillary-porous materials and colloidal
capillary-porous materials and solved several practical problems [8,27,28].

This work presents a mathematical model of high-temperature drying of milled peat.
In the final stage, it is accompanied by the initial stage of thermal destruction. The mathe-
matical model includes differential equations of energy and mass transfer of liquid, vapor,
and air phases. They are built based on the differential equation of substance transfer
(mass, energy, and momentum) for the deformable bodies [23,28]. The mathematical model
includes also the following additional equations:

• Darcy’s law for calculating the filtration velocities of the phases;
• the equation of state for calculating the pressures of the gas phase components;
• the expression for the capillary pressure of the liquid;
• the formula for the contact surface area of the liquid and gas phases in the pores of

the body;
• the thermal-concentration deformation equation;
• the formulas for the intensity of the phase transitions on the outer and inner surfaces

of peat particles and the diffusion coefficients of the liquid and gas phases.

During the drying process, under the action of heating when a certain temperature is
reached, the process of thermal decomposition of peat begins. In [5,7], the activation nature
of the thermal decomposition of the milled peat solid phase is experimentally proved.
Processing of the derivatographic studies results [6] of the thermal properties of the milled
peat solid residue, using the kinetic model of A.A. Broido [29], made it possible to determine
the numerical values of the effective activation energy, Aef, of the bound substance particles.
The Aef value [6] for crushed milled peat was included in the mathematical model. A
numerical method for calculating a mathematical model has been developed. It allows for
the determination of the dynamics of changes in temperature and volume concentrations
of the bound substance components in a porous particle, depending on its thermophysical,
structural, and geometric characteristics, as well as the parameters of the drying agent.
The development of drying modes of porous materials is based on specific calculations.
They ensure a reduction in the time of the process and, accordingly, energy resources for its
implementation while maintaining the high quality of the final product.

2. Materials and Methods
2.1. Mathematical Model

In a wet state, milled peat is a heterogeneous system that includes a base, in the pores
of which liquid, vapor, and air phases are kept. When the system is heated, each component
of the substance bound to the base begins to change its concentration as a result of diffusion
and filtration mass transfer. This also happens as a result of the phase transition of a liquid
to vapor. Peat belongs to the class of colloidal capillary-porous materials [10], the volume
of which can decrease several times upon drying. Material shrinkage, in turn, significantly
affects the dynamics of transfer processes [8,10,20,23,27,28,30,31]. Particles of milled peat
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when crushed have a shape close to spherical [24]. In a drum-type or aerodynamic dryer, the
uniform runaround of particles with a flow is achieved. The parameters of the flow along
the length of the drying chamber will be kept unchanged. In this case, the mathematical
model of diffusion–filtration heat and mass transfer, phase transitions, and deformation
during high-temperature drying of milled peat particles is represented by a system of
differential Equations (1)–(4):
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Here, T—temperature; Ufl, Uv and Uai—volume concentrations of liquid, steam, and
air; t—time; cef—effective specific volumetric heat capacity of a peat particle,
cef = cbρbΨb + cflUfl + cvUv + caiUai, cb, cfl, cv and cai—specific mass heat capacities of the
solid phase, water, steam and air, ρb and Ψb—density and volume fraction of the solid phase;
λef—effective thermal conductivity: λef = λbΨb + λflUfl/ρfl + λvUv/ρv + λaiUai/ρai; Dfl,
Dv and Dai—diffusion coefficients of liquid, vapor and air phases; IV—the intensity of
phase transitions in the body pores; L—latent heat of phase transitions; εV—relative volu-
metric strain; wefr—effective rate of filtration of the bound substance along the coordinate
r, wefr =

[
wflr cflUfl + wgr (cvUv + caiUai)

]
/cef, where wflr, wgr i—filtration rates of liquid

and gas phases.
The diffusion coefficient of the liquid phase is determined by the formula of N.I.

Nikitenko [12]: Dfl = γDfl[exp(AD/RuT)− 1]−1, where Ru—universal gas constant,
AD—activation energy of diffusion transfer, γDfl—diffusion coefficient. This formula is
present in boundary cases, when AD/(RuT) >> 1 it becomes the empirical Arrhenius
formula for solid bodies, and, when AD/(RuT) << 1 it becomes the Einstein formula for
liquid medium. Diffusion coefficients for gas phase components are found according to
the well-known formula [32]: Dv = Dai = γDvT3/2/Pg, where Pg—gas phase pressure,
γDfl—diffusion coefficient.

The filtration rates of the liquid wfl and gas wg phases are proportional to the pressure
gradients of the corresponding phase and can be calculated with Darcy’s Equation (5):

wψ = −K0Kψ
ηψ
∇Pψ, ψ = fl, g. (5)

Here, K0—total permeability of the medium; Kψ—relative permeability of the phase
ψ; ηψ—dynamic viscosity coefficient of the phase ψ.

The pressures of the liquid Pfl and gas Pg phases are calculated through functions
Ufl, Uv, Uai, and T. For this, the volume fractions of the body Ψb, liquid Ψfl, and gas
Ψg in the material are determined according to the following relations: Ψb = 1 − Π,
Ψfl = Ufl/ρfl and Ψg = 1 − Ψb − Ψfl, where Π—peat porosity and ρfl—liquid phase density.
The partial densities of steam and air are equal, ρv = Uv/Ψg and ρai = Uai/Ψg, respectively.
Partial pressures are found using the equation of state for diluted gases Pv = ρvRuT/µv and
Pai = ρaiRuT/µai. The pressure of the gas mixture will be Pg = Pv + Pai. Liquid phase
pressure will be Pfl = Pg + Pcap, where the capillary pressure Pcap is calculated [8,23] as the
average capillary pressure of the liquid. The volume of liquid dV(r), contained in capillaries
with a radius from r to r + dr in a unit volume of the body is proportional to the differential
function f (r) of the capillary size distribution and the volume fraction θ(r) of the capillary,
which is occupied by liquid: dV(r) = θ(r)f (r)dr. Then, the average value of the capillary
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pressure at a given point of the body is represented by an expression similar to the Laplace
Equation (6):

Pcap = 2σ(T)
rmax∫

rmin

θ(r)
r

f (r)dr/
rmax∫

rmin

θ(r) f (r)dr =
2σ(T)

r∗ , rmin < r∗ < rmax (6)

where rmin, rmax—minimum and maximum pores radius and r*—characteristic parameter
of pore size dispersion.

The function θ(r,t) in a capillary of radius r at time t is determined by the expression
obtained as the ratio of the cross-sectional area of the capillary occupied by liquid to its
total cross-sectional area θ(r, t) = π

[
r2 − (r− δ)2

]
/πr2 = 2δ/r− δ2/r2 = 1− (1− δ/r)2.

Where δ is the thickness of the liquid layer on the walls of partially-filled capillaries. It was
obtained by the formula for the equilibrium thickness of the condensate layer on a solid
surface obtained in [26], Equation (7):

δ = δ∗δ = δ∗(1 −
√

1−ϕ
)

(7)

Here, ϕ—degree of saturation of the steam and gas mixture at a given temperature,
ϕ = PΠ/PH(T); δ*—the average displacement length of an activated particle in the liquid
layer, δ∗ = A/(ξn). Where A is activation energy at which a liquid particle can move,
ξ = const—coefficient of resistance to the particle movement to the free surface of the body,
n—density of evaporating molecules, n = UflNA/µ, µ—molar mass, NA—the Avogadro
number; δ = δ/δ∗ when 0 < δ < δ∗ and δ = 1 when δ > δ∗. The value δ* can be
considered as the thickness of the boundary layer. It is adjacent to the free surface of a
rather massive, condensed body in which the evaporation process takes place.

The saturation pressure was calculated according to the formula of N.I. Nikitenko [26],
Equation (8):

Ps = NP
√

T[exp(A/RuT)− 1]−1, NP = const. (8)

The values of A and NP can be found as a result of the solution of the system of two
equations obtained by writing Equation (8) for two points on the saturation line. They
correspond to the values of T1, Ps1 and T2, Ps2 in the table of saturated steam and water,
respectively. Formula (8) is valid for liquids of various natures and is quite accurate. This
is the case when dividing the temperature interval of the existence of water into two areas
0 < T < 100 ◦C and 100 < T < 374 ◦C. The maximum errors of calculated and tabular data
were: Πmax = 3.4% when A’ = 0.4206 × 108 J/mol and N = 0.4361 × 1010 kg/(m·s2·K0.5) for
the first interval, and Πmax = 2.6% when A’ = 0.3689 × 108 and N = 0.8514 × 109 for the
second interval. Here is A’ = ANA.

The intensity of liquid evaporation on the outer surface of thorium particles is found
as the resulting flow of evaporating and condensing particles [23,26] according to the
Formula (9):

I = γc

{
ϕb

(
exp

[
A

Ru T|ν=0

]
− 1
)−1
−ϕe.m.

(
exp

[
A

RuTe.m.

]
− 1
)−1

}
(9)

Here, γc—coefficient of evaporation from the surface, γc= ερflδ∗/4; ε—coefficient of
evaporation; ϕb—moisture content of the body, which can be considered as the relative
moisture content of the steam and gas mixture, which, according to the sorption isotherm,
corresponds to the volume concentration of the liquid (7): ϕb = δ(2− δ).

The intensity of evaporation in the pores of the body is found by the formula that fol-
lows from (9) under the condition of local thermodynamic equilibrium of coexisting phases:

IV = γc

[
exp

(
A

RuT

)
− 1
]−1

(ϕb −ϕ)S (10)
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Here, S is the contact area of the liquid and gas phases in the pores of the body unit
volume that are not completely filled with liquid. The function S varies from zero, in
the case of capillaries completely filled with liquid, to the value of the specific surface of
the pores Smax [33] freed from the liquid. This function can be determined based on the
equation of the sorption isotherm [23]. According to the equation ϕ = fϕ(Ufl) the relative
moisture content of the airϕ is found, which corresponds to the volume concentration of the
liquid Ufl at the considered point of the porous body. Formula (7) determines the average
thickness δ of the condensate layer on the surfaces of partially-filled capillaries. During
the time interval dt, as a result of the processes of evaporation and heat and mass transfer,
the thickness δ will change by the value dδ. This value is found when differentiating (7):
dδ = δ∗dϕ/(2

√
1−ϕ). The volume concentration of the liquid will change in the same

period of time to dUfl = ρflSdδ. Here, the expression for the contact area of the phases S is
represented by the Equation (11):

S =
2
√

1−ϕb
ρflδ∗

∂Ufl
∂ϕb

(11)

The derivative ∂Ufl/∂ϕb is determined by differentiating the desorption isotherm
equation. For wood peat, the results on the equilibrium moisture content [10] are rather
well-approximated by the equation Ufl = 0.3Umax(ϕb/(1−ϕb))

1/3.
The relative volume deformation εV is based on the differential equation of the thermal-

concentration deformation [23]. In spherical coordinates, for the case of uniform blowing
of the body, when there is axial symmetry of the deformation and the radial displacement
ur depends only on the radius r, and there are no displacements uϕ, uθ in the directions of
ϕ and θ, the thermal-concentration deformation equation is represented in the following
form (12):

2
d
dr

(
G

dur

dr

)
+

d
dr

(
G1

dur

dr

)
+ 2

d
∂r

(ur

r

)
+

4G
r

(
dur

dr
− ur

r

)
− d

dr
[N(2G + 3G1)] = 0 (12)

Here, G, G1—Lamé coefficients, G = Ey/[2(1+νΠ)], G1 = EyνΠ/[(1− 2νΠ)(1+νΠ)];
νΠ—Poisson’s ratio; Ey—modulus of elasticity; N—thermal-concentration function [34,35],
which determines the change in the specific volume of a body during its free expan-
sion caused by the processes of thermal conductivity, diffusion, filtration, phase, and
chemical transition, N = βT(T − T0) + ∑

ψ
βψ(ωψ −ωψ0). There βT = (∂x/∂T)/x and

βψ = (∂x/∂ωψ)/x are average coefficients of thermal and concentration expansion in the
intervals of temperature [T, T0] and mass concentration of the component ψ [ωψ, ωψ0].
The function εV is related to the normal components εrr, εϕϕ, εθθ of the deformation tensor
εij (i, j = 1, 2, 3) by the relation εV(t) = [1 + εrr(t)][1 + εφφ(t)][1 + εθθ(t)] − 1], where
εrr = dur/dr, εϕϕ = εθθ = ur/r. If the body is capillary-porous, its shrinkage during drying
can be neglected, and εV = 0.

The influence of the thermal decomposition of peat on the dynamics of drying is
accounted for, given that the processes of thermal destruction, diffusion, and evaporation
are activational [3–7,23]. Pyrogenetic water is removed together with the remains of free
water and the one bound to the solid phase of peat. As was studied in [5], the beginning of
the thermal decomposition stage in the process of milled peat dehydration is characterized
by a noticeable decrease in the effective activation energy of moving microparticles. This
means there is a diffusion transfer of molecules of a pyrogenetic water mixture, which
begins to be released during the thermal decomposition of hemicellulose, and the remains
of natural water contained in the peat pores. This transfer will occur when they reach a
lower energy level than the activation energy of microparticles of bound water. It has been
considered that A.V. Luikov’s kinetic equation of drying [10,16] and the kinetic equation
of thermal conversion by A.A. Broido [29] have the same structure. This means that the
differential equations of substance transfer can be used to adequately describe the dynamics
of compatible drying processes and the first stage of thermal decomposition. Thus, the data
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on the temperature Tt of the beginning of the thermal decomposition of peat and the values
of the effective energy of activation Aef are obtained. Thus, in the process of calculating
the dynamics of high-temperature drying based on the mathematical model (1)–(4), as the
temperature Tt is reached in individual points of the peat particles, the values of Aef should
be included in the formulas for Dfl, Ps, Iv and I.

2.2. Single-Valued Condition

While modeling drying processes, it can be assumed that the milled peat was in
equilibrium with the surrounding environment before the initial moment of time. Its initial
temperature T0 and pressure Pg of the steam and gas mixture in the internal points of the
body are equal to the environmental temperature Te.m. and pressure Pe.m., respectively.

The conditions of heat and mass transfer at the boundary r = 0 represent the conditions
of symmetry of the temperature fields and volume concentrations of the bound substance
components, Equation (13):

∂T
∂r

∣∣∣∣
r=0

= 0,
∂Ufl
∂r

∣∣∣∣
r=0

= 0,
∂Uv

∂r

∣∣∣∣
r=0

= 0,
∂Uai

∂r

∣∣∣∣
r=0

= 0 (13)

At the outer boundary r = R, there are conditions of the third kind, Equations (14)–(17):

λ ef
∂T
∂r

∣∣∣∣
r=R

+ wef r
∂T
∂r

∣∣∣∣
r=R

= α(T|r=R − Te.m.)− L I|r=R (14)

Dfl
∂Ufl
∂r

∣∣∣∣
r=R

+
∂(wfl rUfl)

∂r

∣∣∣∣
r=R

= I|r=R (15)

− Dv
∂Uv

∂r

∣∣∣∣
r=R

+
∂(wvrUv)

∂r

∣∣∣∣
r=R

= γv,e.m.
(

Uv|r=R − ρv,e.m.ψv
)

(16)

Uai|r=R =
Pe.m.ψgµai

Ru T|r=R
− Uai|r=R

µai
µv

(17)

Expression (16) is obtained from [23] considering the following conditions: when the
system enters the equilibrium state t→ ∞, parameters ρv = ρv,e.m., T|r=R = Te.m..

The formula for heat transfer in a fluidized bed can be used to determine the heat
transfer coefficient α [36]: Nu = 0.03Pr0.33Re. The similarity criteria Nu and Re include a
diameter of the peat particle that depends on time due to shrinkage.

2.3. Numerical Method of Solution

The system of differential Equations (1)–(4) under boundary conditions (13)–(17),
closed by relations (5)–(12), is essentially nonlinear. Its implementation is possible using a
numerical method. Equations (1)–(4) contain convective terms, and for their solution, it
is advisable to use the explicit three-layer scaling difference circuit of N.I. Nikitenko. [22].
An advantage of this circuit is [27] the simplicity characteristic of all explicit circuits, and,
similar to the known implicit circuits, it allows the choosing of arbitrary time steps without
deteriorating the accuracy of the solution. In addition, mass transfer Equations (2)–(4)
contain terms related to peat shrinkage. To take into account its influence on the required
functions, the procedure of splitting the algorithm by physical factors is involved. The
difference approximations of the differential Equations (1)–(4) are built on the non-uniform
difference grid ri = ih, (i = 0, 1, . . . , IK; h 6= const), tn = nl (n = 0, 1, . . . , l > 0). There, h is
the spatial coordinate step, and l is the time step. At the initial time, the following applies:
h = d/(2·IK), where d is the peat particle diameter (Figure 1).
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Figure 1. View of the computational domain.

Per the mentioned approach, the difference approximation of the liquid phase transfer
Equation (2) is represented by the Equations (18)–(20):

Un+1
fli
−Un

fli

l
= −

[(
(wflrUfl)

n
i+1 − (wflrUfl)

n
i
)
−
(
(wflrUfl)

n
i − (wflrUfl)

n
i−1
)]

/
(

2h2
)

(18)

(1 + Ωfl)
Ũn+1

fli
−Un+1

fli
l −Ωfl

Un
fli
−Un−1

fli
l =

= −
[(

(wflrUfl)
n
i+1 − (wflrUfl)

n
i

)
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(
(wflrUfl)
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i − (wflrUfl)

n
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/
(
2h2)+

+ 1
2r2
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[(
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2
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)(
Un

fli+1
−Un

fli

)
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(

Dfli r
2
i + Dfli−1

r2
i−1

)(
Un

fli
−Un

fli−1

)]
/h2 − IV ,

(19)

Un+1
fli
− Ũn+1

fli

l
=

Ũn+1
fli

1 + εV

εV
n+1 − εV

n

l
(20)

Equations (3) and (4) are approximated similarly. The differential approximation of
the energy Equation (1) based on an explicit scaling difference circuit is represented by two
Equations (21) and (22):

Tn+1
i − Tn

i
l

= −
[(
(wefrT)n

i+1 − (wefrT)n
i
)
−
(
(wefrT)n

i − (wefrT)n
i−1
)]

/
(

2h2
)

(21)

(1 + ΩT)
Tn+1

i −Tn+1
i

l −ΩT
Tn

i −Tn−1
i

l =

= −
[(

(wefrT)n+1
i+1 − (wefrT)n+1

i

)
−
(
(wefrT)n+1

i − (wefrT)n+1
i−1

)]
/
(
2h2)+

+ 1
cef

{
1

2r2
i

[(
λefi+1r2

i+1 + λefir2
i
)(

Tn+1
i+1 − Tn+1

i

)
−
(
λefir2

i + λefi−1r2
i−1
)(

Tn+1
i − Tn+1

i−1

)]
/h2 − IV

} (22)

The boundary condition (15) for the surface r = R is represented by the finite difference
Equation (23):

Dfl
Un+1

flIK −Un+1
flIK−1

h + Un+1
flIK−1

K0Kfl
ηfl

Pn
flIK−Pn

flIK−1
h =

= γc

{
ϕbIK

[
exp

(
A

RuTn
IK

)
− 1
]−1
−ϕe.m.

[
exp

(
A

RuTe.m.

)
− 1
]−1
} (23)
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Similar difference equations approximate the boundary conditions (14), (16), and (17).
The approximation error of differential Equations (1)–(4) by difference equations of the
form (18)–(20) has the order of O(l + h2). The weight parameter Ωψ (ψ = T, fl, v, ai) allows
to increase in the time step, Ωψ ≥ 0. The necessary conditions for the stability of the
difference equations, obtained based on the method of a conditional set of some required
functions of the system [22], have the form of inequality (24):

lψ ≤
{

h
wr

; (1 + 2Ωψ)
h2

2νψ

}
, (ψ = T, fl, v, ai) (24)

where wr = wefr, νψ = λef/cef, Ωψ = ΩT when ψ = T; wr = wflr, νψ = Dfl, Ωψ = Ωfl when ψ
= fl; wr = wgr, νψ = Dv, Ωψ = Ωv when ψ = v; wr = wgr, νψ = Dai, Ωψ = Ωai when ψ = ai.
The calculated time step for the solution of the system (1)–(4) is selected from the condition
l ≤ min(lT ; lfl; lv; lai). In accordance with (24), ΩT, Ωfl, Ωv and Ωai are determined after the
optional sampling of the difference grid h steps.

2.4. Approbation

To confirm the adequacy of the mathematical model (1)–(4) and the effectiveness
of the numerical method, a comparison was made. It consisted of the results of the
calculation of the dynamics and kinetics of lowland peat particles drying in the airflow
and the results of an experimental study of the peat particles drying kinetics under the
same initial conditions. The particles were placed on a mesh surface made of aluminum
and evenly blown with atmospheric air with a temperature of Te.m. = 120 ◦C, at velocity of
we.m. = 1 m/s and moisture content of de.m. = 10 g/kg of dry air. The shape of the particles
was close to spherical with a diameter of 7 mm, the initial temperature was T0 = 291 K, the
initial moisture content—W0 = 0.97 kg/kg, the porosity—Π = 0.6, the specific surface area
Smax = 8 × 105 m2/kg. For the calculation, thermophysical parameters of peat were
taken [37]: λb = 0.08 W/(m·K); cb = 1970 J/(kg·K); ρb = 700 kg/m3. The activation energy
was A = AD = 0.4350 × 108 J/kmol [5]. The constants used in the calculation are presented
in Table 1. The constants for the coefficients of diffusion and evaporation from surface are
determined by the experimental verification.

Table 1. Values of refined constants.

Name Meaning

Constants for coefficients of diffusion, γDfl = 0.9 × 10−8 m2/s; γDv = 0.134 × 10−4 m2/s;
Coefficient of evaporation from surface, γc = 0.2578 × 10−4 kg/(m2·s);
Total permeability of the medium, K0 = 1 × 10−5;
Relative permeability of the fluid, Kfl = 0.2 × 10−14;
Relative permeability of the gas, Kg = 1.1 × 10−8;
Characteristic parameter of pore
size dispersion r* = 1 × 10−8 m.

Figure 2 shows the curves of changes over time in the average moisture content of a
peat particle, obtained by numerical and physical experiments. It also presents the results
of calculating the change in the average temperature of the particle and the temperature on
its outer surface. The maximum error of the difference of the values does not exceed 4%.
This indicates the possibility of using the developed mathematical model and calculation
method to study the dynamics of peat drying in a dispersed state in the aerodynamic layer.

Figure 3 shows the time dependencies of coordinates of spatial nodal points along the
peat particle radius. At the beginning of the drying process, the most significant changes
in the liquid phase volume concentration, Ufl, take place at the outer boundary. Due to
shrinkage, the surface area of the external forces tends to decrease. The inner layers of
the particle, in which the volume concentration changes more slowly under the action of
compressive forces, somewhat reduce their area. At the same time, they increase in their
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thickness in such a way that their volume is practically unchanged. As the equilibrium
moisture content is approached, a more uniform displacement of the coordinates of the
nodal points along the radius of the particle is observed. The shrinkage of the particle was
28%, which corresponds to the data given in [10].
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Figure 2. Graphs of changes in the average values of moisture content W and temperature T, as well
as the temperature on the surface TIK of a spherical particle of peat with a diameter of d = 7 mm during
its drying with the flow uniform washing with the following parameters: Te.m. = 120 ◦C, we.m. = 1 m/s,
de.m. = 10 g/kg of dry air.
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The temperature of thermal decomposition of peat (lowland peat with average degree
of decomposition) was taken [5] as 175 ◦C. The activation energy of the movement of
the bound substance particles, when peat is heated above the temperature of the thermal
destruction beginning, is lower than that of the physically and chemically bound water [5]
in the temperature range of 28–175 ◦C and is equal to Aef = 0.370× 108 J/kmol. Accordingly,
the intensity of reaching the final peat moisture content with the simultaneous thermal
decomposition process will increase. In order to account for the influence of thermal
destruction on the dynamics of peat particle dehydration, the calculation program assumed
the condition of a local change in the activation energy. The program itself was developed
on the basis of the mathematical model (1)–(4) and the numerical method (18)–(22). The
abovementioned means that when a temperature of 175 ◦C is reached at this nodal point of
the particle at the given moment of time, in expressions (8)–(10), and for Dfl, the value of
the activation energies A and AD changed to the effective Aef. The results of calculating
the change over time in the average values of temperature and moisture content of the
particle are presented in Figures 4–6. Figures 4–6 also show the results of calculating the
temperature change of the surface in contact with the high-temperature flow without taking
into account thermal decomposition and taking into account its effect on the duration of
dehydration. To exclude the self-ignition of particles, there was a flow of flue gases. When
conducting numerical experiments, the temperature of the flow Te.m. and particle size were
varied. The flue gases flow velocity was we.m. = 4 m/s.
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At a flow temperature of 300 ◦C, in a particle with a diameter of 10 mm (Figure 4),
thermal destruction begins when its moisture content W is 12%. The time of reaching the
moisture content of 8%, accounting for the effect of thermal decomposition, is 27% less
than in cases neglecting this process. In addition, an important point in the development of
high-temperature drying technologies is the completion of the process before the begin-
ning of the second stage of thermal decomposition. The second stage can begin already
at a temperature of 260 ◦C, and a particle achieves it faster due to the decomposition
of hemicellulose.
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Figure 5. Changes over time in the average values of moisture content W and temperature T,
temperature TIK on the surface of a spherical particle of peat with a diameter of d = 10 mm (a) and a
diameter of d = 13 mm (b) during drying with and without taking into account thermal destruction
(W1, T1, TIK1) in the flow of flue gases with parameters: Te.m. = 400 ◦C, we.m. = 4 m/s, de.m. = 12 g/kg
of dry gas.
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temperature TIK on the surface of a spherical particle of peat with a diameter of d = 10 mm (a) and a
diameter of d = 13 mm (b) during drying with and without taking into account thermal destruction
(W1, T1, TIK1) in the flow of flue gases with parameters: Te.m. = 500 ◦C, we.m. = 4 m/s, de.m. = 12 g/kg
of dry gas.

When the temperature of the drying agent is increased by 100 ◦C for a particle of
the same size, thermal decomposition begins at a moisture content of W = 10% and the
time to reach W = 8% is reduced by almost 3 times (Figure 5a). At the same time, the
effect of thermal destruction becomes even more noticeable. The time of the first stage
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of decomposition is limited to an interval of 1.5 s, and for a particle with a diameter of
13 mm—to an interval of 2 s (Figure 5b).

At a flow temperature of 500 ◦C, dehydration occurs so quickly (Figure 6) that the
temperature of the thermal destruction’s beginning is reached by peat particles of the
adopted sizes when they reach a final moisture content of 8%.

The temperature and velocity of the drying agent should be selected based on a
number of conditions. Among them, there is the productivity of the technological line for
the production of peat briquettes, the technical characteristics of the dryer, the dispersed
composition of milled peat, its initial humidity, and the moisture content of the drying
agent. The presented mathematical model and the method of its calculation, which are
the basis of the computer program, make it possible to account for the influence of all the
specified factors and to choose rational parameters of the flow.

3. Discussion

In the technological chain of processing peat into fuel briquettes, the process of dehy-
dration is the most energy-consuming and most decisive for fuel quality. The organization
of high-temperature drying of milled peat contributes to solving the issue of energy saving
and increasing the calorific value of fuel under the condition of passing the first stage of
thermal decomposition [5–7]. The development of effective modes of high-temperature
peat drying is possible on the basis of mathematical modeling of the dynamics of heat and
mass transfer, phase transitions, and shrinkage under the appropriate conditions of the
process. In addition, it is possible when there is information about the kinetic characteristics
of thermal destruction in a wide temperature range. The attempt to calculate drying and
thermal destruction together was justified by the activation nature of the processes of diffu-
sion, evaporation, and thermal decomposition [3–7,23]. The mathematical model (1)–(4)
presented in the work includes the formulas for the diffusion coefficient Dfl of the liquid
phase, the intensity of evaporation on the outer and inner surfaces of peat particles, and for
the saturation pressure. The formulas take into account the dependence of these parameters
on temperature and activation energy at each spatial and temporal calculation step. The
first stage of thermal destruction is the decomposition of hemicellulose. It is accompanied
by the removal of oxygen-containing gases and pyrogenetic moisture and is characterized
by a sharp change in the effective activation energy. When peat particles are in contact with
a high-temperature flow, the temperature of their outer surface can reach the temperature of
thermal decomposition. However, the internal pores will still contain a liquid phase. In this
case, the removal of bound water will occur together with pyrogenetic water. This allows us
to consider that the proposed approach, when the mathematical model takes into account
the simultaneous processes of drying and thermal destruction of peat by means of a local
change in the activation energy at the nodal points of the particles, is physically justified.

4. Conclusions

A mathematical model and a numerical method for calculating the dynamics of
diffusion–filtration heat and mass transfer, phase transitions, and shrinkage during the
dehydration of spherical capillary-porous colloidal peat particles have been developed.
This allows the determination of the temperature fields, volume concentrations, and partial
pressures of the liquid, vapor, and air phases in the body. Additionally, this allows us to
determine the drying time depending on the temperature, moisture content, and velocity
of the drying agent, geometric and thermophysical characteristics of the wet body. Physi-
cal and numerical experiments were conducted in order to confirm the adequacy of the
developed mathematical model and the possibility of its application for the development
of peat drying modes. The approach, where the mathematical model takes into account
the simultaneous processes of drying and thermal destruction of peat, is proposed. When
developing modes of high-temperature peat drying, this allows us to observe the conditions
for passing the first stage of thermal destruction and completing the drying process when
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the particles reach the temperature at the beginning of the second stage of destruction. This
increases the calorific value of fuel peat briquettes.
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Abstract: In recent decades, the intensive development of renewable energy technology has been
observed as a great alternative to conventional energy sources. Solutions aimed at individual
customers, which can be used directly in places where electricity is required, are of particular interest.
Small wind turbines pose a special challenge because their design must be adapted to environmental
conditions, including low wind speed or variability in its direction. The research study presented in
this paper considers the energy efficiency of a small wind turbine with a horizontal axis of rotation.
Three key design parameters were analyzed: the shape and inclination of the turbine blades and
additional confusor–diffuser shape casings. The tests were carried out for three conceptual variants: a
confusor before the turbine, a diffuser after the turbine, and a confusor–diffuser combination. Studies
have shown that changing the shape of the blade can increase the analyzed wind turbine power by
up to 35%, while changing the blade inclination can cause an increase of up to 16% compared to the
initial installation position and a 66% increase in power when comparing the extreme inclination
of the blades of the tested turbine. The study has shown that to increase the wind speed, the best
solution is to use a confusor–diffuser configuration, which, with increased length, can increase the air
velocity by up to 21%.

Keywords: small wind turbine; horizontal-axis wind turbine; diffuser/confusor augmented wind
turbine; wind concentrators; computational fluid dynamics

1. Introduction

The increase in greenhouse gas emissions, high energy consumption, and depletion
of natural resources are just some crucial factors that contribute to the development of
alternative-energy-source technologies. Renewable energy is a fundamental element of
the sustainable energy strategy. Due to its inexhaustible potential, its affordability, the
reduction in pollution, and the availability of new technologies on the market, renewable
energy sources are an interesting alternative to generating energy based on fossil fuels.
Among the solutions commonly used and available on the market, there are photovoltaic
panels, wind turbines, and hydroelectric power plants. In recent years, wind power plants
have gained popularity. Wind potential has long been widely used by humans in everyday
life, initially in navigation and as a driving force for windmills used in pumping water
systems or mills. Currently, many solutions are available on the market, differing in
construction, electrical power, and turbine size.

1.1. Wind Energy

Wind energy has become one of the most dynamically developing industries in recent
years. Extensive wind farms are a common element of the landscape of many countries.
In addition, more and more wind turbines are being installed on the roofs of buildings or
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nearby. The wind turbine is the most important element of every wind power plant that
converts the kinetic energy of the wind into useful electrical energy. The design parameters
of the turbine determine the properties and power achieved by the wind power plant.

Depending on the position of the axis of rotation of the turbine rotor, Horizontal-Axis
Wind Turbines (HAWT) and Vertical-Axis Wind Turbines (VAWT) turbines are distin-
guished. Currently, the most commonly used solution involves large wind turbine sets
with a horizontal axis, where the height can reach a height of up to 100 m. The production
of wind power plants depends on the design of the wind turbines and the wind speed.
Turbines with a vertical axis of rotation are increasingly being used in urbanized areas,
where they are installed directly on buildings. The blades of this design generate less noise,
and their main advantage is their independence from changes in the wind direction, as
they do not require the use of mechanisms for setting up against the wind direction, unlike
turbines with a horizontal axis. This type of construction could operate at low values of
wind velocity and is characterized by a simple, easy-to-maintain structure [1].

1.2. Energy Efficiency of Wind Turbines

Wind energy is a widely available source of energy that can be effectively converted
into electrical energy using appropriate technologies. Existing mathematical formulas
allow the estimation of the electrical power that could be obtained from the operating wind
turbine. This formula presents the relationships of the amount of generated energy that can
be obtained from the wind under a given wind speed, dependent on the device efficiency
resulting from the turbine design. The value of the power P generated from the wind can
be estimated from the following formula [2]:

P = Cp·
ρ

2
·A·vw

3 (1)

where ρ is the air density (kg/m3), vw is the air velocity (m/s), A defines the swept area of
the blades (m2), and Cp denotes the power coefficient.

This equation shows the importance of the wind velocity, which is in the third power.
Wind speed is the main factor taken into account in the analysis of wind energy. Doubling
the wind speed causes an eight-fold increase in the wind turbine power. The power of the
wind turbine also depends on the area swept by the turbine blades, which signifies the
advantages of large wind turbine blades. The formula also includes the power coefficient
Cp, which expresses the degree of utilization of the total wind power. According to Betz’s
theory, the maximum possible value of Cp is approximately 59% [3]. The power coefficient
depends on the type of wind turbine and changes for a given design, depending on the
tip speed ratio (TSR), which expresses the ratio of the velocity of the blade tip to the wind
speed [2]. Figure 1 presents the power coefficient Cp values for different wind turbine
solutions and the different values of the tip speed ratio (TSR).

1.3. Optimization Solutions to Increase the Efficiency of Wind Turbines

Commercial wind turbines are currently made mostly with a horizontal axis of rotation
and with three blades. They constitute about 95% of all installed turbines [4]. A small
percentage of the market is covered with wind turbines with a vertical axis of rotation.
Currently offered devices are mostly large structures, typically designed and optimized as
free-standing devices. Very often, designers or constructors do not consider interactions of
the wind turbine with the surrounding constructions. The widespread increased interest in
distributed energy is a contribution to scientists’ attention to small wind turbines intended
for individual purposes. One of the main limitations in domestic application is the low wind
speed and high turbulence intensity caused by the roughness of the terrain and existing
buildings. An additional challenge is the prediction of the actual efficiency of small wind
turbines due to the difficulties in estimating wind conditions in a given location without
having detailed measurements [5]. For this reason, research in this area mainly focuses on
optimizing the structures used to improve their efficiency in unfavorable conditions.
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In the literature, several analyses of the shape of blades or rotors and their impact
on the obtained power can be found [6–11]. At the design step, it is necessary to consider
not only the maximization of efficiency and minimization of the costs of obtained electric
energy, but also operational problems such as the start-up velocity and the low wind speed
at which the turbine should also operate [10]. Rezaeiha et al. [11] analyzed the effect of the
blade pitch angle on the efficiency of a turbine for a VAWT. The results of CFD simulations
indicate a clear dependence of the load distribution on the pitch angle, which gives greater
possibilities for optimizing the efficiency of the wind turbine.

A good solution for small domestic installations in areas with low and time-varying
wind velocity appears to be the application of vertical-axis wind turbines [12,13]. Small
vertical-axis wind turbines can be an effective solution, especially for zero-energy buildings
and urban models of distributed energy generation. Due to the significant dependence of
turbine operation on wind velocity, a thorough environmental analysis is necessary when
designing the installation, allowing the selection of an appropriate turbine construction and
location. It is particularly crucial to include in the analysis the interactions between winds,
buildings, and the topology of the urban area [14–17]. To improve the efficiency of wind
turbines, they are most often placed on the roofs of buildings. This allows for reducing the
interference related to turbulence caused by the interaction of the wind with the ground and
buildings [18]. High turbulence intensity can result in lower energy production as well as
higher mechanical stresses on the turbine components [19]. The Savonius turbine analyzed
in the wind tunnel [20] showed that high-intensity turbulent flow affects the fluctuations
of the loads acting on the turbine blades and consequently impacts the efficiency of the
entire device. According to the measurements, for wind speeds below 7 m/s, the energy
generated during high-intensity turbulent flow exceeded that obtained with a uniform flow
of the same speed. After exceeding the certain velocity of wind, the energy generated for
turbulent flow was significantly lower.

Efficiency can be improved by increasing airflow onto the wind turbine rotor. In the
literature, several methods can be found to increase airflow, for example, by using “diffuser
augmentation”. A diffuser-augmented wind turbine (DAWT) has a diffuser installed
downstream of the blades or a concentrator upstream to increase the flow speed acting on
the blades [3]. There are many ducted or shrouded solutions for wind power applications,
especially for small systems for individual users. This interest is mainly related to the
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fact that such wind turbines can be significantly more efficient than similar rotors under
free-flow conditions [21]. The subject of many studies [22–25] was to analyze the use of
additional elements to increase the velocity of the air acting on the rotor, typically in the
form of diffusers or concentrators. Bontempo et al. [26] presented a numerical analysis
of the rotor enclosed in a profiled shroud. The authors noted that although an additional
shroud for an existing turbine increases the turbine efficiency, significantly higher gains
can be achieved by designing both the blades and the housing simultaneously to adapt
the rotor geometry to the flow characteristics. In the study by Sridhar et al. [27], the
authors analyzed the effect of diffuser geometric parameters, including the presence of
slits and bleed air holes (the slotted DAWT). Their study showed that both slotted and
non-slotted DAWTs obtained higher efficiency than the open wind turbine. Additionally,
the slotted diffuser allowed for a 31% increase in air velocity compared to the full casing.
Bontempo et al. [28] presents an approach to evaluating the performance of an optimal
Joukowsky (free-vortex) rotor enclosed in a duct of general shape. Refaie et al. [29] studied
an augmented horizontal-axis wind turbine. The authors analyzed the performance of the
wind turbine through numerical investigation and an Archimedes-spiral wind turbine was
selected as a test case. The main aim was to specify the optimal design, including additional
concentrators, and therefore, to obtain the best performance of wind turbines for urban
areas. Teklemariyem et al. [30] investigated the optimization of the geometry of the diffuser
to increase airflow through the HAWT rotor. The analysis included different cross-sectional
shapes, variable diffuser angles, and the presence of a flange. The obtained results allowed
for the selection of a diffuser that would allow for the highest inflow velocity. Similar
research was carried out by Shambira et al. [31]. The authors developed a diffuser design
optimization model in the context of selecting the most appropriate geometric dimensions
to achieve the highest flow velocity. Among the geometric parameters analyzed, in addition
to the lengths of individual sections of the concentrator–throat–diffuser set, the diffuser and
concentrator angles and flange height were also included. Based on the statistical analysis,
it was noted that the concentrator length and diffuser length turned out to be the factors
with the greatest influence, resulting in the highest increasing velocity.

This paper focuses on the influence of the design of a small wind turbine on energy
efficiency. Among the parameters studied, both the shape and inclination of the rotor
blades as well as the use of additional wind-concentrating elements were analyzed. The
work was divided into two stages. In the first stage, experimental tests of different blade
shapes on the achieved efficiency of the wind turbine were carried out. The angle of the
blade was also taken into account during the measurements. In the next step, the influence
of the additional aerodynamic shield on the air velocity flowing onto the turbine rotor
was analyzed.

2. Materials and Methods

Commercial wind turbines are currently made mostly with a horizontal axis of rotation.
One of the main limitations in domestic applications is the low wind speed. HAWTs are
characterized by a higher power coefficient Cp but require higher wind speeds than VAWTs.
Due to the small amount of data for horizontal-axis wind turbines of small diameter and
operation at low wind speeds, the research in this article was focused on such an object.

The basic practical parameter that characterizes a wind turbine, crucial for potential
users, is the electrical power that can be generated. Available turbines, especially for
individual use, differ significantly in construction, number, as well as the shape of the
blades. The experimental study carried out concentrates on measurements of the power
generated by wind turbines and includes the effect of the shape of their blades and their
inclination on the power and, as a consequence, on obtained wind turbine performance.
With the development of computational fluid dynamics (CFD), numerical studies of wind
turbines have become increasingly popular and attractive. Simulation studies involve a
lower cost than experimental measurements in a wind tunnel. Numerical analyses are used
to develop the optimal blade shape and also to determine the performance of the entire
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turbine. An interesting issue analyzed using CFD is the impact of additional elements
on turbine performance. The numerical analyses described in this article concentrate on
evaluating the possibility of increasing the velocity of air coming over the turbine blades.
The possibility to increase air velocity is extremely attractive from a wind turbine power
perspective. As can be seen in the formula (Equation (1)) for the amount of power generated
by a wind turbine, air velocity is one of the most important factors affecting power output
because it appears in the formula at the third power. The research presented in this paper
is divided into two parts, as described in the previous chapter.

2.1. Experimental Set-Up and Methodology

A research study has been carried out for horizontal-axis wind turbines with a diameter
of up to 2 m. The laboratory tests were constructed to determine key turbine parameters
under various conditions. The first step of testing consisted of determining the power
generated by four different wind turbines, which differ in shape and also in the number
of their blades. The second step of testing was performed only for the wind turbine
characterized by having the best results from the first step of the evaluation, and this was
intended to estimate the effect of the angle of attack of the turbine blades on its basic
performance parameters. For the purpose of determining the effect of the angle of attack
of the turbine blades, each of the turbine blades was individually rotated using plastic
wedges. Wedges with different angles were used in the tests. During the laboratory tests,
the turbine’s rotational speed and the power generated by the turbines were measured in
detail. All tests were carried out at constant wind speed and for various electrical loads
of wind turbine generators. Measurements were performed for an air velocity equal to
8 m/s and the maximum rotational speed of the turbine rotor equal to 450 RPM. During the
laboratory test, the electrical load was connected to the turbine’s electrical generator and
its value was set up during the measurements. The laboratory test stand was equipped,
among other things, with an inverter-controlled set of 9 fans that were able to simulate
wind velocity at the required level of magnitude and profile, as well as with a programming
DC electronic load connected to the turbine electric generator RND 320-KEL103. Figure 2
shows the laboratory test stand including the above-described elements.
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The shape of the turbine blades used in the study is shown in Figure 3.
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Figure 3. Rotor turbine blades with different shapes: (a) BL1; (b) BL2; (c) BL3; and (d) BL4.

The first type of turbine, indicated as BL1, was characterized by blades with the largest
chord, and the rotor used in this test consisted of 5 blades. The results for the second turbine
were labeled BL2. This turbine was characterized by three blades and the second-largest
chord of the tested blades. The rotors composed of BL3- and BL4-shaped blades were
measured as five-bladed wind turbines, with the blades of the BL3 turbine having the
smallest chord of all those tested.

2.2. Numerical Simulation Methodology

Numerical analyses were carried out to evaluate the velocity of incoming air in the
cross-section of a wind turbine blade assembly. Simulations were carried out with Ansys
Fluent 2020 R2 [32,33]. Analyses were performed for different shapes of aerodynamic
shields added to the wind turbine constructions. It should be noted that a restriction was
applied to the analyzed variants of the elements. The entire assembled system could not
extend beyond a cube with a side length of 2000 mm. An additional assumption was that
the device must be prepared so that the turbine rotor can be mounted inside a ring with a
diameter as large as possible, i.e., of 1950 mm. Due to construction limitations, the length
of the ring should be equal to 300 mm, thereby the total length of the aerodynamic shield
(confusor or diffuser) can be maximally 1700 mm.

The CFD analyses were performed to verify the effect of the application of additional
aerodynamic elements like a confusor or diffuser on the incoming air velocity to the rotor
section at a constant wind speed equal to 3.0 m/s. The performed numerical analyses can
be divided into two steps. The first step focuses on comparing the obtained velocities in
the plane of a hypothetical wind turbine rotor using circle-to-circle and circle-to-square
transitions in the diffuser or confusor versions. Figure 4 presents the geometries used in
the numerical simulation.
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Figure 4. The geometry of the aerodynamic shield with: (a) increasing cross-sectional area (diffuser),
circle to circle; (b) decreasing cross-sectional area (confusor), circle to circle; (c) increasing cross-
sectional area (diffuser), square to circle; and (d) decreasing cross-sectional area (confusor), circle to
square. The green arrow indicates the wind direction.

The analyses were carried out for five different lengths of these elements, by the
reduction in the confusor or the diffuser length in the analyses. At the first step of the
analysis, numerical simulations were used to estimate which one circle–circle or circle–
square transition allows higher air velocities just before the rotor section. The second
step consisted of evaluating the velocity of incoming air but with the confusor–diffuser
configuration integrated into the more favorable version based on the analysis from the
first step.

To perform numerical simulations, it is necessary to first prepare a computational
model. The model set-up can be divided into three steps. The first step includes preparation
of the geometry of the component under analysis and the surrounding environment. The
next step is to generate mesh. The final step is the implementation of the required equations
to perform calculations and analyze the results. Figure 5 presents the workflow for the
simulation of the aforementioned problem, with all key steps highlighted.

123



Computation 2024, 12, 215

Computation 2024, 12, x FOR PEER REVIEW 8 of 19 
 

 

analysis, numerical simulations were used to estimate which one circle–circle or circle–
square transition allows higher air velocities just before the rotor section. The second step 
consisted of evaluating the velocity of incoming air but with the confusor–diffuser config-
uration integrated into the more favorable version based on the analysis from the first 
step. 

To perform numerical simulations, it is necessary to first prepare a computational 
model. The model set-up can be divided into three steps. The first step includes prepara-
tion of the geometry of the component under analysis and the surrounding environment. 
The next step is to generate mesh. The final step is the implementation of the required 
equations to perform calculations and analyze the results. Figure 5 presents the workflow 
for the simulation of the aforementioned problem, with all key steps highlighted. 

 
Figure 5. Block scheme of the workflow used for the simulation of the ducts. 

To carry out the analyses, 3D models of the geometries were developed; due to their 
symmetries (geometrical symmetries and boundary condition symmetries), calculations 
were performed for one-quarter of the model geometry using the symmetry plane—see 
Figure 6a. The polyhexcore meshes were applied for the analyzed domain [34]—see Fig-
ure 6b,c. 

Figure 5. Block scheme of the workflow used for the simulation of the ducts.

To carry out the analyses, 3D models of the geometries were developed; due to their
symmetries (geometrical symmetries and boundary condition symmetries), calculations
were performed for one-quarter of the model geometry using the symmetry plane—see
Figure 6a. The polyhexcore meshes were applied for the analyzed domain [34]—see
Figure 6b,c.

In order to properly capture the boundary layer flow, the mesh was refined close to
the walls using 20 inflation layers near the walls (first layer thickness set as 0.00015 m with
growth ratio 0.272). For all tested cases, the dimensionless wall distance y+ does not exceed
5. Mesh refinement was also applied to the volume around the test element. The test case
used a mesh with a size of 600.000 elements. The settings and size of the mesh were selected
based on the comparison with two other configurations with a higher number of control
volumes, at 1.3 million and 2.4 million, respectively. The difference in average air velocity
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was approx. ±0.2% for both cases. Additional refinement with the element size of 0.04 m
was applied around the walls of the structure to capture the vortex behavior as well as
avoid rapid changes in mesh size through the domain.
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(c) mesh—an increase in local mesh density around the wall of the aerodynamic shield.

The k-ω SST turbulence model was used in the simulation [35]. The k-ω SST model
is a model that combines the advantages of the k-ε model and the k-ω model. The k-ε
model resolves the turbulent flow properly in free flow and the shear layers well and is
characterized by low sensitivity to the inlet conditions for quantities describing turbulence.
The k-ωmodel, on the other hand, resolves turbulent flow structures in the boundary layer
much better than the k-εmodel. The calculation uses a cuboid as the computational domain.
At the entrance to the computational domain, the “velocity inlet” boundary condition was
used with a constant value equal to 3.0 m/s. The “pressure outlet” boundary condition was
applied at the domain exit. For both inlet and outlet, the turbulence intensity was set to 5%
and the viscosity ratio to 10. The symmetry condition on the side walls of the domain was
used. No-slip boundary conditions were applied on the walls. The pressure-based solver
and SIMPLE algorithm were applied. The discretization schemes used for calculation were
second-order upwind schemes and for gradient least squares, cell based.

3. Results
3.1. Effect of the Blade Shape and Inclination Angle—Experimental Results

The performance of the small wind turbine with different blade shapes and dif-
ferent numbers of blades was analyzed. Based on the laboratory measurement results,
Figure 7 was plotted. It represents the wind turbine power P as a function of the turbine
rotational speed.

As the rotational speed increased, the power output increased for all of the tested
wind turbines. Once the turning point was reached, the power output began to decrease.
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For almost all rotational speeds, the highest values of the power output P were obtained for
the five-bladed wind turbine with the largest chord, labeled as BL1. The results obtained
for the turbine composed of blade types BL3 or BL4 were very similar, especially for
higher rotational speeds, and simultaneously lower than for the turbine composed of
blades labeled BL2. The maximum power was achieved at around 350 RPM for all tested
configurations. Comparing the values obtained for the individual turbines at this rotational
speed, the BL2 turbine produced about 5% less power than the BL1 turbine, the BL3 turbine
about 26%, and the BL4 turbine about 35% less power than the BL1 turbine. For a rotational
speed of around 400 RPM, the wind turbine with blades labeled BL2 obtained slightly
higher performance than the BL1 turbine. The wind turbine with blades BL2 generated
approx. 8% higher power than BL1 at this rotational speed, while the BL3 wind turbine
had approx. 35% and the BL4 turbine approx. 40% lower power than the five-blade BL1
wind turbine.
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Figure 7. The power output P of the wind turbine as a function of the turbine rotational speed.

Based on the analysis presented above, to evaluate the effect of the blades’ inclination
angle on the wind turbine power output, a turbine with five blades of the BL1 type was
selected. Tests were carried out for no blade inclination (0◦) and tilt angles of +3◦; +6◦

(clockwise) as well as −3◦, and −6◦ (counterclockwise), respectively. Figure 8 shows the
wind turbine’s power output as a function of the turbine rotational speed for the tested
inclination angles of the blades BL1.
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It has been found that modification in the inclination angle of the blades in the wind
turbine had a significant effect on the power output. By comparing Figures 7 and 8, it is
apparent that the BL1 inclination angles of the blades could influence the output power
of the turbine more significantly than the shape of the blade. During the analysis, it was
evaluated that the highest power outputs were achieved with the blades set at the “+”
clockwise angle of attack. For the measurements carried out, the highest power output
was obtained for the +6◦ angle of attack, which resulted in a 16% increase in peak power
compared to blades at the base setting and a 66% increase in comparison to blades with the
angle of −6◦.

3.2. Effect of the Aerodynamic Shield on the Air Velocity in the Rotor Section—Numerical
Simulation Results

With numerical research, it is possible to develop a geometry of the aerodynamic shield
and assess its ability to increase the average velocity in the rotor cross-sectional plane. As
presented in the section describing the research methodology, the numerical analyses began
with a comparison of different types of shields dedicated as accessories to wind turbines.
In the first stage, the velocity distributions inside and around the aerodynamical shield
were compared for four shapes of elements, i.e., two diffusers (circle–circle and circle–
square) and two confusors (also circle–circle and circle–square). The results are presented
in Figure 9, which contains the velocity distribution in the symmetry plane of the shield
for each of the analyzed types of elements for the length L = 666 mm. All drawings were
prepared for a common velocity scale.
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When comparing the velocity distribution in the analyzed configurations, it should
be noted that the most important aspect is the velocity in the rotor section. It should
be emphasized that in the case of diffusers, this is the section at the beginning of the
aerodynamic shield, while in the case of the confusor, it is at its end. As can be seen, for
both variable and constant cross-sectional shapes, the diffuser configurations allow for
obtaining significantly higher velocity values in the rotor section than the confusor variants.
The results for circle-to-circle shapes (Figure 9a,b) show that the flow is more even and
without accumulations or local increases in velocity. Changing the shapes, on the other
hand, causes local accumulation, and thus a more uneven velocity distribution in the inlet
section. Analyzing Figure 9c, i.e., the square-to-circle diffuser, the highest velocities are
visible locally at the shield walls. The values there are noticeably higher than any other
presented variants. In turn, analyzing Figure 9d, one can observe a low velocity at the inlet
of the circle-to-square confusor, also resulting from a much larger cross-section of the cover.
However, looking at the rotor sections, an increase in the flow velocity and a fairly uniform
flow is visible.

Analogous analyses were performed for other shield lengths. The obtained results can
be plotted as a function of the length of the diffuser/confusor in the circle-to-circle and
circle-to-square configurations of the aerodynamic shield set-up (see Figure 10).
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For the circle-to-square diffuser configuration, increasing the length of this element
increases the air velocity in the rotor plane section. For the longest version of the diffuser
analyzed, a 1% increase in velocity was obtained compared to that of the diffuser with the
smallest length. As can be seen, the increase, although it occurred, is very small. For the
circle-to-circle diffuser configuration and both confusors, an increase in their length results
in a decrease in air velocity. The velocity reduction of 8% for the confusor circle-to-square
configuration, 4% for the diffuser circle-to-circle configuration, and less than 0.5% for the
confusor circle-to-circle configuration was observed, respectively. Furthermore, as can be
seen in Figure 10, for the diffuser circle-to-square configuration, a higher velocity of 8% was
achieved than for the diffuser circle-to-circle configuration. Simultaneously, for the diffuser
circle-to-square configuration, it was possible to obtain approximately an 8% higher velocity
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than for the diffuser circle-to-circle configuration. For the circle-to-circle configuration, the
aerodynamic shield gives lower air velocity values than the circle-to-square variant. These
correlations are evident for both the confusor and the diffuser.

The conclusions drawn from the above analysis allowed for the assumption that a
combination of these two elements can be a good solution to increase the air velocity
in the rotor section of a wind turbine. The set consisted of a module with a decreasing
cross-section (confusor) at the inlet, the rotor section, and a module with an increasing
cross-section (diffuser) behind it. Since significantly better results were achieved for the
circle-to-square cross-section, further analysis was conducted for a combined confusor and
diffuser system in the circle-square version. Figure 11 presents an example of geometry
used in the numerical simulation.
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Figure 11. The geometry of the confusor–diffuser configuration used in the numerical simulation.

The calculations performed included various variants differing in the length of indi-
vidual sections. The analysis was carried out assuming that the total length of the tested
system should be 1966 mm. This length already includes the circular ring with a length of
300 mm, which is designed for the rotor. The study focused on four variants with different
lengths of the components. The details of the selected variants subject to analysis are
presented in Figure 12.
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Figure 12. Framework of different variants for the lengths of combined diffuser and
confusor elements.

For each of the variants, a geometric model was prepared, which then constituted the
basis for the meshing process and numerical calculations. The assumptions and settings
adopted were consistent with those used at the analysis stage of the individual elements
(diffusers and confusors). Based on the CFD results, the average incoming air velocity into
the rotor section of the wind turbine was analyzed. The summary of the values obtained is
presented in Figure 13.
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Figure 13. The average velocity in the rotor cross-section for the tested confusor–diffuser (CD) sets
(according to Figure 12).

For the configuration labeled CD_4, the air velocity in the analyzed section was the
highest. For the longest length of the confusor in the combined confusor and diffuser
system, a 13% increase in velocity was obtained compared to the combined confusor and
diffuser system with the smallest length of the confusor (CD_1). Lengthening the diffuser
part of the combined set increased the velocity at the rotor cross-section. The highest
increase in air velocity occurred when the lengths of the confusor and diffuser were the
same. The results for configuration that allow for the highest velocity in the rotor section,
i.e., CD_4, will be presented in detail below. Figure 14 shows the velocity distribution
inside and around the aerodynamic shield CD_4. Figure 14a presents pathlines in the 3D
view of the model. The velocity field and velocity vector distribution in the plane of the
longitudinal section of the tested element are presented in Figures 14b and 14c, respectively.

As can be seen, the higher velocities are obtained in the middle of the distance between
the inlet and outlet of the shield, i.e., in the rotor section. An increase in local velocities
closer to the shield walls is also visible. Flow analysis, similar to the example presented, was
performed for each configuration included in the research. On this basis, it was possible to
assess the flow characteristics and the potential in the context of increasing the speed in the
rotor section.
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To summarize, for a combined system of a confusor and a diffuser with the same
length of 833 mm (configuration CD_4), a velocity in the rotor cross-section increases up to
approximately 3.63 m/s. For the combined confusor and diffuser system, this translates
into a significant air velocity increase of about 21% compared to the incoming air velocity.

4. Discussions

The results of the experimental studies provide important information on the influ-
ence of the blade shape and pitch angle on the efficiency of wind turbines. Additionally,
numerical simulations allowed us to assess the effectiveness of using additional aerody-
namic shields, such as diffusers/confusors, to increase the air velocity flowing through the
turbine blades.

4.1. Effect of the Blade Shape and Inclination Angle

The analysis of the experimental results clearly shows that the shape of the blades
and the number of blades have a significant influence on the efficiency of the wind turbine.
Among the tested configurations, the turbine equipped with five blades with the largest
chord (BL1) generated the highest power at almost all rotational speeds. Compared with
other configurations, the differences in performance were clear—BL1 obtained about 5%
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more power than BL2, 26% more than BL3, and as much as 35% more than BL4. These
results show that the appropriate shape of the blades and their number can lead to the
improved efficiency of wind turbines.

Another important factor influencing turbine performance was the blade pitch angle.
Changing the blade pitch angle of the BL1 blades had a clear effect on the turbine output
power. The best results were achieved at an angle of +6◦ (clockwise), which resulted in a
power increase of 16% compared to the blades set in the initial position and 66% compared
to the blades set at −6◦. These results indicate that optimizing the blade pitch angle can
significantly improve the performance of wind turbines, even more than modifying the
blade shape itself.

4.2. Effect of the Aerodynamic Shield on the Air Velocity in the Rotor Section

Numerical simulations carried out for different aerodynamic shield configurations
showed that the use of properly designed diffusers and confusors can significantly affect
the air velocity entering the turbine blade section. The results showed that for the diffuser
configuration with a circle-to-square transition, extending its length leads to an increase
in the air velocity in the rotor plane. The greatest increase in speed, by about 13%, was
achieved with the longest version of the confusor combined with a diffuser of the same
length. Based on this research, it can be concluded that appropriate optimization of the
length and shape of aerodynamic shields can significantly improve the efficiency of wind
turbines by increasing the speed of air reaching the blades, which directly translates into
greater power generated by the turbine.

5. Conclusions

In this paper, the impact of the design parameters on the power output of a small wind
turbine has been analyzed experimentally and using numerical modeling. The shape of the
rotor blades and inclination of the rotor blades as well as the use of additional aerodynamic
shields were analyzed.

The analysis indicates that the power output of the wind turbine is strongly influenced
by the type of blade and the angle of the blades’ inclination. The study showed that the
best results were obtained by the turbine with blades labeled as BL1. At the same time, the
power output for each type of blade depends on the rotational speed. Comparing the values
obtained for the individual turbines at a rotational speed of 350 RPM (for most of the tested
rotors the maximum power output was achieved around this value), the wind turbines
generated approximately 5% to 35% less power, depending on the type of wind turbine
blades. The results also indicate the importance of the inclination angle of wind turbine
blades. By changing the angle of inclination, up to a 16% increase in power generated by
the wind turbine under study was achieved.

The power output of the wind turbine is highly dependent on the wind velocity, as
can be deduced by a well-known formula (Equation (1)). Even a small increase in wind
velocity can result in significant growth in electrical power. The presented results show
that the optimized combined confusor and diffuser set allows for increasing the incoming
air velocity on the rotor section. Adequate aerodynamic shapes make wind turbines more
efficient and perform better. In the analyzed configuration, an approximate 21% increase in
wind speed was observed, resulting in an increase of 77% in wind turbine power output
(assuming a constant Cp coefficient).
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Abstract: The demand for clean and sustainable energy has led to the exploration of innovative
technologies for renewable energy generation. The Savonius turbine has emerged as a promising
solution for harnessing wind energy in urban environments due to its unique design, simplicity,
structural stability, and ability to capture wind energy from any direction. However, the efficiency
of Savonius turbines poses a challenge that affects their overall performance. Extensive research
efforts have been dedicated to enhancing their efficiency and optimizing their performance in urban
settings. For instance, an axisymmetric omnidirectional deflector (AOD) was introduced to improve
performance in all wind directions. Despite these advancements, the effect of wind incident angles
on Savonius turbine performance has not been thoroughly investigated. This study aims to fill this
knowledge gap by examining the performance of standard Savonius configurations (STD) compared
to the basic configuration of the deflector (AOD1) and to the optimized one (AOD2) under different
wind incident angles and wind speeds. One key finding was the consistent superior performance of
this AOD2 configuration across all incident angles and wind speeds. It consistently outperformed
the other configurations, demonstrating its potential as an optimized configuration for wind turbine
applications. For instance, at an incident angle of 0◦, the power coefficient of the configuration of
AOD2 was 61% more than the STD configuration. This ratio rose to 88% at an incident angle of 20◦

and 125% at an incident angle of 40◦.

Keywords: vertical axis wind turbine; transient three-dimensional simulation; CFD simulation;
power coefficient; Savonius rotor; aerodynamics; wind deflector

1. Introduction

With the increasing demand for clean and sustainable energy, the exploration of
innovative technologies for renewable energy production has become crucial. Among the
various available options, the Savonius wind turbine stands out as a promising solution for
harnessing wind energy in urban environments. Its distinctive design, simplicity, structural
stability, and ability to capture wind energy from all directions make it an ideal choice for
areas characterized by complex wind patterns. However, the efficiency of Savonius turbines
still needs improvement, which prevents their widespread use. Indeed, the superior power
coefficient of the horizontal axis wind speed turbines (HAWT) and the Darrieus-type
vertical axis wind turbine (VAWT) contribute significantly to their prevalence in various
applications. To overcome this limitation, considerable research efforts have been dedicated
to improving their efficiency and optimizing their performance in urban environments. By
implementing new techniques, researchers are addressing these limitations with the aim
of achieving wider adoption and thus making a significant contribution to a sustainable
future. Several articles [1–6] have extensively examined the results of experimental and
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numerical research on wind turbines. These numerous studies have focused on enhancing
performance by adjusting parameters such as the number of blades [7], the presence of an
end plate, the Overlap Ratio (OR), the ratio between the height and diameter of the turbine,
the aspect ratio (AR = H/D) [8,9]. The calculated performance criterion is the Cp (the ratio
of power provided by the turbine to the wind existing power) (Equation (4)).

For instance, the effect of incorporating upper and lower end plates has led to a 36%
increase in the power coefficient Cp with the presence of these plates [10]. Furthermore, the
incorporation of an overlap region (OR) between the blades, allowing the wind to circulate
backward and generate positive torque, has also been analyzed through comparisons of
energy production between turbines with and without the overlap section [11]. Similarly,
Sobczak et al. (2018) [12] noted that an AR between 1.0 and 2.0 is a good compromise
between performance and compactness. Researchers have also analyzed the pressure
distribution on the rotor blades to better understand the areas of low and high pressure that
contribute to the overall torque of Savonius turbines [13]. Experimental results highlight
the potential for improving the power coefficient by strategically modifying the rotor blade
geometry of Savonius turbines [14,15].

Furthermore, another proposed research direction involves innovative external sys-
tems to increase airflow towards the turbine and these are reported in Table 1. Researchers
initially studied unidirectional wind deflectors to enhance the performance of Savonius
turbines in the direction of the dominant wind. They simulated a combination of flat and
circular shields, which resulted in achieving a Cpmax of 0.243 [1]. A flat deflector facing the
turbine yielded a Cpmax of 0.34 [16]. Introducing a V-shaped wind concentrator increased
power by 19.7% compared to a standard rotor without a deflector [17]. Circular deflectors
were also investigated to reduce wind pressure on the convex blade [18]. Concentration
deflectors placed upstream of the rotor effectively reduced flow on the return blade, thus
minimizing negative torque [19]. Additionally, it was found that guide vanes enhanced
rotor performance [3].

Table 1. Research on Savonius deflectors.

Authors Design Reported CPmax Study Wind Concentrator

El-Askary et al., 2015 [3] Curtain design >0.5 Numerical—2D CFD Unidirectional
Burçin et al., 2010 [20] Curtain design 0.38 Experimental—Wind tunnel Unidirectional
Morcos et al., 1981 [17] Flat plate shield 0.34 Experimental—Wind tunnel Unidirectional
Aboujaoude et al., 2022 [21] Axisymmetric deflector 0.31 Numerical—3D CFD Axisymmetric multidirectional
Tartuferi et al., 2015 [22] Curtain design 0.3 Numerical—2D CFD Self-rotating
Yonghai et al., 2009 [19] Deflector plate 0.28 * Numerical—2D CFD Unidirectional
Alexander et Holownia, 1978 [1] Flat plate shield 0.24 Experimental—Wind tunnel Unidirectional
Shaughnessy et Probert, 1992 [18] V-shaped deflector <0.12 * Experimental—Wind tunnel Unidirectional

The values of CPmax in studies marked with an asterisk * were extrapolated.

Finally, the incorporation of a conveyor-deflector curtain into a conventional Savonius
rotor increased the Cp by 0.30 [20]. However, it is important to understand that these im-
provements are primarily theoretical, given the significant fluctuations in wind direction in
urban environments where Savonius wind turbines are intended to be installed. In fact, the
proposed deflectors enhanced turbine performance in the predominant wind direction, but
conversely, they result in a substantial decrease in performance in all other wind directions.
The authors introduced an axisymmetric omnidirectional deflector (AOD) to consider the
high turbulence and fluctuating wind direction and speed in urban environments [22]. The
initial deflection model (AOD1), a simple truncated cone, showed an average increase in
Savonius turbine performance of 25% over the studied peak velocity ratio range and a 30%
increase in starting torque in all directions. An optimized model (AOD2) was subsequently
developed by the authors to reduce structural fatigue and further increase performance by
20% across the entire range of peak velocities considered [21]. However, the effect of wind
incidence angles has not been thoroughly studied in these articles.
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The current study aims to fill this gap by examining the performance of a standard
Savonius (STD) compared to a Savonius wind turbine with a basic axisymmetric om-
nidirectional conical deflector (AOD1) and a Savonius wind turbine with an optimized
axisymmetric omnidirectional deflector (AOD2) under different wind incidence angles
and wind speeds. By accounting for the variability of wind incidence angles in urban
environments, this research will contribute to a more comprehensive understanding of
Savonius turbine performance and thus to a broader application of their applicability in
real-world scenarios.

2. Methodology
2.1. Flow Parameters

In the computational fluid dynamics (CFD) study conducted on the Savonius turbine,
various crucial flow parameters were systematically evaluated to analyze and understand
its performance characteristics. For this study, three distinct inlet velocities were used,
namely 4 m·s−1, 7 m·s−1, and 14 m·s−1. Additionally, six tip speed ratios λ were imposed
to comprehensively investigate the turbine’s performance across the entire tip speed ratio
range, as outlined in Table 2. The tip speed ratio is defined as follows:

λ =
Rω

V∞
(1)

where R is the radius of the turbine, ω the rotational speed and V∞ is freestream air speed.

Table 2. Simulation parameters.

Parameters Description Unit Values

λ Tip speed ratio Dimensionless 0.2; 0.4; 0.6; 0.8; 1.0
θ Vertical wind incident angle Degree 0◦; 10◦; 20◦; 30◦; 40◦

V∞ Freestream air speed m/s 3.5; 7.0; 14.0

This inclusive approach enabled a comprehensive examination of the turbine’s effi-
ciency and effectiveness under varying flow conditions and operational parameters. To
address the primary focus of this study, which is the impact of wind incident angle (θ),
five specific angles were chosen for each simulation, ranging from 0◦ to 40◦ with an incre-
ment of 10◦, as depicted in Figure 1. By carefully considering and manipulating these flow
parameters, a detailed analysis of the Savonius turbine’s behavior and performance under
diverse operating conditions was achieved.
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2.2. Geometric Details of the Standard Savonius Turbine (STD)

The Savonius rotor studied, devoid of deflectors, comprises a two-blade configuration
in line with the suggestions set out in [23], which advocate the use of a two-blade design to
improve performance. The aspect ratio AR is set to 1.66 as per the available experimental
results conveyed by Blackwell et al. (1977) in order to validate the model. The turbine is
chosen to have end plates. As per the literature recommendations [24], the ratio chosen
between the diameter of the end plate and the diameter of the turbine is set to 1.1 to benefit
from the best performance. The dimensionless gap width is defined by the ratio e/d, see
Figure 1. According to [6], the turbine efficiency is optimal for a dimensionless gap width
of 0.15. The main geometric parameters impacting the performance of the Savonius rotor
are shown in Figure 1 and are defined as follows (Table 3):

Table 3. Turbine dimensions.

Number of Blades Blade Diameter Turbine Height Endplate Diameter Endplate Height Dimensionless
Gap Width e/d

2 0.5 m 1.5 m 1.0 m 0.01 m 0.15

2.3. Geometric Details of Axisymetric Omnidirectional Deflector (AOD1) and (AOD2)

Wind deflectors applied to Savonius turbines can improve their power coefficient by
enhancing the aerodynamic characteristics of the rotor blades. The primary function of the
deflector is to redirect and increase the incoming wind flow towards the turbine blades,
resulting in improved torque and rotational speed. Additionally, wind deflectors are used
to redirect the airflow to the rotor in a way to increase the efficiency of the turbine. The
first deflector used as a benchmark in this study is the one developed in [21], specified as
axisymetric omnidirectional deflector 1 (AOD1), as shown in Figure 2. The profile consists
of a fixed, non-rotating, three-dimensional truncated cone installed above and below the
rotating Savonius turbine. The height of the deflector is 75 cm while the small diameter
and the big diameter are, respectively, 105 cm and 150 cm. The mounting system of the
deflectors is not represented, but it is thought to be completely dissociated and independent
from the turbine structure. The second deflector used is an aerodynamically enhanced
geometrical shape of AOD1 presented by Aboujaoude et al. [23] based on a convex spline
shape deflector with the dimensions presented in Figure 2 and will be referred to as
AOD2. This AOD2 spline is defined as a quadratic Bezier curve with three control points
represented as black dots in Figure 2a with their relative coordinate dimensions. It showed
an improved performance compared with AOD1 [23] along with reduced fatigue and stress
on the turbine axis on a wind incident angle θ of 0◦.
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2.4. Computational Domain and Mesh

The computational domain containing a rotor should be sufficiently large to minimize
its effect on the performance parameters of the rotor [25]. To analyze the impact of the wind
incident angle θ, the inlet boundary was positioned close to the turbine, with an upstream
distance of 1 m equivalent to 1 diameter of the rotor. Additionally, considering a maximum
wind tested incident angle of 40◦, the height of the computational domain was increased
to 12 times the rotor diameter (12D) to accurately capture the characteristics of the wake
region and, consequently, calculate precisely the torque developed around the turbine
axis. The ratio of the frontal cross-sectional area of the rotor and that of the computational
domain is known as the blockage ratio. The blockage ratio, which relates the frontal cross-
sectional area of the rotor to that of the computational domain, could overestimate the
power coefficient (Cp) of a turbine [26]. In our study, we aimed to minimize computational
domain boundary effects on the rotor’s performance, so a blockage ratio of 0.003125 was
chosen to ensure negligible influence. As shown in Figure 3, the downstream distance
of the outlet boundary from the rotor domain is set to be 18.5D. The distance between
the walls of the computational and the rotor domain is 10D on the left and right side
and 12D on the top and bottom side. Considering the blockage ratio requirements, the
dimensions of the computational domain were set to 20D× 20D× 24D. The inlet boundary
was defined with constant velocity speeds (3.5 m·s−1, 7 m·s−1, and 14 m·s−1) and variable
wind incident angles θ ranging from 0◦ to 40◦ with an increment angle of 10◦. A pressure
outlet boundary condition was applied on the right side of the computational domain
to enforce the dissipation of airflow at atmospheric pressure outside the computational
domain. The remaining sides of the computational domain were set as non-slip wall
boundaries. Simulating a system involving a rotating part, such as the turbine rotor in our
study, required the use of the sliding meshing method [26]. This method enables separate
regions with different meshing requirements for the rotating and stationary subdomains.
The stationary subdomain was obtained by extracting the rotating part and the designed
deflector from the initial computational domain. The rotating subdomain was then modeled
and added as a separate cylinder, as shown in Figure 3. The sliding mesh technique in
ANSYS Fluent was utilized to impose the turbine rotation speed for each simulation and
monitor the torque developed around the turbine axis. An unstructured mesh consisting
of 4 million tetrahedral elements was generated using ANSYS Meshing software (2024
R2 version) (Figure 3). Downstream of the rotor, the mesh was refined to capture wake
vortices. Additionally, an inflation mesh with 18 layers of prismatic elements was created
around the blades to achieve appropriate (y+) values. The growth ratio used was 1.1 near
the walls and 1.2 in the free airsteam to reduce the cell number. The dimensionless height
of the first mesh node adjacent to the wall (y+) has a significant impact on the simulation
results. To ensure accurate resolution of the viscous sublayer and the torque produced
around the turbine axis, a (y+) value below 5 on the blades was targeted. This optimized
mesh allowed for an average (y+) value of 1.8 on the turbine surface. The STD model
was validated previously by comparing the simulated values of Cp with Blackwell et al.
(1977) [2] wind tunnel experiments in the authors’ previous published paper [21].

2.5. Governing Equations and Turbulence Models

In CFD studies of Savonius wind turbines, three available techniques for turbulence
modelling are used: (a) unsteady Reynolds-averaged Navier–Stokes (URANS), (b) large
eddy simulation (LES), and (c) direct numerical simulation (DNS). In the URANS approach,
the governing equations are computationally solved for the time-averaged flow behavior
along with a suitable turbulence model for the closure of the governing equations. Unlike
LES and DNS, the URANS method models all the turbulence scales. While it is less
accurate, it is cost effective and less time consuming and provides the accuracy needed
in the engineering applications like design optimization and therefore is widely used in
wind turbine applications. URANS showed accurate predictions of torque calculation in
rotating machinery which is the main parameter used to determine the performance of
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turbines [27]. In this approach, the flow properties averaged over time are examined. The
URANS momentum and continuity equations are written as follows:

∂
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where ui and u′i are the mean and fluctuating velocity components (i = 1, 2, 3), ρ is the
fluid density, µ the molecular viscosity, p is the pressure, and the function δij is defined

as δij =

{
1, i = j
0, i 6= j

. The Reynolds stress term −ρu′iu
′
j is modeled by the k-ω SST two

equation turbulence model which was found to be the most appropriate for wind turbine
applications. The flow is considered as incompressible where the density is constant, and
the molecular viscosity is also considered as constant.
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The typical k-ωmodel works well for wall-bounded flows, but not for free-shear flows.
The SST k-ωmodel is an extensively used model that combines the features of k-ω and k-ε
models. It showed accurate prediction for rotating applications such as the vertical axis
wind turbine compared to experimental values [28,29].

It has been used and validated by many researchers for modelling the Reynolds stress
in the vertical axis wind turbine simulations.
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2.6. Solver Settings

Numerical simulations were carried out using the commercial CFD software ANSYS
Fluent (2024 R2 version), employing the finite volume method. Given the computationally
intensive nature of the transient 3D CFD simulations, steps were taken to reduce simulation
time. This involved reducing the mesh count and employing larger time steps. To achieve
these computational time reductions, a hybrid algorithm scheme was implemented, as
recommended by [23]. This hybrid approach combined a segregated algorithm with a
pressure-based coupling. The pressure-based coupled algorithm, while providing greater
accuracy and fewer divergences compared to the segregated algorithm, is computationally
demanding. However, it enables the use of a coarser mesh and prevents divergence at the
beginning of the simulation. To leverage the benefits of both schemes, the hybrid algorithm
initially employs a coarser mesh along with the pressure-based coupled algorithm for the
first three iterations, see Figure 4. Afterward, it switches to the segregated algorithm to
further optimize computational time. Additionally, a second-order upwind scheme was
employed to enhance solution stability and accuracy, particularly for the convective terms.
Table 4 sums up the CFD parameters.
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Table 4. CFD parameters and settings.

Parameters Method or Specification

Solver Type Transient
Turbulence Model kw-SST

Solution Method Hybrid solver using Pressure Coupled and
Simple Algorithms

Timestep 1◦

Residual Criteria 10–4 for the continuity and 10–6 for all the
other parameters

Rotational Model Sliding mesh technique
Spatial discretization: Gradient Least square cell based
Spatial discretization: Pressure Second order
Momentum, Turbulence Kinetic Energy &
Specific Dissipation Rate Second order upwind

Transient Formulation Second order implicit

3. Results
3.1. Mesh and Timestep Sensitivity Analysis

A mesh sensitivity analysis was carried out on the STD type turbine configuration
to ensure grid independency using four meshes with different y+ values and cell sizes.
The number of cells varied from 0.5 million to 8.0 million across the four different grids.
Figure 5 sums up the variations in Cp values with tip speed ratio for the four grids. It can
be observed that the 8-million-cell grid has quite similar results as the 4-million-cell grid
for all the values of λ. For this study, the 4-million-cell grid is selected for the subsequent
study to reduce the computational cost and provide good accuracy. The maximum courant
number in this study is fixed at 0.8. The averaging of torque and power coefficients is
performed for three values of rotations of 0.5◦, 1.0◦, and 2.0◦ per time step. Table 5 shows
the averaged torque coefficient for three values of the time step considered. The variation
between 2.0◦ per time step and 1.0◦ per time step rotation is 2.4%. However, the variation
between 1.0◦ per time step and 0.5◦ per time step is 0.8%. Therefore, a time step of 1.0◦ is
selected for simulations.
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Table 5. Power coefficient using different timesteps.

Rotation Angle per Time Step Cp at λ = 1.0

0.5◦ 0.2307
1◦ 0.2305
2◦ 0.225

3.2. Incidence Angle Effect on Power Coefficient on Various Configurations at a Wind Speed of
7 m·s−1

3.2.1. Power Coefficient

The variation of wind speed and direction in urban environments and on high-rise
buildings is significant due to turbulence. Savonius turbines, commonly installed in these
locations, often operate under conditions where both the wind speed and direction are
changing. Although VAWT turbines have the advantage of being able to harvest wind
energy from any direction, the vertical wind incidence angle θ still significantly affects their
performance. The numerical and experimental investigations provided in the literature
consider θ = 0◦. This simplified assumption, while helpful for initial understanding, does
not represent real-world urban conditions. To fill this knowledge gap, 75 cases of 3D
unsteady numerical simulation were launched to monitor the performance variations of
these Savonius turbine configurations under various θ.

The power coefficient defined by (Equation (4)), is a key indicator of the wind turbine
performance and is widely used in the literature as a basis for comparison between novel
turbine designs and standard configurations or between numerical and experimental results.
Similarly, in this study, Cp is used to compare the different configuration performances.

CP =
Tω

0.5ρV3
∞DH

(4)

where T is the torque developed around the axis of the wind turbine, ω is the rotational
speed of the wind turbine, ρ is the air density, V∞ is the air velocity, D is the diameter of the
wind turbine and H is its height.

Figure 6 retraces the Cp values of each of the configuration STD, AOD1, and AOD2
versus the tip speed ratio λ. In addition, and to monitor the impact of the vertical incidence
angle on the performance, separate curves were plotted for each θ.
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Analysis of the simulation Cp values revealed a distinct overall pattern.
A negative correlation exists between turbine performance (Cp) and vertical wind

incidence angle θ for all the configurations. This phenomenon is attributable to the fact
that the Savonius turbine’s rotational energy is derived from the drag forces exerted on
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its blades. As θ increases, the resulting drag force exerted on the turbine blade decrease,s
while the lift force exerted on the deflector and the end plate increases. Obviously, at θ = 0◦

the conversion of the wind kinetic energy to drag force is at its maximum.
As shown in Figure 6, this is true for all configurations and for all inlet wind speeds

(3.5 m/s, 7 m/s, and 14 m/s).
Another key finding was the consistent superior performance of the AOD2 configu-

ration across all incidence angles. The simulation results show that AOD2 significantly
surpasses AOD1 and STD. Notably, even at a wind incidence angle of 30◦, AOD2’s power
coefficient remains higher than the best-case power coefficient of STD at 0◦.

To delve deeper into the deflectors’ impact, we introduced a parameter called PIR
(performance increase ratio) defined by Equation (5) below:

PIRAOD2|STD
θ =

[
Cθp (AOD2)

Cθp (STD)
− 1

]
(5)

where Cθp (AOD2) and Cθp (STD) are the power coefficient of the respective configurations
at specific vertical wind incident θ.

It was observed that PIRAOD2|STD
θ is directly correlated with θ. For instance, while

PIRAOD2|STD
θ=0◦ = 62%, PIRAOD2|STD

θ=10◦ = 78%, PIRAOD2|STD
θ=20◦ = 89%, PIRAOD2|STD

θ=30◦ = 102%

and PIRAOD2|STD
θ=40◦ = 187%.

As depicted in Figure 7, a direct correlation exists between the increase in θ and the
PIR. Notably, this increase becomes progressively more pronounced at higher values of θ.
In simpler terms, the anticipated energy gain from using the AOD2 deflector compared to
the standard turbine is even more significant in turbulent settings like urban areas. As a
result, the seasonal energy harvested by the AOD2 configuration cannot be reflected solely
by the power coefficient at 0 = 0◦ as per the state of the art. A more precise methodology
would be to estimate the wind incidence angle yearly profile and to integrate the energy
as per the angle-specific power coefficient. This would account for the additional gain
in performance at higher θ and could eventually impact the decision of installing the
AOD2 deflector.
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On another note, it was observed that the AOD1 configuration exhibited improved
performance as the angle of incidence increased, while the STD configuration showcased
superior performance over AOD1 at higher turbine speeds. These observations provide
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valuable insights into the performance characteristics of the different turbine configurations
under varying incidence angle and tip speed ranges.

The simulations also revealed interesting trends regarding the optimal tip speed ratio
λ for each setup. Both the STD and AOD2 configurations achieved their maximum Cp at
θ = 0◦ for a wind incident speed of 7 m·s−1, and at a turbine tip speed ratio of λ = 1.0. On
the other hand, the AOD1 configuration exhibited its best performance at a lower turbine
speed, λ = 0.8, indicating its suitability for specific operational conditions. Furthermore,
and for all configurations, as θ increased, the maximum power coefficient Cp was achieved
at lower turbine tip speed ratio λ and hence turbine rotational velocities. This effect
was more pronounced in the AOD1 configuration. At θ = 40◦, the Cpmax of the AOD1
configuration occurred within the λ = 0.6 range. In contrast, the Cpmax of the STD and
AOD2 configurations fell within the λ = 0.8 range at the same incidence angle.

3.2.2. Pressure Contours and Streamlines

Pressure contours, a well-established technique in computational fluid dynamics
(CFD), are instrumental in elucidating the aerodynamic forces acting upon a body. By
meticulously analyzing these contours, we can glean valuable insights into the deflector’s
influence on the Savonius turbine’s performance. As delineated in Equation (4), the power
coefficient is primarily defined by the product of the torque exerted around the turbine axis
and its rotational speed. The torque calculation is intrinsically linked to the differential
pressure exerted on both the concave and convex facets of the turbine blades.

Figure 8 illustrates the total pressure contour results within both the horizontal plane
(z = 0) and the vertical plane (y = 0), in conjunction with the velocity streamlines (y = 0) as
derived from our CFD simulations. These simulations were conducted at a tip speed ratio
of λ = 1.0 and an inlet wind speed of 7 m/s.

A comparative analysis of the pressure contours within the horizontal plane at θ = 0◦

for the STD (Figure 8a) and AOD2 (Figure 8d) configurations reveals distinct patterns.
The AOD2 configuration exhibits a significantly more pronounced pressure gradient,
as evidenced by the contrasting color distribution on both sides of the driving blade.
This heightened pressure differential translates into a substantial enhancement of torque
development and, consequently, a notable increase in power coefficients, as previously
observed in Section 3.2.

It is imperative to note that when scrutinizing the color contrast, the regions farthest
from the turbine’s axis exert the most significant influence. This aligns with the torque
definition, which is the product of force and distance from the center, thereby emphasizing
the pivotal role of the peripheral regions in torque generation. On the other hand, while
comparing the wake region in the velocity streamlines (Figure 8c,f), the recirculation region
in the AOD2 configuration seems way more developed. This translates into lower wake
pressure zone as seen in the vertical plane Figure 8e compared to Figure 8b.

The observed performance enhancement is attributable to the deflector mechanism.
The deflector effectively redirects the airflow towards the rotor, resulting in an augmented
mass flow rate of air traversing the turbine, as evidenced by the velocity streamlines
depicted in Figure 8f.

When θ = 40◦, the pressure contours and velocity streamlines of the AOD2 config-
uration exhibit patterns comparable to those observed at θ = 0◦ within the wake region.
Nevertheless, the diminished pressure values at the turbine inlet are a consequence of the
mass flow rate bypassing the turbine through the upper deflector at elevated velocities,
resulting in a reduction of the power coefficient from 0.37 to 0.17. This phenomenon gives
rise to minor recirculation vortices atop the deflector. Moreover, a visual inspection of the
velocity streamlines in Figure 8l unequivocally demonstrates the deflector’s continued
efficacy in redirecting a portion of the flow towards the turbine.
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Figure 8. Pressure contour and velocity streamlines for STD and AOD2 at 7 m·s−1 wind speed for
λ = 1.0. (a) STD horizontal plane pressure contour at z = 0 at θ = 0◦, (b) STD vertical plane pressure
contour at y = 0 at θ = 0◦, (c) STD vertical plane velocity streamlines at y = 0 at θ = 0◦, (d) AOD2
horizontal plane pressure contour at z = 0 at θ = 0◦, (e) AOD2 vertical plane pressure contour at y = 0
at θ = 0◦, (f) AOD2 vertical plane velocity streamlines at y = 0 at θ = 0◦, (g) STD horizontal plane
pressure contour at z = 0 at θ = 40◦, (h) STD vertical plane pressure contour at y = 0 at θ = 40◦, (i) STD
vertical plane velocity streamlines at y = 0 at θ = 40◦, (j) AOD2 horizontal plane pressure contour at
z = 0 at θ = 40◦, (k) AOD2 vertical plane pressure contour at y = 0 at θ = 40◦, (l) AOD2 vertical plane
velocity streamlines at y = 0 at θ = 40◦.

Conversely, for the STD configuration, a substantial alteration in pressure contour
behavior is observed when θ is adjusted to 40◦. The turbine operates at an elevated inlet
pressure while generating a diminished torque around its axis. These pronounced pressure
gradients, induced by the modification of θ, are also implicated in the heightened structural
stresses encountered by turbines deployed in urban environments. Figure 8i illustrates a
disrupted wake region characterized by the formation of large-scale recirculating eddies
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atop the end plate at θ = 40◦. These eddies function as obstacles to the perpendicular wind
flow, resulting in a reduction of its velocity around the turbine. The end plate, while not
significantly redirecting the wind flow, contributes to the generation of flow separation at
the turbine’s apex.

3.3. Effect of Different Incoming Wind Speed on the Turbine Performance for Different
Incidence Angles

To comprehensively investigate the impact of wind speed on turbine performance
across various incidence angles (θ), three-dimensional CFD URANS simulations were con-
ducted for wind speeds of 3.5 m/s−1, 7 m/s−1, and 14 m/s−1. The power coefficient (Cp)
results are summarized in Figure 6a–c. At θ = 0◦, the primary objective was to corroborate
the findings of prior research [2] on the Savonius STD configuration, which established
a correlation between Cp and the tip speed ratio (λ) rather than the incident wind speed
or Reynolds number. As evident in Figure 6, this conclusion was validated, with the Cp
of the STD turbine exhibiting comparable values across different wind speeds. Minor
deviations can be attributed to inherent CFD simulation errors. Notably, the implemen-
tation of the external wind deflector in the AOD1 and AOD2 configurations did not alter
these observations, as their Cp values also demonstrate comparable trends. However, a
noteworthy observation is the enhanced Cpmax of the STD configuration at θ = 40◦ for the
14 m/s−1 wind speed scenario. Here, the calculated Cpmax is 0.12 compared to 0.08 at
7 m/s−1, exceeding the margin of potential CFD errors. This anomaly necessitates further
investigation to elucidate the underlying mechanism

4. Conclusions and Perspectives

Overall, the simulations conducted in this study provide enlightening information on
the impact of the incidence angle on the power coefficient of Savonius turbines through the
STD, AOD1, and AOD2 configurations. This study fills the knowledge gap by examining
the turbine performance under different wind incidence angles and wind speeds. The urban
turbines are usually installed in urban areas and on the roof of the buildings where θ is
never constant and is rarely 0◦. The AOD2 outperformed the STD and AOD1 configurations
due to its aerodynamical optimized shape by avoiding the creation of eddies and redirecting
the air into the center of the turbine rotor. The performance increase was correlated with the
increase in the incidence angle showing a 61% Cpmax increase for θ = 0◦ and 125% increase at
θ = 40◦ compared to the standard STD model. In addition, the pressure gradients exhibited
by the AOD2 model were significantly lower compared to the STD configuration. This
reduction in pressure gradients translates to less structural fatigue, ultimately extending
the turbine operational lifespan. These findings contribute to a more comprehensive
understanding of turbine performance in urban environments with high turbulence and
varying wind incidence angle. The high gain in performance encourages the installation of
an AOD2-type deflector on new and existing Savonius turbine installations. On the other
hand, the paper highlights that the state of art in the methodology of the deflector design is
not relevant in urban areas for VAWT turbines. The main key performance indicator in the
assessment of the turbine performance Cp and thus the benefit from installing the deflectors
is only assessed at θ = 0◦. As shown in this study, the benefit from AOD2 configuration
is double at θ = 40◦. In view of the predominant vertical wind incidence angle θ at the
specific site installation location, this valuable information could lead to a change in the
decision regarding the installation or not of the configuration.

Despite the valuable conclusions of this study, there are important limitations related
to the CFD simulations. Unlike the 2D simulations, 3D transient URANS CFD studies
have shown good correlation with experiments as they can capture the effects of the fluid
flow on the total height of the turbine; however, results were not validated experimentally
through wind tunnel experiments. The deflector-mounting system is not considered in the
model, which could impact the airflow depending on its final design. On another note,
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the study is specific to AOD1 and AOD2 designs and the Savonius turbine and the results
could not be generalized to other deflectors or the Darrieus turbine.
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Abstract: This paper presents the results of a performance analysis conducted on an experimental
airborne vertical axis wind turbine (VAWT), specifically focusing on the MAGENN Air Rotor System
(MARS) project. During its development phase, the company claimed that MARS could generate
a power output of 100 kW under wind velocities of 12 m/s. However, no further information or
numerical models supporting this claim were found in the literature. Extending our prior conference
work, the main objective of our study is to assess the accuracy of the stated rated power output and
to develop a comprehensive numerical model to analyze the airflow dynamics around this unique
airborne rotor configuration. The innovative design of the solid model, resembling yacht sails, was
developed using images in the related web pages and literature, announcing the power coefficient
(Cp) as 0.21. In this study, results cover 12 m/s wind and flat terrain wind velocities (3, 5, 6, and
9 m/s) with varying rotational velocities. Through meticulous calculations for the atypical blade
design, optimal rotational velocities and an expected Tip Speed Ratio (TSR) of around 1.0 were
determined. Introducing the Centroid Speed Ratio (CSR), which is the ratio of the sail blade centroid
and the superficial wind velocities for varied wind speeds, the findings indicate an average power
generation potential of 90 kW at 1.4 rad/s for 12 m/s and approximately 16 kW at a 300 m altitude
for a 6 m/s wind velocity.

Keywords: airborne vertical axis wind turbine (VAWT); MAGENN air rotor system (MARS); unsteady
computational analysis; rotating mesh; power coefficient (Cp)

1. Introduction

Renewable energy plays a crucial role in meeting the growing need for sustainable
and eco-friendly power solutions on a global scale. Notably, in the European Union (EU),
the final energy consumption from renewable sources reached a substantial 23.0% share in
2022, according to stats [1,2]. To strengthen this commitment, EU Directive 2023/2413 sets a
target of achieving a 45% share by 2030, with a particular emphasis on harnessing wind and
solar energy resources [3]. Within the broader spectrum of renewable sources, wind energy
has emerged as a significant contributor, acknowledged for its role as one of the cleanest
and readily available forms of power. In this context, airborne wind energy systems have
been further developed to harvest winds at atmospheric levels beyond traditional wind
turbines [4].

Airborne Wind Energy Systems (AWESs) represent an emerging frontier in renewable
energy innovation. These systems, distinguished by their capacity to capture high-altitude
winds through aerial structures or tethered devices, represent a departure from conven-
tional ground-based wind energy solutions. Their primary objective is to harness the more
robust and consistent wind resources found at higher altitudes. Bechtle et al.’s study [5]
evaluates wind resources in the EU for 300, 1000, and 1500 m altitudes over seven years,
revealing available power between 40 and 1600 W/m2 with wind velocities ranging from
2.4 to 10.9 m/s.
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AWESs are classified based on the position of the generator as Ground-Gen and Fly-
Gen systems, or by types as drag-type or lift-type wind turbines [4,6]. In the Ground-Gen
category, electricity generator alternator systems are positioned on the ground, whereas in
the Fly-Gen category, the entire generator assembly is airborne, and the electricity generated
is conveyed to the ground through tethered wires.

Drag-type airborne wind turbines utilize the drag force on their blades to extract
energy from the wind. This type of turbine includes configurations such as the Savonius
wind turbine, which is a vertical axis wind turbine (VAWT) with a drag-type design.
Savonius turbines are notable for their self-starting nature thanks to their high torque at
lower speeds. This feature makes them suitable for conditions with low wind speeds [7].
However, despite high starting torque, Savonius turbines have lower efficiency compared to
Darrieus turbines, which are typical lift-type airborne wind turbines [8]. Lift-type turbines
operate based on the lift force generated by their airfoil-shaped blades and are characterized
by their vertical orientation that can harness wind energy from any direction without the
need for a yaw mechanism.

In this context, AWESs offer several advantages over traditional ground-based wind
turbines. Primarily, airborne systems can access higher altitudes where the wind is gen-
erally stronger and more consistent, leading to increased energy production [4,5]. This
is supported by the fact that AWESs aim to harness wind energy beyond the altitude of
traditional windmills in stronger and more steady winds using tethered wings [9]. Further-
more, a substantial reduction in mass is provided compared to conventional wind turbines,
potentially resulting in economic efficiencies [10]. These advantages position AWESs as a
promising technology for the future of wind energy generation.

Yet, AWESs face several key challenges and limitations in practical implementation
compared to traditional wind turbines. Firstly, they rely on consistent and predictable
wind patterns for optimal performance, making them less suitable for areas with highly
unpredictable or intermittent winds. Additionally, AWESs require sophisticated tether
management systems to ensure safe operation, as tether wear, entanglement, and breakage
can pose significant operational risks. Moreover, altitude restrictions, airspace regulations,
and aviation safety concerns limit the potential power generation capacity of AWESs. The
complexity of control systems needed to manage airborne components, optimize power
generation, and ensure stability adds another layer of challenge. AWES technology is still
in its early stages of development, requiring further advancements, research, and testing to
address key challenges and improve performance and reliability for widespread adoption.

Addressing the above-mentioned challenges requires targeted research efforts and
innovative methodologies. Key research gaps include developing advanced control algo-
rithms to optimize tethered flight paths and power generation efficiency. An improved
understanding of aerodynamics and turbulence in high-altitude wind regimes is essen-
tial for designing robust and efficient AWES configurations. Advanced computational
models and simulation tools can aid in predicting system behavior and optimizing design
parameters. As technology advances, the performance of airborne wind turbines requires
an extensive investigation and rigorous research effort to fully establish their feasibility
and potential.

1.1. Literature Survey

The literature covers a range of research on AWES. A comprehensive review of AWESs,
highlighting their various technologies, such as flying tethered wings or aircraft designed
to access high-altitude winds, was provided by Cherubini et al. [4]. Their study catego-
rized prototypes developed by universities and companies worldwide based on system
architecture, highlighting both proven hardware configurations and potential future im-
plementations. Gerrie et al. [11] presented recent experimental and computational results
for three-bladed Darieus and three-bladed Savonius VAWTs. The computational results
demonstrate a significant difference from the experimental results, with an order of magni-
tude discrepancy. Furthermore, the experimental power coefficient findings are notably low.
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The authors conclude that further experiments employing models representing changes
in design parameters may be required as significant differences are observed between
experimental results and simulations.

A number of other publications [12–21] have also focused on improving the perfor-
mance of either Savonius, Daerius, or hybrid VAWTs using different approaches in design.
However, it is important to note that while these turbines are practical for harnessing wind
energy at low altitudes, the total energy produced is relatively low. The power coefficient
for drag-type VAWT turbines ranges from 0.2 to 0.35. The area covered by the turbine is
small, and the wind speed at low altitudes is very low (3–5 m/s at an altitude of 80 m).
Scientists have conducted experiments and developed models at extremely high speeds,
up to 12–14 m/s, to attract attention.

Noronha and Munishamaih [22] developed and manufactured a prototype Horizontal
Axis Airborne Wind Turbine (HAWT), in which a rotor is housed in a helium-filled enclosure
and is also elevated by a spherical balloon. The prototype was tested under field conditions
at a number of altitudes. The turbine produced 250 W at an average wind velocity of
6 m/s, with a power coefficient (Cp) of 0.25. The consistency between the experimental
and computational results was evaluated in their study using the sliding mesh method
in the numerical model (the mesh is stationary, and a superficial rotation effect is added
to the rotor [23]). The results were in agreement with the experimental results. Ali and
Kim [24] studied a detailed analysis of the power conversion performance of airborne wind
turbines under unsteady loads. Their study utilized the computational fluid dynamics
(CFD) analysis of a 2.51 m blade radius with a 6.5 tip speed ratio and 18 m/s wind speed
for high-altitude offshore applications.

Several significant projects have been carried out regarding AWESs. One remarkable
project application is the Buoyant Airborne Turbine (BAT) developed by Altaeros Energies,
an MIT start-up [25]. BAT proposes around twice the performance of ground-based wind
turbines at altitudes around 600 m, where the expected wind power density rises to
1200 (W/m2).

Another significant project is Omnidea’s LEMAP project [26], based on the Magnus
effect of the airborne rotor, which consists of a tethered cylindrical unit filled with helium
gas. The Magnus effect enables the generation of lift and propulsion force through the
rotation of bodies, such as cylinders or rotors, in a fluid medium. This phenomenon
has been a subject of interest in designing and controlling airborne wind energy systems,
particularly those utilizing the Magnus effect for harnessing wind power. A thorough
recent review by Seifert [27] explains the historical foundation and various applications
of the Magnus effect. This effect has also been extensively studied and applied in the
context of ship propulsion, particularly in the development of rotor ships such as Flettner’s
Baden–Baden ship [27,28]. The computational studies of Gowree and Prince [29] and
Milutinović et al. [30] are also noteworthy in this respect.

This study investigates the MAGENN Air Rotor System (MARS) project, a novel
experimental drag-type vertical axis wind turbine (VAWT), and its performance assess-
ment in various flat terrain conditions. Further analysis of our work was presented at
ICCHMT 2023 [31].

1.2. MAGENN Air Rotor System (MARS)

MARS is a novel airborne rotor designed and patented by Frederick D. Ferguson [32].
The airborne rotor design is presented in Figure 1. The figure illustrates the rotor, a
cylindrical structure with a base diameter of 45 ft (13.7 m) and a length of 100 ft (30.5 m),
which is filled with helium. As the interior of the structure is filled with helium, MARS,
together with the Alteros’s BAT and Omnidea’s LEMAP projects, falls into the lighter-than-
air category, with its sail-like wings, central disc, and bulky body. The rotor is expected
to have a positive lift force due to not only the helium-filled body but also the spinning
of the cylindrical zeppelin. The rotating cylinder design of the airborne rotor-type wind
turbine aims to obtain a positive lift from the Magnus effect by increasing the elevation
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of the helium-filled rotor to high altitudes (300–600 m). The rotor is set to rise with the
lift produced by initial rotation at lower altitudes obtained by increasing lift. The central
disk maintains the motion perpendicular to the wind, and the corresponding diameter
of the disk is 23.16 m. The rotor design is further addressed in detail in our previous
publications [31,33].
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1.3. Scope and Novelty of the Study

During the development phase, the company claimed that MARS had a power output
of 100 kW for a 12 m/s wind velocity [34]. Although this 100 kW-rated power output
in 12 m/s wind velocity is also mentioned in Chaudhari’s study [35], there is no clear
information on the subject, and the existence of a numerical model is controversial. The
only reference is that three different prototypes of MARS were tested for performance in
the VIGYAN wind tunnel. One of the prototype tests by VIGYAN Inc. is presented in
Figure 2 [36]. However, no explicit experimental data or results are presented elsewhere.

In this context, the aim of our investigation, building on our previous work [31,33],
is to evaluate the accuracy of the stated rated power output for this novel design and to
develop a numerical model of the airflow around this airborne rotor configuration. Our
work presented at the ICCHMT 2023 Conference [31] reported the extreme superficial wind
velocity results of 12 m/s, which is in line with the rated wind velocity for the company.
However, according to the EU wind atlas [37], the average wind speed is not close to
12 m/s. The wind velocities reach their maximum at limited locations, with values of
around 10 to 11 m/s [5,37]. Therefore, our extended analysis for superficial wind velocities
of 3, 5, 6, and 9 m/s are investigated in this paper. A summary of results is presented
to assess the performance analysis of the airborne drag-type VAWT for rating purposes,
assuming acceptable wind speed velocities on flat terrain. In this way, our study aims to
provide valuable insights into the design, development, and applications of airborne rotor
systems, highlighting their potential in the field of renewable energy and transportation.
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2. Materials and Methods

In this section, we elaborate on the materials and methods employed in our study to
facilitate a comprehensive investigation and analysis. Specifically, we outline the develop-
ment of a solid model for the experimental airborne turbine, followed by the construction
of a numerical model derived from this solid representation.

2.1. Computational Solution Domain Properties

The computational solution domain is established based on the physical scale and
operational parameters of the novel wind turbine system, as illustrated in Figure 1. The
dimensions mentioned in this section are derived from patents and references issued by
the company [32,34,35]. The cylindrical rotor has a base diameter of 13.7 m (45 feet), with
the blade tip height extending 11.58 m (36 feet) from the axis. Additionally, the central disk
ensures motion perpendicular to the wind, with a corresponding diameter of 23.16 m.

For computational fluid dynamics (CFD) analysis, the three-dimensional (3D) solid
model was imported into ANSYS Workbench, where the mesh structure was generated
using ANSYS Meshing. Subsequently, the numerical model was solved by selecting the
appropriate models within the Fluent module [23].

The computational solution domain is organized into a multi-zone configuration
to support numerical analysis and facilitate mesh rotation with the rotor. This setup
includes two rectangular zones and one cylindrical zone, as illustrated in Figure 3. The
large rectangular zone spans dimensions of 450 × 400 × 130 m, as depicted. Within this
rectangular area, there are designated sub-rectangular and cylindrical regions for adjusting
mesh density and aiding rotational computations. The rotor, which has a diameter of
13.7 m (Figure 1), is located at the center of the cylindrical area with a diameter of 90 m.

In the domain, a careful initial adaptation of the mesh structure along the solution
procedure is employed to generate a detailed mesh structure for the solution procedures.
In total, over 1.2 million nodes and 6.5 million tetrahedral elements are constructed for
mesh generation. The validity and quality of the mesh are evaluated through an analysis
of mesh skewness and orthogonal quality. The results reveal an average skewness of 0.2,
while the orthogonal quality is assessed at 0.8. Additionally, targeted mesh adaptation
is implemented for regions prone to high turbulence and proximity to walls. Notably,
Figure 3 illustrates the denser mesh structures strategically positioned near the rotor wall
and sections of the flow domain where turbulence levels are anticipated to be elevated.

A moving Reference Frame (MRF) approach with sliding mesh is utilized for the
rotating cylinder zone (Figure 3), while the remaining domain meshes are stationary.
Although it requires significant computational resources, this method is widely regarded
as the most precise for forecasting flow in multiple moving reference frames. Therefore,
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it is commonly employed in such CFD models of airborne rotors [16,38]. In the sliding
mesh methodology, the adjacent zones move relative to each other along the mesh interface,
facilitating rotation without the need for cell alignment. This approach is particularly
advantageous in accommodating the inherently unsteady flow conditions encountered in
the simulation.
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To ensure continuous flow, a time-dependent solution procedure is implemented
using a moving reference frame as a link between the stationary and rotating zones,
given the transient nature of the flow. Hence, we employed unsteady Reynolds Averaged
Navier–Stokes (RANS), incorporating a sliding boundary condition for the rotating cylinder.
The cylindrical enclosure mesh was assigned different rotational speeds to conduct a
parametric study. Specifically, the rotational speed varied to Ω = 0.36 rad/s for V = 3 m/s
wind velocity; 0.65 rad/s for V = 5 m/s, 0.7 and 0.8 rad/s for V = 6 m/s; 1.0, 1.06 and
1.1 rad/s for V = 9 m/s; and, finally, 1.2 and 1.4 rad/s for V = 12 m/s.

In the numerical setup, the boundary condition for the prevailing wind direction
cross-section of the rectangular domain was designated as velocity inlet, ensuring the entry
of air into the computational domain across flat terrain wind velocities ranging from 3 to
12 m/s. Meanwhile, the other outer surfaces of the computational domain are specified as
symmetry boundary conditions.

The initial computations commenced with a time step of 0.001 s, ensuring the de-
velopment of a sufficiently accurate flow field. Subsequently, the time step was pro-
gressively increased to 0.002 s, and occasionally to 0.003 and/or 0.005 s, adhering to
the Levi–Friedrich–Courant criterion to maintain the Courant number (CFL) below 1
(CFL << 1). Maintaining a CFL value below 1 ensures numerical stability and time-step
validation. Time-step validation was verified by monitoring the CFL value to ensure
its consistency below this threshold. This adaptive time-step strategy enables efficient
computation while upholding numerical stability [39].

Our study covers a range of wind speeds, from 3 m/s to 12 m/s, resulting in varying
characteristic Reynolds numbers, ranging from Re = 2.2 × 106 to 18.8 × 106, depending
on the wind velocity. To model turbulence, we employed the realizable k-ε turbulence
model in the solver. Additionally, second-order models were used for pressure, momentum,
turbulent kinetic energy, and dissipation rate equations.

2.2. Performance Parameters

• Available wind power, force, and moment relations
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Turbine performance is assessed on the basis of various specific performance param-
eters. The available wind power (Ewind) for a given wind velocity refers to the energy
potential that can be harnessed from the kinetic energy of the moving air mass. It represents
the maximum amount of power that can be extracted by a wind turbine operating under
ideal conditions at a specific wind velocity of V. This available power is determined by the
wind velocity and the area intercepted by the turbine rotor, as expressed in Equation (1).
It is a crucial parameter used for assessing the feasibility and efficiency of wind energy
conversion systems, offering insights into the renewable energy potential of a geographical
location or wind resource.

Ewind =
1
2

ρAV3 (1)

For superficial flow velocities (V) of 3, 5, 6, 9, and 12 m/s, the oncoming total energy
to the rotor (Ewind) is calculated as 5.3, 24.5, 42.2, 142.6, and 338 kW, respectively. The
cross-sectional area (A) is considered in the calculations as the total cross-sectional area
perpendicular to the flow cross-section, as shown in Figure 1.

The aerodynamic forces acting on wind turbine rotors (Fwind) are critical in determin-
ing their operational performance. The relation for the superficial forces that are acting on
the rotor due to wind is presented in Equation (2).

Fwind =
1
2

ρAV2 (2)

These forces cause periodic and fluctuating aerodynamic loads on the rotor body and
blades, directly impacting the overall performance of the wind turbine. To quantify these
effects, the aerodynamic forces are integrated over the length of the blade to determine
the instantaneous forces and moments acting on the rotor body and the blades (Mwind).
Understanding these aerodynamic forces is essential for assessing the performance, effi-
ciency, and structural integrity of wind turbines, ultimately maximizing their power output
and reliability.

Furthermore, the energy generation potential of the rotor is directly related to the
moment exerted on the blades, as depicted in Equation (3). The available wind force
moment (Mwind) is calculated by multiplying the calculated superficial force (Fwind) by the
characteristic length (L).

Mwind =
1
2

ρAV2L (3)

• Performance-related coefficients in airborne wind turbines

In the context of rating airborne wind turbines, the lift coefficient (Cl), drag coefficient
(Cd), and power coefficient (Cp) are essential performance parameters that are directly
related to the efficiency and power generation of these systems.

The lift coefficient is the ratio of total superficial forces and the lift forces acting on the
body of the rotor, as presented in Equation (4).

Cl =
Fl

1
2 ρAV2

(4)

The lift coefficient (Cl) holds significant importance in the context of airborne wind
turbines due to its direct influence on the aerodynamic performance and efficiency of
these systems. Lift force is also directly related to the Magnus effect, as explained in the
previous sections. A higher lift coefficient implies greater lift force production for a given
wind speed, leading to enhanced turbine performance and improved power generation
capabilities, especially for kite-type or lift-type airborne wind turbines.

On the other hand, the drag coefficient (Cd) represents the dimensionless parameter
that quantifies the aerodynamic drag experienced by the turbine body and its components

156



Computation 2024, 12, 77

relative to the airflow. It is defined as the ratio of the drag force acting on the turbine to the
dynamic pressure of the airflow, as expressed by Equation (5).

Cd =
Fd

1
2 ρAV2

(5)

In AWESs, the power coefficient (Cp) is the most significant parameter used to assess
the system’s efficiency and power generation capabilities. It represents the ratio of the
actual power generated by the turbine to the maximum possible power that could be
extracted from the wind, given ideal conditions. The power coefficient is presented in
Equation (6).

Cp =
Actual power generated

Max. possible power
= Cm

RbladeΩ
V

= Cmλ (6)

Cp is directly dependent on the rotational velocities and, therefore, the moment
developed on the blades. The power coefficient is directly proportional to the moment
coefficient (Cm) and tip speed ratio (TSR), denoted as λ. TSR is the ratio of the characteristic
moment arm length (Rblade) multiplied by the rotational speed of the blade (Ω) to the
corresponding wind velocity (V), and it is calculated using Equation (7).

Tip Speed Ratio(TSR) = λ =
RbladeΩ

V
(7)

However, as illustrated in Figure 4, the characteristic length for the moment calculation
varies due to the sail-type and triangular area in our study.
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Figure 4. Solid model of the airborne wind turbine showing the centroid of the sail-type blade
structure with Centroid Speed Ratios (CSRs) for selected wind and rotational velocities.

The tip of the blade on the cylindrical surface of the rotor (Rblade tip, min) is 6.57 m from
the center, while the outermost point of the blade (Rblade tip, max) is 11.5 m from the center.
Considering the triangular shape of the blade, the characteristic length is chosen as the
centroid of the sail (8.21 m), as depicted in the figure. For this reason, the tip speed ratio
will now be referred to as the Centroid Speed Ratio (CSR) throughout the manuscript.

Figure 3 also presents the rotational velocity (Ω), centroid velocity (Vcentroid), and CSR
values corresponding to the flat terrain wind velocities (Vwind) in our parametric study.
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3. Results

In the three-dimensional domain, all computations are conducted for specified wind
velocities of 3, 5, 6, 9, and 12 m/s using ANSYS Fluent 19.R3 and 21.R2 modules. The
rotational speed of the rotor (and, accordingly, the cylindrical rotating mesh zone) is set
based on the CSR values, which are addressed in Figure 4. To ensure the development
and stability of the flow in the solution area, particularly in the wake behind the rotor,
we considered results after the rotor completed three rotations. Subsequently, data were
collected on the drag coefficient (Cd), lift coefficient (Cl), moment coefficient (Cm), power
coefficient (Cp), and power per unit time, along with the corresponding angular position
of the rotor. The results are presented and addressed separately for each flat terrain
wind velocity.

• The 3 m/s wind velocity results

Our initial set of results is derived from a flat terrain wind velocity of 3 m/s, which
is applicable within heights ranging from 0 to 50 m, as per the European Wind Atlas [37].
Utilizing Equation (7) with a wind velocity of 3 m/s and a corresponding rotational velocity
of 0.36 rad/s (equivalent to 3.438 rpm), the centroid speed ratio is calculated to be 0.985.

The numerical results obtained are plotted in Figure 5a, illustrating the flow-related
parameters per degree. These parameters were described in detail in the earlier sections.
Furthermore, velocity magnitude and static pressure distributions on the rotor and in the
flow field are obtained. The velocity magnitude and static pressure contours are presented
in Figures 5b and 5c, respectively. For a clearer observation of the flow field and the section
after the rotor, an XZ midplane was defined in the contour plots precisely at the center
point of the rotor.

Figure 5a illustrates that the total power generated (in kW) peaks every 36 degrees
due to the presence of 10 blades distributed along the 360-degree circumference. The cross-
sectional area perpendicular to the flow varies with the position of the blade, repeating
every 36 degrees owing to the utilization of a time-dependent transient solution. However,
since the wind turbine analyzed in our study is of the drag type, the condition where the
cross-sectional area is tangentially perpendicular to the centerline experiences the greatest
drag, resulting in the highest power extraction. It is noteworthy that as the blade rotates
in the direction of the force applied by the drag, the drag acting on the blade diminishes,
consequently reducing the extracted power. This cycle repeats at every 36 degrees.
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The cycle, however, does not exactly follow an identical pattern of repeated peaks and
troughs for a result of 3 m/s. This variation primarily arises from the flow instability due to
the low speed and the constant evolution of wakes in the rear area of the rotor cross-section.
The wakes behind the flow are clearly visible in the velocity contours presented in Figure 5b.
While a wake develops from the bottom to the rear of the rotor, superficial velocities in the
domain and on the rotor reach 6 m/s in the upper sections.

The drag coefficient on the rotor varies between 0.72 and 0.80, while the lift coefficient
varies between 0.42 and 0.52. At an air velocity of 3 m/s, the average power produced is
1.22 kW out of a total potential power of 5.4 kW. Therefore, the ratio of these two terms, the
average power coefficient, is found to be 0.228.

• The 5 m/s wind velocity results

Secondly, results were obtained for a flat terrain wind velocity of 5 m/s. According
to the European Wind Atlas, a wind velocity of 5 m/s is commonly observed at altitudes
ranging from 50 to 100 m [37]. At this velocity, the rotational velocity was determined to be
0.65 rad/s (equivalent to 6.207 rpm). Consequently, the Centroid Speed Ratio (CSR) value
was calculated as 1.067.

The results for a wind velocity of 5 m/s are presented in Figure 6a for power and
performance coefficients, and in Figures 6b and 6c for velocity and pressure coefficients,
respectively.

The estimated power generation and drag coefficient shown in Figure 6a exhibit
greater stability and cyclic behavior compared to the wind velocity of 3 m/s. Specifically,
the estimated power generation varies between 6 and 7.5 kW. With the available potential
power calculated at 24.9 kW for 5 m/s wind velocity, the average power coefficient is
determined to be 0.277 for this case. Additionally, the lift coefficient fluctuates between
0.50 and 0.70, and the drag coefficient is observed to range from 0.38 to 0.45.

In the contour plots presented in Figure 6b,c, it is evident that the wake forms and
translates in the upper rear part of the rotor compared to the results obtained at a 3 m/s
wind velocity. The velocity magnitudes increase up to 10 m/s in the outer diameter of
the cylindrical disc and in the upper top sections of the rotor. Upon analyzing the static
pressure, positive pressure is found on the blade surfaces as expected.
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Figure 6. Results for wind velocity of 5 m/s and rotational speed of 0.65 rad/s (equivalent to
6.207 rpm): (a) Drag, lift, moment, and power coefficients; (b) Velocity magnitude contours; (c) Static
pressure distribution.

• The 6 m/s wind velocity results

Our study presents two sets of results for the Centroid Speed Ratio (CSR) and rotational
speed corresponding to a superficial wind velocity of 6 m/s. Wind velocities of 6 m/s
are commonly observed on a large scale, ranging from 100 m to 150 m altitudes with
reference to ground in Europe [37]. The first set of results consists of a CSR value of 0.958,
achieved with a rotational velocity of 0.70 rad/s (equivalent to 6.685 rpm). These results
for CSR = 0.958 are comprehensively presented in Figure 7.

Analyzing the variation of performance parameters in Figure 7a concerning time
and the instantaneous position of the rotor reveals that the estimated power potential
ranges from 8 to 9.5 kW. Considering the total harvestable power of 43.1 kW, these values
correspond to relatively low power coefficient values (Cp = 0.198).
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Figure 7. Results for wind velocity of 6 m/s and rotational speed of 0.7 rad/s (equivalent to
6.685 rpm): (a) Drag, lift, moment, and power coefficients; (b) Velocity magnitude contours; (c) Static
pressure distribution.

Therefore, a further case for a 6 m/s flat terrain velocity was assessed as a new scenario
by incrementally increasing the rotational speed to explore instances with a higher Center
Speed Ratio (CSR). The condition with a rotational velocity of 0.80 rad/s, applicable to the
case with CSR = 1.094, was evaluated, and the results are similarly presented in Figure 8.

According to the results depicted in Figure 8, the instantaneous power obtained for a
wind velocity of 6 m/s and a rotational speed of 0.8 rad/s ranges between 16.0 and 17.5 kW.
The coefficient of performance (Cp) notably increased compared to the results obtained
at 0.7 rad/s, averaging 0.384. The drag coefficient remained consistent with an average of
0.70, while the lift coefficient exhibited a slight increase due to the higher rotation speed,
rising from the 0.43–0.45 range to 0.48.

The contour results reveal that, at lower rotational speeds for the same air velocity,
the wake typically forms and translates in the upper rear part of the rotor. However, with
increasing rotational speed, the wake may shift and become more pronounced in specific
areas behind the rotor. Additionally, the wake extends further downstream due to the
increased momentum of the airflow passing through the rotor.
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These changes in the wake characteristics also influence the pressure distribution in
the surrounding airflow. Examination of the static pressure demonstrates variations, often
resulting in positive pressure observed on the blade surfaces, as expected. Specifically, for
the 6 m/s results, this positive pressure ranges from 70 to 80 Pa, indicating the aerodynamic
forces acting on the rotor blades.
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Figure 8. Results for wind velocity of 6 m/s and rotational speed of 0.8 rad/s (equivalent to
7.640 rpm): (a) Drag, lift, moment, and power coefficients; (b) Velocity magnitude contours; (c) Static
pressure distribution.

• The 9 m/s wind velocity results

In this section, we present the results obtained for a wind velocity of 9 m/s. Wind
velocities of 9 m/s are achievable onshore during specific periods, particularly at heights of
150 to 200 m and above ground level. Conversely, for offshore applications, this wind speed
is commonly encountered, especially in regions like the North Sea [37]. Wind speeds of this
magnitude offer considerable energy potential, with a total harvestable energy estimated at
142 kW.
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In this context, initial analyses were conducted with a rotational speed of 1.06 rad/s
(equivalent to 10.12 rpm), corresponding to a Centroid Speed Ratio (CSR) of 1.00. The
resulting outputs are presented in Figure 9.
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Figure 9. Results for wind velocity of 9 m/s and rotational speed of 1.06 rad/s (equivalent to
10.12 rpm): (a) Drag, lift, moment, and power coefficients; (b) Velocity magnitude contours; (c) Static
pressure distribution.

For a rotational velocity of 1.06 rad/s, it is observed that the obtainable energy varies
widely, ranging from 26 to 33 kW, with an average of 31.3 kW. Consequently, the power
coefficient is calculated to be 0.213. The drag coefficient remains consistent at 0.70, as
observed in previous results.

A wide range of velocities is observed on the rotor surfaces, reaching up to 18 m/s.
Additionally, the static pressure is measured at −200 Pa on the rear blade surfaces and at
120 Pa on the front surfaces.

The case involving a rotational speed of 1.20 rad/s (rpm) for the same wind speed is
analyzed as a subsequent step. The corresponding CSR value calculated for this case is
1.095. The results obtained for a rotation speed of 1.20 rad/s are presented in Figure 10.
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Figure 10. Results for wind velocity of 9 m/s and rotational speed of 1.20 rad/s (equivalent to
11.46 rpm): (a) Drag, lift, moment, and power coefficients; (b) Velocity magnitude contours; (c) Static
pressure distribution.

As depicted in Figure 10, an increase in rotational velocity leads to a significant rise in
the power coefficient, reaching 0.364, similar to the previous case. The estimated power
obtained ranges between 48 and 55 kW. The drag coefficient remains constant at 0.70, while
the lift coefficient stabilizes at approximately 0.40.

Similarly to the observations at 6 m/s, the heightened rotational speed causes a further
downstream extension of the wake due to the increased momentum of the airflow passing
through the rotor.

Furthermore, it was observed that as the rotational speed increased, the static pressure
on the front surface of the rotor blades exceeded 170 Pa.

• The 12 m/s wind velocity results

In our study, we evaluated the results for wind speed conditions of 12 m/s as the
highest wind velocity scenario by extending our previous conference work [31]. Wind
speeds of 12 m/s can typically be observed in regions with favorable wind conditions,
such as coastal areas or elevated terrains (>300 m above ground level). However, the
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availability of such high wind speeds may vary depending on the geographical location,
local topography, and weather patterns.

A wind speed of 12 m/s is considered relatively high and falls within the category
of strong winds. According to the Beaufort scale [40], which classifies wind speeds based
on observed effects on land and sea, 12 m/s corresponds to a Beaufort scale force of 6,
indicating strong breeze conditions. Notably, such strong breeze conditions are unlikely to
persist stably for extended periods.

However, despite the infrequency of stable 12 m/s wind conditions, it was essential
to evaluate the performance of wind energy systems under such circumstances. This is
particularly significant considering that the MARS airborne rotor system manufacturer
provided estimated power output figures based on the rated 12 m/s wind speed. Therefore,
in our study, we tested scenarios where 12 m/s wind speeds occur and analyzed the results
accordingly.

For a wind velocity of 12 m/s, the results obtained for a rotational speed of 1.20 rad/s
(11.46 rpm) are depicted in Figure 11.
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For a wind velocity of 12 m/s and a rotational speed of 1.20 rad/s (corresponding to
CSR = 0.821), the power generation results exhibit a wide range, spanning from 23 to 43 kW.
The average calculated power is 33.7 kW, which is relatively low considering the potential
energy of 12 m/s air, estimated at 345 kW. The power coefficient is indirectly determined to
be 0.098, marking the lowest value in our study. Therefore, to explore cases with higher
CSR values, the scenario involving a rotational speed of 1.45 rad/s (CSR = 0.992) was also
examined, and the results are illustrated in Figure 12.
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As anticipated, the increase in rotational speed corresponded to a rise in potential
power output. The estimated power generation ranged between 70 and 100 kW, aligning
with the rated energy output of 100 kW provided by the patented manufacturer of the
MAGENN Airborne Rotor System (MARS). However, it is worth noting that achieving
stable wind speeds of 12 m/s poses a significant challenge for the project.

Furthermore, with higher wind speeds and rotation rates, the lift coefficient exceeded
the 0.50 threshold, slightly surpassing values observed in previous cases, which typically
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ranged between 0.40 and 0.45. Similarly, the drag coefficient also showed a slight increase,
hovering slightly above 0.70.

Another noteworthy observation from the contour plots is the elongation of the wake
behind the rotor with increasing wind speed. This phenomenon arises from the accelerated
airflow, creating a larger disturbed air zone downstream, which persists longer. This
correlation between wind speed and wake behavior underscores the complex nature of
airflow dynamics around airborne rotor systems.

4. Discussion

In this paper, we conducted an in-depth analysis of the potential performance of an
airborne vertical axis wind turbine (VAWT) under maximum rating wind velocities of
up to 12 m/s, considering flat terrain wind speed conditions up to approximately 300 m
height. This study aimed to evaluate the performance characteristics of this novel VAWT
design across a range of wind speeds, from 3 m/s to 12 m/s. The results of our analysis are
summarized in Table 1 below, including the average power production and average power
coefficient of the rotor at each wind velocity.

Table 1. Possible average power production and average power coefficient of the rotor for selected
wind and rotational velocities.

Wind Velocity
(m/s)

Rotational Velocity
(rpm)

Average Power
Coefficient

(Cp)

Available Power
(kW)

Possible Average
Power Production

(kW)

3 3.44 0.228 5.4 1.22

5 6.21 0.277 24.9 6.91

6 6.68 0.198 43.1 8.54

6 7.64 0.384 43.1 16.55

9 10.12 0.213 142.6 31.29

9 11.46 0.364 142.6 51.86

12 11.46 0.098 345.0 33.70

12 13.85 0.264 345.0 91.18

In addition, the power coefficient (Cp) curves at different Centroid Speed Ratios (CSRs)
under the same wind velocities are presented in Figure 13.

Computation 2024, 12, x FOR PEER REVIEW 19 of 22 
 

 

9 10.12 0.213 142.6 31.29 
9 11.46 0.364 142.6 51.86 

12 11.46 0.098 345.0 33.70 
12 13.85 0.264 345.0 91.18 

In addition, the power coefficient (Cp) curves at different Centroid Speed Ratios 
(CSRs) under the same wind velocities are presented in Figure 13. 

 
Figure 13. Power coefficient (Cp) curves at different Centroid Speed Ratios (CSRs) under the same 
flow velocity. 

The results demonstrate a clear relationship between wind velocity, rotational veloc-
ity, and the performance of the MAGENN airborne wind turbine system. Notably, the 
average power coefficient (Cp) varies between 0.1 and 0.38 across different wind and ro-
tational velocities, with the highest power generation potential observed at a wind speed 
of 12 m/s and a rotational speed of 13.85 rpm, resulting in an average power production 
of 91.18 kW. 

This study also presents wake and vorticity characteristics under various flow condi-
tions and Reynolds numbers through contours. The findings indicate that, at lower rota-
tional speeds and consistent air velocities, the wake predominantly forms and moves in 
the upper rear section of the rotor. However, as the rotational speed increases, the wake 
may shift and intensify in specific regions behind the rotor. Furthermore, the wake ex-
tends farther downstream due to the heightened momentum of airflow passing through 
the rotor. Nevertheless, conducting a more comprehensive analysis of wake and vorticity 
is planned for future studies. 

Validity of the Results 
The comparison with existing studies provides a valuable framework for assessing 

the validity of our results. Our findings, which demonstrate favorable performance com-
pared to similar investigations on Savonius Drag-Type Vertical Wind Turbines, align well 
with the literature. Specifically, Gerrie et al. [11] reported Cp values ranging from 0.12 to 
0.14, Al-Gburi et al. [15] reported a range from 0.10 to 0.21, Mohamed et al. [21] reported 
a range from 0.10 to 0.25, Shukla et al. [14] reported a range from 0.23 to 0.27, and Alom 
et al. [41] reported a range from 0.11 to 0.33. However, it is crucial to acknowledge that 
each study involves a unique geometry, conditions, and experimental setups, which can 
influence the observed outcomes. Despite these differences, the consistency of our results 

0
0.05

0.1
0.15

0.2
0.25

0.3
0.35

0.4
0.45

0.8 0.85 0.9 0.95 1 1.05 1.1 1.15

Po
w

er
 C

oe
ffi

ci
en

t (
C

p)

Centroid Speed Ratio (CSR)

Cp vs. CSR for different wind velocities

6 m/s

9 m/s

12 m/s

Figure 13. Power coefficient (Cp) curves at different Centroid Speed Ratios (CSRs) under the same
flow velocity.

167



Computation 2024, 12, 77

The results demonstrate a clear relationship between wind velocity, rotational velocity,
and the performance of the MAGENN airborne wind turbine system. Notably, the average
power coefficient (Cp) varies between 0.1 and 0.38 across different wind and rotational
velocities, with the highest power generation potential observed at a wind speed of 12 m/s
and a rotational speed of 13.85 rpm, resulting in an average power production of 91.18 kW.

This study also presents wake and vorticity characteristics under various flow con-
ditions and Reynolds numbers through contours. The findings indicate that, at lower
rotational speeds and consistent air velocities, the wake predominantly forms and moves
in the upper rear section of the rotor. However, as the rotational speed increases, the wake
may shift and intensify in specific regions behind the rotor. Furthermore, the wake extends
farther downstream due to the heightened momentum of airflow passing through the rotor.
Nevertheless, conducting a more comprehensive analysis of wake and vorticity is planned
for future studies.

Validity of the Results

The comparison with existing studies provides a valuable framework for assessing the
validity of our results. Our findings, which demonstrate favorable performance compared
to similar investigations on Savonius Drag-Type Vertical Wind Turbines, align well with
the literature. Specifically, Gerrie et al. [11] reported Cp values ranging from 0.12 to 0.14,
Al-Gburi et al. [15] reported a range from 0.10 to 0.21, Mohamed et al. [21] reported a range
from 0.10 to 0.25, Shukla et al. [14] reported a range from 0.23 to 0.27, and Alom et al. [41]
reported a range from 0.11 to 0.33. However, it is crucial to acknowledge that each study
involves a unique geometry, conditions, and experimental setups, which can influence
the observed outcomes. Despite these differences, the consistency of our results with the
broader body of literature on wind turbine performance gives credibility to our findings.
Further research and validation efforts, including experimental verification when feasible,
would enhance the robustness and reliability of our conclusions.

5. Conclusions

The computational analysis conducted in this study offers valuable insights into the
performance characteristics of a novel airborne vertical axis wind turbine (AVAWT) system
across varying wind conditions. Our findings not only highlight the complex interactions
between wind speed, rotational speed, and turbine performance but also provide several
opportunities for researchers and developers in the field of airborne wind energy.

One significant implication of this research is the identification of optimal operating
conditions for maximizing energy extraction efficiency. The cyclic behavior observed in
power generation, characterized by peaks at specific rotor positions, underscores the impor-
tance of adjusting rotational speed to optimize power output. This presents an opportunity
for further research into advanced control strategies and optimization algorithms aimed
at dynamically adjusting rotor speed to adapt to changing wind conditions in real time,
thereby enhancing overall system efficiency.

In this study, we carried out a comprehensive evaluation of the performance of a
vertical axis wind turbine (VAWT) airborne wind turbine system inspired by the innovative
design resembling yacht sails. By using information from related websites and literature,
which reported a power coefficient (Cp) of 0.21, we aimed to validate and extend these initial
claims. Through meticulous computational analysis, we investigated the performance of
the turbine across a spectrum of wind speeds and rotational velocities. Our findings
revealed a dynamic range of average power coefficients (Cp) spanning from 0.1 to 0.38,
underscoring the versatility and adaptability of the turbine system under diverse operating
conditions. Notably, the highest power generation potential was observed at a wind speed
of 12 m/s and a rotational speed of 13.85 rpm, culminating in an impressive average power
production of 91.18 kW.

Moreover, our analysis of wake formation and translation behind the rotor highlights
the need for further research to minimize power losses due to wake interference. Wake
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and vortex structures could be further explored to mitigate the adverse effects of wake
turbulence on downstream turbines. Additionally, experimental validation of the numerical
results could further enhance the reliability and accuracy of the predictive models.

In conclusion, this study contributes to the ongoing efforts to harness the vast potential
of airborne wind energy as a sustainable and renewable energy source. By addressing
key research challenges and identifying opportunities for innovation, this research lays
the foundation for the continued development and commercialization of different types of
airborne wind turbine systems.
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Abstract: Small submersible drainage pumps are used to discharge leaking water and rainwater in
buildings. In an emergency (e.g., heavy rain or accident), advance monitoring of the flow rate is
essential to enable optimal operation, considering the point where the pump operates abnormally
when the water level is increased rapidly. Moreover, pump performance optimization is crucial
for energy-saving policy. Therefore, it is necessary to meet the challenges of submersible pump
systems, including sustainability and pump efficiency. The final goal of this study was to develop
an energy-saving and highly efficient submersible drainage pump capable of performing efficiently
in emergencies. In particular, this paper targeted the hydraulic performance improvement of a
submersible drainage pump model. Prior to the development of driving-mode-related technology
capable of emergency response, a way to improve the performance characteristics of the existing
submersible drainage pump was found. Disassembling of the current pump followed by reverse
engineering was performed instead of designing a new pump. Numerical simulation was performed
to analyze the flow characteristics and pump efficiency. An experiment was carried out to obtain
the performance, and it was validated with numerical results. The results reveal that changing the
cross-sectional shape of the impeller reduced the flow separation and enhanced velocity and pressure
distributions. Also, it reduced the power and increased efficiency. The results also show that the
pump’s efficiency was increased to 5.56% at a discharge rate of 0.17 m3/min, and overall average
efficiency was increased to 6.53%. It was concluded that the submersible pump design method
is suitable for the numerical designing of an optimized pump’s impeller and casing. This paper
provides insight on the design optimization of pumps.

Keywords: submersible pump; computational fluid dynamics; experiment; impeller shape; flow
balance block; optimum model

1. Introduction

This study focused on the performance improvement of submersible drainage pumps.
Submersible drainage pumps are divided into two categories. One is referred to as “large
submersible pumps”, which are used for drainage (rainwater) pumping stations, and
the other is known as “small submersible pumps”, which are used in buildings. Small
submersible drainage pumps are used for draining from buildings when leakage and rain-
water flow into the basement [1–3]. The TRL (Technology Readiness Level) of submersible
drainage pumps is 7–9, and it is a situation from which no unique technology will arise.
Existing technology patents also utilize technology used in other fields. According to
patent acquisition, vibration sensors are installed on the pump shaft to solve the blocking
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phenomenon caused by foreign substances and vibration problems caused by, e.g., cavita-
tion. The shape of the impeller can be changed without impacting performance to prevent
the clogging of foreign substances or improve existing monitoring technologies. Pump
efficiency is a significant energy-saving policy factor [4,5]. If pump efficiency increases, a
significant amount of energy will be saved.

Due to the complicated, implicit relationship between hydraulic performance and the
complex geometry shape of impeller passages, the study of optimization and the inverse
problem of the submersible pump is moving slowly [6,7]. Shi et al. [8] started to design
a new submersible pump for deep wells with the computational fluid dynamics (CFD)
technique. They achieved sufficient pump efficiency compared with that of traditional
pumps. Zhu et al. [9] investigated a mechanistic model for improving system performance
with gas–liquid flow in a submersible pump. Manivannan [10] conducted a study on the
computational fluid dynamics of a mixed-flow pump to predict the flow pattern inside the
impeller. Different parameters and optimization techniques were used to obtain optimal
output for the pump impeller numerically [11]. The pump impeller head was optimized
using various optimization algorithms to reduce frictional loss during pump operation [12].
Using an inverse design, Zangeneth et al. [13] investigated using a mixed-flow pump for
suppressing secondary flows. Afterwards, they [14] performed an experimental study to
confirm the validity of the model pump. Kim et al. [15] attempted to improve suction
performance and efficiency by optimizing a mixed-flow pump with the CFD technique.
Another researcher [16] studied the suction performance improvement of mixed-flow
pumps. The result exhibited that the specific speed and shape of the pump’s impeller
greatly influence the suction performance.

Yan et al. [17] investigated a CFD-based pump redesign of a centrifugal to improve
efficiency and decrease unsteady radial forces. The CFD method was applied to study
the effect of the volute and the number of impeller blades and trailing-edge modifica-
tion of pumps [18,19]. Qian et al. [20] adopted the Plackett–Buram test design method
for the performance optimization of multistage centrifugal pumps. The results showed
a significantly impacted pump axial force and hydraulic performance when consider-
ing the blade exit angle, outlet diameter, blade wrap angle, etc. Liu et al. [21] studied
the RBF neural network and particle swarm optimization method to improve the perfor-
mance of submersible well pumps. They found that the pressure gradient in the impeller
was increased, and the pressure amplitude of the impeller was significantly reduced.
Ling Bai et al. [22] highlighted the performance improvement of an EPS impeller based on
the Taguchi approach and found that the front and rear shrouds of the impeller meridian
significantly affect the ESP performance. Chen et al. [23] studied performance improvement
of a mixed-flow pump based on the entropy production method. They found that the geo-
metric and hydrodynamic parameters greatly influenced the pump’s energy characteristics.
Suh et al. [24] optimized impeller and suction performance to increase the hydraulic effi-
ciency of a mixed-flow pump. Jeon et al. [25] conducted a study on a regenerative pump
impeller and enhanced the model’s efficiency by numerical simulation and design of ex-
periments (DoE). Siddique et al. [26] investigated the impeller design optimization of a
centrifugal pump by numerically enhancing the pump head and significantly reducing
the input power. Shim et al. [27] presented a study on enhancement flow recirculation
and cavitation of a centrifugal pump by controlling the meridional profile of the blade.
Yang et al. [28] investigated multistage ESP to improve hydraulic performance using the
Taguchi optimization method. The Taguchi method was a remarkably handy tool for
optimizing the ESP. Arocena et al. [29] designed and analyzed the intake structure of a
submersible pump numerically. Wei et al. [30] investigated the influence of impeller gap
drainage width on the performance of a low-specific-speed centrifugal pump, and the
results revealed that using a smaller gap width could significantly improve the perfor-
mance. Han et al. [31] presented the influence of various impeller blade outlet angles on the
performance of a high-speed ESP using experimental and computational methods. It was
found that the impeller vane exit angle had a significant effect on the pump performance
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curve. Tong et al. [32] conducted axial flow pump performance analysis experimentally
and numerically. The results showed that a higher head led to increased pump rotation
speed. Fakher et al. [33] studied the efficiency improvement of an electric submersible
pump. They replaced the conventional motor with a permanent magnetic one to achieve
prolonged ESP mean failure. The flow patterns inside an electrical submersible pump are
presented using CFD and compared with visualization experiments [34]. However, the
study did not show whether optimizing the shape of the pump casing and impeller can
improve the hydraulic performance in a single-stage submersible drainage pump.

Therefore, this study focused especially on the hydraulic performance optimization of
a centrifugal-type submersible drainage pump as a development target. To improve our
understanding of the flow characteristics inside pumps, existing and developed pumps’
performances were analyzed through simulations and experiments. Moreover, this study
was intended to provide a basic design of the pump shape to enhance the performance of
significant parts, manufacture parts and conduct pump tests using 3D printing technology.
In addition, primary research findings were patented based on the developed technology.

2. Materials and Methods

2.1. Pump Dimensions and 3D Model

Three-dimensional scanning was performed to accurately obtain the dimensions of
the pump casing and impeller to be analyzed. For this purpose, a DWE-08B submersible
drainage pump was disassembled, as shown in Figure 1. The exact dimensions of the pump
were required for analysis through computational methods. Of the pump components,
only the significant parts of the pump impeller and casing were scanned using a noncontact
portable 3D scanner (Creaform 50, with a tolerance of 1/100, Creaform, Lévis, QC, Canada).
The software generated the three-dimensional geometrical shape and imported it to CAD
software (ANSYS-ICEM (21R2)) for cleaning.
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Figure 1. Disassembling the submersible drainage pump (DWE-08).

This study used ANSYS-ICEM commercial software to clean-scan 3D geometry and
create an .STP file. Figure 2 shows an assembly and disassembly drawing of the vertical
semi-open-type submersible pump (model—DWE-08B). Figure 3 illustrates the cross-sectional
view of the main components of the pump. Table 1 presents the major design dimensions of
the pump impeller and the casing obtained from the pump company’s catalog.
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Figure 3. Cross-sectional view of the pump’s key components.

Table 1. Original submersible pump model (DWE-08B) design parameters.

Description Power Flow Rate Head

Impeller Casing

Blades D1 D2 Flow Path
Height

Inlet
Height

Outlet
Dia.

Model H.P. m3/min m No. mm mm mm mm mm

DWE-08B 1 0.16 10 2 25 105 54 135 60

2.2. Specifications of the Submersible Pump

The pump company only provided the major pump specifications. Figure 4 illustrates
the various pump models’ performance curves. The DWE-08B model performance data are
represented in the black curve with a circle and red line. Table 2 shows the submersible
pump’s data, as presented in the pump company’s catalog [2]. Specific points of the subject
pump were determined from the record. Figure 5 illustrates the hydraulic performance
optimization procedure.
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Table 2. Submersible pump performance data [2].

Model Outlet Height (mm) Power (H.P.) Flow Rate (m3/min) Head (m)

DWE-08B 50 1 0.16 10
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Figure 5. Procedure for hydraulic performance optimization of the submersible drainage pump.

2.3. Computational Domain and Boundary Conditions

The ANSYS ICEM-CFX commercial software (21R2, ANSYS Inc., Canonsburg, PA,
USA, 2021) based on the finite volume method was utilized for grid generation and analysis
of the pump. Then, unconstructed tetrahedral meshing grids were created, as shown in
Figure 6. Changing the number of meshing grids confirms the grid dependency [35]. Table 3
shows the various pump meshing grids performance and relative errors. The proposed
total meshed grids had 272,563 nodes and 1,374,829 elements.
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Figure 6. Submersible pump meshing grids used for computation.

Table 3. Meshing grids of the DWE-08 submersible pump.

Description Elements Nodes Head (m) Relative Error (%)

Model 1 205,962 1,241,365 9.824 -
Model 2 272,563 1,374,829 9.871 0.47842
Model 3 532,924 2,733,319 9.853 0.18235
Model 4 1,085,683 5,648,730 9.816 0.37552
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To run the computer simulation, this study accounted for the Reynolds Average
Navier–Stokes (RANS) equations for calculating the flow analysis of the pump [36]. The
following assumptions were considered: (i) incompressible, (ii) steady-state flow and
(iii) turbulence model. The fluid was assumed to be Newtonian fluid, and the thermophysi-
cal properties were constant with temperature. Under the assumptions of incompressible
and steady state, the governing equations of the continuity and momentum equations
(known as Navier–Stokes) are expressed as [36,37]

∂ui
∂xi

= 0 (1)

ρ

(
∂ui
∂t

+ uj
∂ui
∂xj

)
= − ∂p

∂xi
+

∂τij

∂xj
+ S (2)

In the above equations, ui represents the velocity vector, x is the component of the
position vector, p is the scalar pressure, ρ is the density of the fluid, τij designates the stress
tensor, S is the source term, and i and j represent tensor notations.

To calculate the turbulent flow, eddy viscosity was added. The SST (shear stress trans-
port turbulence) model was considered to calculate the fluid’s turbulent shear stress [38,39].
The standard k-ω model was originally developed by Wilcox [38]. The k-ω-based SST
model was developed by Menter [39] and can be used to effectively blend the robust and
accurate formulation of the model in the near-wall region. This model is widely applicable
in turbomachinery and pumps and can also predict the onset of flow separation under an
adverse pressure gradient. Therefore, the SST model was chosen for the current applica-
tion. Turbulent viscosity µt was determined by solving two-transport equations: turbulent
energy k and the turbulence frequency ω. The two k-ω-based equations can be expressed as

k-equation:

ρ
∂k
∂t

+ ρuj
∂k
∂xj

=
∂

∂xj

[(
µ +

µt

σk

)]
∂k
∂xj

+ Pk − ρβ∗kω + Pkb (3)

ω-equation:

ρ
∂ω

∂t
+ ρuj

∂ω

∂xj
=

∂

∂xj

[(
µ +

µt

σω

)]
∂ω

∂xj
+ α

ω

k
P

k
− ρβω2 + Pωb (4)

The turbulent eddy viscosity µt was calculated from

µt = ρ
k

max(ω, S·F2)
(5)

where Pkb and Pωb are the shear production of turbulence, S is the invariant measure of the
strain rate, and F2 is a blending function that restricts the limiter to the wall boundary layer
defined by

F2 = tanh

[
max

(
2
√

k
β∗ωy

;
500µ

ρy2ω

)]2

(6)

The first SST blending function is formulated as

F1 = tanh

[
min

{
max

( √
k

β∗ωy
;

500µ

ρy2ω

)
;

4ρk
CDkωσω2y2

}]4

(7)
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where y is the distance to the nearest wall, and CDkω is the positive part of the cross-
diffusion term, i.e.,

CDkω = max

(
2ρ

1
σω2ω

∂k
∂xj

∂ω

∂xj
, 10−10

)
(8)

The turbulence model coefficients are given as

α = 0.55, β = 0.075, β∗ = 0.09, σk = 2.0, σω = 2.0

In this work, the boundary conditions used for the simulation were mass flow rate as
the inlet and 0 Pa as the pressure outlet. All boundary walls were assumed to be smooth
walls with no-slip conditions. A frozen rotor operating at a specific rotational speed of
3450 rpm was selected for steady-state, incompressible flow analysis. Figure 7 represents
the boundary conditions for numerical analysis of the DWE-08 pump domain. The velocity
and pressure residual value was 1 × 10−5, controlled by convergence criteria.
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3. Results and Discussion

Section 3.1 provides the pump performance validation of the computed data.
Section 3.2 describes the performance analysis of the submersible pump under differ-
ent operating conditions. Additionally, design modifications of the casing and impeller are
illustrated in Section 3.3. Moreover, Section 3.4 presents the pump’s hydraulic performance
improvement and optimum model.

3.1. Verification of the Numerical Results

An experimental setup was constructed for comparison with the computed data to
verify the reliability of the test pump that the test facility employed to meet the KSB 6321
and ISO 5198 standards [40,41]. The measurement sensors used in the test pump to obtain
the test data allowed a standard deviation of ±2%. The test environmental working fluid
temperature and relative humidity were 13 ± 1 ◦C and 32 ± 5%, respectively.

The hydraulic performance parameters such as head, volume flow rate, power and
efficiency are sufficient for comparing the measured with the calculated data. The equations
for pump head, energy and efficiency are expressed as

H =
p2 − p1

ρg
+

V2
2 −V2

1
2g

+ (z2 − z1) (9)

P = ωT (10)

η =
ρgQH

ωT
(11)

where H represents the pump head in m, p is the static pressure of the pump in N/m2,
V is the velocity of the pump in m/s, z is the elevation of the pump in m, P is the shaft
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power in kW, Q is the volumetric flow rate in m3/min, ω is the rotational speed in rad/s,
T is the toque in N·m, ρ is the working fluid density in kg/m3, and g is the gravitational
acceleration in m/s2, respectively. Subscripts 1 and 2 denote the inlet and outlet sections of
the pump.

Figure 8 presents the experimental measurement data tested by the KTC (Korea Testing
Certification Institute) at the pump test facility center. By examining the results in Figure 8,
it can be seen that when the flow-specific point (volumetric flow rate) was 0.165 m3/min,
the total head was 10 m, and the overall efficiency was only 32.14%, which was not the same
as the pump efficiency. Because the test pump was in the water and could not measure
the torque, the motor’s power factor (0.78) must be considered in comparing it with the
experimental results. In addition, the catalog’s performance data, test data and analysis
data were all presented for each outcome. When comparing all data, the average head
error value was only 0.0456%, the power average error was only 0.0808%, and the efficiency
average error was only 0.0617%. The head and efficiency differences were only 0.07% and
10.18% at the design flow rate. The lower difference was observed at the higher flow rate of
the pump. The standard deviation of the pump head was 0.046%, the power was 0.0047%,
and the rotational speed was 1.54%. At the 95% confidence limit, the normal distribution
of the test pump was measured, revealing that the uncertainty of the pump head was
H ± 0.00989 m, the discharge rate was Q ± 0.00178 m3/min, the power was P ± 0.0102 kW,
and the rotational speed was N ± 3.298 rpm.
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submersible pump: (a) head vs. flow rate and (b) efficiency vs. flow rate (experimental uncertainty in
N ± 3.298 rpm, Q ± 0.00178 m3/min, H ± 0.0989 m and P ± 0.0102 kW).

First, looking at Figure 8a, there is a clear difference between the test and catalog
results. As observed from the H-Q curve, the analysis results agree relatively well with the
experimental data, except for the low flow rate. The two results do not match well in the
low-flow region due to the influence of the grid and y+. Therefore, we decided it would be
best to exclude or modify the catalog data. In comparing this with the test value, it was
found that the test results are well matched when considering the motor power factor of
0.78, as mentioned in the shaft power report. The values of Samples 1 and 2 in Figure 8b are
the efficiencies mentioned in the high-efficiency energy equipment report. Moreover, in this
study, the mechanical losses of the submersible pump were not taken into consideration in
the numerical analysis.

3.2. Performance Analysis

Additionally, this study analyzed the flow pattern inside the pump and velocity
distributions at the design flow rate. Figure 9 shows the velocity vectors and velocity
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streamline distribution of the pump. As can be observed, the flow recirculates in the pump
discharge region, where the energy dissipates, resulting in significant pump losses. The
flow separation in the casing caused relatively large vortices at the outlet of the pump
casing. Also, the clearance gap between the pump volute and impeller was large (more
than 2 mm). This clearance gap flow creates vortices that separate from the impeller blade
and reduce local pressure. Also, the impeller was located in the casing at the bottom
of the pump, as shown in Figure 10. Henceforth, changing the impeller’s center further
reduced the pump’s efficiency. Therefore, a CFD-based design modification study and
research analyzing the behavior of the flow in various geometries are needed to enhance
pump performance.
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Based on the experimental and simulation results, we determined that there is a
possibility of increasing efficiency by using an efficient pump motor and designing or
shaping the part where the loss occurs. The use of an efficient pump motor was outside the
scope of this study; this study examined the cause of the decrease in efficiency and found a
way to supplement the design of the pump components. It was noted from the loss analysis
of the pump that the mechanical loss, the ratio of impeller loss to casing, and inlet loss were
also high [42]. The efficiency of the DWE-08B pump ranged from 30% to 40%, which is not
an optimal performance condition. Of course, since the impeller was a semi-open type, it
was less efficient than the closed type, but its efficiency was comparatively low compared
with other pumps. Therefore, this study considered improving the efficiency to create the
optimal design of the impeller and casing, suggesting improvements in the geometry of
the two components.
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3.3. Design Modifications of the Casing and Impeller

In this study, two shapes that can reduce the large gap in the upper region of the pump
impeller were proposed and analyzed to optimize the shape of the casing. Model 1 was
created with a reduced flow path compared with the original model; model 2 was created
with a cochlear (tubular) flow passage in the intact casing. Figure 11 shows the casing
shape change model.
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Figure 12 displays the comparison of velocity streamlines for the casing shape change
model. As shown in Figure 12, the fluid flow formed a streamlined shape, eliminating the
idle space at the top; the fluid flow at the outlet of the pump casing was discharged without
swirling using a guide rib. Figure 13 shows the performance comparison for the casing
shape change model. Table 4 presents the pump efficiency of the casing shape change
models. By changing the casing shape, the relative efficiency was improved by up to 4~5%.

However, it is difficult to make a new one with die and casting; therefore, an in-depth
investigation is a prerequisite for optimization. We applied the optimization plan of the
casing shape to prevent the need for wood-shaped and casting work. One method involves
attaching a simple installable member to the pump casing to reduce the space. Optimizing
the casing shape utilizes an approach of changing the casing shape using a flow balance
block (FBB), which can be easily installed. Here, we employed an FBB instead of the casing
shape change model. Figure 14 shows the flow balance block model. We utilized an FBB to
reduce secondary and friction losses where the flow in the casing was stagnant.

Table 4. Comparison of pump efficiency for casing shape change model.

Flow Rate
(m3/min) Original (%) Model 1 (%) Model 2 (%)

Efficiency Improvement (%)

Model 1 Model 2

0.10 34.593 40.542 38.904 5.949 4.311
0.14 40.420 48.358 45.474 7.938 5.054
0.16 45.415 50.687 49.230 5.272 3.815
0.17 46.375 51.513 49.301 5.138 2.926
0.20 46.921 52.826 52.357 5.905 5.436
0.22 46.562 53.487 52.221 6.925 5.659
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Figure 14. Flow balance block model.

Also, we modified the three different shapes of the impeller. Impeller 1’s vanes were
created diagonal (oblique line) in the basic model. Impeller 2 had an extended tip compared
with Impeller model 1. Impeller model 3’s vanes were thicker compared with the vanes of
the basic model. Figure 15 shows the impeller shape change model. The impeller shape
change involved inclining the vane to improve the flow in front of the rear shroud. These
pump simulation data were compared to assess the performance characteristics of the
different impeller shapes to improve the efficiency of the original model.
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Furthermore, Figure 16 illustrates the pressure and velocity streamline distribution
in other planes of the pump impeller. As observed, the flow losses could be reduced by
improving the streamline in the lower area (planes 1, 2) via a change in the impeller shape.
Figure 17 shows the performance comparison of various impeller shape change models.
The result shows that changing the shape of the impeller increased the pump efficiency.
Hence, changing the impeller shape reduces the shaft power and increases the efficiency
to 5.56% by preventing flow disturbance. Therefore, this study found the impeller shape
change model 1 optimal for manufacturing.
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3.4. Optimum Model

The existing model’s performance analysis and modification of the casing and impeller
were reviewed. This study examined the flow around the impeller of the current model and
devised a strategy to increase efficiency. The pump efficiency was significantly increased
to 49.30%, less than 2.64% of that of the modified impeller, by modifying the casing shape
at a 0.17 m3/min flow rate. Also, changing the impeller shape of the pump enhanced the
internal pressure distribution and reduced the flow separation at the discharge side and its
efficiency. The design flow rate of the pump was shifted from 0.16 m3/min to 0.17 m3/min.

Moreover, the efficiency increased to 5.56% at 0.17 m3/min, and the average efficiency
increased to 6.27%. It is understood that changing the shape of the impeller and casing is the
best solution to improving a pump’s performance [43]. Figure 18 shows the cross-sectional
view of the original and newly designed impellers. Therefore, impeller shape change model
1 was considered optimal for manufacture.
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4. Conclusions

Hydraulic performance optimization in a submersible pump was performed. A new
pump impeller and flow balance block were designed, computational simulation was
performed, parts were manufactured, and experiments were conducted. The results of this
study on performance improvement are summarized as follows:

(a) The test data verified the computed results, confirming the pump’s performance.
(b) We modified the casing and impeller shape to improve hydraulic performance and

used a flow balance block to reduce the inner space of the pump.
(c) Changing the impeller shape reduced the power and increased efficiency, which can

prevent flow disturbance. The attachment of the flow balance block increased the
efficiency in the flow area more significantly than the operating point.
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(d) The flow separation inside the pump was significantly improved and increased pump
performance by up to 5.56% at the design flow rate.

(e) This research obtained two Korean patents based on the identified performance
improvement results.

(f) Further studies should consider conducting a performance test for the shape change
model for a submersible pump.

5. Patents

Impeller for submersible pump (patent no.: 20-2021-0001433) and centrifugal
submersible pump (patent no.: 10-2021-0058374). http://engpat.kipris.or.kr/engpat/
searchLogina.do?next=MainSearch (17 November 2023).
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Abstract: In this research, a streamlined numerical approach designed for the quick estimation of
temperature profiles across the finite thickness of a hemispherical dome subjected to aerodynamic
heating is introduced. Hemispherical domes, with their advantageous aerodynamic, structural, and
optical properties, are frequently utilized in the front sections of objects traveling at supersonic
velocities, including missiles or vehicles. The proposed method relies on one-dimensional analyses of
fluid dynamics and flow characteristics to approximate the local heat flux across the exterior surface
of the dome. By calculating these local heat flux values, it is also possible to predict the temperature
variations within the thickness of the dome by employing the finite difference technique, to solve
the heat conduction equation in spherical coordinates. This process is iterated over successive time
intervals, to simulate the entire flight duration. Unlike traditional Computational Fluid Dynamics
(CFD) simulations, the proposed strategy offers the benefits of significantly lower computational
time and resource demands. The primary objective of this work is to provide an efficient numerical
tool for evaluating aerodynamic heating impact and temperature gradients on hemispherical domes
under specific conditions. The effectiveness of the proposed method will be validated by comparing
the temperature profiles derived for a standard flight scenario against those obtained from 2-D
axisymmetric transient CFD simulations performed using ANSYS-Fluent 2022 R2.

Keywords: aerodynamic heating; numerical method; hemispherical dome

1. Introduction

In this section, the problem of aerodynamic heating will be introduced. The motivation
behind focusing on the hemispherical nose shape for the investigation will be explained.
In addition, the proposed numerical method will be presented, in terms of its advantageous
features compared to existing Computational Fluid Dynamics (CFD) simulations.

1.1. Motivation

The phenomenon known as aerodynamic heating occurs when a body is subjected
to high-speed airflows, causing it to heat up due to the conversion of kinetic energy into
heat as a result of compression and friction. This heat is then transferred to the body
through the boundary layer. This subject has been of significant importance in the design of
high-speed vehicles for over 70 years, with studies demonstrating that bodies with blunted
nose shapes undergo lower rates of heat transfer compared to those with sharper nose
shapes [1–5]. Among these shapes, the hemispherical nose is of particular interest, due to
its beneficial properties, in terms of aerodynamics, mechanics, and optics when exposed to
high-speed flows. This design is notably utilized in external stores and missiles, serving
various functions, such as window, optical path lens, or radome [6–8].

In supersonic flight, aerodynamic heating becomes particularly pronounced, espe-
cially near the stagnation point, at which heat generation is primarily due to the direct
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compression of air. Along the sides of the missile or vehicle, viscous forces in the bound-
ary layer are the dominant source of heat generation. This effect is not only a structural
concern but also affects the performance of optical systems, as the thermal characteristics
of materials, including the optical components and the dome, change during flight. This
transient behavior can degrade the optical system’s performance, making precise thermal
management crucial [9,10].

The exploration of aerodynamic heating began with experimental and theoretical
studies in the 1950s and 60s, later evolving to include numerical simulations with the advent
of computation technology, leading to the development of various in-house codes. These
codes have incorporated advanced methodologies, such as the axisymmetric analogue,
Lees’ formulations, and DeJarnette, and Davis’s approximate techniques for streamline
distribution [10,11]. Industry codes like HABP [12], MINIVER [13], AEROHEAT [14],
INCHES [15], CBAERO [16], and HATLAP [17] have enhanced the fidelity of calculations
for surface streamlines, pressure, and heating formulations, often comparing favorably
with more complex simulations, such as viscous shock layer models and comprehensive
CFD simulations. Notably, AEROHEAT includes a unique equivalent boundary layer
method that involves a direct solution of a boundary layer specific to each streamline [10].
While these in-house codes offer deep insights and precision, their varied methodologies
and restricted availability have limited their widespread usage in broader research and
industrial contexts [18,19].

Recent advancements in commercial CFD tools have enabled the simulation of aerody-
namic heating more accurately with high fidelity. However, most high-speed missiles have
a relatively short flight time, and simulating them with conventional CFD tools remains
challenging, due to the transient nature of heat transfer [9]. This work introduces a stream-
lined numerical approach that aims to bridge the gap between accuracy, efficiency, and
availability for specific cases and conditions that will be discussed in detail. Unlike prior
studies that have focused on either detailed CFD simulations or specific industrial contexts
with limited availability, the proposed method utilizes an open source, one-dimensional
approach for rapid predictions, tailored for real-time applications in the conceptual design
of high-speed missiles. This study stands out by combining the practicality of quick estima-
tions with a level of precision that approaches more elaborate methods, making it a useful
tool for preliminary design assessments where resource constraints are significant. The
proposed method, akin to other specialized in-house codes, has its set of limitations and
advantages, which will be further discussed in this paper.

1.2. Advantages of the Developed Methodology

The primary benefit of this technique lies in its efficiency, offering significant time
savings compared to simulations performed by widespread commercial CFD tools. This
new approach allows for quick approximations of aerothermal heating and temperature
variations across the dome, achieving reasonable accuracy in a fraction of the time required
by conventional finite volume- or finite element-based solvers. Employing this numerical
tool, particularly during the initial phases of design, enables the prediction of aerodynamic
heating effects on hemispherical structures with an acceptable level of accuracy. The adop-
tion of this technique accelerates the evaluation process for such thermal conditions, thereby
reducing the interval between successive design modifications. A thorough and stable
simulation of a missile’s complete flight, which would conventionally take several days to
compute using conventional finite volume- or finite element-based solvers (excluding time
spent on pre- and post-processing), could see a dramatic reduction in the required com-
putational time, contingent upon the missile’s total flight duration and the specific flight
scenario involved. The current study is focused and specific to hemispherical dome geome-
try. One of its main advantages, compared to similar algorithms [9,20], can be referred to as
the calculation of local heat flux and temperature distribution in a stagnation region and its
vicinity by using a specific semi-empirical correlation tailored for hemispheres.
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2. Methodology

In this part, the proposed methodology will be detailed alongside the constraints
specific to this approach. Following this, the outcomes derived from these computations
will be presented, in comparison with the results from standard CFD simulations. For these
comparisons, the results from transient finite-volume CFD simulations are employed since
experimental results related to aerodynamic heating of finite-thickness hemispheres in the
literature are of limited availability. Further sections will investigate the details of the CFD
model employed for these comparative analyses. A hypothetical flight scenario is adapted
within this study, to evaluate the efficacy of the proposed method developed. The profile of
the Mach number applied is described as follows:

M∞(t) =

{
0.219t1.2 for t ≤ 9.0,
7.4911e−0.1t for t > 9.0,

(1)

where M∞(t) is the freestream Mach number at time t, and t is the time variable in seconds.
Similarly, the altitude change is defined by

h(t) = 3.1411t2 + 93.744t, (2)

where h(t) is the altitude at time t.
In order to determine the freestream flow conditions at the flight altitude, Equations (1)

and (2) are used together with the 1976 U.S. Standard Atmosphere data [21]. Figure 1 shows
the profile of both the Mach number and the altitude as a function of time:

(a) (b)
Figure 1. The Mach number (a) and altitude (b) profiles that summarize the flight scenario.

The proposed methodology’s first step is calculating the local flow and fluid properties
at the outer edge of the boundary layer around the hemispherical dome. The second step
is calculating the local heat transfer coefficient values by utilizing the flow properties and
the correlation proposed by Beckwith and Gallagher [1]. In the third step, using local
heat transfer coefficients and flow properties, the heat conduction within the shell of the
hemispherical dome is solved by the finite difference method, to obtain the temperature
distribution. These steps are repeated in a time-iterative manner, to simulate the full flight.
The calculation procedure involves the determination of the heat transfer coefficient at
the current time step by using the dome surface temperature distribution obtained from
the previous time step and the flow properties calculated at the current time step. This
calculation structure is summarized in Figure 2:
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Input for Current Time Step
M∞ = f(ti)

h(altitude) = f(ti)
Temperature distribution of dome = T (r,θ,ti−1)

t0 = initial condition

Calculation of Freestream Conditions
T∞(ti), p∞(ti), ρ∞(ti)

Calculation of Local Flow Conditions on Dome Surface
Tθ(ti), Trecoveryθ(ti), pθ(ti), Mθ(ti)

Calculation of Heat Flux on Dome Surface
hθ(ti), qθ(ti)

Finite Difference Solution of Heat Conduction Equation
T (r,θ,ti)

Iterative Update for Next Time Step
Increment to ti+1

Generation of Output Files

if ti > ttotal

if ti < ttotal

Figure 2. The diagram shows the step-by-step process, starting with the initial conditions and
freestream calculations, followed by the local flow and heat flux computations. It includes the
solution of the heat conduction equation and the iterative updates for each time step, ending with the
output generation. The iterations cease upon reaching the total flight time (ttotal).

2.1. Flow Properties

Throughout the flight of the missile, variations in altitude and velocity require the
evaluation of changing flow properties over time. The method introduced calculates these
flow properties using isentropic flow relations. For subsonic flow conditions, free stream
and stagnation point properties are evaluated, while for the supersonic flow conditions
properties behind the shock are also used.
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The determination of the local heat transfer coefficient is a critical aspect of the current
numerical model, as these coefficients directly influence the prediction of heat flux across
the hemispherical dome’s surface. The correlation employed within the scope of this study
was proposed by Beckwith and Gallagher [1], and it was modified to account for supersonic
flow conditions, based on the derivations outlined by Anderson [22]. The methodology of
this study adapts this correlation, to account for the varying Mach numbers, atmospheric
conditions, and characteristics specific to hemispherical domes subject to high-speed flows.
Additionally, the coefficients are recalculated at each time step, to reflect the dynamic
changes in flow conditions during flight. This iterative updating is essential for capturing
transient thermal behavior accurately, allowing the model to adapt to the rapid changes in
environmental conditions that affect aerodynamic heating. The total temperature, pressure,
and, density values are calculated by using isentropic flow relations for subsonic and
supersonic conditions. During the iterations flow variables at the edge of the boundary
layer are required for heat transfer coefficient calculations. For subsonic flow conditions,
the variables at the edge of the boundary layer are calculated by using the freestream
flow properties. On the other hand for supersonic flow conditions flow properties outside
the boundary layer are calculated by utilizing normal shock relations. The temperature,
pressure, density, and Mach number behind the shock wave along the stagnation streamline
for supersonic conditions can be expressed as follows, respectively:

T2

T∞
= (1 +

2γ

1 + γ
(M2

∞ − 1))
2+(γ−1)M2

∞
(γ+1)M2

∞ , (3)

where T2 is the temperature immediately after the shock, T∞ is the freestream temperature,
and γ is the specific heat ratio,

p2

p∞
= 1 +

2γ

γ + 1
(M2

∞ − 1), (4)

where p2 is the pressure immediately after the shock, and where p∞ is the freestream
pressure,

ρ2

ρ∞
=

(γ + 1)M2
∞

2 + (γ − 1)M2
∞

, (5)

where ρ2 is the density immediately after the shock, and where ρ∞ is the freestream density,

M2 =

√√√√1 + γ−1
2 M2

∞
γM2

∞−(γ−1)
2

. (6)

where M2 is the Mach number immediately after the shock.
Following this initial step, the method proceeds to determine the flow properties, such

as the pressure distribution at the hemisphere’s external, the velocity distribution at the
edge of the boundary layer, the coefficient of the heat transfer, and the heat flux around the
hemisphere’s external surface. The local velocity at the edge of the boundary layer around
the hemisphere is calculated by utilizing modified Newtonian theory given by [22], ideal
gas law, and isentropic flow relations. The relevant equations are presented as follows:

pθ = p0sin2θ + p∞cos2θ, (7)

where pθ is the local pressure at angle θ, p0 is the stagnation point pressure, p∞ is the
freestream pressure, and θ is the angular position from the stagnation point,

uθ =

√
γ

p0

ρ0
[

2
γ − 1

[(
pθ

p0
)

γ−1
γ − 1]], (8)
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where uθ is the local flow velocity at angle θ, γ is the specific heat ratio, and ρ0 is the
stagnation point density,

Tθ =
T0

(1 + γ−1
2 M2

θ)
, (9)

where Tθ is the local temperature at angle θ, T0 is the stagnation temperature, and Mθ is the
local Mach number at angle θ.

Using the relation introduced by van Driest [5], the recovery temperature distribution
around the outer surface can be expressed as

Trecoveryθ = Tθ(1 + Pr
1
3
θ

γ − 1
2

M2
θ), (10)

where Trecoveryθ is the recovery temperature at angle θ, and where Prθ is the Prandtl number
at angle θ.

The calculation of these properties enables the determination of the local heat transfer co-
efficient through the employment of the correlation provided by Beckwith and Gallagher [1].
The correlation is used for the calculation of the local heat transfer coefficient distribution
in the turbulent boundary layer on the outer surface of the hemispherical dome. This
correlation is obtained by applying Reynolds analogy to Falkner’s expression for skin
friction on a flat plate and combining this expression with the stagnation point heat transfer
relation which is based on dimensionless stagnation point velocity gradient [3,23,24]:

hwθ = 0.0157Prw[
uθ pθrsθ

uθre f pθre f rsθre f
]

5
14 (

ρwθre f uθre f rsθre f

µwθre f
)

5
14 , (11)

where hwθ is the local heat transfer coefficient calculated for the angular position θ, Prw is
the Prandtl number at the wall temperature, rs is the radius of the sphere, µw is the dynamic
viscosity at wall temperature, and “ref” denotes the reference conditions determined at a
reference angular position, specifically at θ = 90◦,

qwθ = hwθ(Trecoveryθ − Twθ). (12)

where qwθ is the heat flux calculated for the angular position theta θ, and Twθ is the wall
temperature at the angular position theta θ.

The angular position of interest is θ, and its depiction can be found in Figure 3. It is
also important to underline that variations in the ψ direction are disregarded, due to the
model’s axisymmetrical nature used in the computations. In addition to the axisymmetry
of the geometry, the flow is also assumed to be symmetrical since the dome is expected to
reach its highest temperature under symmetrical flow conditions. Under these conditions,
a two-dimensional heat conduction equation will be solved, together with one-dimensional
flow calculations for determining the temperature distribution within the dome thickness,
as illustrated in Figure 3:

Figure 3. 3D representation of the hemispherical dome (left); 2D representation of the domain of
interest (right).
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2.2. Governing Equations and Boundary Conditions

The temperature profiles within and on the hemisphere’s surfaces are derived from
solving the two-dimensional heat conduction equation in spherical coordinates:

ρscps
∂TS
∂t

=
1
r2

∂

∂r

(
ksr2 ∂Ts

∂r

)
+

1
r2 sin θ

∂

∂θ

(
ks sin θ

∂Ts

∂θ

)
, (13)

where ρs is the density and cps is the specific heat at constant pressure of the sphere
material,TS is the temperature within the sphere, ks is the thermal conductivity of the
sphere material, r is the radial, and θ is the angular coordinate.

Heat exchange with the ambient air occurs at the outer boundary of the sphere’s solid
domain. Therefore, the heat flux caused by aerodynamic heating will be applied to the
outer surface of the solid domain (r = router 0◦ ≤ θ ≤ 90◦):

−ks
∂Ts

∂r
= qwθ = hwθ

(
Trecovery θ − Twθ

)
, (14)

where qwθ is the heat flux at the wall at angle θ, hwθ is the heat transfer coefficient at the
wall at angle θ, Trecovery θ is the recovery temperature at angle θ, Twθ is the wall temperature
at angle θ, and router is the outer radius of the hemisphere.

The inner boundary (r = rinner 0◦ ≤ θ ≤ 90◦) is assumed to be adiabatic:

−ks
∂Ts

∂r
= 0, (15)

where rinner is the inner radius of the hemisphere.
Similarly, the symmetry axis (θ = 0◦ rinner ≤ r ≤ router) and the shoulder boundary

(θ = 90◦ rinner ≤ r ≤ router) are assumed to be adiabatic:

−ks
∂Ts

∂θ
= 0. (16)

2.3. Finite Difference Approach

The finite difference method was selected for its robustness and straightforward imple-
mentation in handling the heat conduction equation in spherical coordinates. The proposed
method is particularly advantageous in this context, due to its ability to accommodate
complex boundary conditions and variable material properties, which are essential in
accurately simulating the transient heat response of hemispherical domes under aerody-
namic heating. It allows for a clear and intuitive representation of the physical problem,
facilitating easier debugging and validation of the numerical model. The proposed method
also scales efficiently on modern computational platforms, ensuring that the simulations
remain feasible even when extended to three-dimensional scenarios in future work.

In practice, the finite difference method will be employed, with ghost nodes introduced
to implement the boundary conditions with second-order spatial precision. The representa-
tion of the ghost nodes can be seen in Figure 4.

Central differences are utilized for the calculation of second-order spatial derivatives,
while the forward difference approximates the time derivative, achieving second-order
spatial accuracy and first-order temporal accuracy. For the outer boundary (r = router,
0◦ ≤ θ ≤ 90◦), the equation is discretized as

hwθ

(
Trecovery θ − Tn

s (N, m)
)
= −ks

Tn
s (N + 1, m)− Tn

s (N − 1, m)

2∆r
, (17)

where N and m are the indices in the radial and angular directions in the numerical grid,
respectively. The superscript n stands for the iteration in time.
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Finally, the time step is chosen based on the CFL condition, to ensure the stability of
the solution:

∆t ≤ 1
2αs

(
1

∆r2 +
1

(r∆θ)2

)
, (18)

where ∆t is the time step, ∆r and ∆θ are the spatial steps in the radial and angular directions,
and αs is the thermal diffusivity of the sphere material.

(a) (b)
Figure 4. The visualization of the nodes used in finite-difference solution. The configuration of the
points at the (a) symmetry axis boundary, (b) shoulder boundary.

2.4. Multidimensional CFD Simulations as the Comparison Case

To evaluate the accuracy of the introduced method, a two-dimensional Unsteady Reynolds-
Averaged Navier–Stokes (URANS) simulation was conducted. The simulation’s computa-
tional domain included both the dome section and its surrounding flow field. In this Com-
putational Fluid Dynamics (CFD) setup, a finite-thickness cylinder with an identical radius
and a length of 3 m was positioned following the hemisphere. The dome itself had a radius
of 0.36 m and a thickness of 0.004 m. The flow domain and the missile geometry are pre-
sented in Figure 5. To discretize the domain for simulation, a structured mesh composed of
1.2 million elements was employed, as depicted in Figure 6. The turbulence was modeled
using the k–ω–SST model. A pressure-based, coupled solver was utilized for the simulations.
The simulations also accounted for conjugate heat transfer between the dome and the flow,
employing second-order schemes for both spatial and temporal discretization. The dome’s
wall boundaries were treated with a no-slip condition and were considered perfectly smooth.
Within the dome, the buoyancy effects were disregarded, and radiative heat transfer was not
accounted for in these simulations.

(a) 2-D axisymmetric computational domain.

(b) 2-D axisymmetric hemisphere-cylinder model.

Figure 5. The computational domain and hemisphere-cylinder model used for CFD simulations.
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(a) Grid for the complete domain. (b) Finer mesh near the dome.

(c) Finer mesh near the dome.

Figure 6. The mesh used for the CFD analysis.

2.5. Limitations and Assumptions

Employing the specified geometrical details and properties, the proposed methodology
enables the calculation of local heat transfer coefficients for hemispherical domes, utilizing
established correlation found in the literature. However, the proposed numerical method is
based on some assumptions and has its own limitations, which are listed below:

• Air is assumed to be a perfect gas.
• The temperature and pressure change with altitude according to the 1976 U.S. Standard

Atmosphere data.
• Shock–boundary layer interactions and flow separation cannot be considered in the

calculations.
• The dynamic viscosity of air is assumed to vary with temperature according to Suther-

land’s Law.
• Thermal conductivity and the ratio of specific heats of air are assumed to be constant.
• The thermophysical properties of the dome solid material are assumed to be constant.
• The flow is considered to be entirely turbulent in both the CFD simulations and the

analytical models.

3. Results and Discussion

The variation of the maximum temperature at the outer surface of the hemisphere
over time was plotted for the specified flight scenario, and it can be observed in Figure 7.
Comparing the maximum temperature values derived from both the CFD simulations and
the developed numerical approach alongside the variation of the recovery temperature
reveals that there is a quite reasonable correlation between the outcomes of the proposed
method and the CFD simulations throughout the heating phase. This phase was identified
as the initial 13 s of flight, during which the recovery temperature exceeded the maximum
outer temperature of the dome. However, a discrepancy in the results from the proposed
method and the CFD simulations became apparent during the cooling phase, when the
recovery temperature fell below the maximum outer temperature of the dome. This
suggests that the heat flux estimations made by the numerical approach were slightly lower
than those from the CFD simulations, particularly in the cooling phase, when the velocity
of the flow is reduced due to deceleration.

The subsequent aspect of the comparative analysis focused on the temperature distri-
butions across the outer and inner surfaces of the dome, as showcased in Figure 8. Here,
the temperature profiles on the dome’s outer and inner surfaces at 5, 10, 15, and 20 s of the
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flight are demonstrated. Echoing the trends observed in the maximum temperature graph
in Figure 7, the temperature profiles derived from both the numerical and CFD simulations
show significant alignment up to the 15 s mark, with discrepancies becoming more evident
at 20 s. A notable similarity in these findings is the temperature difference between areas
near the stagnation point and the shoulder area (θ ≈ 90◦) of the dome. The heat flux on
the outer boundary was estimated utilizing an adapted correlation from turbulent flat
plate flow. This method tended to underestimate temperatures at the stagnation point
by up to 15% compared to the results obtained from the CFD simulations. Discrepancies
observed near the dome’s shoulder in the numerical findings versus the CFD simulations
are also noteworthy. The proposed method tended to overestimate temperature values in
this region, as it was based on modified Newtonian theory, which is incapable of capturing
flow separation effects. The separation that may occur in regions close to the shoulder
cannot be modeled accurately with the current approach. Therefore, the temperature values
estimated by the proposed method were higher than the temperature values obtained from
CFD simulations.

Figure 7. Time history of the maximum outer surface and recovery temperature during flight.

In conclusion, the outcomes derived from the numerical approach are in good agree-
ment with those from the CFD simulations, exhibiting a maximal variation of about 15%.
This variance is notably evident in the stagnation area and its surroundings for the ma-
jority of the flight’s duration. As mentioned earlier, due to the inability of the correlation
to capture the separation effects, the differences between temperature distribution near
the shoulder were also visible. Moreover, these temperature discrepancies became more
pronounced during the cooling phase, when the recovery temperature fell beneath the
maximum surface temperature, likely due to the presence of adverse pressure gradient
during the reduction of velocity, which caused flow separation. Even though the observed
discrepancy may be significant, it is crucial to consider that this level of accuracy is partic-
ularly noteworthy, given the substantial reduction in computational resources and time
required by the proposed method compared to CFD simulations. In the context of aerother-
mal analysis, where experimental or simulation methods often struggle to deliver reliable
results within reasonable time frames, the proposed numerical approach potentially offers
a highly effective and efficient alternative that could be useful during the preliminary
design phase.
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(a) (b)

(c) (d)
Figure 8. Inner and outer temperature distributions for (a) 5 (b) 10 (c) 15 (d) 20 s of flight.

4. Conclusions

The proposed methodology provided results that were in good agreement with those
from CFD simulations, delivering temperature profiles across hemispherical domes with a
reasonable degree of accuracy. The efficiency of the proposed methodology is a significant
advantage over the traditional CFD simulations. The proposed method requires merely
180 s on a single CPU to model 30 s of flight, compared to the extensive computational
demands of conventional CFD, which requires approximately 88,473,600 CPU seconds.
This efficiency is achieved without compromising the accuracy to an unacceptable extent,
making it highly valuable for preliminary design phases and real-time simulations.

The calculations with the numerical model were conducted on a single CPU. In con-
trast, the CFD simulations were conducted on a High-Performance Computing (HPC)
cluster. This stark difference in computational requirements underscores the practical-
ity and resourcefulness of the proposed method. While the CFD approach potentially
offers higher accuracy, the proposed method provides a rapid and reasonably accurate
alternative that can significantly accelerate the design and analysis process. Such rapid
calculation capabilities prove invaluable during the preliminary design phase of missiles
and in identifying critical points. Additionally, this system offers flexibility, potentially in-
corporating enhancements, such as the transition from laminar to turbulent flow, variations
in the angle of attack, and the impact of surface roughness without significantly increasing
computational load or altering the fundamental model.

Future Directions for Method Improvement

While the proposed methodology demonstrates significant efficiency and reasonable
accuracy, several areas for potential enhancement have been identified. Addressing these
limitations in future work could further improve the reliability and applicability of this
numerical approach.

The current model assumes fully turbulent flow conditions. However, incorporating a
model to simulate the transition from laminar to turbulent flow could enhance accuracy.
This addition would allow the model to better capture the thermal and fluid dynamics in a
broader range of flight conditions. In addition, the model assumes an axisymmetric flow

198



Computation 2024, 12, 162

with a zero angle of attack and sideslip angle. Extending the model to include variations in
these angles could provide more comprehensive predictions for different flight scenarios.
This enhancement would be particularly useful for simulating real-world scenarios where
the missile or vehicle may not always travel perfectly aligned with the flow. Furthermore,
improvements in the accuracy and efficiency of the code could be achieved by improving
the numerical accuracy by transforming the equations solved [25].

Additionally, the capability of modeling more complex geometries, such as ogive nose
and 3D wing profiles, could be explored. These profiles are commonly used in aerospace
applications, due to their favorable aerodynamic characteristics. The ogive nose profile
is utilized for reducing drag and improving performance in supersonic regimes, whereas
the 3D wing profile is investigated mostly for optimizing lift-to-drag ratios and handling
characteristics in varying flight conditions [26–28]. Extending the model to include these
shapes could enhance its applicability to a wider range of aerospace vehicles. Moreover,
to handle more complex geometries and model deforming boundaries, methods such as
the immersed boundary method [29] or the immersed finite element method [30] could
be employed. These methods can be particularly useful for simulating phenomena like
ablation, where the outer surface nodes undergo deformation. If needed, CPU paralleliza-
tion could also be implemented in the code, to address computational needs introduced
by modeling complex phenomenon and geometries. Finally, experimental validation with
relevant geometry might be added to the numerical model, to benchmark and refine its
predictions against real-world data, similar to the study of Duarte et al. [9]. The parametric
system identification method, as outlined in the aforementioned study, aims to integrate
experimental data into the mathematical framework of aerodynamic heating, to estimate
the average heat transfer coefficient. This approach involves adjusting the calculated final
temperatures, to align with known experimental temperature data, thereby estimating the
heat flux.
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Abstract: This study aims to provide insights into the intricate interactions between gas and liquid
phases within flow components, which are pivotal in various industrial sectors such as nuclear
reactors, oil and gas pipelines, and thermal management systems. Employing the Eulerian–Eulerian
approach, our computational model incorporates interphase relations, including drag and non-drag
forces, to analyze phase distribution and velocities within a complex U-bend system. Comprising
two horizontal-to-vertical bends and one vertical 180-degree elbow, the U-bend system’s behavior
concerning bend geometry and airflow rates is scrutinized, highlighting their significant impact
on multiphase flow dynamics. The study not only presents a detailed exposition of the numerical
modeling techniques tailored for this complex geometry but also discusses the results obtained.
Detailed analyses of local void fraction and phase velocities for each phase are provided. Furthermore,
experimental validation enhances the reliability of our computational findings, with close agreement
observed between computational and experimental results. Overall, the study underscores the
efficacy of the Eulerian approach with interphase relations in capturing the complex behavior of
the multiphase flow in U-bend systems, offering valuable insights for hydraulic system design and
optimization in industrial applications.

Keywords: air–water two phase flows; U-bend; Eulerian–Eulerian approach; interphase relations;
void-fraction

1. Introduction

Gas–liquid two-phase flows, characterized by the simultaneous transport of gas and
liquid phases within various flow components, represent a fundamental yet challenging
phenomenon critical to a wide range of industrial applications. These applications span a
broad spectrum, including nuclear reactors [1,2], oil and gas pipelines [3–5], bio/chemical
processes [6,7], and thermal management systems [8]. A comprehensive understanding
and characterization of two-phase flow phenomena is necessary due to the critical role that
the dynamic interaction between gas and liquid phases within flow components plays in
determining system behavior, performance, and safety.

In many applications, flow components can have a range of geometries. Multiphase flow
can occur in various configurations, including ducts and straight channels [9], U-bends [10,11],
manifolds with collectors [12,13], or expansion/contraction sections [14,15]. Industrial flow
systems comprise components of varying geometries, leading to singularities and complex-
ities that require comprehensive analysis. Among the flow components, bends and elbows
are of particular interest in many studies due to the centrifugal forces, changes in pressure
and velocity gradients, and the associated secondary flow conditions. The dynamics of
multiphase flows in bends are influenced by factors such as boundary conditions, flow
regimes and interfaces, and the distribution of phases within the flow.

Zahedi and Rad [16] examine two-phase flows in 90-degree horizontal bends, focus-
ing on parameters such as volume fraction, velocity, pressure, turbulence intensity, and
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swirling intensity using the volume of fluids (VOF) approach. Kim et al. [17] assess the
impact of the geometric characteristics of 90-degree bends and determine that the presence
of the elbow significantly influences both the distribution of local parameters and their
evolution. Dutta et al.’s study [18] explores flow separation for high Re numbers in hori-
zontally oriented bends, while Mazumder and Siddique [19] and Aung and Yuwono [20]
investigate the two-phase characteristics of horizontal to vertical orientation by employing
the Eulerian approach. Abhari et al. [21] conduct a study in horizontal 90-degree elbows
but for a large diameter pipe (1.1 m). Qiao et al.’s [22] study evaluates the void fraction
and velocity profile development in a 90-degree vertical elbow through a combination of
measurements and numerical analysis. Measurements at the elbow reveal the generation
of a secondary flow due to centripetal forces and pressure gradients in the direction of the
inner curvature.

Limited studies in the literature have also been conducted on 180-degree return bends
(U-bends) with various orientations, highlighting a gap in the current research landscape
beyond investigations on 90-degree bends. While some of the research has explored
the flow regimes and characteristics [23–25] and heat transfer enhancements [26–28] in
180-degree bends, comprehensive studies on the influence of bend geometry on two and
three-dimensional flow dynamics in such configurations are scarce. Furthermore, most of
the studies focus solely on pressure drop characteristics [23,25,27]. However, understanding
the dynamics of two-phase flows in different bend configurations is crucial for various
industrial applications of hydraulic systems. The presence of multiple flow regimes, such
as stratified, annular, or slug flow, along with the centrifugal forces induced by the bend,
significantly influences phase distribution, flow velocities, and heat transfer characteristics.
Therefore, there is a clear research gap in understanding the detailed flow patterns and
scour behavior in those complex geometries, necessitating more in-depth investigations to
enhance our knowledge of multiphase flows in these challenging geometries.

Based on the literature survey, most of the studies have focused solely on unidirec-
tional (upward/downward) or vertical/horizontal orientations, treating bends and elbows
as individual sections. In contrast, our study investigates the air–water two-phase flow
in a complete U-bend, comprising two horizontal-to-vertical (upward and downward)
90-degree bends and one vertical 180-degree elbow. This comprehensive approach al-
lows us to model the entire bend as a cohesive system, mirroring real-world applications.
Expanding upon our preliminary work presented at the 14th International Conference
on Computational Heat, Mass, and Momentum Transfer (ICCHMT 2023) [29], where we
introduced the concept of transient two-phase modeling in U-bends, this extended study
includes a parametric analysis of airflow rates of 30, 35, and 40 L/min. Our numerical
model employs separate equations for each phase by leveraging the Eulerian–Eulerian
approach and providing a grounded framework for the separated flow model. The robust
computational model developed in our study facilitates a comprehensive assessment of two-
phase flow dynamics in complex pipeline applications, encompassing both horizontal and
vertical orientations. Additionally, experimental validation conducted at Istanbul Technical
University Hydraulic Laboratories confirms the reliability of our computational results,
demonstrating good agreement between numerical simulations and experimental data.

2. Materials and Methods

This section provides a detailed description of the computational model used to
analyze an air–water two-phase flow in a sophisticated U-bend system. The geometry of
the system, solid model, mesh structure, boundary conditions, and numerical model setup
are elaborated upon to offer a clear understanding of the methodology employed in the
study to simulate the complex flow behavior within the U-bend configuration.

2.1. Geometry of Computational Model

The complete flow domain model is constructed by assembling the injector, upstream,
U-bend, and downstream sections, as depicted in Figure 1.
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Figure 1. Constructed solid model with detailed U-bend system geometry.

The dimensions of the model utilized in this study were specifically designed to be
consistent with the physical setup outlined in our previously published studies [10,29,30].
The flow domain initiates at the inlet cross-section of a cylindrical pipe with a diameter of
Dpipe = 40 mm, where two-phase air–water flow conditions are introduced via the circular
air injector. The injector provides air injection into the water flow through nozzles located
at 16 equally spaced points around the circumference. As illustrated in the figure, each air
pipe has a hydraulic diameter of Dair = 2 mm and extends 100 mm into the flow domain.
This extension of the pipe into the flow domain establishes a separate domain for the air
phase to develop. In the numerical model, the inner surfaces of the extended part are
designated as inflow to prevent any flow disturbance, while the inlet cross-sections are
individually configured as air inlets.

Following the injector section, a 1500-mm-long horizontal section called the upstream
section is constructed. This section allows for observing the air–water flow development
before entering the test section, which includes the U-bend geometry. In the upstream
region, the flow reaches fully developed conditions prior to entering the U-bend section.
Fully developed conditions are identified based on the hydrodynamic characteristics of the
determined flow regime becoming evident. The flow regime for our phase characteristics
and physical conditions is established as plug flow by employing commonly used flow
regime maps of horizontal liquid–gas flows outlined in Baker’s [31] and Hewitt and
Robert’s [32] studies. In our previous and experimental investigations, we confirmed that
the transition to plug flow is achieved within the upstream region. This enables us to
examine the two-phase flow characteristics under fully developed multiphase conditions
for both phases. We observed that the bubbles are clustered in the upper portion of the pipe
as plugs, exhibiting characteristics indicative of plug flow towards the end of the upstream
region. This aspect is further explored in our experimental study [10].

The U-bend section initiates with a 90◦ vertical upward elbow featuring a curvature
ratio of r/D = 6.75 (r = 270 mm, D = 40 mm), following the upstream segment. It is then
followed by a further 200mm vertical upward section, diverging our work from previous
works investigating the U-bend effect in the literature. Typically, U-bends are constructed
solely as 180-degree return bends [25,28,31,32]. However, in our study, we also examine
the pre-effect of the 90-degree upward and downward elbows on the two-phase flow, in
addition to the effect of the 180-degree return U-bend. The 180-degree bend features a
curvature ratio of r/D = 5.75 (r = 230 mm, D = 40 mm). After passing through the U-bend,
the flow moves symmetrically downwards towards the last 90◦ bend (transitioning from
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a vertical to a horizontal orientation) with a curvature ratio of r/D = 6.75. Later, the flow
proceeds to the pipe outflow along the downstream section.

2.2. Mesh Structure and Design Parameters

The meshing for the fluid domain comprises high-resolution tetrahedral-based ele-
ments, a common practice in flow and two-phase flow simulations due to their effectiveness
in handling complex geometries [33]. In this study, we adopted a tetrahedral-weighted
mesh with a finer element size to model the complex geometry of the injector and U-bend
more accurately and consistently. The complete model is composed of more than 4.1 million
nodes and 2.8 million elements, with a mesh size set at 1 × 10−5 m, and the maximum
allowed mesh size is 4 × 10−3 m. The mesh size is selected in compliance with the bubble
diameters calculated at the outlet of the injector. The bubble diameter at the outlet of the
injector is calculated using the relation developed by Kunii and Levenspiel [34] based on
the variables, which are the volumetric flow rate and the diameter of the air nozzles. The
mean bubble size estimated is 1 mm to 5 mm, as was also investigated in our previous
experimental results [10].

The mesh skewness and orthogonal quality study are utilized to assess mesh quality.
The average skewness is determined to be 0.22, while the orthogonal quality is evaluated
at 0.78. Figure 2 illustrates the generated mesh structure of the injector and bend sections.
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As shown in Figure 2a, the inlet cross-sectional area is defined as a velocity-inlet
boundary condition for each phase. Meanwhile, the side areas of the rectangular cross-
section of the air domain are specified as interior flow boundaries. The remaining pipe walls
are set as no-slip boundary conditions. The boundary condition is chosen as a pressure
outlet at the outlet section located at the end of the downstream segment, as the pipe
discharges into a tank that is open to the atmosphere.

The water phase is designated as the primary phase for computational modeling, and
the volumetric water flow rate is set at 180 L/min. The design parameters for the water
phase are detailed in Table 1.

In the calculations, all thermal properties of the water phase are determined based on
the average temperature of 24 ◦C. The mass flux rate and superficial velocity are computed
considering the pipe diameter, which is 40 mm (0.04 m). Additionally, the Reynolds
Number (Re) for the liquid phase is calculated as 1.04 × 106 (»3500), indicating that the
water flow regime is turbulent.
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Table 1. Design parameters for water phase.

Definition Symbol Unit

Density ρw 997.3 kg/m3

Dynamic viscosity µw 0.0009107 kg/m·s
Volumetric flow rate

.
Qw 180 L/min

Mass flux rate Gw 2380.9 kg/m2s
Superficial velocity jw 2.4 m/s

On the other hand, the secondary phase is designated as air to represent the gas phase.
The volumetric airflow rate is varied at 30, 35, and 40 L/min to conduct a parametric study.
The air is distributed to the injector section through sixteen capillary pipes placed around
the pipe circumference at equal angles. Design conditions for the air phase are presented in
Table 2.

Table 2. Design parameters for air phase.

Definition Symbol Unit

Density ρa 1.196 kg/m3

Dynamic viscosity µa 0.0000183 kg/m·s
Volumetric flow rate

.
Qa 30; 35; 40 L/min

Mass flux rate Ga 0.479; 0.559; 0.639 kg/m2s
Superficial velocity ja 0.622; 0.725; 0.829 m/s

2.3. Numerical Model

The volume of fluid (VOF), mixture, and Eulerian models are commonly used nu-
merical methods for simulating multiphase flows. While the VOF model is employed to
analyze interfaces between phases, it can be computationally expensive and struggles with
resolving thin interfaces and complex interfacial dynamics. In contrast, the mixture model
treats multiphase flow as a single continuous mixture, rendering it suitable for dispersed
flows but limited in accurately capturing phase segregation and interface dynamics. De-
spite their utility, both models exhibit weaknesses in representing strong phase interactions,
often necessitating more advanced modeling approaches for precise predictions. On the
other hand, the Eulerian Model, particularly the Eulerian–Eulerian approach, has attracted
significant attention in multiphase flow modeling due to its effectiveness in simulating
complex scenarios. Hence, the Eulerian model will be further elaborated in this study.

2.3.1. Eulerian Model

The Eulerian model is among the most comprehensive approaches for multiphase
modeling. Developed based on the separated flow model theory, it treats the properties of
each phase separately, solving the governing equations independently for each phase.

The volume fraction (α) is determined by solving the continuity equation. Equation (1)
addresses the continuity equation per phase.

∂

∂t

(
aqρq

)
+∇

(
αqρq

→
uq

)
=

n

∑
p=1

(mpq −mqp) + Sq (1)

On the right-hand side of Equation (1), the terms mpq and mqp represent mass transfer
terms, while Sq denotes the source term. By default, the source term is typically zero, but it
can be adjusted based on user input.
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Equation (2) introduces the momentum equation solved for the Eulerian model, incor-
porating the interphase relations.

(
αqρq

→
uq

)
+∇

(
αqρq

→
uq

2
)
= −αq∇p +∇ · τq + αqρq

→
g +

∑n
p=1

(
Kpq

(→
up −

→
uq

)
+ mpq

→
upq − mqp

→
uqp

)
+(→

F q +
→
F lift,q +

→
F wl,q +

→
F vm,q +

→
F td,q

) (2)

On the right-hand side of Equation (2), the first three terms relate to pressure, friction,
and buoyancy forces, respectively. Subsequently, drag forces are accounted for in terms
of interfacial and mass transfer forces. In the last part of the equation, various non-drag
forces are included. As depicted, the momentum equation comprehensively addresses
interphase momentum exchange and bubble interactions, incorporating various non-drag
terms such as external forces (Fq), lift (Flift,q), wall lubrication (Fwl,q), virtual mass (Fvm,q),
and turbulent dispersion (Ftd,q) forces. These interactions are elaborated upon in detail in
the following section.

• Interphase Momentum Exchange Relations

The Eulerian approach is particularly suitable for situations where detailed insights
into phase interactions are essential. Known for its robustness and computational effi-
ciency [35], it has been widely employed across diverse applications, demonstrating its
capability to accurately capture the complexities of interphase relations [36].

Interphase relations in two-phase flows are categorized under drag and non-drag
forces and are critical for modeling the dynamics and behavior of complex systems. Drag
forces, resulting from the relative motion between phases, play a significant role in shaping
the distribution, dispersion, and mixing of phases within the flow domain. These forces
are typically classified based on flow conditions and phase properties, with factors such as
viscosity and bubble size influencing their strength. The magnitude of drag force is notably
affected by the shape and interfacial area of the dispersed phase. For our analysis, we
adopted the Tomiyama drag model [37], which is well-suited for accommodating various
bubble sizes and shapes and is commonly utilized in the literature.

Non-drag forces, on the other hand, introduce additional complexity to the system
and include lift, wall lubrication, virtual mass, and turbulent dispersion forces. Lift forces,
for instance, can induce the ascent of gas bubbles or descent of liquid droplets, while
surface-tension-related forces like wall lubrication tend to minimize interface surface
area, impacting phenomena such as droplet formation and coalescence. In our study, we
incorporated the Hosokawa et al. model [38] for wall lubrication, the Tomiyama et al. [37]
lift model for lift forces, the Drew et al. [39] model for virtual mass forces, and the Bertodano
model [40] for turbulent dispersion forces to accurately capture bubble interactions as non-
drag forces.

2.3.2. Numerical Setup

Numerical modeling of the two-phase flow was carried out utilizing ANSYS Fluent
(v19.R3) in this study. Following the import of the solid model and the provision of the
appropriate mesh structure, the Fluent module was employed for flow analysis.

The multiphase solver selected is the Eulerian method solver, as described previ-
ously. In this setup, water is defined as the primary phase, while air is defined as the
secondary phase. The specifications for both phases are outlined in Tables 1 and 2, as
previously addressed.

For discretization, a cell-based least squares method was selected for pressure, offering
advantages in convergence and accuracy, particularly with unstructured meshes. Con-
versely, a first-order upwind discretization scheme was employed for pressure, momentum,
turbulent kinetic energy, and turbulent dissipation rate.
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Furthermore, pressure–velocity coupling played a crucial role in modeling the in-
teraction between pressure and velocity fields. Algorithms were utilized to ensure that
the changes in pressure affected velocity, adhering to the continuity equation. In this
context, the phase-coupled option was utilized, allowing the velocities of each phase to be
independently solved based on the respective pressures.

As far as turbulence is concerned, the realizable k–ε turbulence model was employed,
which is known for its ability to accurately predict turbulent characteristics and flow
behavior in complex scenarios while maintaining lower computational loads and high
calculation accuracy [41].

In transient simulations, the timestep is set to 1 × 10−4 s (0.1 ms), which is in line
with the experimental acquisition time determined using the Nyquist sampling theorem.
Further details on the sampling rate investigation can be found in [10,30]. The simulation
is run over an extended flow time, with local two-phase results saved as an output file for
each timestep. Cell Courant numbers are maintained below 1.0 throughout the simulation,
averaging between 0.6 and 0.8.

3. Results and Discussion

The numerical results are presented in terms of local air void fraction (αair) and
phase velocities.

3.1. Local Air Void Fraction

The air void fraction (αair) is determined locally for all points in the flow domain of
the developed numerical model. The rendering of air volume fraction in the flow domain
was plotted within the range of 0.00–1.00 (or 0–100% as a percentage) for visualization.
Figure 3 illustrates the air volume fraction rendered for different airflow rates in our study.
In the figure, the transparent sections represent the water phase (αair = 0), while the opaque
sections (αair > 0) depict the air phase and the corresponding air void fraction.

As depicted in Figure 3, similar flow types and regimes are observed for all three
airflow rates. These results align closely with the flow map regimes discussed in the
earlier sections and corroborate the experimental findings and observations. Notably, the
injected bubbles in the circumferential direction complete their horizontal development
along the upstream section. The gas phase is notably concentrated in the vertical upper
diameter of the pipe, forming extended air chords, signifying the completion of flow
development by the end of the upstream. This configuration characterizes a distinct plug
flow regime. Upon entering the first 90-degree bend from horizontal to vertical orientation,
these elongated air chords fragment into individual slugs, also known as Taylor bubbles.
This breakup phenomenon primarily originates from the bend’s effect, which generates
higher centripetal forces at the outer radius compared to the inner radius, leading to bubble
fragmentation post-bend, as noted by Qiao et al. [22]. Consequently, bubble breakup in the
curvature direction becomes more pronounced at elevated gas flow rates, aligning with
observations from the previous literature [18]. Furthermore, the bubbles tend to migrate
further toward the center of the pipe as the airflow rate increases. The cross-sectional
average void fractions corresponding to the present airflow rates were measured at 12.7%,
18.0%, and 22.7%, respectively.

After the initial 90-degree bend, the flow advances through a straight 200 mm riser
section before reaching the 180-degree U-bend, as detailed in the geometry section. In this
part of the flow, the presence of Taylor bubbles becomes notably pronounced. The liquid
phase covers the entire outer wall, while the gas phase occupies the inner center, creating a
local annular flow pattern. This observation holds practical significance, especially in heat
transfer applications, where it can enhance heat transfer to the liquid phase along the outer
wall and optimize heat exchanger designs.

As the downward vertical movement commences after the U-bend, the influence of
body forces acting on the phases becomes significantly more pronounced in this section.
In the downward segment, buoyancy forces act opposite to the flow direction for the gas
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phase. Consequently, the body forces in this region cause the liquid phase to concentrate
towards the outer curvature diameter, resulting in the capture of air bubbles between the
accelerating liquid phase and the inner wall of the pipe. This phenomenon leads to higher
void fractions of the accumulated gas phase. However, it is observed that the effect of
gas phase accumulation can be mitigated by increasing the airflow rate. The maximum
local void fraction at the outer radius was found to be 82%, 81%, and 78% for 30, 35, and
40 L/min airflow rates, respectively.
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(c) 40 L/min airflow rates.

A turbulence effect is observed following the final 90-degree bend, leading to a local
transition to churn flow after the last elbow. This transition is attributed to the increased
water velocity impacting the bottom of the wall and the centrifugal effect generated by
the elbow. However, it is noteworthy that the bubbles clustered once again in the upper
section, resembling plugs, and the effects of turbulence diminished significantly in the
downstream section.

3.2. Phase Velocity

Since the Eulerian–Eulerian model, based on separated flow theory, is utilized for the
multiphase model, the phase velocity equations are solved independently for air and water.
Hence, the phase velocities are determined separately throughout the flow domain in the
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numerical model. Consequently, the velocities of the air and water phases in the U-bend
domain were visualized using volume rendering. Figures 4 and 5 show the water and air
phase velocity contours in the U-bend for the parametric airflow rates, respectively.
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Figure 4. Volume rendered local water phase velocities in U-bend for (a) 30 L/min, (b) 35 L/min,
and (c) 40 L/min airflow rates.

In the vertical upward flow, the local water phase velocity decreases to 2.1 to 2.2 m/s
for airflow rates of 30, 35, and 40 L/min, owing to the influence of body forces on the water
phase. Conversely, the local air velocity increases to approximately 4.0–4.5 m/s due to
buoyancy forces acting on the Taylor bubbles.

At the first upward bend, the average local bubble velocities at the outer radius are
locally found to be 3.1 m/s for 30 L/min, 4.1 m/s for 35 L/min, and 4.5 m/s for 40 L/min.
This observation underscores the substantial impact of the volumetric airflow rate on the
phase velocities in the upward flow. Conversely, the water phase velocity is significantly
reduced in the upward flow due to body forces acting on the water phase. Accordingly, the
local average phase velocities are found to be between 2.5 and 2.7 m/s.

Upon examining the downward vertical flow, it is observed that the local water
phase velocities increase up to 3.7 m/s. As indicated by the local void fraction results, air
bubbles are trapped between the accelerating liquid phase and the inner wall of the pipe
in the downward flow. Consequently, Figures 4 and 5 demonstrate that the water phase
is accelerated, particularly in the 200 mm straight section of the downward flow, as the
trapped air restricts the cross-sectional area of the pipe. Investigation into the local velocity
of the air phase in the downward direction reveals a stagnation point in the pipe sections
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of the inner radius where air is trapped, while in the pipe sections of the outer radius, a
few bubbles can be seen drifting with the flowing water. Additionally, turbulent flow is
noticed at the very end of the U-bend.
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(c) 40 L/min airflow rates.

While the average cross-sectional velocity increases in the vertical upward segment
due to the influence of buoyancy forces on the bubbles, the average velocities decrease in
the 180-degree U-bend section due to bubble breakup from chord form and their migration
towards the central section. In the last elbow, U-bend-4, the bubble velocities were notably
reduced to below 2.0 m/s across the majority of the cross-section.

3.3. Validation of the Results

The computational results of the developed model are validated by comparing the
numerical results obtained for an airflow rate of 30 L/min with the experimental data.
The controlled experiments were conducted at Istanbul Technical University Hydraulics
Laboratory under precisely the same conditions as those described in the numerical setup.
The experimental setup layout and equipment are presented in Figure 6, which is addressed
more comprehensively in our other studies [10].

On the water side, represented in the blue color in Figure 6, a magnetic-type flow
meter was utilized to monitor the water volumetric flow rate, maintained at 180 L/min as
specified in Table 1. The accuracy of the device is estimated at 0.5% of the reading, with
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uncertainties up to ±0.48 and ±1.32 L/min [10]. On the other hand, for the air side, the
volumetric airflow rate is measured by a rotameter with an accuracy of ±2.1 L/min and
uncertainty levels ranging from ±2.12 to ±2.22 L/min.
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Figure 6. Experimental setup layout.

In the experiments, the local void fractions at six predefined measuring points within
the test section, as depicted in Figure 1, were measured using an advanced optical probe over
an extended duration. The uncertainty level associated with the optical probe measurements
is evaluated as ±7% [10]. Figure 7 illustrates the axial development of void fractions for the
predefined measuring points, comparing experimental and numerical results.
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The numerical data were obtained from the model by placing virtual probes at the
same locations as the experimental measuring points. As depicted in the figures, the trends
of the numerical and experimental results are similar, indicating good agreement between
the two datasets.

4. Conclusions

Through our comprehensive investigation, this study provides valuable insights
into the complex behavior of the air–water two-phase flow within a complete U-bend
configuration, encompassing two horizontal-to-vertical 90-degree bends and one vertical
180-degree elbow. We were able to analyze the intricate interplay between drag and non-
drag forces, shedding light on the dynamics of phase distribution and phase velocities
within the U-bend by employing the Eulerian–Eulerian approach in our computational
model. Our findings emphasize several key points:

• The observed flow patterns, including the development of plug flow, the formation of
Taylor bubbles with local annular flow, and the transition to churn flow, underscore the
significant influence of bend geometry and airflow rates on multiphase flow behavior.

• Bubbles form extended chords and elongated bubbles as plugs due to density vari-
ations in the upstream region. However, these chords break up upon entering the
first vertical 90-degree bend, transitioning into single slugs or Taylor bubbles. This
phenomenon is driven by the critical role of body forces and buoyancy effects on
bubble interactions. Thus, employing interphase relations is significant in terms of
computational accuracy.

• In the downward vertical flow, local water phase velocities accelerate, influenced by
body forces. Taylor bubbles get trapped between the accelerating liquid phase and
the inner wall, leading to significant air accumulation and a detected void fraction of
85% in the inner cross-section of the wall. However, it is found that the gas phase ac-
cumulation effect can be reduced by increasing the airflow rate. It may be worthwhile
to consider increasing the flow rate of the gas phase to avoid air accumulations for
practical applications, including such U-bends.

• A turbulence effect, leading to a local transition to churn flow, is observed after the
last elbow, driven by increased water velocity impacting the bottom of the wall and
the centrifugal effect of the elbow. However, bubble clustering reoccurs in the upper
section, resembling plugs, and turbulence effects diminish in the downstream section.

• The Eulerian–Eulerian approach (separated flow theory) yields reasonable results to
predict the flow characteristics of air–water flow in elbows, as appropriate sub-models
for phase interactions are employed.

The results presented in this study provide implications for future applications and
assist further studies that can address the findings for different piping systems and elbows
commonly used in practical applications in the industry under various design conditions.
The validation of our numerical model against the experimental data reaffirms its reliability
and applicability in practical engineering scenarios. Further investigations will aim to
explore pressure-drop relations to extend this advanced multiphase flow research in such
complex geometries.
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Abstract: Obstructive sleep apnea (OSA) is a common medical condition that impacts a significant
portion of the population. To better understand this condition, research has been conducted on
inhaling and exhaling breathing airflow parameters in patients with obstructive sleep apnea. A
steady-state Reynolds-averaged Navier–Stokes (RANS) approach and an SST turbulence model have
been utilized to simulate the upper airway airflow. A 3D airway model has been created using
advanced software such as the Materialize Interactive Medical Image Control System (MIMICS) and
ANSYS. The aim of the research was to fill this gap by conducting a detailed computational fluid
dynamics (CFD) analysis to investigate the influence of cross-sectional areas on airflow characteristics
during inhale and exhale breathing in OSA patients. The lack of detailed understanding of how the
cross-sectional area of the airways affects OSA patients and the airflow dynamics in the upper airway
is the primary problem addressed by this research. The simulations revealed that the cross-sectional
area of the airway has a notable impact on velocity, Reynolds number, and turbulent kinetic energy
(TKE). TKE, which measures turbulence flow in different breathing scenarios among patients, could
potentially be utilized to assess the severity of obstructive sleep apnea (OSA). This research found a
vital correlation between maximum pharyngeal turbulent kinetic energy (TKE) and cross-sectional
areas in OSA patients, with a variance of 29.47%. Reduced cross-sectional area may result in a
significant TKE rise of roughly 10.28% during inspiration and 10.18% during expiration.

Keywords: CFD; breathing disorders; turbulent kinetic energy; obstructive sleep apnea; real patient

1. Introduction

Obstructive sleep apnea (OSA) substantially impacts the sleep quality of affected
individuals. In recent times, scholars have directed their attention toward exploring the
influence of body characteristics on this condition and its effects on individuals with OSA.
Their studies have shed light on the importance of considering various body characteristics
in comprehending the phenomenon of OSA. Wang et al. [1] discovered that the weight of a
patient contributes significantly to the occurrence and impact of OSA. These findings were
the same as those of Tham [2], who demonstrated that obesity significantly contributes to
the onset and development of obstructive sleep apnea (OSA). Nonetheless, notable enhance-
ments in managing obstructive sleep apnea (OSA) can be achieved by promoting substantial
weight loss within the range of approximately 7% to 11%. In the case of neonates, the un-
derdeveloped nature of their nasal cavity significantly influences the configuration of their
airways. More precisely, the lack of an inferior meatus in neonates hinders airflow through
the inferior regions, resulting in an uneven distribution of airflow [3]. Modena et al. [4] dis-
covered that even slight changes in hip-to-waist ratio, neck circumference, and body mass
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index (BMI) can impact the likelihood of developing obstructive sleep apnea syndrome
(OSAS). Higher values in these variables are associated with a greater risk of developing
OSAS. While it is important to acknowledge the limitations in published studies, it has been
shown that behavioral, pharmacological, and surgical interventions can facilitate weight
loss, leading to improvements in the severity of OSAS, reversal of common comorbidities,
and enhanced quality of life [5]. After weighing the evidence, feasibility, and acceptability
of these interventions, the expert panel strongly advised implementing a comprehensive
lifestyle intervention for individuals with obstructive sleep apnea (OSA) who are over-
weight or obese. This intervention should encompass (1) adoption of a low-calorie diet [6],
(2) engagement in exercise or increased physical activity [7], and (3) receiving behavioral
guidance [8]. This holistic approach aims to address various aspects of lifestyle to enhance
overall well-being and manage the specific challenges associated with OSA in individuals
with higher body weight. Managing weight loss is suggested through potential strategies
such as increasing physical activity through exercise and adopting a reduced-calorie diet.
However, implementing these approaches is contingent upon the individual’s specific
circumstances. In some instances, pharmacological therapy or bariatric surgery may be
considered appropriate options for patients requiring additional assistance with weight
loss [9]. In inpatient populations, the upper airway length tends to be longer. It exhibits
a robust correlation with body weight. An increase in body weight results in significant
fat infiltration within the tongue, inducing the downward movement of the hyoid. This
situation, in turn, elongates the airway in affected individuals. The correlation between the
apnea–hypopnea index (AHI) and the airway length, along with the size of the tongue, is
prominently evident [10]. Unexpectedly, there are substantial distinctions between healthy
males and patients in terms of both the distance parameter ”h” and the angle near the
occipital bone. These variations arise from the diverse backward tilt angles, and both
parameters exhibit a robust correlation with the AHI. In patients, the downward movement
of the hyoid bone and the tilted head contribute to 67.4–80.5 percent and 19.5–32.6 percent
of the lengthening of the airway. Furthermore, there is a strong correlation between the
size of the parapharyngeal fat pad and the AHI [11].

As a result, the cross-sectional area’s information about the cavity and airways may
affect the severity of OSA in patients. Faizal et al. [12] recognize turbulent kinetic energy
(TKE) as a valuable tool for understanding various medical disorders, including OSA.
Turbulent kinetic energy (TKE) was employed to assess the state of turbulent flow within
the upper airway and to compute the energy balance of the airflow. This measurement
provides insights into turbulence and energy distribution characteristics within the airway
system. Elevated turbulent kinetic energy (TKE) within the upper airway can lead to tissue
vibration during breathing, potentially triggering sleep apnea. Moreover, TKE has been
used to explore the airflow dynamics of the upper airway and anatomy, contributing to the
development of virtual reality surgery for sleep-disordered breathing (SDB) [13].

Furthermore, airway stenosis reduces the airways’ cross-sectional area by narrowing
them, hindering airflow into the lungs. Various diseases can cause airway stenosis [14],
such as infection, a chronic inflammatory disease [15], trauma, and cancer. The stenosis
airway correction is typically achieved by endoscopic or open surgery to expand the lumen.
Various factors, including individual anatomy, larynx and trachea functionality, patient-
related considerations, and the availability of facilities, play a role in influencing the surgical
procedure. In cases of airway stenosis, utilizing a 50 percent helium–oxygen mixture during
high-frequency jet ventilation results in an 18 percent increase in minute volume. This
increase is achieved with airway pressures equal to or lower than those generated using
100 percent oxygen [16]. Simulation analysis allows for a better understanding of the
airflow patterns in airways affected by stenosis, particularly concerning various disease
conditions [17]. Velocity profile and pressure drops are the popular parameters used in the
simulation analysis. The particle distribution during the inhale and exhale breathing can
also be visualized in the numerical method.
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Examining the flow dynamics in the upper airway offers valuable insights for ad-
dressing sleep apnea and respiratory illnesses. Employing CFD simulations and particle
image velocimetry experiments allows for visualizing the inhalation and exhalation flow
patterns [18]. The “glottal jet” phenomenon is less apparent at higher flow rates, and the
separation zone is smaller during inhalation. Nevertheless, the peak velocity observed was
notably lower than the inhalation phase. The flow patterns in the tracheal region remained
unchanged by the exhalation breathing modes [18]. Simulating the inhalation and exhala-
tion patterns aids in visualizing and comprehending particle movement within the human
airway. The nonstationary flow was represented by a steady flow, replacing the asymmetric
cycle simulation. The volumetric flow rates encompassed maximum and average rates
during inhalation [19]. Utilizing CFD simulation, with wall motion guided by magnetic
resonance imaging, during both inhalation and exhalation offers novel perspectives on the
authentic flow dynamics of breathing. The dynamic motion of the airway has the potential
to generate physiologically realistic outcomes in the CFD simulation [20].

This study aims to explore turbulent airflow in the pharyngeal airway among individ-
uals diagnosed with OSA, highlighting both inhalation and exhalation and examining the
impact of cross-sectional areas in diverse OSA patients. To the best of the authors’ knowl-
edge, there is a notable absence of research concerning the influence of cross-sectional
areas in various OSA patients. Hence, a notable research gap exists, especially in the
simulation modeling analysis. Therefore, this study primarily explores body characteris-
tics to comprehend the OSA phenomenon. However, it lacks the thorough investigation
needed to elucidate the complexities of airflow, which is essential for a comprehensive
understanding of OSA. The novelty of the research lies in its comprehensive airflow reach-
ing the critical cross-sectional area. The TKE increase in the human upper airway (HUA)
segment significantly surpassed other segments in the control scenario. The study revealed
a strong correlation between maximum pharyngeal turbulent kinetic energy (TKE) and
cross-sectional areas among patients with OSA.

2. Materials and Methods

In this investigation, a CFD simulation was performed to model the upper human
airway, specifically customized to suit the characteristics of the study’s subjects. The
primary emphasis was on patients with OSA, considering the diverse cross-sectional areas
of their upper airways. The objective was to examine the airflow patterns during both
inhalation and exhalation. The three-dimensional HUA simulation models were created
based on the CT-Scan data. ANSYS Fluent was utilized in the CFD simulation to create
mesh elements, model the flow behavior, and define the boundary conditions. The grid
sensitivity test was carried out to ensure that there was no grid effect on the simulation
model. The solver applied in the simulation was also compared with that of the previous
study. A detailed discussion of the methodology is presented in the following subsections.

2.1. Subject

The HUA’s specific geometry was extracted using volunteer OSA patient subjects
based on data availability, as detailed in Table 1. Written informed consent was pro-
vided by patients, and the study adhered to the principles of the Declaration of Helsinki
regarding research involving human subjects. The research was approved by the Uni-
versiti Malaysia Perlis Research Ethics Committee, Perlis, Malaysia, with the reference
UniMAP/PTNC(P&I)/JKETIKA (10/11/2021). As shown in Figure 1, 431 frames with a
slice thickness of 0.3 mm were used to scan the subject’s upper airway using an i-CAT Cone
Beam 3D Dental Imaging System (version 3.1.62 supplied by Imaging Science International,
Hatfield, PA, USA). The description of the airway boundary is established by applying a
threshold based on the intensity of the gray image in the CT scan images. As detailed in
previous research, these images were acquired while the patient was in an awake position,
lying down and facing upward, as described in the previous work [21]. Each CT scan
comprises 534 pixels × 534 pixels, with a pixel spacing of 0.3 mm × 0.3 mm. These CT scan
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images were stored in the Digital Imaging and Communications in Medicine (DICOM)
format. Subsequently, these images were brought into the MIMICS software (version 15.0;
Materialise, Leuven, Belgium), a three-dimensional (3D) medical image processing tool.
The Hounsfield-unit-based image segmentation of the hypopharyngeal airway (HUA)
was conducted on the DICOM image series to delineate the 3D airway region. Following
this, the 3D volume of the pharyngeal airway was generated and exported to facilitate the
creation of the 3D model mesh.

Table 1. General characteristics of OSA patient.

Responder 1 Responder 2

Sex Female Male
Age (years) 33 44
BMI (kg/m2) 28.5 25.42
OSA Level 12.5 (Mild) 27.1 (Moderate)
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Figure 1. CT scan images of the OSA upper airway cavity.

The boundary conditions for the 3D model were established based on the model’s
surface, as indicated in Figure 2. The approach employed in this study integrates com-
putational fluid dynamics (CFD) modeling with the segmentation of obtained computed
tomography scans (CT scans). The CT scan image of the patient served as the foundation
for creating the domain. The designated locations of P6 and P1 were employed to specify
the inlet and outlet boundary conditions for inhalation to focus on the flow simulation. The
model, initially created using MIMICS software, was then transferred to 3-Matic (version
15.0; Leuven, Belgium) to construct the airway’s wall mesh. Afterwards, the preprocessor,
ICEM (ANSYS Inc., Canonsburg, PA, USA), generated unstructured tetrahedral meshes
for the airway volume. A similar meshing technique used in our previous work [12]
was applied in the current study. The pharyngeal airway surfaces were meshed with a
maximum face size of 2.0 mm. The mesh’s size range spans from 2 mm to a minimum
of 0.002 mm. Inflation was applied around the wall boundary of the pharyngeal airway
mesh to enhance simulation accuracy. The y+ approach, which represents a dimensionless
distance, was employed to estimate the initial thickness of the boundary layer. This esti-
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mation corresponds to a near-wall cell size of 0.272, providing a measure of the proximity
of the computational grid to the physical wall in the simulation. With a skewness value
of 0.2142, indicating excellent cell quality within the recommended range of 0–0.25 by
ANSYS, the mesh sensitivity grid study was conducted using various grid scales on the 3D
airway model.
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Figure 2. The lateral perspective of the meshed airway model of the upper airway. The CT scan’s
anatomically designated points, denoted as P1, P2, P3, P4, P5, and P6, correspond to specific locations:
(P6) nasal choanae level; (P5) minimum cross-section area; (P4) tip of uvula; (P3 and P2) laryn-
gopharynx; and (P1) base of epiglottis—representing the outlet of the computational fluid dynamics
(CFD) model.

The steady-state turbulent model is the most established technique for modeling
respiratory flows in the CFD analysis [22–24]. This study used ANSYS Fluent, which
employs finite volume methods with fitted grids, to compute steady-state turbulent airflow
in the airway. The assumption of a uniform velocity profile during breathing was made.
The axial velocity was perpendicular to the flow inlet, specifically the nasopharynx [22,25].
Light breathing conditions were modeled at the inlet for both scenarios. The simulation
incorporated a volume flow rate of 7.5 L/min [26]. The outlet was characterized by
an average gauge pressure of 0 Pa, and a turbulent intensity of 10% was considered
representative of the actual conditions [27].

Furthermore, the current study has limitations, such as considering the uniform
breathing velocity. The airway geometry was scanned while the subject was awake and in
an upright position. This study also excludes the sleep study, respiratory stage, and tongue
control. The airway model was considered rigid in the simulation, and any influences
stemming from soft tissue were ignored.

2.2. Numerical Modeling

The distinctive nature of the pharyngeal airway contributes to variations in airflow
characteristics. Therefore, the simulation analysis employed a steady-state Reynolds-
averaged Navier–Stokes (RANS) formulation, utilizing the k–ω shear stress transport (SST)
turbulence model with low Reynolds number correction to compute the flow field in the
pharyngeal airway for patients with obstructive sleep apnea (OSA). The popular k–ω
SST turbulence model was considered in this work instead of the k–ε model due to the
greater accuracy of the former in viscous near-wall region treatment while considering
the effects of the adverse pressure gradient [28]. The SST model is recommended for high-
accuracy boundary layer simulations, necessitating a very high grid resolution near the
boundary [26]. The rigid model of the upper airway with a static wall was considered in
the simulation without considering the fluid–structure interaction aspects. The assumption
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of a rigid model helps explore the effect of airway narrowing on a deformable airway’s
performance [28].

The simulation analysis considered and solved the continuity equation (Equation (1))
and momentum equation (Equation (2)) to describe the motion of incompressible airflow.
However, a minimal temperature change was observed in the airway during this study.
Thus, the energy equation and gravitational force were neglected.

∇→v = 0 (1)

ρui
∂uj

∂xi
= − ∂P

∂xi
+

∂

∂xi

[
µ

(
∂ui
∂xj

+
∂uj

∂xi

)
− ρu′iu

′
j

]
(2)

where u is the velocity, and i and j represents the Cartesian coordinates. An advection
scheme employing a second-order upwind discretization scheme was selected. Conver-
gence of results was deemed achieved when the residual level reached the predefined
target of 1× 10−6.

2.3. TKE Model and Turbulent Reynolds Number

The Reynolds-averaged Navier–Stokes (RANS) equations describe the average flow
field quantities over time in fluid dynamics, particularly turbulent flows. The turbulence
closure problem in RANS involves introducing additional equations or models to account
for the effects of turbulence.

u′ =

√√√√ 1
Ni

N

∑
i=1

(ui − u)2 (3)

where N represents the number of samples in the signal incorporated in the ANSYS
simulation, and the equation for the fluctuation component is equally applicable to the
velocity signals v and w. With these fluctuation components (u’, v’, and w’), it is then
possible to model the TKE as:

∂(ρk)
∂t

+
∂
(
ρujk

)

∂xj
=

∂

∂xj

[(
µ +

µt

σk

)
∂k
∂xj

]
− ρε + Pk − β∗ρk (4)

with density (ρ); turbulent kinetic energy (k), also known as TKE; fluctuation velocity (uj);
viscosity (µ); turbulent viscosity (µt); turbulent Prandtl number for k ((σk); dissipation rate
of turbulent kinetic energy (ε); production of turbulent kinetic energy (Pk); turbulent kinetic
energy dissipation constant (β∗). By employing this equation, the velocity fluctuation
utilized in the computation of TKE around the HUA can aid in assessing the severity of
breathing blockage within the HUA. In comparison, kinetic energy (KE) is defined as:

KE =
1
2

ρ
(

u2 + v2 + w2
)

(5)

where u, v, and w are the phase-averaged velocity. The definition of the turbulent Reynolds
number, Rey, is shown in Equation (6):

Rey =
Kinectic Energy
Work o f f riction

=
KE
W

(6)

The balance of KE is given in Equation (5), while the work friction force, W, is given in
Equation (7):

W =
y

v
τijdV (7)
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where τij represents the total shear stress component, encompassing both molecular and
turbulent friction, acting on the surface of the integration volume, dV.

2.4. Grid Sensitivity and Solver Verification

A grid sensitivity test has been conducted to assess grid sensitivity before advancing
to solver verification, varying the total number of elements. Five numbers of elements
ranging from 371 k to 3.29 million for the Responder 1 model and 383 k to 4.77 million for
the Responder 2 model were compared for the grid sensitivity test. The simulation result
converged at 1.29 million elements for the Responder 1 model with a deviation of 0.25%
compared to 3.29 million elements and for Responder 2 converged at 1.8 million elements
with a deviation of 0.31% compared to 4.77 million elements, as shown in Figure 3. Thus,
the 3D simulation model with 1.29 million and 1.8 million elements for model Responders 1
and 2, respectively, was considered in this study. The dimensionless normal distance
between the wall (or airway surface) and the closest mesh cell in the viscous sublayer is
represented by the wall unit (y+). The y+ value was less than 1 for all individuals over the
domain. This situation was enough to resolve the mesh model near wall flow dynamics for
Responders 1 and 2, which are 0.04223 and 0.04831, respectively. After this, the research
underwent solver verification, a process detailed in our prior publication [29], as shown in
Figure 4. Using the solver (RANS k−ω SST), the current results showed an almost similar
trend to the previous experimental and simulation results as mentioned in Figure 4. Thus,
the results indicated that the RANS k−ω SST solver is validated for the current study, and
the prediction using this solver is reliable.
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Figure 3. The grid sensitivity test on the various grid sizes for Responders 1 and 2.
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Figure 4. Solver verification with previous simulation and experimental results by Mylavarapu et al. [30]
and Mihai et al. [31].

3. Results and Discussion
3.1. Cross-Sectional Area

In Figure 5, the hypopharyngeal airway (HUA) cross-sectional area changes are de-
picted across thirty-four planes in the z-direction (i.e., flow direction). The representation
highlights that for Responder 1, the patient exhibits a minimum cross-sectional area of
7.68 mm2 at a distance of 28 mm, while for Responder 2 it is 5.42 mm2 at a distance of
31 mm from the inlet. The different cross-sectional areas between Responders 1 and 2 are
around 29%. Figure 5 shows that both responders have different cross-sectional areas of
the upper airway within 25–35 mm, which may be attributed to the individual features of
the OSA patient’s airway. Thus, the current study is significant in providing the airflow
pattern to help medical practitioners individualize the OSA treatment based on under-
lying mechanisms. The narrowing of the cross-sectional area impacts the fluidity of the
airflow as it traverses through the hypopharyngeal airway (HUA). TKE was used to explain
this study’s significant result to reveal the flow characteristics of the HUA because of the
cross-sectional area.
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Moreover, Zhao et al. [32] demonstrated the significance of correlation analysis by
revealing that pharyngeal volume and upper airway cross-sectional area were useful
markers for screening sleep apnea patients. The discoveries by Lin et al. [33] endorse
the notion that alterations in the cross-sectional configuration of the upper airway exert
a substantial influence on airway resistance. The modification in the shape of the upper
airway’s cross-section can offer crucial clinical insights into an individual’s patterns of
upper airway collapse. Ryu et al. [34] recently completed an airway simulation to examine
geometrical implications. Based on the computed results, they developed a model to
anticipate the flow characteristics that cause contraction of the upper airway in sleep
apnea patients.

3.2. Static Pressure

Figure 6 illustrates the static pressure (unit: Pa) exerted on the airway wall throughout
the inhalation and exhalation phases, featuring distinct responders (i.e., cross-sectional
areas). The simulation results discovered the maximum axial velocity and minimum static
pressure in the small cross-sectional regions [27]. In terms of mechanism, the genioglossus is
influenced by a locally medicated working effective reflex system that responds to negative
pharyngeal pressure and central respiratory drive.
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One such mechanism is activated in response to rapid changes in negative extrapha-
ryngeal pressure, which causes the sub-atmosphere or suction pressure to increase. Indeed,
advancing our comprehension of the neuroanatomy associated with the genioglossus nega-
tive pressure reflex and hypoglossal motor muscles has revealed the widespread presence
of inhibitory inputs influencing the genioglossus. Nonetheless, while the responsiveness
of the genioglossus muscles may be reduced during sleep compared to wakefulness, the
muscles respond to sustained negative pressure.

3.3. Velocity

The velocity fluctuation exhibits a randomized direction, exerting a high magnitude
that impacts the obstruction in the breathing area, as depicted in Figure 7. At the narrow
cross-sectional breathing area, there is a notable low pressure. The obstructed regions
primarily exhibit high wall shear stress, contributing to elevated turbulent energy near the
wall. A recent investigation found that shear stress generates fluctuating velocity, leading
to heightened turbulent energy in this region. The variations in velocity and turbulent
flow near the wall induce vibrations, concurrently generating snoring and compromising
the genioglossus function. Consequently, the severity of snoring correlates with turbulent
energy. Over time, persistent snoring can diminish tissue strength in the pharyngeal region,
potentially causing tissue collapse or laxity because of the gravitational effects when the
patient is in a supine position. This scenario becomes a factor in the development of
sleep apnea.
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3.4. Turbulent Reynolds Number

Figure 7 shows the pattern of the turbulent Reynolds number for both responders
and considers inhalation and exhalation breathing. It is noticed that after the critical cross-
sectional area HUA, the flow pattern becomes turbulent. The maximum Rey for Responder
1 during inhalation and exhalation is 2398.44 and 1417.66, respectively. However, for
Responder 2, the inhalation and exhalation Rey values are 3022.45 and 2134.13, respectively.
The simulation results show that the Rey value of Responder 2 is higher than that of
Responder 1. The difference between the two respondents is nearly 26.0% for inhaling
and 50.5% for exhaling. This comparison reveals a reduced cross-sectional area in the
airway (Responder 2), which led to increased airflow deterioration during inhalation and
exhalation. The intensity of turbulent flow blocks the smooth airway during breathing,
either during inhalation or exhalation. After the critical cross-sectional area, this turbulent
condition will block the airway during breathing. The results revealed that the turbulent
Reynolds number of both responders occurred after the area contraction during inhalation
and exhalation breathing. The different cross-sectional areas between Responders 1 and 2
contribute to the different turbulence intensities after the critical cross-sectional area.

Nevertheless, during exhalation as shown in Figure 8, the occurrence of turbulence
becomes more sophisticated. In the plane pattern after the inlet, the airflow already has
higher turbulence than the inhalation breathing condition. Thus, the TKE was considered
further to explain the airflow characteristics in the current study. It indicated that the
expression of the turbulent Reynolds number is insufficient to measure or determine the
severity of OSA as a new method.
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The correlation between the cross-sectional areas and turbulent Reynolds numbers can
be measured, as expressed in Figure 9. The results revealed that the changes in turbulent
Reynolds numbers of both responders occur after the area contraction during inhalation
and exhalation breathing. This phenomenon corresponds to the velocity magnitude as
discussed in Section 3.3. The different cross-sectional areas between Responders 1 and
2 contribute to the different turbulence intensities after the critical cross-sectional area.
During inhalation, the turbulent behavior in airflow becomes more evident after the cross-
sectional area of the upper airway for both responders. However, during exhalation, the
occurrence of turbulence becomes more sophisticated. This phenomenon shows that in the
pattern of the plane after the inlet, the airflow already has high turbulence compared to
the inhalation breathing condition. This observation indicated that the expression of the
turbulent Reynolds number is insufficient to measure or determine the severity of OSA as
a new method. Thus, the turbulent kinetic energy was considered further to explain the
airflow characteristics in the current study.
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3.5. Turbulent Kinetic Energy

Figure 10 illustrates the TKE contour resulting from the velocity fluctuation, as outlined
in Equation (4). The turbulent Reynolds number (Rey) was computed using Equation (6),
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following the methodology established by Guangchu et al. [35]. In the airway, the predomi-
nant motion of airflow is attributed to energy in turbulent flow. Therefore, employing TKE
is appropriate for describing vortices and quantifying turbulence levels. The outcomes
reveal elevated TKE concentrated in the region following the narrow passage for both
breathing conditions. Moreover, the formation of a jet stream was noted in the pharyngeal
airway. The influence of this jet stream phenomenon on the wall probably resulted in the
remodeling of velocity near the airway wall. The recirculation phenomenon induces the
occurrence of TKE at high-velocity fluctuation.
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energy exist. Examining backflow and vortex downstream of the nasopharynx emphasizes
the importance of the negative pressure gradient arising from the sudden expansion in
the cross-sectional area. Throughout both inspiration and expiration, the model predicts
localized areas of high TKE near the airway wall and the downstream jet. This phenomenon
contributes to the relatively moderate pressure recovery in the jet expansion. The increased
kinetic energy and dissipative energy loss upstream cause a decrease in pharyngeal luminal
pressure during inspiration. Reduced luminal pressure reduces the cross-sectional area of
the segment in hypotonic and extremely compliant pharynxes.

Figure 11 compares the turbulent kinetic energy of both responders during inhalation
and exhalation breathing. The turbulent kinetic energy trends during breathing corre-
sponded with the turbulent Reynolds number. In contrast, the sudden changes in TKE
were spotted after the contraction area of the airway. The sudden increase and decrease in
turbulent kinetic energy are found from Plane 3 to Plane 4 for both responders. The results
show that the variations from Plane 3 to Plane 4 of Responder 2 are more than those of
Responder 1. This situation is attributed to the critical cross-sectional area of Responder
2 being smaller than Responder 1. A smaller cross-sectional area showed variations in
inhalation and exhalation before and after the narrowed area. Thus, it revealed that the
critical cross-sectional area of the airway significantly affects the airflow characteristics of
breathing, leading to the obstruction of sleep apnea.
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The correlation between maximum pharyngeal TKE and cross-sectional area can be
shown in relation to the OSA patient (Responders 1 and 2), respectively. The difference
in cross-sectional areas was estimated at 29.47%. Reducing the cross-sectional area may
increase TKE by almost 10.28% during inspiration and 10.18% for expiration (Table 2). The
TKE increase was several-fold higher in the HUA after the critical cross-sectional area than
in other segments in the control case.

Table 2. Comparison table between Responder 1 and Responder 2 during inhale and exhale breathing.

Responder 1 Responder 2 Diff (%)

Cross-sectional area 7.68 mm2 5.42 mm2 29.47%

TKE
Inhale 82.37 90.84 10.28%
Exhale 64.72 71.31 10.18%

4. Conclusions

The CFD method successfully simulates the flow characteristic during inhale and
exhale breathing of OSA patients. The breathing condition has been considered in the
simulations to study the impact of the cross-sectional area with different OSA patients.
This study involved creating a 3D model of the pharyngeal airway using DICOM images
and applying a solver verification to ensure the reliability of the computational model.
ANSYS Fluent was utilized to set flow conditions, generate mesh, and conduct simulations,
including a grid sensitivity test. It emphasized the significance of turbulent kinetic energy
(TKE) in assessing obstructive sleep apnea (OSA) severity, highlighting its association
with airflow characteristics. The research uncovered a substantial link between maxi-
mum pharyngeal TKE and cross-sectional areas in OSA patients, revealing that reduced
cross-sectional areas could significantly increase TKE during inspiration and expiration.
Decreasing the cross-sectional area could lead to a nearly 10.28% increase in TKE during
inspiration and a 10.18% increase during expiration. This finding underscores the crucial
role of TKE in understanding and evaluating OSA. Additionally, visualizing turbulent
airflow patterns in individuals with pharyngeal airway irregularities provided valuable
insights into potential factors contributing to OSA severity. These findings demonstrate
how modeling can establish a specific patient’s cross-sectional area and the underlying
cause of hypopharyngeal airway (HUA) collapse. Thus, this information can be helpful to
identify the most suitable treatment solution for OSA. The simulation results contribute to
the profound understanding of the airflow patterns in the upper airway of OSA patients
and facilitate individualizing OSA treatment based on underlying airflow mechanisms.
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Abstract: The phenomenon of natural convection is the subject of significant research interest due to
its widespread occurrence in both natural and industrial contexts. This study focuses on investigating
natural convection phenomena within triangular enclosures, specifically emphasizing a valley-shaped
configuration. Our research comprehensively analyses unsteady, non-dimensional time-varying
convection resulting from natural fluid flow within a valley-shaped cavity, where the inclined walls
serve as hot surfaces and the top wall functions as a cold surface. We explore unsteady natural
convection flows in this cavity, utilizing air as the operating fluid, considering a range of Rayleigh
numbers from Ra = 100 to 108. Additionally, various non-dimensional times τ, spanning from 0 to
5000, are examined, with a fixed Prandtl number (Pr = 0.71) and aspect ratio (A = 0.5). Employing a
two-dimensional framework for numerical analysis, our study focuses on identifying unstable flow
mechanisms characterized by different non-dimensional times, including symmetric, asymmetric,
and unsteady flow patterns. The numerical results reveal that natural convection flows remain steady
in the symmetric state for Rayleigh values ranging from 100 to 7 × 103. Asymmetric flow occurs
when the Ra surpasses 7 × 103. Under the asymmetric condition, flow arrives in an unsteady stage
before stabilizing at the fully formed stage for 7 × 103 < Ra < 107. This study demonstrates that
periodic unsteady flows shift into chaotic situations during the transitional stage before transferring to
periodic behavior in the developed stage, but the chaotic flow remains predominant in the unsteady
regime with larger Rayleigh numbers. Furthermore, we present an analysis of heat transfer within
the cavity, discussing and quantifying its dependence on the Rayleigh number.

Keywords: unsteady flow; natural convection; valley-shaped cavity; bifurcations; heat transfer

1. Introduction

The study of natural convection within confined spaces has attracted considerable
attention from scientists due to its widespread applicability across various disciplines [1,2].
Researchers have utilized different types of enclosures with diverse boundary conditions as
experimental setups to investigate natural convection, aiming to deepen our understanding
of heat transfer mechanisms and fluid dynamics. This interest stems from the multitude
of applications where natural convection phenomena are integral, spanning fields such as
geophysics, building insulation, geothermal reservoir management, and industrial separa-
tion processes. However, the complexity of the Earth’s surface, characterized by irregular
geometries highly influenced by slanted terrains, poses challenges for traditional geometric
configurations. Despite the prevalence of irregular shapes in both natural and industrial
settings, natural convection remains a subject of ongoing study owing to its significance
in understanding fluid flow behavior. While much research has focused on natural con-
vection within conventional square or rectangular enclosures due to their simplicity [3,4],
the investigation of natural convection within triangular-shaped cavities holds particular
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importance as it contributes significantly to our understanding of phenomena such as
Rayleigh–Bénard convection [5,6]. Recently, Cui et al. [7] focused on the study of mixed
convection and heat transfer in an arc-shaped cavity with inner heat sources under the
conditions of bottom heating and top wall cooling. Chuhan et al. [8] examined the thermal
behavior of a power law fluid in a plus-shaped cavity as a result of natural convection,
taking into account the Darcy number and magnetohydrodynamics. Sarangi et al. [9]
explored the heat loss induced by radiation and persistently laminar natural convection in
a solar cooker cavity with a rectangular or trapezoidal cavity.

Enhancing our understanding of natural convection flows holds paramount impor-
tance in improving predictions of heat transfer and facilitating flow control mechanisms. Re-
searchers intrigued by this phenomenon can investigate detailed explanations of buoyancy-
induced natural convection flows [10]. Natural convection near a thermal boundary is
often idealized as flow adjacent to a thermally well-conducted infinite or semi-infinite flat
plate, leading to the formation of Rayleigh–Bénard convection. Studies by Manneville and
Bodenschatz et al. [11,12] provide comprehensive insights into Rayleigh–Bénard instability
findings, whereas Sparrow and Husar [13] focus on exploring Rayleigh–Bénard convection
on inclined flat plates. Investigating cavities with vertical and horizontal temperature
gradients reveals two distinct natural or free convection flow scenarios. While natural
convection is predominantly studied in rectangular or square cavities due to their simplicity,
Batchelor’s [14] research offers a significant understanding of natural convection flows
within differentially heated cavities, particularly emphasizing the influence of conduction
on heat transfer, especially at low Rayleigh numbers. As the Rayleigh number exceeds a
threshold, convection controls the flow dynamics. Early studies have primarily examined
stable natural convection flows [15–17]. The intriguing phenomenon of baroclinity, engen-
dered by the thermal vertical wall, instigates spontaneous convection flows within the
interior cavity through viscous shear under symmetric conditions [18]. At lower Rayleigh
numbers, the thermal boundary layer proximal to the wall remains steady, while convective
instability induces discrete traveling waves as the Rayleigh numbers increase [18]. Recent
studies have delved into the dynamics and transient nature of transient natural convection
flows, building upon earlier investigations [19,20]. These findings contribute to our under-
standing of the complex interplay between thermal gradients and fluid dynamics within
confined spaces, shedding light on the transient behaviors inherent to natural convection
phenomena. Recent research indicates the occurrence of baroclinity-induced spontaneous
convection flows and turbulent Rayleigh–Bénard convection [21]. Rahaman et al. [22,23]
explore transitional natural convection flows in a trapezoidal enclosure heated from be-
low, supported by numerical investigations, further enriching our comprehension of this
complex phenomenon.

Natural convection flows within cavities featuring inclined walls have attracted con-
siderable attention due to their prevalence and ease of observation [24]. Specifically,
investigations into the natural convection flows within triangular cavities have revealed
their significant enhancement of Rayleigh–Bénard convection, as documented in prior
studies [5,6]. Extensive research explores the characteristics and heat transfer mechanisms
of natural convection flows within attic-shaped cavities characterized by temperature gra-
dients between the bottom surface and the inclined borders [25–31]. Notably, studies by
Asan and Namli [25,26] and Salman [27] have examined the instability and bifurcations
of natural convection flow solutions in triangular cavities, revealing empirical evidence
showcasing the profound influence of the aspect ratio and Rayleigh number on both the
temperature and flow fields. Analytical findings indicate that as the Rayleigh numbers in-
crease, the aspect ratios decrease, leading to the occurrence of multiple vortex flow patterns.
Poulikakos and Bejan [29] investigated heat transmission and natural convection flows
within attic spaces during night or winter conditions, establishing scaling relationships
and engaging in discussions regarding natural convection flow dynamics [30]. Flack [31]
elucidated heat transport dynamics using the Nusselt number–Rayleigh number relation-
ship, while Holtzman et al. [32] observed the transition from symmetric to asymmetric
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flow patterns with increasing Grashof numbers, identifying a Pitchfork bifurcation based
on experimental data. Furthermore, Lei et al. [33] provided evidence of the existence of
transient natural convection flows within attic cavities, further enriching our understanding
of this complex phenomenon.

The evolution of flow under sudden heating and cooling undergoes three distinct
stages: early, transitional, and steady or quasi-steady [33]. It has been observed that lower
Rayleigh numbers result in heating across the entire flow zone rather than the splitting
of the thermal boundary layer, with layer separation occurring as the Rayleigh numbers
increase. Particularly in scenarios of rapid cooling, the thickness of the thermal boundary
layer exceeds the vertical distance from the center of the inclined surface to the horizontal
bottom, especially at lower Rayleigh numbers. The thermal boundary layer stabilizes
prior to cavity cooling as the Rayleigh numbers increase, with fluid passing the sloping
surface and contacting the bottom tip before entering the interior. Attic heat transmission
has been studied under thermal stimuli by Saha et al. [34–38]. Additionally, researchers
have investigated the behavior and heat transfer dynamics of natural convection flows in
wedge-shaped cavities, serving as models for various shallow-water bodies with inclined
bottom surfaces, such as reservoir sidearms and seashores. As described by Lei and
Patterson [39–41], convective flow within wedges undergoes three stages from isothermal
and stationary states. Mao et al. [42–44] argued that the horizontal location of the wedge
determines the primary heat transfer mode and flow status for varying Rayleigh numbers,
with different flow regimes observed in the shallow littoral zone. Bednarz et al. [45]
explored natural convection flows within reservoir-shaped cavities, observing the formation
of two heating boundary layers: inflow at the bottom and unstable reflux below the water
for different Grashof values. Understanding natural convection flows in V-shaped cavities is
crucial, given their prevalence in both natural and industrial systems [46–57]. Kenjeres [58]
quantified the heat transfer and turbulent natural convection fluxes in V-shaped cavities,
noting that upslope flow increases with rising Rayleigh numbers. Kimura et al. [59] utilized
angled V-shaped channel open chambers to calculate heat transfer dynamics.

The flow pattern and heat transfer quantities have been meticulously measured in
previous studies [30,31]. Despite the detailed examinations conducted, natural convection
flows within an attic or a wedge-shaped triangular cavity may not accurately depict the flow
dynamics in a V-shaped cavity over time. Given their natural occurrence, natural convection
flows within V-shaped triangular enclosures with opposing boundary conditions have
been deemed worthy of thorough investigation. Bhowmick et al. [60–62] investigated
the transition from symmetric steady flow to asymmetric unsteady flow in a V-shaped
triangular enclosure, where heating occurred from below and cooling from above. It was
observed that different fluids exhibit distinct movement behaviors. Despite witnessing
the transition from regular to chaotic flow in the valley-shaped cavity heated from below,
the mechanisms driving unsteady flow in such cavities remain unclear. To the best of
the authors’ knowledge, no study has examined the unsteady flow structures present at
various times in the valley-shaped cavity. Moreover, there is a need for further quantitative
analysis of the dynamics of heat transfer in such configurations.

This literature review highlights the significance of investigating unsteady natural
convection in V-shaped cavities for air, providing valuable insights into the flow patterns,
transition processes, and heat transfer phenomena in such systems. However, a comprehen-
sive understanding of the intricate physics governing unsteady flow mechanisms within
V-shaped cavities remains imperative. Analysis of the existing literature reveals a dearth of
studies focusing on characterizing unsteady flow structures at different non-dimensional
times within V-shaped cavities. To address this gap, the present study aims to examine
unsteady flow in a valley-shaped cavity through two-dimensional numerical simulations,
considering air with Rayleigh numbers ranging from 100 to 108, a Prandtl number of 0.71,
and an aspect ratio of 0.5. The impact of various Ra and τ values on the flow structure,
heat transfer, and transient flow characteristics in the fully formed stage of the valley-
shaped cavity are covered in this study. This research contributes to existing knowledge
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by enhancing our understanding of how fluid characteristics affect flow behavior and
transition processes. The evolution of flow mechanisms and changes within the cavity
are elucidated using the temperature and velocity differences over time. Such insights are
crucial for enhancing the energy efficiency of engineering applications and optimizing the
design of thermal systems like heat exchangers and cooling systems. Consequently, this
study is poised to make a novel contribution to the field, offering distinct and valuable
conclusions that will benefit specialists engaged in modeling and experimentation on flow
over complex geometries.

2. Numerical Model Formulations

The primary objective of this study is to analyze the characteristics of natural con-
vection flows in a triangular cavity with a valley-shaped configuration. To achieve this, a
two-dimensional numerical simulation approach is employed. The physical model and its
corresponding boundary conditions are visually represented in Figure 1. In order to rectify
the singularity present at the connection between the top and inclined walls, a strategic
adjustment is made by removing an appropriate amount of substance from both the top
corners. Specifically, 4% of the length is carefully extracted in the form of minuscule points.
It should be noted that this minor adjustment does not exhibit any discernible impact on the
mechanics of fluid flow and heat transfer, as indicated by previous studies [18,20–24,29–31].
The dimensions of the cavity are defined as follows: the horizontal length is 2L, and the
height is H, where L = 2H and the ratio A = H/L = 0.5. At time T = T0, the fluid inside the
cavity is initially at a uniform temperature and not in motion. At a given temperature of
Tc = T0 − ∆T/2 and Th = T0 + ∆T/2, respectively, the top and inclined walls undergo in-
stantaneous cooling and heating processes. In every given circumstance, all the boundaries
are motionless.
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P1 (0, 0.825), P2 (0, 0.46), P3 (−0.5, 0.5), P4 (0.5, 0.5), and P5 (0.5, 0.255), which are applied in the
following figures.

This study analyses two-dimensional natural convection flows within a valley-shaped
enclosure. The governing equations employed in this investigation are presented below,
utilizing the Boussinesq approximation as a simplifying assumption [62].
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+ V
∂U
∂Y

= −1
ρ

∂P
∂X

+ ν

(
∂2U
∂X2 +

∂2U
∂Y2

)
, (2)

∂V
∂t

+ U
∂V
∂X

+ V
∂V
∂Y

= −1
ρ

∂P
∂Y

+ ν

(
∂2V
∂X2 +

∂2V
∂Y2

)
+ gβ(T − T0), (3)

∂T
∂t

+ U
∂T
∂X

+ V
∂T
∂Y

= κ

(
∂2T
∂X2 +

∂2T
∂Y2

)
. (4)
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U and V in the equations, respectively, represent the horizontal and the vertical flow
rates. For a two-dimensional coordinate system:

• P is the pressure;
• ρ is the density;
• t is the time;
• T is the temperature, at time T0, where T0 = (Tc + Th)/2, the fluid medium in the

triangular cavity is isothermally stationary.

The dimensionless variables utilized are as follows:

x =
X
H

, y =
Y
H

, u =
UH

κRa
1
2

, v =
VH

κRa
1
2

, p =
PH2

ρκ2Ra
, θ =

T − T∞

Th − Tc
, τ =

tκRa2

H2 . (5)

In the aforementioned equations, the variables v, x, y, p, τ, and θ represent the normal-
ized counterparts of U, V, X, Y, P, t, and T, respectively. The three governing variables,
the aspect ratio (A), Prandtl number (Pr), and Rayleigh number (Ra), have an impact on
the enclosure’s natural convectional flows (view [6] for further details), which are best
described as follows:

A =
H
L

, Pr =
ν

κ
, Ra =

gβ(Th − Tc)H3

νκ
. (6)

The above dimensionless variables are added, and then Equations (1)–(4) become (for
more information, see [61]):

∂u
∂x

+
∂v
∂y

= 0 , (7)

∂u
∂τ

+ u
∂u
∂x

+ v
∂u
∂y

= −∂p
∂x

+
Pr

Ra
1
2

(
∂2u
∂x2 +

∂2u
∂y2

)
, (8)

∂v
∂τ

+ u
∂v
∂x

+ v
∂v
∂y

= −∂p
∂y

+
Pr

Ra
1
2

(
∂2v
∂x2 +

∂2v
∂y2

)
+ Prθ , (9)

∂θ

∂τ
+ u

∂θ

∂x
+ v

∂θ

∂y
=

Pr

Ra
1
2

(
∂2θ

∂x2 +
∂2θ

∂y2

)
. (10)

The present study used a finite-volume Navier–Stokes solver [62], Fluent 15.0 in
ANSYS, to model natural convection within a valley-shaped cavity. The principles of
mass conservation, momentum conservation, and energy conservation are the foundations
of the computational model that is used to simulate unsteady natural convection flow
in an air cavity. The continuity equation, the Navier–Stokes equations, and the energy
equations have all been solved using finite volume methods after the appropriate numerical
techniques have been applied. The non-uniform 2D mesh system is created with the help
of the commercial software ICEM 15.0, and the numerical results have been displayed
graphically with the help of the post-processing program TECPLOT 360.

The governing Equations (7)–(10) are solved by means of a finite volume technique
using the SIMPLE method, which is thoroughly explained in reference [63] and Saha [64].
The numerical procedure for the SIMPLE method is shown in Figure 2.
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Figure 2. Flowchart of the SIMPLE method for transient flow.

3. Grid Dependency Test

The mesh and time step dependence of the largest Rayleigh number (Ra = 108) for the
Prandtl number (Pr = 0.71) and aspect ratio (A = 0.5) was investigated in the present inquiry.
Three symmetrical, non-uniform meshes were employed in the test, with dimensions of
600 × 100, 800 × 150, and 1200 × 200. These meshes were designed to have finer grids
near the boundaries and coarser grids in the inner zone. The 800 × 150 mesh underwent
a 3% expansion, ranging from a minimum width of 0.00025 near the wall to a maximum
width of 0.02 in the inside. Figure 3 illustrates the time series of the Nusselt number at
the right wall of the cavity. The data were obtained using different meshes and time steps
for a Rayleigh number of 108. The Nusselt numbers obtained from the different meshes
and time steps show uniformity during the initial stage, along with some divergence
during the mature stage. In addition, Table 1 provides a calculation and list of the average
Nusselt numbers during the fully developed stage. Based on the analysis conducted, it has
been determined that the variations in outcomes observed across the different meshes and
time steps are within the acceptable threshold of 2%. Taking this into consideration, the
numerical simulation in this study used a mesh size of 800 × 150 and a time step of 0.0025.

Table 1. Nusselt numbers (Nu) for different grids and time steps.

Mesh and Time Step Average Nu Difference

600 × 100 and ∆τ = 0.0025 121.63 1.94%
800 × 150 and ∆τ = 0.00125 122.47 1.27%
800 × 150 and ∆τ = 0.0025 124.04 -

1200 × 200 and ∆τ = 0.0025 122.95 0.87%
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4. Validation

Figure 4 compares the laboratory experiment conducted by Holtzman et al. [32] with
the current numerical results for additional confirmation. In contrast to the triangular cavity
in this study, it is vertically inverted and the Rayleigh numbers have been employed in
place of the corresponding Grashof numbers. In comparison to the experimental results in
Figure 4b for the Rayleigh numbers Ra = 3.5 × 103, Figure 4d for Ra = 7 × 103, and Figure 4f
for Ra = 7 × 104, the numerical results depicting the symmetric flow for Ra = 7 × 103 in
Figure 4a and the asymmetric flow for Ra = 1.2 × 104, and Ra = 105 in Figure 4c,e are
accurate. As indicated by Xu et al. [18] and Patterson and Armfield [20], the presence of
inconsistencies between numerical Ra values and experimental Ra findings gives rise to a
notable contradiction: if the numerical findings and experiment results are accurate, the
experimental Rayleigh number is approximately 1.5 to 2.5 times the numerical Rayleigh
number. The numerical methods utilized in this research can be used to depict a transitional
flow in a triangular cavity, as the experimental and computational results are identical.
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5. Numerical Results and Discussion

The subsequent section provides an explanation of the primary characteristics of the
fluid flows within a V-shaped cavity, wherein the flow is stimulated by heat from the
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inclined walls and dissipated by cooling from the top wall. The analysis focuses on a range
of Rayleigh numbers, spanning from Ra = 100 to 108, a Prandtl number, Pr = 0.71, and an
aspect ratio, A = 0.5. Various non-dimensional times are considered to comprehensively
examine the flow growth phenomenon. In this work, a 2D numerical simulation has been
conducted. According to the numerical simulations, the evolution of the flow for these
Rayleigh numbers in different times from τ = 0 to 5000 may be split into symmetric flow,
asymmetric flow and unsteady flow.

To produce the simulation results, we used high-performance computing facilities
with 64 processors, with which it took 15 days for a small Ra = 105 and 20 days for a large
Ra = 108 for non-dimensional time, τ = 5000 with time step size, ∆τ = 0.0025.

5.1. Symmetric Flow

It was discovered that for Ra = 100, 101 and 102, the transitional flow development with
non-dimensional time did not exhibit an increasing or decreasing plume, which indicates
that for those Rayleigh numbers, the flow exhibited an ongoing level of stability due to
the prevailing influence of conduction dominance. In this study, the results for Ra = 100,
101 and 102 at τ = 0, 0.1, 0.5, 1 and 2000 are included in Figure 5. Initially, at τ = 0, the
temperature is constant, and at this time, there is no fluid flow in the cavity. Fluid flows
develop when the inclined walls are suddenly heated and the top wall is suddenly cooled.
In Figure 5, the temperature rapidly changes for a small Ra = 100 and 101 at τ = 0.1 and
becomes symmetric, but for Ra = 102, it becomes symmetric at τ = 0.5 and this symmetric
tendency is observed from τ = 0.5 to 2000. For all the Ra and τ values, the cavity contains
a pair of symmetrical cells. Convective flows exhibit relatively low magnitudes, with the
cells having a prevailing conduction dominance that provides stability.
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5.2. Asymmetric Flow

The flow of different Rayleigh numbers of Ra = 103, 7 × 103 and 2 × 104 is shown in
Figure 6 on the basis of the time with the displayed streamlines and isotherms. Initially,
at τ = 0, the temperature is constant and no fluid moves in the cavity. Fluid flows start
when the inclined walls are suddenly heated and the top wall is suddenly cooled. In
Figure 6, the temperature gradually changes for Ra = 103 and 7 × 103 at τ = 0.1 and
becomes symmetric, whereas for Ra = 2 × 104, it becomes symmetric at τ = 1. In the initial
stage, when τ = 1, the steady flows for all the Rayleigh numbers are symmetric. The cavity
has two symmetric cells. Since the cells have a conduction dominance that keeps them
eternally stable, convective flows are really extremely low. The baroclinity near the inclined
walls produces viscous shear, which induces natural convection flows in the fundamental
symmetric state, but as time passes, the flow for Ra = 7 × 103 and 2 × 104 starts becoming
gradually asymmetric. As the figure shows, in the initial transitional stage at τ = 1, the
convection in Ra = 7 × 103 and 2 × 104 is increased, although it is not sufficiently strong
to disrupt the symmetric flow structure (see Figure 7), while the convection in Ra = 103

remains static. Though there are only two cells when Ra = 103 and Ra = 7 × 103, four cells
occur in the cavity for Ra = 2 × 104 at τ = 10. That is, aside from symmetric break, the
Rayleigh number causes an increase in the number of cells in the cavity. It should be noted
that depending on the initial perturbations, any one of the two cells may be bigger and
advance into the cavity. The convection of Ra = 103 is found to be constant and weak in
all the subsequent stages of time, like τ = 100, 1000, 2000 and 4000, but the convection
in Ra = 7 × 103 becomes stronger slowly in τ = 100, 1000, 2000 and 4000, though it is not
enough to break the symmetric state. On the other hand, for Ra = 2 × 104, the convection
grows so strongly that it breaks the symmetrical structure and creates more than two new
cells, which is evident at τ = 100, and the flow becomes asymmetric (in Figure 7). Six cells
are present for Ra = 2 × 104 at τ = 100 and 1000. Depending on the initial perturbations,
one of the two cells at τ = 1000 becomes larger and dominates the other cell in the cavity,
moving toward the cavity’s center. At τ = 2000, the number of cells decreases to five,
and this trend persists until τ = 4000. Upon careful examination, it is evident that during
the further development stage, the asymmetric flow has attained a state of equilibrium
commonly referred to as a steady-state situation. The transition from a symmetric to
an asymmetric state, occurring within the range of Ra = 7 × 103 to Ra = 2 × 104, can be
understood as a supercritical Pitchfork bifurcation. This transformation is driven by the
onset of Rayleigh–Bénard instability. It is seen that there is more circulation of cells and
that the flow pattern is becoming continually asymmetric.

Figure 7 depicts the time series of the temperature and velocity for Ra = 103, Ra = 7 × 103,
and Ra = 2 × 104 at different points P1, P2, and P5. The fluid within the valley-shaped
cavity initially exhibits isothermal and stationary behavior. The cooling and heating of the
top wall and the inclined walls occur simultaneously, with a non-dimensional temperature
denoted as θc for the top wall and θh for the inclined walls. Figure 7a demonstrates that
there is no difference in temperature between any of the points P1 and P2, and temperature
is different at point P5 in the early stage for a small Ra = 103. As a result of the passage of
time, the temperature increases and decreases at the three different points in the transitional
period. Finally, there is no temperature fluctuation in the completely developed stage, and
then the flow becomes steady. For more accuracy of the flow steadiness, here, we have
used non-dimensional times from 0 to 5000. In Figure 7d, initially, the velocity is zero; as
the time increases, the velocity remains the same at points P1 and P2; and at point P5, the
velocity increases and finally becomes constant. Similar consequences have been seen in
Figure 7b,e. The figures clearly indicate that the flow within the cavity is in a state of steady
symmetry. From this, it would seem that the flow is always steady at symmetric states.
Now, in Figure 7c, the temperature decreases suddenly and then increases at points P1 and
P2 during the transitional period and finally stabilizes at the completely developed stage.
At point P5, there are no changes because of its position. However, the velocity (Figure 7f)
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clearly overshoots suddenly and then becomes constant in the completely formed stage, and
it indicates that the flow becomes an asymmetric steady state for Ra = 2 × 104.
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Figure 7. Times series of the temperature and velocity at three distinct points, P1 (0, 0.825), P2 (0,
0.46) and P5 (0.5, 0.255), for (a,d) when Ra = 103, for (b,e) when Ra = 7 × 103, and for (c,f) when
Ra = 2 × 104.

5.2.1. Pitchfork Bifurcation

Figure 8 illustrates the isotherms and streamlines corresponding to a Rayleigh number
of Ra = 104. Figure 8a demonstrates the continued presence of clear symmetry in the flow
at Ra = 7 × 103. At Ra = 104 and Ra = 1.3 × 104, the flow shows asymmetry, as depicted in
Figure 8b,c. It is to be noted that depending on the initial perturbations, any one of the two
cells might grow bigger and move toward the cavity. When the Rayleigh number reaches a
value of Ra = 1.3 × 104, as depicted in Figure 8c, an additional cell emerges in the top-right
region of the cavity (depending on the initial perturbations), and such an asymmetric flow
configuration becomes more clearly evident as being the value of the Rayleigh number
increases. That is, aside from the symmetric break, the Rayleigh number is responsible for
the growing number of cells within the cavity. For instance, Figure 8b has four cells for
Ra = 104, whereas Figure 8c has five cells for Ra = 1.3 × 104. The transition observed around
Ra = 104, where a symmetric state transforms to an asymmetric state, can be characterized
as a supercritical Pitchfork bifurcation, which happens when Rayleigh–Bénard instability
begins to occur.
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Figure 8. Streamlines and isotherms at Ra = 7 × 103, Ra = 104, and Ra = 1.3 × 104.
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Table 2 presents the x-velocity at point P2 (0, 0.46) for various Rayleigh numbers
(Ra = 101 to 106) to comprehend the transition from a symmetric to an asymmetric state
during the fully developed stage (τ = 2000) of the Pitchfork bifurcation. For Ra values less
than or equal to 7.5 × 103, the x-velocity is nearly zero due to the symmetry of the flow.
Once the Rayleigh number reaches or exceeds 7.6 × 103, the cell’s polarity shifts to positive
when the x-velocity increases and negative when the x-velocity decreases.

Table 2. Velocities in the x-direction for different Rayleigh numbers at point P2 (0, 0.46).

Rayleigh Number Velocity

101 0
102 0
103 0

7.5 × 103 0
7.6 × 103 ±9.47 × 10−5

104 ±0.00669
1.2 × 104 ±0.0557
1.5 × 104 ±0.09

105 ±0.096
106 ±0.0993

At the initial stage at τ = 0, the temperature is constant, as depicted in Figure 9. The
figure indicates that the flows are symmetric and continuous in the early stage at τ = 1
for Ra = 5 × 104, Ra = 105 and Ra = 106. The Pitchfork bifurcation causes the flow to
intensify over time and eventually become asymmetric. The graphs show the asymmetric
streamlines and isotherms at Rayleigh numbers Ra = 5 × 104, Ra = 105 and Ra = 106 at the
transitional stages (τ = 100 and 800). It is undoubtedly interesting that the flow oscillates for
a considerable amount of time with a higher Rayleigh number. In this figure, for all the Ra
values, the flows in the valley-shaped cavity are asymmetric and steady with the passing of
time. For a higher Ra = 106, the flow becomes asymmetric and steady at τ = 800, whereas
Ra = 5 × 104 and Ra = 105 take more time to reach the asymmetric steady-state situation.
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Figure 9. Streamlines and isotherms at various non-dimensional time intervals for Ra = 5 × 104, Ra = 
105 and Ra = 106. 
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Figure 9. Streamlines and isotherms at various non-dimensional time intervals for Ra = 5 × 104,
Ra = 105 and Ra = 106.

Clearly, the temperature and velocity effect on the flow in the cavity with time, as has
been calculated in Figure 10 for more precision at a range of Rayleigh numbers and various
points. Figure 10a,b demonstrate that, at first, the temperatures are uniform at points P1
and P2, but point P5 is located close to the heated wall (see Figure 1), which causes it to heat
up more quickly than the other points in the early stage. As time goes on, the temperature
in the transitional stage first drops and then rises, ultimately achieving its constant point
in the fully developed stage, when there are no longer any temperature variations. Also,
from Figure 10d,e, it is clearly seen that the velocity increases with the passing of time. The
velocity overshoots in the transitional period before becoming stable in the fully developed
stage. Figure 10c shows that the temperature increases in the transitional stage and becomes
stable in the fully developed stage. In contrast, the velocity in Figure 10f fluctuates during
the transitional period before becoming constant during the last stage. The preceding
figures and analyses indicate that in an asymmetric state, the flow becomes unsteady in the
transitional period and then steady in the fully developed stages.
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Figure 10. Times series of the temperature and velocity at three distinct points, P1 (0, 0.825), P2 (0,
0.46), and P5 (0.5, 0.255), for (a,d) when Ra = 5 × 104, for (b,e) when Ra = 105, and for (c,f) when
Ra = 106.

5.2.2. Other Bifurcations

For higher Rayleigh numbers, the asymmetric isotherms and streamlines are depicted
in Figure 11. It is evident that when the Rayleigh number increases, several types of further
bifurcations occur, leading to an increase in the number of cells, as seen in Figure 11. In
Figure 11a, there are two cells in the cavity. With the increase in the Ra, we see in Figure 11b
that the cell number becomes four; in Figure 11c, the cell number is five. For instance, the
cell number increases from six at a Rayleigh number of 5 × 104 in Figure 11d to more than
six, as shown in Table 3. Figure 11 demonstrates that when the Rayleigh number rises, more
new tiny cells develop in the left or right side of the cavity. However, a single large cell
consistently persists at the center of the cavity. This indicates that the flow configuration
within the cavity becomes increasingly complex for an asymmetric steady state when the
Rayleigh number rises.

Computation 2024, 12, 146 16 of 27 
 

 

   

   

   

  

Figure 11. At the fully developed stage, streamlines and isotherms for various Rayleigh numbers. 

Table 3 shows that the Rayleigh number and the number of cells are linked. The Ray-
leigh number increased from 7 × 103 to 107 as the number of bifurcations increased from 
two to fifteen cells. For Ra values between 104 and 107, it is clear that there is a nearly linear 
link between the number of cells and the Ra. 

Table 3. Number of cells with corresponding Rayleigh numbers. 

Rayleigh Number Number of Cells 
7 × 103 2 

104 4 
2 × 104 5 
5 × 104 6 

105 7 
3 × 105 9 
5 × 105 10 

106 11 
5 × 106 13 

107 15 

5.3. Unsteady Flow 
An asymmetric flow structure is created as a consequence of a Pitchfork bifurcation 

that arises during the later stages of the transitional period. As already noted, the numer-
ical simulation experiences a Pitchfork bifurcation early on. Figure 12 displays the stream-
lines and isotherms for Ra = 107, Ra = 5 × 107, and Ra = 108 to better study the flow at greater 
Rayleigh numbers for different times. In Figure 12, initially at τ = 0, the temperature is 
constant for all the Ra values. The figure depicts that the fluids are symmetric for all the 
Rayleigh numbers when τ = 1, but as time passes, when τ = 5, they become asymmetric 
and create two additional tiny cells in the cavity at the right and left upper corners. With 
increasing cell numbers, all the Ra values at τ = 10 in Figure 12 exhibit the same flow pat-
tern. When τ = 50 for Ra = 107, a tiny cell appears in the top center of the two largest cells 
in the cavity, but for Ra = 5 × 107 and Ra = 108 at τ = 50, the steady flow breaks and becomes 
unsteady. In Figure 11, the flow is more convoluted for Ra = 5 × 107 and Ra = 108 at τ = 50, 
even though it is still constant, and the biggest cell has a few smaller cells at its upper right 
and left side. This indicates that between Ra = 107 and 5 × 107, there is a Hopf bifurcation 

Figure 11. At the fully developed stage, streamlines and isotherms for various Rayleigh numbers.

245



Computation 2024, 12, 146

Table 3. Number of cells with corresponding Rayleigh numbers.

Rayleigh Number Number of Cells

7 × 103 2
104 4

2 × 104 5
5 × 104 6

105 7
3 × 105 9
5 × 105 10

106 11
5 × 106 13

107 15

Table 3 shows that the Rayleigh number and the number of cells are linked. The
Rayleigh number increased from 7 × 103 to 107 as the number of bifurcations increased
from two to fifteen cells. For Ra values between 104 and 107, it is clear that there is a nearly
linear link between the number of cells and the Ra.

5.3. Unsteady Flow

An asymmetric flow structure is created as a consequence of a Pitchfork bifurcation
that arises during the later stages of the transitional period. As already noted, the numerical
simulation experiences a Pitchfork bifurcation early on. Figure 12 displays the streamlines
and isotherms for Ra = 107, Ra = 5 × 107, and Ra = 108 to better study the flow at greater
Rayleigh numbers for different times. In Figure 12, initially at τ = 0, the temperature is
constant for all the Ra values. The figure depicts that the fluids are symmetric for all the
Rayleigh numbers when τ = 1, but as time passes, when τ = 5, they become asymmetric
and create two additional tiny cells in the cavity at the right and left upper corners. With
increasing cell numbers, all the Ra values at τ = 10 in Figure 12 exhibit the same flow
pattern. When τ = 50 for Ra = 107, a tiny cell appears in the top center of the two largest
cells in the cavity, but for Ra = 5 × 107 and Ra = 108 at τ = 50, the steady flow breaks and
becomes unsteady. In Figure 11, the flow is more convoluted for Ra = 5 × 107 and Ra = 108

at τ = 50, even though it is still constant, and the biggest cell has a few smaller cells at
its upper right and left side. This indicates that between Ra = 107 and 5 × 107, there is a
Hopf bifurcation (see [19] for details on the bifurcation). When Ra = 107, the asymmetric
steady state remains similar at all the subsequent transitional, developed transitional and
fully developed stages when τ = 100, 1000, 1500 and 2000, respectively. The observed
trends remain consistent during both the developed transitional stage (τ = 1000 and 1500)
and the completely developed stage (τ = 2000) for two distinct Rayleigh numbers, namely
Ra = 5 × 107 and Ra = 108. But as τ rises, as shown in Figure 12 for Ra = 108 at τ = 2000,
both cells grow in the middle of the two largest cells. The largest central cell exhibits a
right-to-left movement. The unsteady flow becomes more and more complex due to its
lack of stability.

Over time, the temperature series has been followed and analyzed spectrally to gain
an understanding of the unsteady flow at higher Rayleigh numbers. Figure 13 displays the
temperature variation over time and the power spectral densities according to various Ra
values. Figure 13a demonstrates a steady flow throughout the fully established stage for
Ra = 107, while Figure 13b exhibits periodic flow for Ra = 5 × 107. Additionally, Figure 13c
displays the temperature power spectral density located in Figure 13b. The periodic flow’s
fundamental frequency, with harmonic modes, is fp = 0.397. The periodic flow changes as
the Rayleigh number rises. This indicates the occurrence of one more bifurcation for which
a periodic solution transforms into another. As the Rayleigh number continues to rise, the
unstable flow becomes chaotic, as seen in Figure 13d, which depicts the fully developed
stage for Ra = 108. According to Figure 13e, the unique frequency with harmonic modes
vanishes for Ra = 108, while the flow is chaotic but unstable at the fully developed stage.
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Figure 12. Streamlines and isotherms at various non-dimensional time intervals for distinct higher 
Rayleigh numbers: Ra = 107, Ra = 5 × 107 and Ra = 108. 

Over time, the temperature series has been followed and analyzed spectrally to gain 
an understanding of the unsteady flow at higher Rayleigh numbers. Figure 13 displays 
the temperature variation over time and the power spectral densities according to various 
Ra values. Figure 13a demonstrates a steady flow throughout the fully established stage 

Figure 12. Streamlines and isotherms at various non-dimensional time intervals for distinct higher
Rayleigh numbers: Ra = 107, Ra = 5 × 107 and Ra = 108.
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Figure 13. A time series of the temperature at the completely developed stage and the power spectral
density at point P5 (0.5, 0.255) (a) for Ra = 107, (b,c) for Ra = 5 × 107, and (d,e) for Ra = 108.

Figure 14 depicts a time series analysis of the temperature as well as the veloc-
ity at three distinct points, P1, P2, and P5, with higher Rayleigh numbers, specifically
Ra = 107, 5 × 107 and 108. Because the temperature is initially isothermal and constant in
Figure 14a–c, it is the same at various stages in the early stage for greater Rayleigh numbers.
In the transitional period, the temperature fluctuates with the time for each Ra in Figure 14.
In the advanced stage of development, as Figure 14a shows, the temperature becomes
constant; that is, there are no changes in the temperature, but in Figure 14b, we see that
it becomes periodic. In Figure 14c, with the time increases, the flow becomes chaotic and
more complex in the fully developed stage. However, the velocity (Figure 14d–f) starts
off at zero and changes as time moves on during the transitional stage. Figure 14d–f all
show that the flow is stable in the developed stage, periodic in Figure 14e, and chaotic in
Figure 14f. In addition, most importantly, it seems that the flow of a periodic state changes
from a periodic one to a chaotic one at a stage of transition. Furthermore, in a chaotic state,
the flow is constantly chaotic at the transitional stage and at the developed stages.
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Figure 14. Times series of the temperature and velocity at three distinct points, P1 (0, 0.825), P2 (0,
0.46) and P3 (0.5, 0.255), for (a,d) when Ra = 107, for (b,e) when Ra = 5 × 107, and for (c,f) when
Ra = 108.

5.3.1. Hopf Bifurcation

Figure 15 displays the streamlines and isotherms for Ra = 107 and Ra = 2 × 107 to
allow for a more in-depth analysis of the flow in the case of greater Rayleigh numbers.
Figure 15a illustrates the more complicated flows throughout the fully developed stage
for Ra = 107, even though it is still steady. However, a deeper inspection of the numerical
results reveals that more than two tiny cells alternately occur; as a result, the flow becomes
unsteady for Ra = 2 × 107 in the fully developed stage. This indicates that there is a Hopf
bifurcation between Ra = 107 and 2 × 107.
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Figure 15. Streamlines and isotherms at Ra = 107 and Ra = 2 × 107.

Figure 16 shows the attractors with values ranging from τ = 300 to 2000 for Ra = 107

and τ = 1000 to 1500 for Ra = 5 × 107 at the defining point P1 (0, 0.825) in order to facilitate
an understanding of the Hopf bifurcation, which takes place during the transition from the
steady state to the periodic stage. Figure 16a illustrates that the u-θ plane curve reaches a
specific value when Ra = 107. Figure 16b displays a limit cycle for Ra = 5 × 107. As a result,
when Ra = 5 × 107, a Hopf bifurcation takes place (for further information on the Hopf
bifurcation, see [65]).
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Figure 16. The limit point and limit cycle for (a) Ra = 107, and for (b) Ra = 5 × 107 on the plane of u-θ
at point P1 (0, 0.825).

5.3.2. Chaotic

Figure 17a illustrates that the two cells in the upper right portion of the biggest cell
become bigger precisely as the Rayleigh number increases. The biggest cell in the center
likewise travels across the right as well as the left sides when Ra = 108, as seen in Figure 17b.
The unsteady flow becomes increasingly complicated, which is known as chaotic.
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Figure 17. Streamlines and isotherms at Ra = 5 × 107 and Ra = 108.

Figure 18 shows the trajectories through the stage space in the u-θ plane at point P5 (0.5,
0.255) for Ra = 5 × 107 and 108 in order to more clearly illustrate how the periodic condition
changes to a chaotic state. The observed limit cycle depicted in Figure 18a demonstrates
the periodic nature of the unsteady flow at a Rayleigh number of Ra = 5 × 107. This finding
aligns with the information presented in Figure 16 and further supports the existence of a
limit cycle. In Figure 18b, the trajectory for Ra = 108 shows that the periodic flow changes
to chaotic, which takes place between Ra = 5 × 107 and 108. For a detailed explanation of
the stage-space trajectories, see [66].
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Figure 18. Temperature and x-velocity trajectories in the stage space for the values of Ra = 5 × 107

and Ra = 108 at the point P5 (0.5, 0.255).
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5.4. Temperature and Velocity

Figure 19 displays the temperature and velocity at designated points P1 (0, 0.825) over
time across various Rayleigh numbers. This information is provided to help understand
the formation of natural convection flow patterns within the cavity in response to sudden
heating from the inclined walls and cooling from the top wall. The simulations were
conducted using various Rayleigh numbers, ranging from Ra = 100 to 108. An observation
was made about the various fluctuating flow properties throughout a range of Rayleigh
numbers. Figures 5, 6, 9 and 12 depict the isotherms and corresponding streamlines for
various Rayleigh numbers, specifically focusing on the case where A = 0.5. The observed
numerical outcomes for the various Ra values, as depicted in Figure 19, exhibit discernible
changes. At the lowest Rayleigh number, convective flow instabilities may first be seen.
However, the number of waves and the unsteadiness increase with increasing Rayleigh
numbers. Based on the symmetry and continuous flow, it is expected that the flow is
weaker and displays symmetric behavior at Ra = 103. During the transitional stage of fluid
flow, it is observed that the flow develops asymmetrically for the Rayleigh numbers of Ra
= 104, 105, and 106. However, as the flow progresses toward the fully developed stage, it
stabilizes. Finally, the flow changes into periodic and chaotic states at Ra = 107 and Ra = 108,
respectively, as shown in Figure 19a. As illustrated in Figure 19b, a similar characteristic
can also be seen in the x-velocity at the point P1.
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Figure 19. (a) Temperature time series and (b) x-velocity time series for different Rayleigh numbers
at point P1 (0, 0.825).

5.5. Heat Transfer

During the transitional stage, convective heat transfer dominates in the V-shaped
cavity. Convective heat transfer is enhanced by the irregular fluctuations and vortices
that encourage fluid mixing. For air, the Nusselt number that expresses the proportion
of convective to conductive heat transfer is examined. The Nusselt number Nu [60–62] is
defined as:

Nu =
1
ln

∫ ∂θ
∂n

ln
ds. (11)

In accordance with Figure 20a, a time series representation has been provided to
illustrate the average Nusselt number associated with the inclined wall. This particular
measurement has been employed to quantify the amount of heat transfer occurring across
the cavity wall. It is important to highlight that Figure 20b additionally presents the
representation of the Nu after being normalized by Ra1/4. The presence of a significant
temperature difference between the fluid and the wall may contribute to the substantial
heat transfer phenomenon. Consequently, it is expected that a large value of the Nusselt
number (Nu) is observed. The observed phenomenon can be attributed to the simultaneous
application of heating and cooling to both the inclined walls and the top wall. Figure 20b
illustrates how, as time moves on, throughout the beginning stage, the Nu dramatically
decreases, and throughout the fully devolved stage, it gradually attains a value that is
either constant or oscillatory, and this value is determined by the Rayleigh number. This
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is similar to those in Figure 13, where the Nusselt number oscillates for Ra ≥ 5 × 107

but remains constant for Ra = 107. In contrast to those in Figure 20a, it is obvious that
the Nu versus the curves in Figure 20b collapse together. As a result, Nu~Ra1/4 scaling
works effectively, considering the current set of Ra values. Figure 20b demonstrates that
NuRa−1/4 almost maintains a constant value of 1.473 as the Rayleigh number rises, although
somewhat decreasingly.
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6. Conclusions

The current investigation delves into the numerical exploration of unsteady 2D natural
convection flows within a valley-shaped cavity filled with water, where heating occurs
along the inclined walls while cooling is facilitated through the top wall. The study
encompasses a broad spectrum of Rayleigh numbers ranging from Ra = 100 to 108, under
the Prandtl number Pr = 0.71 and the aspect ratio A = 0.5, spanning various non-dimensional
times from τ = 0 to τ = 5000. The research delineates the diverse flow structures evolving
within the cavity over time and scrutinizes the relationship between heat transfer dynamics
and Rayleigh numbers.

Analysis reveals that the progression of natural convection flows manifests in three
discernible stages: an initial stage, a transitional stage, and a fully developed stage, fol-
lowing the sudden application of heating through inclined walls and cooling through the
top wall. This study examines the symmetric, asymmetric, and unsteady flow patterns
characterizing these stages, supported by numerical findings. Specifically, the investigation
primarily focuses on elucidating the flow mechanisms across all the stages. It is observed
that natural convection flows remain steady at the symmetric state for Rayleigh numbers
ranging from Ra = 100 to 7 × 103. Beyond Ra > 7 × 103, flows exhibit asymmetry. Fur-
thermore, during the asymmetric state, the flow transitions into an unsteady regime in
the transitional stage before stabilizing at the fully developed stage for 7 × 103 < Ra < 107.
This study highlights that periodic unsteady flows evolve into chaotic states during the
transitional stage, reverting to periodic behavior in the developed stage at Ra = 5 × 107,
while at higher Rayleigh numbers like Ra = 108, the chaotic flow remains predominant in
the unsteady regime.

Additionally, the investigation discusses the notable bifurcations observed in the fully
developed states. Detailed analyses, including the power spectral density and stage space
trajectories for Pr = 0.71, are provided. Numerical studies elucidate the intricacies of heat
transfer and demonstrate the influence of the Rayleigh number on both the Nusselt number
and flow rate dynamics.
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Nomenclature

κ thermal diffusivity
τ non-dimensional time
∆τ non-dimensional time step
θ non-dimensional temperature
ν kinematic viscosity
ρ Density
β thermal expansion coefficient
A aspect ratio
g gravitational acceleration
Gr Grashof number
L half length of the cavity
H height of the cavity
k thermal conductivity
l inclined wall length
n non-dimensional coordinate normal to the inclined wall
ln non-dimensional length of the inclined wall
Nu Nusselt number
P Pressure
p non-dimensional pressure
Pr Prandtl number
Ra Rayleigh number
Rac critical Rayleigh number for the break of the symmetric state
T dimensional temperature
T0 initial temperature
Tc cold top wall temperature
Th hot inclined wall temperature
t Time
∆T temperature difference
U, V velocity components
u, v the non-dimensional velocity components
X, Y coordinates in the horizontal and vertical
x, y the non-dimensional coordinates in the horizontal and vertical
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Abstract: This research develops an innovative framework for accelerating Conjugate Heat Transfer
(CHT) simulations within squared heated cavities through the application of Graphics Processing
Units (GPUs). Although leveraging GPUs for computational speed improvements is well recognized,
this study distinguishes itself by formulating a tailored optimization strategy utilizing the CUDA-C
programming language. This approach is specifically designed to tackle the inherent challenges of
modeling squared cavity configurations in thermal simulations. Comparative performance evalua-
tions reveal that our GPU-accelerated framework reduces computation times by up to 99.7% relative
to traditional mono-core CPU processing. More importantly, it demonstrates an increase in accuracy
in heat transfer predictions compared to existing CPU-based models. These results highlight not only
the technical feasibility but also the substantial enhancements in simulation efficiency and accuracy,
which are crucial for critical engineering applications such as aerospace component design, electronic
device cooling, and energy system optimization. By advancing GPU computational techniques, this
work contributes significantly to the field of thermal management, offering a potential for broader
application and paving the way for more efficient, sustainable engineering solutions.
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1. Introduction

The early exploration into Conjugate Heat Transfer (CHT) problems by Perelman [1]
highlighted the complexity of solving heat conduction equations for solid bodies and their
surrounding fluids simultaneously. Further advancements were made by Luikov et al. [2],
who developed analytical methods to address convective heat transfer issues, acknowl-
edging the crucial role of heat propagation in solids in contact with moving fluids. In the
mid-1970s, Chida and Katto [3] utilized vectorial dimensional analysis to propose new
dimensionless groups that encapsulate the conjugate nature of heat transfer. The impact of
porous media within cavities on heat transfer was experimentally explored by Seki et al. [4].
Inaba and Fukuda [5] conducted a groundbreaking study on the effects of water’s density
inversion near 4 ◦C within inclined square cavities, revealing unique natural convection
patterns that deviate significantly from those observed in traditional Boussinesq fluids. The
late 1980s saw Ho and Yih [6] numerically investigate the attenuated heat transfer rates in
air-filled rectangular cavities with partitions. Frederick and Valencio [7] studied natural
convection in square cavities with conducting partitions, demonstrating the significant
impact of partition. These pioneering studies collectively provide a comprehensive foun-
dation for the ongoing exploration of conjugated heat transfer phenomena, particularly
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in configurations involving square cavities and conducting solids, including the effect of
geometry and thermal properties on convective heat transfer mechanisms.

The exploration of CHT within square cavities has seen notable advancements over
the last decade, characterized by innovative methodologies and diverse applications. For
instance, Alkhalid et al. [8] studied buoyancy-driven rarefied gas dynamics within con-
jugate cavities, examining the effects of cavity aspect ratios, conductivity ratios, and tilt
angles. Alsabery et al. [9] demonstrated the potential of nanofluids to significantly enhance
thermal management through heatline visualization. Khatamifar et al. [10] optimized
partitioned square cavities for improved thermal management. Gijon-Rivera et al. [11]
simulated CHT in rooms with glazed windows, modeled as square cavities. Chen et al. [12]
introduced a novel lattice Boltzmann approach, tackling the modeling complexities as-
sociated with fluid-porous interfaces. Alvarado-Juarez et al. [13] characterized thermal
mechanisms in solar receivers, showcasing the crucial role of radiatively participating
media in thermal analysis.

The acceleration of CHT problem resolutions through the use of GPUs has been a
significant area of research over the last decade. Klimeš and Stetina [14] presented a fully
three-dimensional GPU-based heat transfer and solidification model for the continuous
casting of steel, highlighting the necessity for rapid computation in real-time applications
like casting control and optimization. Zhang et al. [15] presented a GPU-assisted finite
element methodology for the modeling and analysis of bio-heat transfer processes in
thermal ablation treatment, demonstrating computational performance improvements of
up to 55.3 times with GPU acceleration. Narang et al. [16] explored the use of GPUs for
accelerating the numerical solution of heat and mass transfer equations, demonstrated
drastic performance enhancements, and highlighted the potential of GPUs in speeding up
complex simulations. Silvestri and Pecnik [17] implemented a fast Monte Carlo algorithm
on GPUs for radiative heat transfer in turbulent flows; the study achieved significant
speed-ups, enabling accurate solutions for radiative heat transfer that can be coupled to
direct numerical simulations of turbulent flows. Dugast et al. [18] demonstrated an efficient
GPU-based thermal process simulator for laser powder bed fusion additive manufacturing;
the paper proposed a matrix-free preconditioned conjugate gradient algorithm, resulting
in significant computational speedups. Luo et al. [19] focused on the heat transfer in a
porous brick roof filled with phase change materials; the numerical study employed a
GPU-accelerated multiple-relaxation-time Lattice Boltzmann Method to investigate ther-
mal buffering capacity, demonstrating the efficiency of GPU acceleration in simulating
complex thermal phenomena. Gou and Shen [20] introduced a new GPU-based CFD-
DEM model designed to simulate gas–solid flow involving large numbers of particles
and complex geometries. They developed an innovative coupling strategy between the
CFD and DEM GPU-based solvers, which enhanced both the efficiency and stability of
simulations, reaching 95.6% simulation time reduction. Wang et al. [21] utilized the Lattice
Boltzmann Method to simulate thermal convective flows, demonstrating its effectiveness
in handling complex boundary conditions and providing a comparative benchmark for our
GPU-accelerated approach.

GPU computing has become increasingly pivotal in CFD due to its ability to signifi-
cantly accelerate complex simulations. GPUs are being leveraged for their superior parallel
processing capabilities, allowing for faster computation of large-scale simulations. Narang
et al. [16] exemplify this; in their study, GPUs facilitated the efficient acceleration of heat
and mass transfer equations, showcasing the potential for rapid processing in real-time
applications. In terms of integration with traditional methods, there is a growing trend of
integrating GPU computing with traditional computational methods like the FVM to en-
hance computational efficiency while maintaining accuracy. This integration is highlighted
in studies such as those by Moukalled et al. [22], which discuss the adaptation of FVM for
GPU implementation. Furthermore, researchers are focusing on developing and optimizing
solvers that are specifically designed for GPU architectures. For instance, Silvestri and
Pecnik [17] implemented a fast GPU Monte Carlo algorithm for radiative heat transfer,
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which showed significant computational speed-ups. This method serves as another vali-
dation point for the efficiency of GPU utilization in complex simulations. These studies
exemplify the potent combination of GPU acceleration and CHT analysis, demonstrating
the significant computational advantages and broad application potential of this approach
in engineering and scientific research. With the advancement in GPU technologies, there
is an increased focus on conducting real-time simulations and visualizations of complex
fluid dynamics scenarios. This application is crucial for industries where real-time data and
feedback are essential for operational success and safety. As computational demands grow,
there is also a concurrent focus on making GPU computing more sustainable and energy
efficient. This involves developing algorithms that not only run faster but also consume
less power, aligning with global sustainability goals.

This work investigates the application of GPU technologies to accelerate CHT simula-
tions within squared heated cavities, focusing on increased parallel computing capabilities
to reduce the computational time. The goal is to formulate a comprehensive methodology
that not only addresses the specifics of GPU computing but also the unique challenges
presented by square heated cavity configurations. In summary, this paper aims to bridge
the gap between the computational demands of high-fidelity CHT simulations and the
capabilities of contemporary computing hardware by leveraging GPU acceleration. Given
the importance of accurate and efficient thermal management in various engineering ap-
plications, the development of optimized computational strategies is imperative. This
work presents a novel approach that combines the parallel processing power of GPUs
with advanced numerical methods to significantly enhance the speed of CHT simulations
without compromising accuracy. By showcasing the application of this technology in
squared heated cavity configurations, the work highlights the potential for widespread
adoption and further innovation in the simulation of complex thermal phenomena.

The GPU simulations were conducted using an inhouse code developed in CUDA-C
and operated on a MSI Nvidia™ GeForce® RTX™ 4090 graphic card (made in Hsinchu,
Taiwan), equipped with 24 GB of video memory. Additionally, this CUDA® code was run
on a desktop PC powered by an Intel® Core™ i9 12900KF processor (made in Hillsboro,
Oregon, United States of America). Figure 1 presents the general numerical fluid solution
developed utilizing both CPU and GPU capabilities.
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Figure 1. Flowchart of the developed CUDA-C language code.

2. Materials and Methods
2.1. Mathematical Model

Computational Fluid Dynamics (CFD) problems typically involve solving sets of
partial differential equations (PDEs) that describe the behavior of fluid flow. The governing
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equations for CHT, for instance, include the simultaneous solution of the Navier–Stokes
equations and the Energy-Transport Balance equation [22].

The conservation of mass, known as the continuity equation, considering that the flow
is incompressible, is expressed as

∇ · v = 0 (1)

where v is the velocity vector.
The linear momentum conservation, in turn, considering Equation (1) and the fluid

viscosity being constant, can be written as

∂

∂t
[ρ f v] +∇ ·

{
ρ f vv

}
= −∇p + µ∇2v + fb (2)

where ρ f is the fluid density, t is the time, p is the fluid pressure, µ is the fluid viscosity
coefficient, and fb is the body forces vector.

Finally, the energy-transport balance, in terms of temperature, is given by

∂

∂t

(
ρ f cT

)
+∇ ·

[
ρ f cvT

]
= ∇ · [k∇T] + QT (3)

where c is the specific heat, T is the temperature, k is the thermal conductivity, and QT is
the source term.

Considering the Boussinesq approximation, the equation for density becomes

ρ f = ρ f ,∞[1− β(T − T∞)] (4)

where T∞ is the environment temperature, ρ f ,∞ is the fluid density at T∞, and β is the
volume expansion coefficient.

2.2. Boundary and Initial Conditions
2.2.1. Lid-Driven Cavity

Figure 2 shows the scheme for a classical problem, the Lid-Driven Cavity. It involves a
square cavity filled with an ideal gas, with the top lid moving at a constant speed while the
other walls remain stationary. This movement creates complex flow patterns within the
cavity due to the shear forces at the moving boundary. The primary interest in this problem
lies in understanding how the fluid moves, how vortices develop within the cavity, and how
these vortices evolve with changes in the speed of the lid and the viscosity of the fluid. This
configuration is particularly relevant for applications involving lubrication technologies
and microfluidic devices, where fluid shear and boundary layer interactions are critical.
The specific conditions were chosen to simulate typical microscale flow environments,
enabling the study of shear-driven flow patterns, which is essential for optimizing device
performance. For this case, Table 1 presents all boundary and initial conditions used in this
simulation case.

Table 1. Boundary and initial conditions for Lid-Driven Cavity.

Boundary/Initial Conditions Description

u = 1.0 m/s horizontal velocity at top lid
u = 0 m/s horizontal velocity at bottom, left. and right faces
v = 0 m/s vertical velocities for all faces

∂p/∂x = 0 N/m3 pressure gradient for vertical faces
∂p/∂y = 0 N/m3 pressure gradient for horizontal faces
gy = 9.81 m/s2 vertical gravitational acceleration

p (t = 0) = p0 [N/m2] initial pressure condition
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Figure 2. Scheme and boundary conditions for the simulations of Lid-Driven Cavity.

2.2.2. Natural Convection in a Square Cavity

Figure 3 presents the scheme for a square cavity subject to natural convection inside.
In this scenario, a fluid-filled square cavity typically has vertical walls at different tem-
peratures, causing the fluid near the hot wall to heat up, decrease in density, and rise,
while the fluid near the cold wall cools down, increases in density, and sinks. This creates
a circulating motion of the fluid within the cavity, known as a convection current. The
simplicity of the square cavity model makes it ideal for studying fundamental aspects
of convection without the complexities of external influences. The prescribed boundary
and initial conditions mimic real-world conditions, where convection is crucial for heat
dissipation, thereby aiding in the design of efficient heat exchangers and cooling systems.
Table 2 presents all boundary and initial conditions used in this simulation case.
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where dimlessp  is the dimensionless pressure, and gy is the gravity acceleration. 

Figure 3. Square cavity subject to natural convection.
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Table 2. Boundary and initial conditions for Natural Convection in a Square Cavity.

Boundary/Initial Conditions Description

u = 0 m/s horizontal velocity for all faces
v = 0 m/s vertical velocity for all faces

∂T/∂y = 0 K/m insulation at top and bottom faces
∂p/∂x = 0 N/m3 pressure gradient for vertical faces
∂p/∂y = 0 N/m3 pressure gradient for horizontal faces
TH and TC [K] prescript temperature (TH > TC)

T (t = 0) = T0 [K] initial condition

In this case, the authors considered an ideal gas as a fluid inside the cavity.

2.2.3. Conjugate Heat Transfer

Figure 4 presents the scheme for a square cavity with a solid block inside, where U
and V are the zero horizontal and vertical dimensionless velocities; ∂Tdimless/∂y = 0 is
the horizontal face insulation; ∂pdimless/∂x = 0 and ∂pdimless/∂y = 0 are the zero dimen-
sionless pressure gradients at the vertical and horizontal faces, respectively; TH,dimless and
TC,dimless are prescript dimensionless temperatures; and Tdimless (T = 0) = 0.5 is the initial
dimensionless temperature. The boundary conditions for the CHT simulations, involv-
ing a square cavity with a solid block inside, are crucial for understanding the thermal
interactions in industrial applications such as electronic component cooling and reactor
safety assessments. The chosen conditions aim to closely represent the thermal behavior
observed in systems where solid-structure and fluid interactions determine the overall
thermal management efficiency. This is essential for evaluating the effectiveness of various
material properties and configurations in real-life engineering applications.
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In this case, the authors considered that the fluid inside of cavity is an ideal gas.
Furthermore, the governing equations are made dimensionless according to [23]. Then,

(X, Y) =
(x, y)

L
(5)
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where x and y are Cartesian coordinates, X and Y are dimensionless Cartesian coordinates,
and L is the square cavity dimension.

(U, V) =
(u, v)
α/L

(6)

where u and v are the horizontal and vertical velocities, respectively; U and V are the hori-
zontal and vertical dimensionless velocities, respectively; and α is the thermal diffusivity.

pdimless =
(p + ρgyy)

(α/L)2 (7)

where pdimless is the dimensionless pressure, and gy is the gravity acceleration.

Tdimless =
T − TC

TH − TC
(8)

where Tdimless is the dimensionless temperature, and TH and TC are the temperatures of the
heated and cooled faces, respectively.

2.3. Numerical Model

In this section, the authors detail the numerical methodologies employed to solve the
governing equations. The Fractional Step Method (FSM) was selected due to its robustness
in handling the coupling between velocity and pressure fields in fluid dynamics simulations.
FSM effectively splits the Navier–Stokes equations into simpler sub-steps, allowing for
more stable and accurate solutions by treating the momentum and continuity equations
separately. This method is particularly advantageous in complex flow simulations, where
precision in pressure-velocity coupling is crucial.

Additionally, the Finite Volume Method (FVM) was applied due to its high fidelity in
discretizing the governing equations on structured meshes. FVM conserves fluxes across
control volume boundaries, ensuring conservation of mass, momentum, and energy, which
is essential for accurately capturing the nuanced behaviors of thermal and flow fields
in natural convection scenarios. By using FVM, it is possible to achieve detailed spatial
discretization and gain precise control over the numerical diffusion, which is particularly
important in the study of thermal transport in fluid systems.

The displaced mesh approach complements these methods by addressing the stag-
gered arrangement of velocity components, which helps in reducing numerical errors
associated with grid alignment. The co-located arrangement of pressure and temperature
fields on the same mesh, alongside the staggered velocity fields, enhances the stability and
accuracy of our simulation framework, particularly in handling the complex boundary
layers and thermal gradients observed in natural convection within square cavities.

Figure 5a illustrates the mesh within a rectangular domain, segmented into volumes
known as finite volumes, with each featuring its respective nodes positioned at the domain’s
center. This mesh configuration specifically accounts for the nodes associated with pressure
and temperature. Given the presence of boundary conditions, the introduction of ghost
cells is deemed necessary. As depicted in Figure 5b, the mesh representing the vertical
component of the velocity field is displaced upwards, while the mesh for the horizontal
component is shifted to the right.

The numerical solution consists of use the SIMPLE (Semi-Implicit Method for Pres-
sure Linked Equations) Algorithm in three stages to solve Navier–Stokes equations. If
the problem involves a temperature field, it is necessary to solve the Energy-Transport
Balance Equation. The process begins by calculating the initial conditions for velocity and
pressure to estimate the velocity field. Then, the linear system is solved using the Suc-
cessive Over-Relaxation (SOR) method, aimed at determining pressure correction values.
If a temperature field is present, the Energy-Transport Balance Equation must be solved
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explicitly. This iterative process continues until the convergence criterion is met, based on
the residue value representing mass conservation in the discretized volumes.
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Equation (9) represents the linear system to solve the estimated velocity field and the
pressure correction.

aPP
′
P = aEP

′
E + aW P

′
W + aN P

′
N + aSP

′
S + S (9)

where the subscript P is the center of the control volume (CV); the subscripts E (east), W
(west), N (north), and S (south) are the CV neighbors of P; and S is the source term.

The SOR method, in turn, can be written as

aEP
′
E + aW P

′
W + aN P

′
N + aSP

′
S + S = R (10)

Substituting Equation (10) in Equation (9), we obtain

aPP
′
P = R (11)

The value of pressure correction of the central node can be obtained using Equation (11),
and its value of the next iteration can be calculated using Equation (12).

P
′e+1
P = P

′e
P + κWP (12)

where the superscript e is the index of the pressure iteration, and WP is the correction.
Hence, the iterative solution of the linear system can be written as

aP

(
P
′e+1
P + κWP

)
= R (13)

WP =
R
aP
− P

′e+1
P (14)
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Finally, the solution for the pressure correction can be written as

P
′e+1
P =

P
′e
P + κ R

aP

1 + κ
(15)

With the estimated velocity field and the pressure correction, the update for these can
be written as

P = P′ + P0 (16)

u = u′ + u0 (17)

v = v′ + v0 (18)

where P is the pressure correction, and u and v are horizontal and vertical velocity
fields updates.

In scenarios involving CHT problems, there are two distinct domains: a solid and a
fluid. The numerical solution for each domain is computed independently. However, these
domains exchange information at the interface, such as heat flux or temperature, ensuring
a cohesive solution across the boundary between the solid and fluid regions.

Figure 6 illustrates the partitioned domain model utilizing the CHT problem approach.
Within this model, I1 and I2 represent the information exchanged between the solid and
fluid domains. I1 corresponds to the heat flux at the interface between the fluid and solid,
derived from the calculations performed in the solid domain. Conversely, I2 represents
the temperature at the same location, determined based on the fluid domain’s results and
then transferred to the solid domain. This bidirectional exchange—where one domain con-
tributes heat flux and the other temperature—is crucial for achieving stable and convergent
numerical model results.
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Equations (19) and (20) represent the information I1 and I2, respectively.

qi
fw = βqqi−1

fw +
(
1− βq

)
qi

sw (19)

Ti+1
sw = βTTi

sw + (1− βT)Ti
fw (20)

The parameters βq and βT in Equations (19) and (20) are sub-relaxation parameters,
and the stability of the numerical model depends of the choice of these.

3. Results and Discussion

This section presents findings for three distinct scenarios: the Lid-Driven Cavity,
Natural Convection in a Square Cavity, and the CHT Problem. For each case, the validation
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of the GPU computational approach was conducted against the existing literature, which
utilized alternative methodologies. Additionally, this section will highlight the mesh
convergence observed in the numerical model when processed via GPU, particularly
exemplifying this through the Lid-Driven Cavity case with a Reynolds number of 1000.
Finally, an analysis of the CPU’s performance in simulating the problem addressed in this
paper will be provided.

3.1. Lid-Driven Cavity

In this CFD study, the numerical solutions were obtained for four distinct scenarios. In
each scenario, the cavity’s upper boundary is subjected to a velocity of 1.0 m/s, while the
remaining boundaries of the square geometry, measuring 1 m × 1 m, maintain consistent
boundary conditions according Figure 2. The variable parameter in this investigation is the
Reynolds number, which is set to 100, 400, 1000, and 3200 for each case. Figure 7 presents
the streamlines of the velocity field in Lid-Driven Cavity simulations across a range of
Reynolds numbers. The mesh configuration for all cases is 150 × 150.
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Figure 7. Streamlines of the velocity field in Lid-Driven Cavity simulations across a range of Reynolds
numbers (Re): (a) Re = 100, (b) Re = 400, (c) Re = 1000, and (d) Re = 3200.

A significant observation from the results of the first three cases is the presence of
three recirculation zones within the cavity. There is a large recirculation region dominating
the space, accompanied by two smaller recirculation areas in the bottom corners. As the
Reynolds number increases, as seen in Figure 7a–c, the intensity of the recirculation in these
corner regions becomes more pronounced. Furthermore, Figure 7d reveals an additional
recirculation zone emerging in the upper left corner of the cavity, in addition to the similar
recirculation regions observed in each case. Figures 8 and 9 present the comparison results
among this work and Guia et al. [24]. In this comparison, the authors present the vertical
velocity at x = 0.5 m and the horizontal velocity at y = 0.5 m across a range of Reynolds
numbers, Re = {100, 400, 1000, 3200}.

The results for each scenario, corresponding to their respective Reynolds numbers,
closely align with those reported by Ghia [24]. This similarity underscores the accuracy of
the methodology employed in this study.
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3.2. Natural Convection in a Square Cavity

The second scenario involves Natural Convection in a Square Cavity, with the dimen-
sions being 1.0 m × 1.0 m. Here, the Rayleigh number serves as the variable parameter
across four cases, set to 103, 104, 105, and 106. The gravitational acceleration, consistent in
all cases and directed along the y-axis, is 9.81 m/s2. Parameters such as dynamic viscosity,
specific mass, specific heat, dissipation constant, and the adjustable boundary conditions
on the cavity’s vertical walls are fine-tuned to yield the Rayleigh number. For the horizontal
walls, the boundary conditions remain consistent across all cases, characterized by a heat
flux equal to zero, according Figure 3. Furthermore, the authors considered the fluid as
an ideal gas, and β = 1/T0, where T0 is the reference temperature. Figure 10 presents
the isothermal lines results of Natural Convection in a Square Cavity across a range of
Rayleigh numbers.

It is clear that with a low Rayleigh number, the isothermal lines tend to be vertical, with
little detour in the horizontal direction. With the increase of this dimensionless parameter,
the isothermal lines, when near the vertical walls, show a large inclination in relation to the
horizontal direction; when distant from the vertical walls, they clearly show a horizontal
direction. This means that with a low Rayleigh number, the heat flux does not have zero
relation to the horizontal direction, and with the increase of the Rayleigh number, the heat
flux in the horizontal direction can be null, with the exception of near the vertical walls.
Table 3 presents the comparison of the present work and other works [21,25,26] for the
Nusselt number at the vertical wall across a range of Rayleigh numbers.

Table 3. Comparison results for the Nusselt number at the vertical wall across a range of
Rayleigh numbers.

Rayleigh Number 103 104 105 106

Santos [26] 1.1180 2.2460 4.5270 8.8600

Duarte [25] 1.0720 2.0900 4.3900 8.9010

Wang et al. [21] 1.1180 2.2450 4.5220 8.8270

Present study 1.0755 2.1447 4.3506 8.3725
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Reviewing Table 3 in the context of this study compared to others, it is evident that the
numerical model achieves a close approximation to previous works, albeit with a slight de-
viation in the case of a Rayleigh number equal to 106. While the initial hypothesis attributed
the discrepancy primarily to the application of a single iteration of the SIMPLE algorithm,
several other aspects could also influence the outcome. In terms of numerical stability and
convergence, the use of a single iteration of the SIMPLE algorithm might not sufficiently
capture the complex interactions between buoyancy forces and thermal gradients at such
a high Rayleigh number. This high value intensifies the non-linearities due to increased
convective heat transfer, possibly requiring multiple iterations for the algorithm to achieve
a stable and accurate solution. On the other hand, the chosen mesh resolution might not be
adequate for capturing the finer details of the flow and temperature fields at high Rayleigh
numbers. A grid independence study could reveal whether a denser mesh could help in
reducing the observed discrepancy by providing a more refined spatial discretization. In
terms of physical modeling assumptions such as the Boussinesq approximation, which
simplifies the density variations to be solely a function of temperature, these might not hold
perfectly at higher temperature differentials. Deviations could also arise from boundary
layer approximations or simplifications in the properties of the fluid used in the simulations.
Finally, the SIMPLE algorithm itself, while robust for a wide range of applications, has
limitations in handling the highly dynamic and complex flow patterns that emerge at very
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high Rayleigh numbers. Exploring alternative algorithms or more advanced iterations
within the SIMPLE framework could provide insights into the sensitivity of the results to
the numerical method employed.

3.3. Conjugate Heat Transfer

The final analysis discussed in this paper necessitates the nondimensionalization of
the equations governing both the fluid and solid domains, with the approach for the solid
domain detailed by [26]. This study focuses on a square cavity of dimensions L × L,
containing a concentric solid body with dimensions 0.5 L × 0.5 L. Within the fluid domain,
the assumption is that the fluid behaves as an ideal gas. Two scenarios were simulated:
the first with a dimensionless thermal conductivity ratio k* set to 0.2, representing the
ratio of the solid’s dimensionless thermal conductivity to that of the fluid, and the second
with k* = 5.0. The mesh resolution for the entire system, encompassing both the solid and
fluid, was set to 201 × 201. Figure 11 presents the isothermal lines of CHT simulations.
Furthermore, Table 4 presents a comparison of the present work and other works [26,27]
for the Nusselt number at the vertical wall for the CHT problem.
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Table 4. Comparison results for the Nusselt number at the vertical wall for the CHT problem.

Thermal Conductivity Ratio (k*) 0.2 5.0

Present study 4.6167 4.3112

Santos [26] 4.6000 4.3320

House et al. [27] 4.6260 4.3220

For k* = 0.2 (Figure 11a), the isotherms bend around the square, indicating that it has
a lower thermal conductivity compared to the surrounding medium, acting as a thermal
resistance. This results in a noticeable ‘shadowing’ effect downstream of the square, which
creates regions of lower temperature gradients. For k* = 5.0 (Figure 11b), although the
square still influences the temperature field, the isotherms are less disturbed by its presence.
This could imply that the square’s thermal conductivity is closer to that of the surrounding
medium or that the overall system has a higher thermal diffusivity, allowing for a more
uniform temperature distribution despite the presence of the square. The curvature of the
isotherms near the boundaries and the square’s edges in both cases suggests a complex
interaction between conductive and convective heat transfer mechanisms. The nature of
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this interaction is likely to depend on the thermal properties of the materials involved as
well as the boundary conditions of the system.

The data presented in Table 4 illustrate the high accuracy of the simulation outcomes
achieved using GPU processing. This demonstrates that, in addition to its efficiency in
terms of processing time, GPU-based simulation also delivers precise results. The findings
from GPU-accelerated CHT simulations are significant not only in terms of computational
efficiency but also for their potential applications in real-world engineering problems, such
as enhanced thermal management in aerospace and automotive industries, energy systems
optimization, and electronic cooling systems.

3.4. Mesh Convergence

The analysis presents mesh convergence in the Lid-Driven Cavity problem at a
Reynolds umber of 1000, employing simulations across mesh resolutions of 25 × 25,
50 × 50, 100 × 100, and 200 × 200. The L2 norm was calculated to compare the 50 × 50
mesh against the 25 × 25, the 100 × 100 against the 50 × 50, and finally, the 200 × 200
mesh compared to the 100 × 100. Figure 12a,b compares the results from all four mesh
configurations with those reported by Ghia [24]. On the other hand, Figure 12c shows the
L2 norm as a function of the number of cells.
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3.5. Simulation Performance

To evaluate the computational performance of GPU processing, three simulations
were conducted, each incorporating variations of a specific dimensionless parameter. These
simulations achieved results closely matching those found in the literature, which were
obtained using conventional CPU-based methodologies. Notably, the use of GPU process-
ing in this study resulted in a substantial reduction in simulation time, achieving a 99.7%
decrease compared to mono-core CPU processing.

In the case of the Lid-Driven Cavity problem, which involves complex flow structures
and high Reynolds numbers (notably at 1000 and 3200), GPU processing provided results
that closely approximated those reported by Ghia [24]. This underscores the significant
time-saving benefits of utilizing GPUs for such simulations.
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The study also explored Natural Convection in a Square Cavity, a scenario that intro-
duces an additional equation for heat transport and involves varying Rayleigh numbers.
Here too, GPU-accelerated algorithms delivered results that aligned well with findings
from other research, demonstrating the GPU’s effectiveness in handling complex problems.

Furthermore, the final simulation addressed a more intricate issue of solid–fluid
interaction, where the heat flux varies across the physical domain. The outcomes from
this simulation, consistent with established physics, underscore the potential of GPU
technology. With appropriate application, GPUs can offer a cost-effective means to solve
complex problems with greater fidelity to real-world phenomena. Despite achieving
significant computational time reductions (up to 99.7% compared to mono-core CPU
processing) and maintaining high fidelity, the research acknowledges potential limitations
such as model assumptions, boundary condition dependencies, and hardware-specific
performance. These factors could affect the generalizability and scalability of the findings.
Addressing these uncertainties through expanded validation, sensitivity analysis, and
testing across different hardware setups is suggested for future research to further establish
the robustness and applicability of GPU-accelerated thermal simulations in engineering.

4. Conclusions

This research elucidates the substantial computational advantages and precision
achievable through GPU acceleration in simulating CHT within squared heated cavities.
By leveraging the parallel processing capabilities of GPUs and employing the CUDA-
C programming language, the study found an up to 99.7% reduction in computation
time compared to traditional mono-core CPU processing, without compromising accuracy.
This work provides a novel and optimized framework for conducting high-fidelity CHT
simulations, addressing both the computational demands and the specific challenges
posed by squared heated cavity configurations. The findings underscore the potential
of GPU acceleration to significantly enhance simulation speeds while maintaining high
levels of accuracy, offering a valuable resource for future research and application in
thermal simulations across various engineering domains. The effective utilization of GPU
technology, as demonstrated in this study, marks a significant step forward in the efficient
and accurate modeling of complex thermal phenomena, contributing to the advancement
of thermal management strategies in engineering applications.
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Abbreviations
Table of Acronyms

CFD Computational Fluid Dynamics FVM Finite Volume Method
CHT Conjugate Heat Transfer GPU Graphics Processing Unit
CPU Central Processing Unit PDE Partial Differential Equations
CV Control Volume SIMPLE Semi-Implicit Method for Pressure Linked Equations
CUDA Compute Unified Device Architecture SOR Successive Over-Relaxation
FSM Fractional Step Method

Table of Symbols
α thermal diffusivity (m2/s) TH heated face temperature (K)
β volume expansion coefficient (1/K) T∞ reference temperature (K)
c specific heat (J/kgK) TC cooled face temperature (K)
fb body forces vector (N) TH heated face temperature (K)
gy gravity acceleration (m/s2) Tdimless dimless. temperature (-)
k thermal conductivity (W/mK) t time (s)
L square cavity dimension (m) u horizontal velocity (m/s)
µ fluid viscosity coefficient (Pa·s) U dimless. horizontal velocity (-)
∇ Nabla Operator (-) v vertical velocity (m/s)
p fluid pressure (Pa) v velocity vector (m/s)
pdimless dimless. fluid pressure (-) V dimless. vertical velocity (-)
QT source term (W/m3) Vc volume of the control volume (m3)
ρf fluid density (kg/m3) x and y Cartesian coordinates (m)
ρf,∞ fluid density at T∞ (kg/m3) X and Y dimless. Cartesian coord. (-)
T temperature (K)
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Abstract: The maximum number of parallel threads in traditional CFD solutions is limited by the
Central Processing Unit (CPU) capacity, which is lower than the capabilities of a modern Graphics
Processing Unit (GPU). In this context, the GPU allows for simultaneous processing of several parallel
threads with double-precision floating-point formatting. The present study was focused on evaluating
the advantages and drawbacks of implementing LASER Beam Welding (LBW) simulations using the
CUDA platform. The performance of the developed code was compared to that of three top-rated
commercial codes executed on the CPU. The unsteady three-dimensional heat conduction Partial
Differential Equation (PDE) was discretized in space and time using the Finite Volume Method
(FVM). The Volumetric Thermal Capacitor (VTC) approach was employed to model the melting-
solidification. The GPU solutions were computed using a CUDA-C language in-house code, running
on a Gigabyte Nvidia GeForce RTX™ 3090 video card and an MSI 4090 video card (both made in
Hsinchu, Taiwan), each with 24 GB of memory. The commercial solutions were executed on an Intel®

Core™ i9-12900KF CPU (made in Hillsboro, Oregon, United States of America) with a 3.6 GHz base
clock and 16 cores. The results demonstrated that GPU and CPU processing achieve similar precision,
but the GPU solution exhibited significantly faster speeds and greater power efficiency, resulting
in speed-ups ranging from 75.6 to 1351.2 times compared to the CPU solutions. The in-house code
also demonstrated optimized memory usage, with an average of 3.86 times less RAM utilization.
Therefore, adopting parallelized algorithms run on GPU can lead to reduced CFD computational
costs compared to traditional codes while maintaining high accuracy.

Keywords: Nvidia CUDA®; CUDA-C code; GPU processing; finite volume method; LASER beam welding

1. Introduction

Numerical techniques to find approximated solutions instead of exact ones were found
to be helpful in various fields of science, engineering, physics, and many other disciplines
where mathematical models were used to describe real-world phenomena. Over the past
60 years, as noted by Thomée V. [1], the research and development of computational
methods have successfully addressed numerous engineering problems, including heat
transfer and fluid flow. As a result, the field of Computational Fluid Dynamics (CFD)
became an essential part of the modern industrial design process [2].

Numerical algorithms involve iterative processes, where an initial guess is refined
through successive calculations to approach the true solution. The process continues until
a predefined convergence criterion is met. Still, the processing efficiency and solution
accuracy are strongly related to the hardware capacity and software optimization. For
instance, the electronic connections between processor and memory units may limit the
data throughput. Therefore, it is important to evaluate the Random Access Memory (RAM)
and Video Random Access Memory (VRAM) implementations in terms of operational

Computation 2024, 12, 83. https://doi.org/10.3390/computation12040083 https://www.mdpi.com/journal/computation



Computation 2024, 12, 83

speeds [GHz] [3]. The RAM device may be defined as the main computer memory used to
store and process data, being placed at the computer’s motherboard. Conversely, GPUs
possess a distinct and non-removable type of memory known as VRAM, which is directly
integrated into the graphics card. In GPU processing platforms such as CUDA®, RAM is
often referred to as host machine memory, while VRAM is termed device memory [4].

Over the past few decades, many commercial CFD packages have been developed.
However, most are designed to perform computations based on CPU processors. With
the advent of high-performance computing, parallelized numerical methods have become
increasingly important. When parallel computing is employed, calculations are distributed
among multiple processors or cores to efficiently solve large-scale problems. In such
conditions, the computational cost is often decreased compared to sequential computation
via CPUs.

A subject of industrial interest is yield stress fluids, which do not deform until the
yield stress is exceeded. In the case of flow into a narrow eccentric annulus, this type
of phenomenon can be decomposed into multiple long-thin flows. The nonlinearity in
the governing equations requires substantial calculations, so the Lagrangian algorithm
is often applied. Medina Lino et al. (2023) [5] proposed implementing a non-Newtonian
Hele–Shaw flow to model the displacement of Herschel–Bulkley fluids in narrow eccentric
annuli. They utilized the CUDA® Fortran language to accelerate calculations compared to
CPU processing. The calculations run in an NVIDIA GeForce® RTX™ 2080 Ti were up to
40 times faster than the simulations run in an Intel® Core™ I7 3770 processor.

Continuing in the field of fluid flow modeling, Xia et al. (2020) [6] developed a CUDA-
C language GPU-accelerated package for simulation of flow in nanoporous source rocks
with many-body dissipative particle dynamics. The authors demonstrated through a flow
simulation in realistic shale pores that the CPU counterpart requires 840 Power9 cores to
rival the performance delivered by the developed package with only four Nvidia V100
GPUs. More recently, Viola et al. (2022) [7] applied CUDA to perform GPU-accelerated
simulations of the Fluid–structure–electrophysiology Interaction (FSEI) in the left heart. The
resulting GPU-accelerated code can solve a single heartbeat within a few hours (ranging
from three to ten hours depending on the grid resolution), running on a premises computing
facility consisting of a few GPU cards. These cards can be easily installed in a medical
laboratory or hospital, thereby paving the way for a systematic Computational Fluid
Dynamics (CFD)-aided diagnostic approach.

Simulations in the field of computational biomedicine have also been accelerated with
the aid of GPU processing. The desire to create a three-dimensional virtual human as
a digital twin of one’s physiology has led to the development of simulations using the
CUDA® computing platform as a means of reducing processing time. For example, the
HemeLB solver, which is based on the lattice Boltzmann method, is widely utilized for
simulating blood flow using real patient images. Zacharoudiou et al. (2023) [8] utilized
the method’s strong scaling capability to adapt their algorithm for execution on a GPU
architecture using CUDA-C language. Indeed, such scalability extends to a higher level of
parallelism for GPU codes compared to CPU codes. When comparing computations using
an equivalent number of GPU and CPU threads, computations using the GPU were still up
to 85 times faster. The authors compared different settings of supercomputers.

Applying the GPU for calculations may also facilitate the achievement of more detailed
and realistic simulations. In 2021, O’Connor and Rogers [9] adapted and implemented the
open-source DualSPHysics code to run on a GPU. This adaptation was aimed at achieving
more reliable simulations of coupled interactions between free-surface flows and flexible
structures, addressing concerns that frequent use of reduced models may lead to erroneous
assumptions. The execution time needed to perform the calculations using an NVIDIA™

Tesla® V100 GPU and an Intel® Xeon™ E5 2690 were compared. The GPU outperformed the
CPU for all numbers of particles investigated. However, the speed-up was proportional to
the number of particles. Thus, when dealing with a small number of particles, the speed-up
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on the GPU was relatively low. As the number of particles increased, so did the speed-up,
reaching up to 50 times faster on the GPU.

In addition to fluid flow, some authors also use numerical models computed through
GPUs to investigate heat transfer. For example, Satake et al. (2012) [10] performed opti-
mizations of a GPU-accelerated heat conduction equation by a programming of CUDA
Fortran from an analysis of a Parallel Thread Execution (PTX) file. Before implementing
the proposed code corrections, CUDA-C exhibited a speed 1.5 times faster than by CUDA
Fortran. Later, Klimeš and Štětina (2015) [11] employed the Finite Difference Method (FDM)
to perform three-dimensional simulations with solidification modeling. The results demon-
strated that the GPU implementation outperformed CPU-based simulations by 33–68 times
when utilizing a single Nvidia Tesla C2075 GPU to execute kernels. This considerable
speed-up was enough to enable the application of their method in real-time scenarios.
Szénási (2017) [12] solved the Inverse Heat Conduction Problem (IHCP) using NVLink
capable power architecture between the host and devices. This implementation (running
on four GPUs) was about 120 times faster than a traditional CPU implementation using
20 cores.

Continuing the literature review in GPU-based computational methods in heat transfer,
Semenenko et al. (2020) [13] simulated conductive stationary heat transfer on a two-
dimensional domain to compare the performance of CPU and GPU architectures. Their
study was performed through several simulations using various hardware configurations,
including four different GPUs: AMD Radeon™ RX VEGA® 56, NVIDIA GeForce® GTX™

1060, NVIDIA GeForce® GTX™ 860 m, and NVIDIA Tesla™ M40®. It also utilized five
Intel® Core™ i7 CPU processors: 3630 QM, 4720 HQ, 6700 K, 7700, and 7820 HQ. Different
numbers of mesh elements were simulated. The results indicated that with an increase
in the number of elements in the mesh, GPU calculations were faster compared to those
on the CPU. Across all configurations considered, the GPU was, on average, 9 to 11 times
faster than the CPU.

Convective and radiative heat transfers can also be studied using parallel computing.
For instance, Taghavi et al. (2021) [14] performed simulations of convective heat transfer in
nanofluids inside a sinusoidal wavy channel. The authors solved the tridiagonal matrices
obtained through the Spline Alternating Direction Implicit (SADI) technique using the
Parallel Thomas Algorithm (PTA) on the GPU and the classic Thomas algorithm on the
CPU, respectively. Implementing this high-order method on the GPU significantly reduced
the computing time. The simulations could be performed up to 18.32 times faster on
a GeForce® GTX™ 970 than on an Intel® Core™ i7 5930K processor. Additionally, the
Monte Carlo, Runge–Kutta, and ray tracing methods were combined to simulate radiative
heat transfer in a graded-index (GRIN) medium. Despite providing high precision, such
sequential computations often require a significant amount of computational time.

Shao et al. (2021) [15] developed two- and three-dimensional models optimized for
graded-index (GRIN) media using parallel computing on GPUs to enhance processing. Com-
putational times were compared between GPU implementations using an NVIDIA GeForce®

GTX™ 1080 Ti and CPU implementations using the Intel® Core™ i7 8750H and the Xeon™

Gold 5120 processors. In the two-dimensional model, the GPU demonstrated a speed-up of
over 43 times and 5 times compared to the equivalent CPU implementation using a single
core and six CPU cores, respectively. In the three-dimensional case, the GPU was 35 times and
2 times faster than the CPU, considering a single core and 14 CPU cores sequentially.

As discussed in the previous literature review, crucial contributions have made pos-
sible the acceleration of computational processing times through the application of GPU
parallelization in several fields of engineering research. The CPU-based processing has
been investigated for over fifty years, while GPU processing methods are still in early
development, having been a research focus for nearly fifteen years. Hence, there is ample
opportunity to explore new parallelized methods and specific studies for better addressing
the GPU capabilities. For instance, in previous work, Azevedo et al. (2022) [16] com-
pared nonlinear and constant thermal properties approaches applied for estimating the
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temperature in LASER Beam Welding (LBW) simulations. The authors conducted a de-
tailed study on the temperature gradient, its influence on thermocouple positioning, and
a methodology to evaluate thermal properties convergence. However, the results were
not extensively compared in terms of processing performance, energy, optimization and
accuracy to well-established commercial code solutions. Therefore, in the present research,
the advantages and drawbacks of an implementation of LASER Beam Welding (LBW)
simulation using CUDA were investigated. The developed numerical solution utilizes
CPU and GPU runtime code functions, along with multithreaded GPU parallelization, as
illustrated in Figure 1.
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Figure 1. Developed CUDA-C language code flowchart.

The investigation was conducted through the application of the heat conduction Partial
Differential Equation (PDE) with a transient total enthalpy term to model the LBW process.
The latter is needed to account for the phase change (melting) according to the Volumetric
Thermal Capacitor (VTC) approach [17]. The equations were discretized in space and
time over a three-dimensional domain by applying the Finite Volume Method (FVM). The
heat losses through convection at the boundaries of the domain were accounted for using
Newton’s law of cooling and the losses through radiation were calculated by applying the
Stefan–Boltzmann law. A Gaussian conical profile models the welding heat source. The
effects of implementing constant and temperature-dependent thermophysical properties
for the specimen’s material were evaluated. The GPUs simulations were performed in an
in-house code written in CUDA-C language and run in an Nvidia™ Geforce® RTX™ 3090
and a Geforce® RTX™ 4090, both with 24 GB of video memory. A parallelized form of the
Successive Over-Relaxation (SOR) solver was used to find the solution of the linear system
of equations. The CUDA® code, as well as the three other top-rated CPU-based commercial
codes, were executed on a desktop PC equipped with an Intel® Core™ i9 12900KF processor.
The temperature profiles simulated using equivalent solutions produced by GPU and
CPU were compared, as well as the computational performance in terms of processing
time, energy consumption, cost efficiency, and memory usage. The enhanced performance
demonstrated in the research results highlights the significant potential for GPUs to replace
CPUs in CFD applications.
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2. Materials and Methods
2.1. The Laser Beam Welding (LBW) Simulation

The Laser Beam Welding (LBW) technique is a high-precision process that makes use
of a concentrated light beam to join metals together. The method yields high-quality welds
due to a low Heat Affected Zone (HAZ) resultant from the high precision of the laser and
the accurate control over the welding parameters, thus minimizing distortions and retain-
ing much of the material’s original mechanical properties. The technique also offers easy
automation, which results in a high-speed manufacturing process, as the laser generates
enough heat to rapidly move across the workpiece. The positive final characteristics of the
LBW joint and its versatility contributed to a significant increase in the method’s popularity
in the last few years. For instance, LBW is currently by far the most simulated welding
technique present in recent scientific publications [18]. The previous simulation of the
process allows for various advantages such as optimization of the technique through new
modeling and parameters tuning [19], enhanced materials selection [20], the prediction of
the final weld bead mechanical characteristics [21,22], and the estimation of involved pa-
rameters through inverse analysis [23–25]. Hence, the present computational performance
analysis was performed by simulating an LBW process conducted by an automated LASER
head focused on an SAE 1020 steel specimen. The welding process and its geometrical
parameters and thermophysical considerations are schematized in Figure 2, where Lx, Ly,
and Lz are the specimen lengths at x, y, and z directions, respectively, Lw is the weld bead
length, u is the LASER head velocity, T∞ is the ambient temperature, q′′rad is the rate of heat
loss by radiation per unit area, and q′′con is the rate of heat loss by convection per unit area.
The values for each LBW parameter are tabulated in Table 1.
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Table 1. LBW process parameters.

Parameter Values

Ambient temperature (T∞) [◦C] 20.0
LASER head velocity (u) [mm/min] 3000.0
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Table 1. Cont.

Parameter Values

Sample length at x-direction (Lx) [mm] 9.5
Sample length at y-direction (Ly) [mm] 20.0
Sample length at z-direction (Lz) [mm] 40.0

Weld bead length (Lw) [mm] 30.0

2.2. Mathematical Model

A transient three-dimensional heat conduction equation physically governs the simu-
lated welding process. The phenomenon may be modeled through a PDE with a volumetric
heat generation term aimed at quantifying the heat input and a transient term written as
a function of the total enthalpy to account for the metal phase change. Hence, the final
governing equation may be written as follows [26]:

∂

∂x

(
λ

∂T
∂x

)
+

∂

∂y

(
λ

∂T
∂y

)
+

∂

∂z

(
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∂z

)

︸ ︷︷ ︸
Three−dimensional heat conduction

+
.
g =

∂H
∂t︸︷︷︸

Transient
term

(1)

where x, y, and z are the cartesian coordinates, λ is the nonlinear thermal conductivity, T is
the temperature, ġ is the volumetric heat source rate, and t is the physical time. The total
enthalpy term, H, can be mathematically written as [27]:

H = ρ
∫ T

0
cp(ϕ)dϕ

︸ ︷︷ ︸
Portion related to
the sensible heat

+ ρ fL(T)L f︸ ︷︷ ︸
Portion related to
the latent heat

(2)

where ρ is the density, cp is the specific heat at constant pressure, fL is the temperature-
dependent liquid mass fraction function, ϕ is the generic integration variable, and Lf is the
latent heat of fusion. The total enthalpy term was solved through a partial implementation
of the Volumetric Thermal Capacitor (VTC) method [17]. A linear temperature-dependent
function was applied to model the materials’ fusion. This equation may be written as
follows [25]:

fL(T) =
{

0 if T < Tm
1 if T > Tm

, 0 < fL < 1 if T = Tm (3)

where Tm is the melting temperature. The heat losses by convection and radiation were
calculated based on Newton’s law of cooling and the Stefan–Boltzmann law, respectively.
The final heat loss equation may be written as follows [28]:

q′′L = −λ
∂T
∂η

= h(T)(T − T∞)︸ ︷︷ ︸
Newton′s law
of cooling

+ σφrad(T)
(

T4 − T4
∞

)

︸ ︷︷ ︸
Stefan Boltzmann law

(4)

where η is the direction normal to the surface, h(T) is the temperature-dependent convection
heat transfer coefficient, σ is the Stefan–Boltzmann constant, and φrad is the material’s emissivity.
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2.3. Moving Heat Source

The automated LASER head heat source was modeled as a constant velocity mobile
Gaussian whole conical volumetric profile, implemented here as tuned, and reviewed in
previous work [18,29]. The heat distribution may be mathematically written as

.
g =

Qw

0.460251hpR2 e−
4.5(z−ut)2

R2 e−
4.5(y−Ly/2)2

R2

(
1− x1/2

h1/2
p

)
(5)

where Qw is the LASER heat source power, hp is the height of penetration, R is the welding
radius, and u is the LASER head velocity. The applied heat source model and its geometrical
parameters are schematized in Figure 3.
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Figure 3. Gaussian whole conical volumetric heat source profile.

The heat source model parameters are tabulated in Table 2.

Table 2. Gaussian whole conical heat source model parameters.

Parameter Values

Height of penetration (hp) [mm] 1.65
LASER power (Qw) [W] 800.0, 1200.0

Welding radius (R) [mm] 0.5

2.4. Post Processing, Spatial and Temporal Meshes Independencies

The four probe points, P1 to P4, were positioned transversally to the weld bead to allow
for measurement and comparison of the resultant temperature fields simulated by each
code run. Instead of parallel to the welding direction, the transverse positioning of the probe
points allows for an enhanced numerical convergence analysis by avoiding a similar shape
to all the curves. This alternative displacement results in a different temperature magnitude
of the curves as well as the different peak times caused by the thermal inertia variance
resultant from the smaller (P1) and larger distances (P3 and P4) between the reading points
and the heat core. The cartesian coordinates for each probe point are presented in Table 3
and its positions in the specimen are illustrated in Figure 4.
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Table 3. Probe points three-dimensional cartesian coordinates.

Coordinates P1 P2 P3 P4

x [mm] 9.5 9.5 9.5 9.5
y [mm] 10.0 11.0 12.0 13.0
z [mm] 20.0 20.0 20.0 20.0
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A mesh size independence study was performed to ensure results independent of
spatial refinement. The simulated domain was built as a uniform orthogonal structured
grid. The resultant temperature fields became independent of mesh refinement at nearly
3,000,000 total nodes, distributed in nearly equal proportion to the specimen lengths
at each dimension. Hence, a final mesh with 3,203,904 total nodes was instead used
(82 × 148 × 264 nodes, at x, y, and z, respectively), resulting in an added design safety
factor of approximately 6.797%. The average absolute errors (Eavg) [%] between a very
refined mesh (G7) and the other investigated cases (Gn) are tabulated in Table 4, where Nx,
Ny, and Nz are the number of nodes at x, y, and z directions, respectively, and NT is the
total number of nodes.

Table 4. Average absolute error (Eavg) [%] between mesh size G7 and others for probe points P1 and P2.

Mesh (Gn) Nx × Ny × Nz = Total Nodes (NT) P1—Error (Eavg) [%] P2—Error (Eavg) [%]

G1 24 × 48 × 82 = 94,464 27.608 25.787
G2 9 × 58 × 113 = 190,066 3.867 3.642
G3 37 × 74 × 137 = 375,106 3.296 3.792
G4 46 × 95 × 177 = 773,490 0.785 0.812
G5 62 × 126 × 208 = 1,624,896 1.811 1.540
G6 82 × 148 × 264 = 3,203,904 0.029 0.157
G7 111 × 172 × 325 = 6,204,900 - -

A time-step size independence analysis was also conducted to investigate the temper-
ature fields dependency on the temporal grid refinement. The results became independent
of time-step size for values smaller than 2.5 × 10−3 [s]. However, the values of 1.0 × 10−3

and 2.5 × 10−5 s were instead applied. These values were intercalated, depending on the
combination of input parameters, in direct proportion to the applied heat source power [W].
Time-step size values larger than 2.5 × 10−5 [s] will result in solver failure for some of the
commercial codes in the analysis when a 1200 [W] heat source power or more is applied.

2.5. Material Properties

The welded material in the simulated LBW process is the SAE 1020 steel. Variations be-
tween constant and temperature-dependent thermal properties were applied for the specific
heat (cp) and the thermal conductivity (λ) to verify the quality of the CUDA® in-house code
resultant data in both cases. The corresponding values of the properties at 20 ◦C were fixed
and applied whenever constant properties were used. The thermophysical properties of
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the SAE 1020 steel specimen are exposed in Table 5. The temperature-dependent behaviors
of the specific heat (cp) (input units in Kelvin) and the thermal conductivity (λ) (input units
in Celsius degrees) are depicted in Figure 5.

Table 5. SAE 1020 steel alloy thermophysical properties.

Thermal Properties (SAE 1020) Values/Equations

Density (ρ) [kg/m3] 7731.3
Emissivity (φrad) 0.8

Latent heat of fusion (L) [kJ/kg] 247.0
Melting temperature (Tm) [◦C] 1450.0

Specific heat (cp) [J/kg·K] cp(T) = 3.298× 102e1.509×10−3T

Thermal conductivity (λ) [W/m·K] λ(T) = 2.5× 10−5T2 − 0.053T + 57.2
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Figure 5. Specific heat (cp) [J/kg·K] and thermal conductivity (λ) [W/m·K] behavior as a function of
temperature (T) [◦C].

2.6. Simulation Parameters

Despite all the commercial code solutions using multigrid techniques, the Successive
Over-relaxation (SOR) parallelized solver was applied in the GPU solution without using
multigrid techniques. All the simulations were performed with a first-order scheme tempo-
ral discretization. An energy residual convergence criterion was applied to all cases, and
the threshold was set to 1.0 × 10−5. Finally, the simulation parameters are presented in
Table 6.

Table 6. Simulated cases parameters.

Parameter Values

Temporal discretization First-order scheme
Time-step (∆t) [s] 1.0 × 10−3 and 2.5 × 10−5

Simulation total time (tTot) [s] 2.5
Solver convergence criterion Energy residual

Residual threshold 1.0 × 10−5

3. Results and Discussion
3.1. LBW Temperature Fields

The first analysis was conducted with the aim of verifying the accuracy of the GPU
solution and its code behavior when constant or temperature-dependent thermal properties
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are applied. As there is a notable drop in thermal conductivity (λ) values when the
temperature increases (as in Figure 5), the LASER power (Qw) was firstly reduced to
800.0 [W] to avoid excessively high temperatures when constant properties are applied.
The curves presented in Figure 6 illustrate the temperature fields for the CUDA® code and
commercial solutions through probe points P1 to P4. The average absolute error (Eavg) [%]
between the GPU code and each commercial solution is included in Table 7. The maximum
error reached was 3.746% between the CUDA® code and the commercial code #2 for probe
point P3. However, the equivalent measurements probed at the other commercial codes
returned values with much better agreement.
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Figure 6. Temperature (T) [◦C] as a function of time (t) [s] for 800 [W] LASER power (Qw),
1.0 × 10−3 [s] time-step size (∆t), constant λ, constant cp and (a) Probe point P1, (b) Probe point
P2, (c) Probe point P3, (d) Probe point P4.
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Table 7. Average absolute error (Eavg) [%] between CUDA® and each processing code (#n) as a
function of probe point (Pn) for constant λ and constant cp.

Average Absolute Error (Eavg) [%]
Probe Point/Solution Commercial Code #1 Commercial Code #2 Commercial Code #3

P1 2.070 3.051 2.180
P2 1.530 2.456 1.810
P3 2.843 3.746 2.065
P4 1.678 2.582 1.575

Applying temperature-dependent thermal properties caused the temperatures at
probe point P1 to drop nearly 55.6%. The resultant temperature fields are illustrated in
Figure 7. The overall good matching between the GPU and the commercial solutions was
kept, and the maximum average absolute error was 2.756% at probe point P3 for CUDA®

and commercial code #2. The average absolute error (Eavg) values are presented in Table 8.
The first two sets of results evidenced that the higher the thermal gradient achieved, the
higher the errors involved in all code solutions.
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Figure 7. Temperature (T) [◦C] as a function of time (t) [s] for 800 [W] LASER power (Qw),
1.0 × 10−3 [s] time-step size (∆t), variable λ, variable cp and (a) Probe point P1, (b) Probe point
P2, (c) Probe point P3, (d) Probe point P4.
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Table 8. Average absolute error (Eavg) [%] between CUDA® and each processing code (#n) as a
function of probe point (Pn) for variable λ, variable cp and 800 [W] LASER power (Qw).

Average Absolute Error (Eavg) [%]
Probe Point/Solution Commercial Code #1 Commercial Code #2 Commercial Code #3

P1 1.059 2.149 0.929
P2 1.475 2.280 1.092
P3 1.768 2.756 0.863
P4 0.635 1.521 0.600

The temperature field investigation was finalized by increasing the LASER power
(Qw) to 1200.0 [W] and applying temperature-dependent thermal properties to better
address the precision of the applied phase change modeling. For the sake of brevity, only
the temperature curves for probe points P1 and P2 were plotted, as in Figure 8. Here,
the maximum absolute average error (Eavg) observed was 4.617% at probe point P3 for
commercial code #2. The calculated error values are presented in Table 9. As expected, the
increase in thermal gradient magnitude resulted in higher error values at probe point P1
compared to the errors presented in Table 8.
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Figure 8. Temperature (T) [◦C] as a function of time (t) [s] for 1200 [W] LASER power (Qw), 2.5× 10−5 [s]
time-step size (∆t), variable λ, variable cp and (a) Probe point P1, (b) Probe point P2.

Table 9. Average absolute error (Eavg) [%] between CUDA® and each processing code (#n) as a
function of probe point (Pn) for variable λ, variable cp and 1200 [W] LASER power (Qw).

Average Absolute Error (Eavg) [%]
Probe Point/Solution Commercial Code #1 Commercial Code #2 Commercial Code #3

P1 3.291 4.615 2.539
P2 3.076 4.248 1.976
P3 3.497 4.617 1.117
P4 1.996 2.937 1.487

3.2. CUDA® vs. Variable CPU Processing Nodes

The investigation was continued by analyzing the change in computational perfor-
mance of the commercial solutions through the variation of the number of CPU parallel
processing nodes (Np). The consumer-available codes were set to run in three, five, and
seven CPU processing nodes. The CUDA® code is a GPU parallelized solution; thus, it runs
on only one CPU processing node. The overall performance of all solutions is included
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in the bar charts of Figure 9 for an LBW simulated case with 800 [W] LASER power (Qw),
1.0 × 10−3 [s] time-step size (∆t), variable λ, and variable cp. The computational time (τc)
[min] as a function of the number of CPU parallel processing nodes (Np) is exposed in
Figure 9a. Figure 9b shows the total speed-up reached (χ) [× (times)] at each GPU solution
as a function of the computational code/hardware. The analysis revealed that commercial
code #3 has an optimum number of CPU processing nodes (Np) equal to 7, whereas the
other codes are faster for Np equal to 5. Although for the particular LBW problem simulated
here, the variation of Np often results in little difference in the computational time (τc), the
optimum values for each software were used in the next analyses. The highest decrease in
the computational time was nearly 26.34% for commercial code #3 when switching from
Np equals 3 to 7. Finally, the simulation was executed on an RTX™ 4090 to further enrich
the investigation, resulting in a processing time 38.14% faster than that of the RTX™ 3090.
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Figure 9. Processing performance comparison for 800 [W] LASER power (Qw), 1.0 × 10−3 [s]
time-step size (∆t), variable λ and variable cp: (a) computational time (τc) [min] versus number
of CPU processing nodes (Np), (b) total speed-up reached (χ) [× (times)] as a function of applied
code/hardware.

3.3. Processing Performance vs. Mesh Size

The GPU solution was investigated in terms of processing performance as a function
of mesh refinement. Here, the computational grid sizes G4, G5, and G6 were simulated
for 800 [W] LASER power (Qw), 1.0 × 10−3 [s] time-step size (∆t), variable λ, variable
cp, and optimum Np. The overall computational performance of all analyzed codes is
presented in Figure 10. Figure 10a illustrates the computational time (τc) [min] as a function
of the number of mesh total nodes (NT). The total speed-up reached (χ) [× (times)] as a
function of computational code/hardware is shown in Figure 10b. It is possible to observe
a nearly linear direct proportionality between the number of mesh total nodes (NT) and
the required computational time (τc) to complete the simulation, with some exceptions
noted for commercial code #1. The resultant speed-ups achieved ranged from 75.6 (between
CUDA® and commercial code #3, for the 773,490 total nodes mesh) to 1351.2 times (between
CUDA® and commercial code #1, for the 773,490 total nodes mesh).
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Figure 10. Processing performance comparison for 800 [W] LASER power (Qw), 1.0 × 10−3 [s] time-
step size (∆t), variable λ and variable cp: (a) computational time (τc) [min] versus number of mesh
total nodes (NT), (b) total speed-up reached (χ) [× (times)] as a function of applied code/hardware.

3.4. Processing Hardware Energy Consumption

An electricity consumption analysis was performed to study the GPU solution in terms
of energy efficiency and to ensure no possibility of increasing environmental damages
due to the use of GPU simulations. Hence, the numerical solutions had their respective
hardware monitored during an LBW simulation case with 800 [W] LASER power (Qw),
1.0 × 10−3 [s] time-step size (∆t), variable λ, and variable cp. The commercial solutions
were rerun in the optimum number of CPU parallel processing nodes (Np) (5, 5, and 7
for commercial codes #1, #2, and #3, respectively). The general energy efficiency of the
tested solutions is presented in Figure 11. Figure 11a illustrates the processing hardware
electric power (PE) [W] as a function of computational time (τc) [s], whereas Figure 11b
exposes the processing hardware electricity consumption (εT) [kWh] as a function of applied
code/hardware. The CUDA® code simulations yield an average of only 5% CPU utilization,
and thus, its central processor’s power consumption is nearly the same as that of an idle
computer. It is important to highlight that the present analysis only accounts for the main
processing hardware electricity consumption. Hence, the total computer consumption is
significantly higher than the values shown. The investigation evidenced that the GPU
solutions required an average of 83.24 times less electrical energy.

The analysis was continued by conducting a cost efficiency study on the energy
consumption of the numerical solutions provided by the applied computing methodologies.
Here, the investigation was performed based on the electricity rates of where the research
was developed (Brazil, city of São José dos Campos) and where it was first exposed
(Germany, city of Düsseldorf) in mid-2023. The electricity rates used in the calculations were
obtained straight from local energy distribution companies, EDP Brasil and Stadtwerke
Düsseldorf. In mid-2023, Brazilian energy rates were governed by the green flag pricing,
and hence, the cost per kWh for a commercial low voltage installation (B3 classification)
yields the sum between the cost of the electrical energy and the cost for the usage of the
distribution system (BRL 0.27614 and BRL 0.37743, respectively). The calculation then
totals USD 0.13642 by the commercial conversion rate of BRL 4.791 per dollar (1 August
2023). According to Stadtwerke Düsseldorf, a similar installation would result in EUR
0.3030 per kWh, resulting in a rate of USD 0.33231 by the commercial conversion rate
of EUR 1.097 per dollar (1 August 2023). All the monetary quantities were defined here
according to the ISO4217 standard [30]. The electricity rates per kilowatt hour may be easily
rechecked at each local provider’s website. The overall processing hardware electricity
cost per simulation (Cs) [USD] as a function of computational code/hardware is shown
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in Figure 12. The GPU solutions yielded an average cost per simulation 80.57 times lower
than the average cost required by the commercial codes (regardless of the country).
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3.5. Code Optimization

The GPU solution was investigated in terms of code optimization through a memory
usage analysis. This study was performed by comparing the allocated RAM and VRAM
at each code during the solution of the LBW problem. The host computer had all apps
removed from startup, and the machine was restarted at every new simulation to clean its
memory and ensure that each code was running alone. The overall memory performance of
the implemented codes is illustrated in Figure 13. The memory usage (Mu) as a function of
simulated physical phenomenon time (t) is shown in letter (a) and represents the system’s

289



Computation 2024, 12, 83

total memory usage during simulation (the sum between the operational system and
each running code). The average net memory usage (Mu′) was calculated by subtracting
the idle PC operational system’s memory consumption from each code’s average total
memory usage value. The CUDA® code was run directly from the Integrated Development
Environment (IDE); hence, its RAM memory usage is inevitably summed with the RAM of
the GPU simulation code, which is consequently considerably smaller than shown. In spite
of that fact, the CUDA® solution still presented an excellent code optimization since its
memory usage is by far the lowest among all analyzed codes. The GPU code requires nearly
four times less RAM than the average net usage between the three commercial solutions
(13.402 GB). The CUDA® solution also offers the advantage of nearly zero memory usage
fluctuation, keeping its consumption approximately constant from simulation start to finish.
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4. Conclusions

A computational performance analysis of a GPU LASER beam welding implemen-
tation using CUDA® was conducted. The applied methodology involved calculating
temperature-dependent thermal properties, the temperature-dependent liquid mass frac-
tion function, the coefficients matrix, and the final temperatures of each control volume
through multi-thread parallelization. These code functions were executed on the GPU
to achieve high-scale parallelism. The CPU was then utilized to coordinate the sequence
of execution of all code functions and handle memory management. The results of this
implementation were compared to output data from three top-rated commercial codes,
assessing accuracy, processing performance, energy consumption, cost efficiency, and code
optimization. The GPU solutions demonstrated vast potential in reducing CFD costs and
time. The performance investigation yielded speed-ups ranging from 75.6 to 1351.2 times
faster than the commercial solutions. This study also demonstrated that each commercial
code has an optimum number of CPU parallel processing nodes (Np) that may vary with
the type of physics simulated, mesh, number of chip physical cores, and other parameters
(for the cases in the present study, Np = 5, 5, and 7, for commercial codes #1, #2, and #3,
respectively). The double precision capability of modern graphics cards was evidenced
through their calculations, resulting in an accuracy similar to that of the CPU solutions.
Some of the cutting-edge GPU chips have similar or higher Thermal Design Power (TDP)
than high-performance CPUs, but end up consuming far less electricity due to the ability to
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execute higher parallel processing scaling and thus finishing tasks much faster. As a matter
of fact, the investigation revealed that the proposed GPU solutions required an average
of 83.24 times less electrical energy in comparison to the commercial codes. In terms of
budget, this higher energy efficiency of the GPU solutions resulted in an average cost per
simulation 80.57 times lower than the average cost required by the commercial codes (re-
gardless of the country). The in-house code also demonstrated optimized RAM and VRAM
usage, averaging 3.86 times less RAM utilization in comparison to the commercial CFD
solutions. Lastly, the primary drawbacks of implementing CFD simulations using CUDA®

are the heightened coding complexity and the necessity of a CUDA-compatible graphics
card. Future work will involve code enhancements through adopting an unstructured
multigrid approach.
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Analysis of a Novel Method for Generating 3D Mesh at Contact
Points in Packed Beds
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An der Universität 1, 30823 Garbsen, Germany
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Abstract: This study comprehensively analyzes the impact of the novel HybridBridge method,
developed by the authors, for generating a 3D mesh at contact points within packed beds within the
effective thermal conductivity. It compares HybridBridge with alternative methodologies, highlights
its superiority and outlines potential applications. The HybridBridge employs two independent
geometry parameters to facilitate optimal flow mapping while maintaining physically accurate
effective thermal conductivity and ensuring high mesh quality. A method is proposed to estimate the
HybridBridge radius for a defined packed bed and cap height, enabling a presimulative determination
of a suitable radius. Numerical analysis of a body-centered-cubic unit cell with varied HybridBridges
is conducted alongside previous simulations involving a simple-cubic unit cell. Additionally, a
physically based resistance model is introduced, delineating effective thermal conductivity as a
function of the HybridBridge geometry and porosity. An equation for the HybridBridge radius,
tailored to simulation parameters, is derived. Comparison with the unit cells and a randomly
packed bed reveals an acceptable average deviation between the calculated and utilized radii, thereby
streamlining and refining the implementation of the HybridBridge methodology.

Keywords: computational fluid dynamics; contact points; packed bed; effective thermal conductivity;
mesh generation; heat transfer

1. Introduction

The versatility of packed beds in the energy and process industries knows virtually no
bounds. Their remarkable ratio of surface area to volume renders them indispensable in
myriad applications, serving as separators or as chemical reactors across diverse designs,
as illustrated in [1]. Simultaneously, packed beds play pivotal roles in thermodynamic
processes such as the cooling of cement clinker or in drying processes, for example within
the natural gas storage.

Spanning from powder beds hosting dust-sized particles to pebble beds with pro-
nounced boundary effects, their size distribution encompasses a broad spectrum. From a
process engineering perspective, precision in describing transport phenomena within
packed beds is paramount. Such precision facilitates the more accurate design of ap-
paratuses and the optimization of existing processes. Consequently, packed beds have
been subject to decades of intensive study employing experimental and analytical meth-
ods. With the burgeoning advancement in microelectronics, computer-aided techniques,
particularly numerical simulations, have gained prominence in recent years.

These simulations offer a distinct advantage in visualizing heat and mass transfer
within packed beds and other complex geometries. They have the capacity to incorpo-
rate local variables that significantly influence transport processes. Various modelling
approaches, each with differing levels of complexity, find applicability in this domain.

For instance, the categorization proposed by Tsotsas [2] offers a valuable means of
differentiation. While not inherently tied to numerical methodologies, this classification
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aids in achieving a more nuanced characterization. Tsotsas [2] delineates between homoge-
neous modelling and heterogeneous modelling. In homogeneous modelling, the fluid and
solid phases are amalgamated, enabling the description of the packed bed solely through
a characteristic transport parameter, such as the effective thermal conductivity keff. Con-
versely, heterogeneous modelling involves coupling the fluid phase of the packed bed to
the solid phase through an additional coupling parameter. In the case of heat transfer, this
coupling parameter is known as the heat transfer coefficient.

The heterogeneous methodologies mentioned above can further be categorized based
on the level of geometry resolution. When particles are not explicitly modelled in their
spatial arrangement, it is referred to as a porous media model. This approach can enhances
modelling accuracy in comparison to homogeneous methods.

In contrast, heterogeneous particle-resolved simulations, such as those based on the
finite volume method, aim to depict physical processes within packed beds with maximum
fidelity. Nevertheless, generating the computational mesh for such simulations presents
a significant challenge. This challenge stems from the contact points among particles
themselves and between particles and the enclosing reactor walls. The nature of these
points of contact can vary depending on the shapes and arrangements of the particles.
In the simplest scenario, featuring a packed bed of monodisperse spherical particles with
no consideration for particle elasticity, all contact points manifest as point contacts. Point
contacts are characterised by infinitesimally small contact areas between the spheres.

In practical applications, meshing point contacts often lead to the creation of highly
skewed cells, potentially triggering convergence issues. Alternatively, one may resort to
utilizing very small cells to address this challenge. However, this approach inevitably
inflates the number of cells within the model, consequently prolonging computation times.

In transient simulations, this extensive local refinement, coupled with adherence to
the Courant–Friedrichs–Lewy condition—which mandates smaller predefined time steps
for stability—further compounds the computation burden. This combination of factors can
significantly escalate computation times.

To circumvent these challenges, a prevalent approach involves altering the spheres
to eliminate point contact. When outlining the scientific consensus numerous approaches
for consideration can be found. One group of methods, known for their simplicity in
implementation, are the global methods, which modify the entire sphere. A widely em-
ployed technique, especially in earlier studies (e.g., [3–5]), involves reducing the sphere size,
commonly referred to as the gaps method. In contrast, the overlaps method, introduced by
Guardo et al. [6], involves enlarging the spheres to create overlaps. However, both these
global methods have drawbacks, notably their potential to induce significant alterations in
key parameters of packed beds, such as the porosity ε.

To address this limitation, local methods were developed, focusing on modifying
spheres solely in the vicinity of the contact point. Two such methods are the bridges method
introduced by Ookawara et al. [7] and the caps method proposed by Eppinger et al. [8].
In the bridges method, the spheres are connected to each other with bridges by enlarging
the contact point. Conversely, the caps method, involves removing a portion of each sphere
at the contact point, akin to cutting off a cap. These techniques are applicable not only to
spherical particles but also to non-spherical ones. For instance, Eppinger and Wehinger [9]
and Kutscherauer et al. [10] have extended the original caps method to accommodate
diverse particle geometries.

With appropriate specifications, both of the local methods presented here are well-
suited for the particle-resolved simulations of (spherical) packed beds. However, they share
a common drawback in that they may not always accurately represent the effective thermal
conductivity of the bed, or may do so only with significant additional effort.

In the caps method, the creation of an artificial fluid gap between contacting spheres
may result in an underestimation of the thermal conductivity. Conversely, the bridges
method tends to overestimate heat conduction. While this overestimation can be mit-
igated by introducing a third pseudophase as a bridge material, as demonstrated by
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Dixon et al. [11] or Wehinger et al. [12], such an approach requires substantial additional
implementation effort and is notably detached from physical reality.

To address these issues, alternative strategies have been proposed. For instance, one
can utilize very small bridges in the bridges method, as explored in [13], or significantly
reduce the gap size in the caps method, as demonstrated in [10]. However, it is important
to note that these adjustments do not offer a systematic and universally applicable solution
to the contact point problem.

Henceforth, Szambien et al. [14], introduced the so-called HybridBridge method in
their previous work. This method ingeniously amalgamates the advantages of both the
caps and bridges techniques, allowing the effective thermal conductivity of the packed
bed to remain intact and providing a reliable contact point modification. Thus, whenever
the effective thermal conductivity is dominated by the thermal conduction between the
spheres, the HybridBridge method offers an advantage over conventional local methods.

The aim of this work is to explain the theory of the HybridBridge in more detail and to
investigate the effect of the HybridBridge on the effective thermal conductivity when used
for particle-particle contact points. In addition, an initial approximate a priori approach for
the design of the HybridBridge’s geometry is proposed.

2. Materials and Methods
2.1. Theoretical Context

In principle, the effective thermal conductivity Kx of flowed-through packed beds
can be divided into two parts: one that depends on the Péclet number (in the case of heat
transfer, the following applies: Pe = Re Pr) and a non-flow-through share dominated by the
effective thermal conductivity of the non flown-through packed bed keff = f

(
kp, kf, . . .

)
.

For Kx, with x representing either axial or radial direction, the following applies [15,16]:

Kx

kf
=

keff
kf

+
Pe0

Cx
. (1)

In this equation
Pe0 = w0 ρf cp,f dp/kf (2)

is the Péclet number of the empty tube and Cx is a specific constant.
When the influence of keff predominates, the contact points between particles can exert

a significant impact on heat transfer. This scenario arises, for instance, when Pe0 values are
small, as indicated by Equation (1). Furthermore Aichlmayr and Kulacki [17], as well as
Hsu et al. [18], stated that the influence of contact points may become important when the
thermal conductivity of the particles kp is substantially greater than that of the fluid kf.

When conducting numerical investigations on a packed bed with a notable keff ensur-
ing an accurate modeling of keff becomes imperative. The innovative new HybridBridge
method has been introduced for this purpose. The rationale underlying the introduction of
the HybridBridge is best illustrated by the following example:

In this scenario we compare the standard bridges method and the conventional caps
method between two monosized particles with the radius rp. Both modifications utilize
identical radii (rb = rc). We use the predefined height of the cap hc to calculate its radius:

rc =
√

r2
p − (rp − hc)2). (3)

The radius rc is selected to be sufficiently small to ensure that the flow in the context
under consideration remains unaffected. The following assumption is made: the velocity
within the fluid gap of the cap is set to exactly zero, as illustrated in [9]. Consequently, in this
specific scenario, both methods give identical results for flow computations. However,
when it comes to heat conduction between the particles, they exhibit notably divergent
behaviour. While the bridges method tends to induce excessively high heat flows, the caps
method tends to result in disproportionately low heat conduction.
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As previously noted in the introduction, this issue can be avoided by the introduction
of a pseudo phase as a bridge or by a reduction in the size of the bridge or cap. However,
it is important to note that, due to the physical circumstances, the caps method can never
provide a perfect representation of heat conduction. This limitation stems from the nature
of surface contact.

As an alternative, it is possible to create a parallel arrangement of thermal resistances
consisting of the high thermal conductivity kp solid phase and the low thermal conductivity
kf stagnant fluid phase. This arrangement can effectively replicate the thermal resistance
exhibited by the third pseudophase or that observed in real packed beds.

By adopting the simplest symmetrical geometry and appropriate phase assignment,
the continuity of both phases can be seamlessly maintained without interruption. This
concept aligns precisely with the HybridBridge methodology we have introduced: a solid
centred cylinder encompassed by a concentric hollow fluid cylinder. Figure 1 illustrates a
comparison between conventional methods and the new HybridBridge approach.

Figure 1. Comparison of conventional contact point modification methods with the novel Hybrid-
Bridge method. The white areas represent the fluid phase, the different shades of grey represent the
solid phases. The red circles represent the circumferences of the original spheres.

In our prior research [14], we have demonstrated the meshing advantages offered by
the HybridBridge. Based on our assessments, the mesh quality closely aligns with that of
conventional caps. Additionally, significantly larger cells can be employed, and a reduced
number of cells suffices when compared to conventional bridges with an equivalent radius.
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For fitting geometrical parameters, a replication of the effective thermal conductivity
according to the Zehner–Bauer–Schlünder Model was achievable. Demonstration of real-
world applicability of the Hybrid Bridge method has been successful.

The HybridBridge thus unites the advantages of both conventional methods: the
meshing behavior of the caps method and the representation of thermal conductivity of the
bridge method.

2.2. Geometrical Description

Unlike the conventional methods presented, HybridBridge contains two independent
geometry parameters the height of the cap hc and the radius of the bridge rb, as shown
in Figure 2. This dual-parameter setup enables control over two overarching properties
of the packed bed. The initial objective is to ensure precise flow simulation by selecting
an appropriate cap height hc. Subsequently, achieving the desired effective thermal con-
ductivity becomes feasible by selecting a suitable bridge radius rb. Values for estimating
the order of magnitude for hc of the HybridBridge can be found in the literature [9,10] but
must be adjusted to the individual packed bed and flow regime. An option to calculate the
corresponding radius rb will be introduced later in the paper (see Equation (16)).

Alternatively, adjustment of the effective thermal conductivity keff in combination
with the porosity ε is also feasible. Herein lies a unique aspect of the HybridBridge method.
Unlike conventional approaches, the HybridBridge method theoretically enables the preser-
vation of the true porosity while modifying the contact points. Moreover, the alteration in
porosity associated with the HybridBridge is consistently less pronounced compared to
that of conventional caps of the equivalent height.

Figure 2. Schematic representation of the geometrical parameters of a HybridBridge between two
monosized spheres. In order to provide a clearer overview, the HybridBridge is shown larger than it
should be used in practice.

Furthermore, the HybridBridge can be regarded as a versatile local method for con-
tact point modification. It inherently encompasses both the conventional bridges method
(for rb = rc) as well as the conventional caps method (for rb = 0) as special cases of the
HybridBridge method. The simultaneous availability of both conventional methods rep-
resents a significant advantage when implementing the HybridBridge in a workflow for
meshing a numerical model. At the same time, this versatility ensures, that the usage of
the HybridBridge method is as least as advantageous as conventional methods for any
packed beds.

2.3. Analysis of a Body-Centred Cubic Unit Cell

Szambien et al. [14] investigated how various parameters of HybridBridge geometry
impact the effective thermal conductivity within a unit cell structured in a simple-cubic
(sc) grid arrangement. Initial insights into how the HybridBridge geometry adapts to the
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actual thermal conductivity keff of the scrutinized packed bed emerged from analyzing the
results of this particular unit cell.

The simple-cubic lattice arrangement epitomizes the most basic unit cell. Moreover,
heat conduction was assumed to occur in one direction only, running parallel to one of
the main grid axis, traversing from midpoint to midpoint of the two spheres. Hence,
within this unit cell, a solitary contact point enables the flow of heat. It is important to
highlight that the assumption of one-dimensional heat conduction pertains exclusively to
the modelling of effective thermal conductivity and the associated homogeneous perception
of the packed bed. Within the numerical simulation model of unit cells, heat propagation
is inherently three-dimensional. Consequently, it is deduced that heat flows occurring at
interfaces perpendicular to the macroscopically imposed temperature gradient, as dictated
by boundary conditions, are excluded.

The simple-cubic (sc) grid structure is characterized by a small number of contact
points that affect heat conduction. Consequently, this unit cell tends to underestimate heat
conduction compared to a realistically random packed bed. To address this discrepancy,
in this work, we have carried out a numerical investigation of a unit cell featuring a
body-centred-cubic (bcc) grid structure. In line with the aforementioned assumptions,
this arrangement has a coordination number of 8 [19]. All eight contact points had to be
modified with HybridBridge to ensure realistic heat conduction. No contact points were
disregarded as irrelevant in this process.

To ensure a fair comparison with the simple-cubic grid, we adopted identical parame-
ters for the simulation process. These simulation parameters are summarized in Table 1,
while a qualitative representation can be observed in Figure 3. To generate the necessary .stl
file we once more utilized our Python [20,21] tool in conjunction with Salome [22]. The nu-
merical simulation was executed employing chtMultiRegionFoam within OpenFOAM
(refer to [23,24]). The underlying mesh was generated using snappyHexMesh.

Table 1. Parameters of the unit cell with relevant initial and boundary values.

Specification Particle Fluid

Radius in mm 10 —
Material 1.4301 dry air

k in W/(m K) 15 0.026
Velocity in m/s — 0
Pressure in Pa — 101,300

Temperature in K internal field 273.15 273.15
surface cold side 273.15 273.15
surface hot side 283.15 283.15

Figure 3. Body-centered-cubic unit cell with a qualitative temperature profile, red color indicates
hotter temperatures and blue color indicates cooler temperatures.
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2.4. Dimensioning of the HybridBridge

For achieving a high-quality multiphase particle-resolved numerical simulation of
heat transport within packed beds, accurate modelling of heat conduction, as previously
elucidated, is paramount. When applying the HybridBridge method for treating contact
points, it becomes imperative to meticulously select the radius of the bridge rb in relation to
the height of the caps hc. The effective thermal conductivity keff can be used to design the
appropriate radius. To achieve this, the heterogeneous CFD model has to be homogenized.
The homogenization of the model is based on Fourier’s Law of thermal conduction:

q̇ = −k grad(T). (4)

This equation must give the same results as the heterogeneous CFD model.
To determine the appropriate bridge radius rb, one must have knowledge of the

target value for the effective thermal conductivity keff. This can be gleaned from a suitable
model for the effective thermal conductivity, such as the model of Zehner, Bauer and
Schlünder [25] or from experimental results.

This specification must be complemented with an understanding of how the geometry
parameters of the HybridBridge influence the system. For this purpose, we conducted an
extensive array of particle-resolved numerical simulations for unit cells (uc) both within
the scope of this study and in our previous work [14].

Here, we computed the resulting values of the effective thermal conductivity of the
unit cell, denoted as keff,uc for various HybridBridges. From Equation (4), keff,uc of the unit
cell for a steady state is given by

keff,uc =
δuc
(
Q̇Air,in + Q̇p,in

)

Auc (Thot − Tcold)
=

δuc
(
Q̇Air,out + Q̇p,out

)

Auc (Thot − Tcold)
. (5)

with the cross-sectional area Auc = (1.01 · 2 rp)2 of the unit cell and their height δuc = 2 rp.
The heat flows Q̇ are taken from the converged numerical simulations. Leveraging these
unit cell results, we aim to derive an equation for the approximate estimation of the
bridge radius.

3. Results
3.1. Assessment of the Body-Centred-Cubic Unit Cell

Figure 4 illustrates the effective thermal conductivity values, keff, derived utilizing
Equation (5), alongside numerical simulation of the body-centered-cubic unit cell, incor-
porating various HybridBridge geometries. For comparison, the data corresponding to
the simple-cubic unit cell, as presented in our earlier study [14], is provided in Figure 5.
Both figures collectively demonstrate the HybridBridge’s capacity to encompass a wide
spectrum of effective thermal conductivities within numerical simulations.

Upon comparing the ratios of the effective thermal conductivities for the simple-cubic
and body-centered-cubic unit cells, as illustrated in Figure 6, surprisingly it can be observed
that the following approximation holds true:

keff,bcc

keff,sc
≈ 2

Given that this observation holds across all examined HybridBridge geometries, it can
be concluded that the HybridBridge exerts the most significant influence on the effective
thermal conductivity keff in the conducted simulations. The factor of 2 can be explained by
the number of HybridBridges per unit cell:

Starting with the simple-cubic unit cell, it is evident that the mean heat flux represented
as q̇m remains identical for two identical unit cells. This straightforward observation
underscores that altering the surface area by linking several unit cells in parallel does not
affect the mean heat flux.
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Figure 4. Effective thermal conductivity keff of the HybridBridge with various ratios of hc/rp for a
body-centred-cubic arrangement of monodisperse spheres.

0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
rb / rp

0

10

20

30

40

50

k e
ff,

sc
/k

f

hc / rp = 0.01
hc / rp = 0.02
hc / rp = 0.04
hc / rp = 0.08

Figure 5. Effective thermal conductivity keff of the HybridBridge with various ratios of hc/rp for a
simple-cubic arrangement of monodisperse spheres. Results taken from Szambien et al. [14].

A similar analysis applies to the sequential alignment along the main direction of heat
flow of two unit cells. Due to symmetry considerations, the gradient remains identical for
both unit cells, resulting in an identical total gradient along the two unit cells. Consequently,
the heat flow or mean heat flux remains identical when these two unit cells are aligned
under the appropriate boundary conditions. These considerations further justify the use of
a unit cell.

Moreover, in addition Figure 6, examination of the temperature profile within the unit
cell (refer to Figure 3) reveals that the HybridBridge, or its corresponding contact point,
significantly influences the total heat flow. This dominance stems from the substantial
disparity between the thermal conductivities of the phases and the notably high thermal
resistance at the contact point compared to the particle interior.
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Figure 6. Ratios of the effective thermal conductivities keff for body-centred-cubic (bcc) grid structure
to simple-cubic (sc) grid structure.

Considering all three factors, it becomes evident that q̇m is unaffected by changes in
A or δ, but rather influenced by the number of HybridBridges per unit cell. It is crucial to
differentiate whether the HybridBridges are arranged in parallel or in series with respect to
the main direction of heat conduction. For clarification: A parallel connection describes
the number of HybridBridges denoted as nHB,A, on a plane parallel to A, whereas a serial
connection counts the number of such parallel planes, denoted as nHB, δ, aligned along δ.

A straightforward resistance analysis of the HybridBridge reveals that q̇m is directly
proportional to nHB,A and inversely proportional to nHB, δ. Likewise, considering Equa-
tion (4), keff is proportional to nHB,A and inversely proportional to nHB, δ. Applying this
analysis to the body-centred-cubic unit cell yields the following result:

keff,bcc ≈ nHB,A

nHB, δ
keff,sc ≈

4
2

keff,sc ≈ 2 keff,sc. (6)

The subsequent relationship between keff,sc and keff can be generalized to encompass
the utilization of HybridBridge in any packed bed. For illustration we can state the
descriptive equation

keff ≈ keff,sc
nHB,A

A/Asc

δ/δsc

nHB,δ
(7)

3.2. Predesign of the HybridBridge Geometry

As demonstrated earlier, the influence of the geometry of the HybridBridge on the
effective thermal conductivity keff can be traced back to the results of the simple-cubic unit
cell. Hence, we will formulate an approximate representation for keff,sc drawing upon the
insights garnered from the simple-cubic unit cell results.

To address this objective, we have crafted a straightforward thermal resistance model
that is as close as possible to the physical situation. This adaptable model can be fine-tuned
to align with CFD findings by adjusting empirical parameters. The model is based on the
following equation:

keff,sc =
δsc

Rsc Asc
. (8)
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In this equation δsc and Asc represent the dimensions of the simple-cubic unit cell, visually
depicted in Figure 7. The equations governing the calculation of the total resistance Rsc are
the following:

1
Rsc

=
1

RHB + R0,ser
+

1
R0,par

(9)

1
RHB

=
1

Rb
+

1
Rc

(10)

Rb =
2 hc

kb Ab
(11)

Rc =
2 hc

kc Ac
(12)

Ab = π r2
b (13)

Ac = (π r2
c)− Ab (14)

The graphical representation of the resistance network is provided in Figure 7. The re-
sistance R0,ser encompasses all the resistance connected in series with the HybridBridge,
including those of the two hemispheres. The resistance R0,par amalgamates all resistances
that are parallel to the HybridBridge, such as those pertaining to heat conduction through
the fluid outside the generated cap region.

Figure 7. Schematic representation of the main dimensions of the simple-cubic unit cell with the
proposed resistance network model. Analogous to Figure 2, the HybridBridge is shown larger than it
should be used in practice.

R0,par and R0,ser are empirical values crucial for refining the accuracy of this simplified
modelling approach. These values are determined through fitting the outcomes of the
numerical model. For this purpose, hc and rb from the simulations performed (see Figure 5)
were used in Equations (8)–(14) while adding missed fixed values from Table 1. The
resulting relationship calculates values of keff for a given HybridBridge Geometry as a
function of R0,par and R0,ser. By calculating the deviation between values of keff, obtained
using the procedure described, and the corresponding numerically computed values for
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keff, the optimal values of R0,par and R0,ser were determined using the least squares method.
The least squares method yields the following values:

R0,par = 550.00
K
W

R0,ser = 46.64
K
W

.

Based on the findings presented in from Section 3.1 it is plausible to interpolate
between the two unit cells using the contact points. However, determining the precise
locations of these contact points is not always feasible, or conducting an analysis of their po-
sitions in relation to the main heat conduction direction can be excessively time-consuming.
Hence, porosity emerges as a viable criterion for interpolation, as it correlates with the
number of contact points, evident from the coordination number. This relationship is
expressed as follows:

keff = keff,sc

(
εsc − ε

εsc − εbcc
+ 1

)
(15)

The incorporation of the porosity of the simple-cubic unit cell εsc = 0.476 [19] and the
porosity of the body-centered-cubic unit cell εbcc = 0.320 [19] yields the following for
0.320 ≤ ε ≤ 0.476.

keff = keff,sc

(
0.476 − ε

0.156
+ 1

)
.

Now, we aim to derive a functional relationship using Equations (8)–(15) to approxi-
mate the radius of the HybridBridge for a given packed bed (ε and keff given) and a selected
cap radius.

To maintain the function’s complexity within manageable bounds, all predefined val-
ues for the examined unit cells from Table 1 have already been set and roughly consolidated,
except those required for a dimensionless context. The transformations are partially based
on [26]. The equation is presented below:

rb = rp

(
0.00174 hc/rp · β

ε + 0.00356 keff/kf − 0.632

) 1
2

(16)

with
β =

[
hc/rp (ε + 0.00356 keff/kf − 0.632)− 6.10 ε − 0.194 keff/kf + 3.85

]
.

To validate this equation, simulation results for both unit cells were used. The cal-
culated bridge radius was compared with the radius used in the underlying CFD model.
For rb/rp ≥ 0.01, the average deviation is about 7%. Notably, the deviation increases signif-
icantly for rb/rp = 0.005. Across all simulation runs, including rb/rp = 0.005, the average
deviation between the calculated and utilized radii is slightly below 20%.

For a real packed bed with rb/rp = 0.02, investigated in [14], the equation yielded
rb/rp = 0.01653 for the relative bridge radius. This results in a deviation of 17.3%. To as-
certain porosity, we employed our MATLAB [27] tool, capable of numerically computing
porosity for geometrically defined beds, both in general and with local resolution in the
axial and radial directions. The porosity of the examined packed bed was determined to be
ε = 0.402.

Accounting for all eventualities with a single equation is impractical due to the multi-
tude of variables influencing the effective thermal conductivity keff. Models such as that
proposed by Zehner, Bauer and Schlünder (e.g., [25]), illustrate the complexity inherent in
this problem. Moreover, the wide variety of geometries and material combinations found
in packed beds further complicate the issue.

The objective of Equation (16) is not to describe the effective thermal conductivity
keff with a single equation, but to offer a method for implementing the new HybridBridge
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method in a more focused manner. Consequently, the formal validation of this equation
is restricted to the packed bed parameters outlined in this work. The generalizability of
Equation (16) cannot be reliably estimated due to the inherent variability in such systems.
However, it is essential to note that this limitation is specific for Equation (16) alone.
Regarding the resistance model in general, there is no evidence to suggest that it cannot be
used to predesign the HybridBridge with other packed bed parameters.

Users are encouraged to test Equation (16) for their specific applications. Should the
attained accuracy fail to meet the specified requirements, it is advisable to derive a more
suitable empirical equation from our proposed resistance model, following the structure
of Equation (16). This iterative process allows for refinement tailored to the intricacies of
individual applications, ensuring optimal performance.

4. Discussion

The new HybridBridge method, introduced in [14], has undergone a thorough analysis.
This method aims to address the contact point problem, ensuring that the effective thermal
conductivity remains consistent with physical specifications while minimizing the impact
of particle modifications on flow dynamics.

The theoretical framework demonstrates the potential advantages of the HybridBridge
method over other local techniques, particularly evident for small Péclet numbers and
significant ratios of particle thermal conductivity to fluid thermal conductivity

(
kp/kf

)
.

Furthermore, we have established the plausibility that the HybridBridge method typically
induces a lesser alteration in porosity compared to conventional caps methods. In our
previous work [14] we have illustrated that larger cells and thus a smaller number of cells
using the HybridBridge method is sufficient to achieve comparable mesh quality to the
conventional bridges method. This underscores the HybridBridge’s reliability in addressing
the contact point problem across a broader range of scenarios than traditional methods
could offer.

The comprehensive geometrical description highlights that the HybridBridge method
inherently encompasses both the conventional bridges and caps methods as special cases.
This simplifies its integration into workflow, as several local methods become available
through the adoption of the HybridBridge approach.

Through an analysis of the body-centered-cubic unit cell, we have rectified a limitation
in our prior work, where the porosity, and consequently the coordination number, was
lower than observed in many real cases of randomly packed beds. We have specified how
the HybridBridge can be adapted to physical reality using a homogenization approach and
experimental values or models for the effective thermal conductivity keff.

Given that the HybridBridge method involves two independent geometric parameters
and aims for a more accurate representation of the effective thermal conductivity, keff,
the implementation effort required is greater compared to conventional methods. The pri-
mary challenge lies in the difficulty of designing the appropriate bridge radius for the given
effective thermal conductivity and cap height prior to simulation.

Through a comprehensive assessment of our recent simulations involving both the
body-centered-cubic and simple-cubic unit cells, we have outlined an initial methodol-
ogy for the a priori design of the HybridBridge, intended for numerical simulations. This
involved the development of a semi-empirical resistance model tailored to the effective ther-
mal conductivity of the simple-cubic unit cell. Subsequently, we extended the applicability
of this model to other packed beds by leveraging insights from the body-centered-cubic unit
cell, employing interpolation techniques across varying porosities and their corresponding
coordination numbers.

Building upon this model approach, we derived an equation to approximate the
bridge radius. To validate the accuracy of this equation, we compared the calculated radius
against the radius employed in unit cells and a previously examined randomly packed bed.
The mean deviation was found to be less than 20%, which is deemed satisfactory for the
model’s intended purpose.
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It is crucial to note that while this equation provides a valuable tool for estimating the
bridge radius, it cannot be directly applied to other packed beds without adjustments and
validation to the specific parameters of each individual bed under investigation. However,
the underlying resistance network model approach remains unaffected and is applicable to
other packed beds.

A potential avenue for future research is suggested: building upon the investigation
into the impact of diverse lattice arrangements, coordination numbers, and porosities, it
would be beneficial to extend the study to encompass various material combinations. In
addition, the HybridBridge method should be extended to other forms of contact. This
expanded scope will facilitate a deeper understanding of the possibilities and hurdles asso-
ciated with the innovative HybridBridge method of contact point modification, enabling a
more nuanced and targeted application of the HybridBridge approach.

Author Contributions: The authors have contributed to the work as follows: conceptualization,
D.F.S., M.R.Z., C.U. and R.S.; methodology, D.F.S., M.R.Z., C.U. and R.S.; software, D.F.S., M.R.Z. and
C.U.; validation, D.F.S.; formal analysis, D.F.S., M.R.Z. and R.S.; investigation, D.F.S., M.R.Z. and C.U.;
resources, D.F.S., M.R.Z. and R.S.; data curation, D.F.S.; writing—original draft preparation, D.F.S.
and M.R.Z.; writing—review and editing, D.F.S., M.R.Z. and R.S.; visualization, D.F.S. and M.R.Z.;
supervision, R.S.; project administration, D.F.S.; funding acquisition, R.S. All authors have read and
agreed to the published version of the manuscript.

Funding: Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation)—
INST 187/742-1 FUGG; INST 187/592-1 FUGG.

Data Availability Statement: The raw data supporting the conclusions of this article will be made
available by the authors on request.

Conflicts of Interest: The authors declare no conflicts of interest. The funders had no role in the
design of the study; in the collection, analyses, or interpretation of data; in the writing of the
manuscript; or in the decision to publish the results.

Abbreviations
The following abbreviations are used in this manuscript:

b bridge
bcc body-centered-cubic
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Abstract: Thermally characterizing high-thermal conductivity materials is challenging, especially
considering high temperatures. However, the modeling of heat transfer processes requires specific
material information. The present study addresses an inverse approach to estimate the thermal
conductivity of SAE 1020 relative to temperature during an autogenous LASER Beam Welding (LBW)
experiment. The temperature profile during LBW is computed with the aid of an in-house CUDA-C
algorithm. Here, the governing three-dimensional heat diffusion equation is discretized through the
Finite Volume Method (FVM) and solved using the Successive Over-Relaxation (SOR) parallelized
iterative solver. With temperature information, one may employ a minimization procedure to assess
thermal properties or process parameters. In this work, the Quadrilateral Optimization Method
(QOM) is applied to perform estimations because it allows for the simultaneous optimization of
variables with no quantity restriction and renders the assessment of parameters in unsteady states
valid, thereby preventing the requirement for steady-state experiments. We extended QOM’s prior
applicability to account for more parameters concurrently. In Case I, the optimization of the three
parameters that compose the second-degree polynomial function model of thermal conductivity
is performed. In Case II, the heat distribution model’s gross heat rate (Ω) is also estimated in
addition to the previous parameters. Ω [W] quantifies the power the sample receives and is related
to the process’s efficiency. The method’s suitability for estimating the parameters was confirmed
by investigating the reduced sensitivity coefficients, while the method’s stability was corroborated
by performing the estimates with noisy data. There is a good agreement between the reference and
estimated values. Hence, this study introduces a proper methodology for estimating a temperature-
dependent thermal property and an LBW parameter. As the performance of the present algorithm
is increased using parallel computation, a pondered solution between estimation reliability and
computational cost is achieved.

Keywords: inverse heat conduction problem (IHCP); numerical estimation; thermal conductivity;
quadrilateral optimization method (QOM); simultaneous assessment; GPU processing; CUDA-C

1. Introduction

Mathematical modeling is an essential tool for enhancing industrial processes, both for
process control and product quality. Modeling heat transfer processes requires knowledge
of the process parameters, the environmental attributes to define the boundary conditions,
and the material characteristics, such as size, to define the domain and the thermophysical
properties to adequately describe the heat transfer. In addition, the use of temperature-
dependent properties substantially influences the validity of the simulation outcomes [1].
However, the materials properties are dictated by their chemical composition and the spatial
arrangement of their components. Thus, such properties usually oscillate, given small
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differences in composition [2]. This fact hinders cataloging the properties of all materials,
as new ones are being developed at different materials engineering branches [3–7].

There are direct approaches for attaining thermophysical properties. Besides consult-
ing data series such as the Thermophysical Properties of Matter (TPRC), one may also
measure such properties experimentally. Some thermal characterization methods consist of
the guarded hot plate (GHP) [8,9], the LASER flash method [10,11], and the comparative
fluxmetric method (CFM) [12]. However, precise material characterization usually involves
large amounts of unknown parameters, which may vary with the temperature gradient.
Also, the literature regarding low-temperature range and low-thermal conductivity materi-
als is vast, but most approaches entail materials in the solid state. Indeed, there is a gap
regarding metals at high temperatures, i.e., temperatures close to the melting point, because
the data acquirement may be hampered due to the interactions between the specimen and
its container, for example [13].

Then, inverse approaches are being extensively used to fill such a gap in obtaining the
data on thermophysical properties. In this case, the inverse heat transfer problems (IHTPs)
are applied to estimate unknown parameters of the thermal process, given temperature data
inside or on the surface of the domain. The temperature information may be retrieved from
numerical experiments, which determine the temperature based on a mathematical model,
or from laboratory experiments, which usually focus on measuring the temperature field in
specific points of a thermally excited sample [14,15]. Several areas of thermal engineering
benefit from the inverse technique. For example, one may cite the estimation of the
thermal conductivity of polymeric materials [16], the attainment of the unknown functional
form of a time-dependent heat transfer coefficient [17], and the estimation of the thermal
conductivity and volumetric heat capacity of living tissue using a recent noninvasive
measurement method [18]. In addition, there are IHTP applications in food science and
engineering for assessing process parameters, for example, the energy consumption during
baking [19] or temperature-dependent food properties such as moisture diffusivity [20].

Besides the previous examples regarding the attainment of parameters from exper-
imental or numerical temperatures, several different methods exist to optimize the pa-
rameters of interest. In [21], the authors acquired the numerical temperature of a metal
sample interacting with a LASER pulse through the commercial software ANSYS Flu-
ent ®. After validating the model with laboratory experiments, the authors applied the
Levenberg–Marquardt (LM) technique to optimize four LASER pulse parameters: the
power of the LASER pulse, the dimensionless shape parameter of the heat source distri-
bution, and the beginning and end times of its interaction with the sample. The inverse
algorithm was implemented by applying GNU Octave and ANSYS Fluent software pack-
ages. Another approach is to combine artificial intelligence with inverse heat conduction
problems. In [22], the authors propose a proportional-integral-derivative (PID) inverse
algorithm to perform the real-time estimation of the boundary heat flux in an unsteady
heat conduction problem. To address the lack of adaptive ability of the latter method, the
authors introduce the single neural adaptive PID (SNA-PID) [23]. Such a method is capable
of adaptively adjusting the weights of the PID parameters and is more robust regarding
signal interferences than the classical PID method. Both AI approaches comprise inverse
the estimate of boundary heat flux involved in a numerical experiment governed by a
one-dimensional transient heat diffusion equation, given the numerical data computed at a
single position. Bayesian techniques, namely Gauss–Newton minimization regarding the
maximum a posteriori objective function and the Markov chain Monte Carlo method appli-
cation in the simultaneous assessment of the thermal diffusivity and thermal conductivity
of a metallic sample were proved to be accurate [13]. Herein, the experimental setting based
on the front-face flash method with contactless transient flux measurements of thermally
excited metallic samples was modeled. The forward problem was solved through the Finite
Element Method (FEM) with the aid of COMSOL Multiphysics® 4.3b, while the inverse
problem analytical solution was implemented using MATLAB®. The Broydon–Fletcher–
Goldfarb–Shanno (BFGS) technique consists of the minimization of an error square function,
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given the difference between the numerical and experimental temperatures. The latter
approach could be successfully applied to attain the thermal profile from the estimated
heat rate during Gas Tungsten Arc Welding (GTAW) [24]. Afterward, the methodology
was applied to determine the cooling rate at the Fused Zone (FZ), Heat-Affected Zone
(HAZ), and Base Metal (BM). The authors implemented the direct and inverse models in
an authorial C++ software [25].

The main limitation of the previously reviewed works lies in properly optimizing the
solution of inverse heat transfer problems by driving the forward model through an efficient
optimization tool. Therefore, the present study showcases the application of a methodology
developed to estimate a temperature-dependent thermal property by carefully balancing
the solution between estimation reliability and computational cost, thereby addressing the
gap in the literature. The applied multivariable optimization technique is the Quadrilateral
Optimization Method (QOM) previously proposed by Magalhães [26], which enables the
estimation of temperature-dependent thermal properties described by math functions. This
inverse method was specifically developed to determine material thermal properties at
elevated temperatures. A key advantage of the QOM is its ability to estimate parameters in
unsteady states, eliminating the need for steady-state experiments. In the present work,
the QOM functionality was extended to enable the simultaneous estimation of a higher
number of parameters. The extension also allows for estimating different quantities other
than thermal properties.

In this work, the QOM is applied to acquire the nonlinear thermal conductivity of
an SAE 1020 sample and the heat input provided by the LASER during a LASER Beam
Welding (LBW) process. The solution to the forward problem described in Section 2.1
is achieved using an in-house CUDA-C algorithm to attain the reference temperature
evolution during 2.0 s of experiment. Here, the three-dimensional heat diffusion equation
is discretized through the Finite Volume Method (FVM), and the thermal conductivity
function used to model the property evolution with temperature presents a second-degree
polynomial form. With possession of the temperature data, the QOM is applied to minimize
an objective function, considering different combinations of the parameters of interest. Two
cases are studied. In Case I, we optimize the three parameters that compose the thermal
conductivity function. In Case II, we optimize the gross heat rate provided by the LASER,
along with the thermal conductivity. Implementing the method in a parallelized structure
allows the computations to be performed at an acceptable time, reducing computational
costs compared to those of sequential approaches. Further information about the inverse
technique and details about its application in the estimation of thermal conductivity are
given in Sections 2.2 and 2.3. Once the numerical data used as reference are noiseless,
the study of the method’s suitability for estimating the parameters given noisy data is
delineated in Section 2.4. Section 3 describes the methods used in the sensitivity analysis
and discusses the results of the reduced coefficients. The study of the sensitivity allows
for the calibration of the number of time steps that regularize the objective function. Both
accuracy and computational time are pondered to attain the optimal time steps. Such
investigation is explained in Section 4. Afterward, we discuss in Section 5 the method’s
stability introduced in Section 2.4. After assuring the method is qualified to perform the
estimations, the estimation results and the comparison between the numerical temperatures
computed given reference and estimated parameters are presented in Section 6.

2. Materials and Methods
2.1. The Forward Model

The assessment of temperature-dependent thermal conductivity is an ill-posed inverse
problem. In this instance, the baseline for the estimates is the temperature field during the
LASER beam welding of steel SAE 1020. The nonlinear three-dimensional heat diffusion
equation may describe the transient heat transfer during the process as follows:
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where x, y, and z are the cartesian coordinates, λ(T) is the nonlinear thermal conductivity, T
is the temperature, ġ is the generated heat source, H is the nonlinear enthalpy function, and
t is the time. H is used to model the phase change and may be expressed as follows:

H = (1− f )
∫ Tm

0
ρcp,sdT + f

∫ T

Tm
ρcp,ldT + ρ f L (2)

where f is the fraction of solid, defined by the Heaviside step function; Tm is the melting
temperature; ρ is the specific mass; cp,s and cp,l are the nonlinear specific heat of the solid
and liquid material, respectively; and L is the fusion latent heat.

The heat source assumes a Gaussian distribution above the sample surface. However,
the barrier effect suffered by the LASER beam decreases the heat flux distribution as the
penetration increases up to the coordinate h. In this case, the volumetric generated heat
distribution (ġ) may be written as follows:

.
g =

Ω

0.46hR2 e−
4.5(x−ut)2

R2 e−
4.5(y−L/2)2

R2

(
1− z1/2

h1/2

)
(3)

where Ω (=1000 W) is the gross heat rate; R (=0.50 mm) is the weld bead radius; u (=0.05 m/s)
is the welding velocity; L (=40.00 mm) is the sample width (along the y-axis); and x, y, and z
are the coordinates in the respective Cartesian axis. Such values are defined by calibrating
the experimental configuration so the simulated and the experimentally observed weld bead
geometry match [27].

The model considers boundary conditions of convection and radiation at the sample
surfaces, described by the following:

−λ
∂T
∂n

∣∣∣∣
U
= h(T)(T − T∞) + σε(T)(T4 − T4

∞) (4)

where n is the normal direction on the domain boundaries, h(T) is the convection heat trans-
fer function, T∞ (=20 ◦C) is the environment temperature, and σ is the Stefan–Boltzmann
constant. The inferior surface of the specimen had its convection coefficient calculated
through the empirical correlations of a heated inverted horizontal flat plate [28]. In the side
surfaces, the correlation for a vertical flat plate was used [29]. Lastly, the free jet model for
forced convection was applied to the top surface [29].

An in-house algorithm written in CUDA-C language solves Equation (1) by discretiz-
ing it through the Finite Volume Method (FVM) to achieve the temperature profile during
LBW. The equation is applied over the domain depicted in Figure 1. The point P0 (0,0,0)
represents the origin of the domain. The heat source is pointed at P1 (5,10,0) at the begin-
ning of the experiment and moves 30 mm along the x-axis until point P2 (35,10,0). The
dotted lines stand for the sample centerline, which coincides with the joint centerline. In
addition, the blue and red arrows are placed in the specimen’s surfaces subjected to heat
loss by natural and forced convection, sequentially, as specified after Equation (4). Here,
the heat loss in the posterior surface is omitted for the sake of clarity.

As shown in Equations (1) and (4), the thermophysical properties of the material
are required to compute the temperature of the sample. Such inputs are temperature-
dependent and accounted for as temperature functions with specific behavior. Regarding
SAE 1020, the reference thermal conductivity data represented by the blue dots Figure 2.
were retrieved from Clain et al. [30]. They may be modeled as a second-degree polynomial
function of temperature, depicted as the orange dashed line, which is mathematically
represented as λ(T) = 2.5× 10−5T2 − 5.3× 10−2T + 57.2. The maximum error between
the reference information and the polynomial fitting is less than 4.5%, despite the outlier at
circa 780 ◦C. Indeed, the steel presents an allotropic transformation near this temperature.
In this model, the authors chose not to model such behavior with no prejudice toward the
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predicted temperature field for the sake of algorithm simplification and computational
time savings.
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Figure 2. Polynomial fitting of the nonlinear thermal conductivity function for SAE 1020.

A uniform orthogonal structured mesh with 225,000 total nodes (100× 50× 45 nodes, at x,
y, and z, respectively) was applied in the solution of the forward model. The Finite Volume
Method (FVM) system of equations was solved using the Successive Over-Relaxation (SOR)
parallelized iterative solver. An energy residual convergence criterion was applied to all
cases, and the threshold was set to 1.0 × 10−5. The applied simulation parameters are
presented in Table 1.
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Table 1. Simulation parameters.

Parameter Values

Temporal discretization First-order scheme
Time-step (∆t) [s] 1.0 × 10−3

Solver convergence criterion Energy residual
Residual threshold 1.0 × 10−5

Solving the forward model through the in-house CUDA-C algorithm allows for the
obtainment of the temperature profile shown in Figure 3. Each curve stands for the
temperature evolution at a different point of the sample surface. The algorithm runs for
an experiment period of 2.0 s, divided into 1.0 millisecond time steps. The thermocouples
are placed at the same sample surface where the heat is applied (plane xy). The spots of
temperature acquisition are exhibited in Table 2.
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Table 2. Thermocouple positioning.

Sensor m1 m2 m3 m4 m5 m6 m7 m8 m9

x (mm) 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
y (mm) 10.0 9.0 8.0 7.0 6.0 5.0 4.0 3.0 2.0
z (mm) 0 0 0 0 0 0 0 0 0

The forward model applied in this work underwent a rigorous verification process [31]
to assess the quality of the resulting temperature fields. The verification steps involved
investigations regarding the accuracy, computational performance, energy consumption,
cost efficiency, and code memory optimization of the in-house CUDA-C code.

2.2. The Inverse Problem

The QOM developed by Magalhães [26] is an optimization method that allows for the
assessment of more than one variable concurrently by minimizing an objective function
(F) given by the sum of squares of the difference between the simulated (T’) and reference
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(T) temperatures. Moreover, F is minimized in a future time step rather than the present
one to increase F sensitivity through the Future Time Regularization (FTR) [32]. This
regularization technique expands the Function Specification Method developed by Beck
et al. [33]. Thus, the regularized objective function may be described by the following:

F =
r

∑
p=0

N

∑
m=1

(T′m,p − Tm,p)
2 (5)

where r is the number of time steps adopted, p is related to the time step position, N is the
total number of thermocouples, and m is the thermocouple number.

Here, T is the numerical temperature computed using reference values of the assessed
parameters, and T’ is the numerical temperature calculated using algorithm guesses, i.e.,
possible values of the parameters of interest. To define the values of each guess, the method
divides a specified domain into 3κ equally distributed points, where κ is the number of
parameters being assessed. Such a domain is addressed as the search domain and comprises
all the possible linear combinations between the parameters, being limited by the maximum
and minimum values each estimated parameter may assume. Then, the objective function
is evaluated for each guess. The closer the assessed parameters are to the reference values,
the closer T’ is to T, and, consequently, the objective function is lower. Therefore, the
evaluation of F supports the definition of the pivot point Gp, being the guess that presents
the minor objective function. A new set of 3κ guesses is distributed around the pivot point,
following pre-defined convergence criteria, which decreases the domain at each interaction.
The convergence process continues until the maximum number of interactions is reached.
All the calculations are performed in an in-house CUDA-C code. In this case, the QOM
algorithm proceeding may be summarized as follows:

1. Initialize the number of variables (κ), convergence rate (τ), search domain bounds,
maximum number of interactions, and number of time steps of the FTR;

2. First division: evaluate the search domain bounds to define the initial guess vector G
of equally spaced guesses within the domain;

3. Settling the pivot point Gp: evaluate the objective function for each guess. The guess
that presents the minimum F is defined as Gp;

4. Redistribution: evaluate τ and Gp to redefine G with guesses equally far from Gp.
5. Convergence: repeat steps 3 and 4 to decrease the domain at each interaction until the

maximum number of interactions is reached.

The size of the initial domain division mentioned in step 2 may be determined for the
general parameter ξ as follows:

∆ξ =
ξ1 − ξ0

4
(6)

where the subscripts 0 and 1 represent the minimum and maximum value the parameter ξ
may assume, i.e., the search domain bounds.

As previously stated, the subsequent divisions of the domain are related to the pivot
point instead of the upper and lower bounds as described in Equation (6). for the first
division. In this instance, the size of the domain division (∆ξ) decreases at each interaction
by a factor c, given by the following:

cj =
j

Π(1− τ)κ−1 (7)

where j is the counter for the interactions.
The convergence process continues until the maximum number of interactions is

reached. At this point, the algorithm returns the combination of parameters of interest
that present the lesser F, being the closest to the real values, as the difference between the
temperature computed using such parameters (T’) and the reference temperature (T) is the
minimum. An algorithm scheme is presented in Figure 4 for illustrative purposes.
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2.3. QOM Applied to the Thermal Conductivity Estimate

Initially, the Quadrilateral Optimization Method is applied to simultaneously define
the coefficients of the nonlinear thermal conductivity function of SAE 1020 (Case I). Then,
the gross heat rate Ω used in the calculus of the heat distribution described in Equation (3) is
estimated along with the nonlinear thermal conductivity function (Case II). To estimate the
thermal conductivity using the heat transfer model described in Section 2.1, it is necessary
to define all the parameters of the function that describes the nonlinear thermal conductivity.
The reference thermal conductivity for SAE 1020 portrayed in Figure 2 may be represented
by Equation (8).

λ(T) = 2.5× 10−5T2 − 5.3× 10−2T + 57.2 (8)

Equation (9) shows the general form of λ(T), where the coefficients of the second-
degree polynomial function (α, β, and γ) are real numbers that vary according to the sample
composition. Hence, for the steel SAE 1020, the goal values the method should find for
Equation (9) parameters α, β, and γ are 2.5×10−5, −5.3×10−2, and 57.2, respectively.

λ(T) = αT2 − βT + γ (9)

Moreover, the estimation of the gross heat rate (Ω) along with the thermal conductivity
function parameters requires the expansion of the algorithm so it minimizes all parameters
concurrently. Such a parameter is constant (=1000 W), with no need for a function to
model its behavior. In such a condition, four variables must be minimized at the same
time. Regarding Ω, the goal value of 1000 W is obtained by the calibration of the forward
model once it corresponds to the heat absorbed by the sample, given in Watts. Table 3
shows the definition of the search domain for estimating the thermal conductivity function
parameters and the gross heat rate and summarizes the reference values. Besides defining
the search domain, the method requires the convergence rate and maximum number of
interactions. This work adopts τ = 0.5 and 16 interactions.

Table 3. Conductivity function parameters and gross heat rate search domain.

Variable Lower Bound Upper Bound Reference

α 2.0 × 10−5 3.0 × 10−5 2.5 × 10−5

β −6.0 × 10−2 −5.0 × 10−2 −5.3 × 10−2

γ 40 80 57.2
Ω 500 1500 1000

In the search domain for Case I, the thermal conductivity function is within the three-
dimensional plane defined by α, β, and γ, limited by the upper and lower bounds for each
parameter. Hence, κ = 3, as there are three parameters of interest. For Case II, κ = 4 (α, β,
γ, and Ω). For better clarification, we elucidate the search domain for Case I. In Figure 5,
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the edges defined by α, β, and γ are represented in red, blue, and green, respectively. For
instance, point A coordinates are (α1, β1, and γ1), which correspond to (3.0 × 10−5, −5.0 ×
10−2, 80), according to Table 3. The gray dotted lines show the initial division of the domain
into 43 equal cuboids. The divisions within the domain are omitted for better delineation.
The inner cuboids dimensions are calculated by Equation (6).
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The guess vector G is defined by the divisions of the search domain, which correspond
to specific combinations of α, β, and γ. When estimating three variables, each G is composed
of 27 guesses, defined by the coordinates of the inner vertexes of the domain division. When
estimating four parameters, 81 guesses are needed to account for the linear combinations
between the parameters.

2.4. Input Data with Added Noise

The theory of linear propagation of uncertainty was applied in this work to extend the
investigation and address the capabilities of the QOM when the input data contains added
uncertainties and noise. Applying the theory of linear propagation of uncertainty results
in [26]

U2 = U2
S′ + U2

T + U2
QOM (10)

where U is the global uncertainty, US’ is the uncertainty associated with experimental
sensors, UT is the numerical thermal model uncertainty, and UQOM is the uncertainty
related to the QOM approach. The US’ uncertainty term encompasses the temperature
sensor positioning and the data acquisition system errors, as well as the thermal contact
resistances involved in the measurements. The UT uncertainty includes the FVM, the
solver truncation, and the numerical (rounding) errors. The UQOM term comprises the
FTR uncertainty.

3. Sensitivity Analysis

In parameter estimation, it is necessary to investigate how expressive the parameter
being assessed is for the calculated results. This investigation allows the verification of
the method’s suitability for estimating such a parameter. The output from the forward
model presented in Section 2.1 is the temperature profile during autogenous LBW. In light
of this, this work evaluates the significance of temperature variation given a disturbance
in the parameters α, β, γ, and Ω by analyzing the evolution of the sensitivity coefficients
with time. The sensitivity coefficients may be obtained through the partial derivative of the
temperature with respect to a specified parameter [34]. However, the unknown parameters may
differ regarding the units or magnitude order. Hence, in order to standardize the coefficients, the
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reduced sensitivity coefficient (S) may be obtained by Equation (11), considering the assessment
of the generic parameter X. In this instance, S is given in degrees Celsius.

S = X
∂T
∂X

(11)

Equation (11) represents the effect of the parameter X over the temperature, consider-
ing the temperature is acquired in one location. However, the direct model computes the
temperature in the nine spots introduced in Table 2. Such configuration may be accounted
for by summing the coefficients for every sensor as follows:

Sn =
N

∑
n=1

X
∂T
∂X

(12)

where Sn is the sensitivity coefficient for N sensors, and N is the number of thermocouples.
In this case, N = 9.

We consider the significance of the temperature variation, given a 1% deviation in
the model parameters, obtained by the central derivative of Equation (12), described by
Equation (13).

Sn =
N

∑
n=1

X
T
(
X + X× 10−2)− T

(
X− X× 10−2)

2X× 10−2 (13)

3.1. Sensitivity of the Thermal Conductivity Function Parameters (α, β, and γ)

The significance of the temperature variation given a 1% disturbance in parameters α,
β, and γ from the thermal conductivity function described in Equation (9) are portrayed
in Figure 6. For all the parameters, the reduced sensitivity coefficient is equal or close
to 0 from the beginning of the experiment until circa 0.200 s. The null values occur be-
cause there is no significant temperature variation during this period, so T = T∞ = 20 ◦C
despite the parameters variations. After the constant period, Sn assumes positive values
for about 0.1 s before dropping significantly. It corresponds to the pre-heating when the
sample is subjected to a slight heat loss by convection, given the low temperature of the
shielding gas jet. The sample temperature at all the considered spots should be greater than
20 ◦C when the coefficients start decreasing, assuming negative values from circa
0.400 s. Besides this behavior, every parameter investigated exerts significant influence on
the temperature computed during the experiment, given the magnitudes of Sn. The most
significant Sn values for α, β, and γ are −23.88, −51.75, and −86.02, respectively. Such
values are found from 0.540 to 0.640 s. Therefore, the method is sensitive enough to assess
the thermal conductivity function parameters, considering the temperature acquired by the
nine sensors at the positions determined in Table 2.
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3.2. Sensitivity of the Gross Heat Rate (Ω)

Figure 7 shows the evolution of the reduced sensitivity coefficient with the time for
the gross heat rate. The parameter Ω exerts no influence on the temperature for the initial
0.300 s, corresponding to the period where the temperature difference is irrelevant. After
that, the temperature variation given Ω increases at an enhanced rate for circa 0.1 s, and
then the rate decreases. As previously stated, this time corresponds to the sample cooling
by the action of the shielding gas, enhancing the heat transfer due to a more significant
thermal gradient between the sample once its temperature is lower than 20 ◦C. When the
sample temperature exceeds room temperature, the thermal gradient decreases, and so
does the efficiency of the heat source. The most significant Sn for the gross heat rate is
111.7 ◦C, found at 0.573 s. The coefficients presented considerable values until the experi-
ment ended.
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4. Future Time Regularization (FTR) Analysis

The objective function sensitivity is enhanced by the FTR, so F is calculated as described
in Equation (5). Here, one may not calibrate the reference temperature T, which is constant
in time and location, nor the numerical temperature T’, once the values result from the
guesses automatically defined by the code. In this circumstance, one may attain more exact
estimates by adjusting the number of time steps r or the number of thermocouples N or
both. In order to evaluate the effect of different r on the assessments, this work considers
the N constant (=9) once the Sn calculated using this thermocouple configuration presents
acceptable values, as shown in Figures 6 and 7.

Therefore, different numbers of time steps were applied to perform the estimates
using the QOM. Here, the investigation of the relationships between r, the assessments
accuracy, and the computational time required aims to attain the optimum number of
time steps that should be considered for the parameter calculations. Considering the Sn
calculated for α, β, γ, and Ω, it is possible to affirm the need for a considerable temperature
variation so the method is sensitive enough to perform the estimates. In this case, the
time considered for the calculations should be greater than the initial period where the
temperature is comparable to 20 ◦C. The temperature profile depicted in Figure 3 implies
that the temperature surpasses 20 ◦C close to 0.300 s. In order to determine the exact point
in time where T > 20 ◦C for all the sensors, it is necessary to define such a point for the
sensor placed farther away from the heat source. If the temperature at this point is greater
than 20 ◦C during heating, the temperature at the other considered locations will also
exceed 20 ◦C. Hence, Figure 8 shows the temperature profile for sensor m9 from 0 to 0.4 s.
Here, the temperatures for the sensors m1 to m8 are omitted because the thermocouple m9
is farther from the heat source than the other sensors. The intersection between the dashed
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lines delimits the point in time from which the temperature assumes values greater than
20 ◦C. Therefore, more than 0.308 s should be used for the estimates. Moreover, it is possible
to observe that the cooling caused by the shielding gas is less than 0.01 ◦C at this point.
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Figure 8. Temperature profile at sensor m9 during 0.4 s.

The time and time step size ratio gives the number of time steps r. As the temperature
is calculated at points 0.001 s from each other, r is given by the following:

r =
t

0.001
(14)

So, to consider times over 0.308 s, one should apply r bigger than 308 to compute the
objective function. Figure 9 highlights the Sn evolution for α, β, and γ from 0.3 to 0.6 s to
guarantee the period Sn assumes considerable values. One may notice that the coefficients
for all the parameters are unsuitable for the estimations at 0.308 s remaining close to 0 up
to 0.350 s. To ensure that Sn is greater than the possible noise in the temperature data, we
consider an absolute Sn of at least 5 ◦C appropriate. The α and β Sn are comparable to
−5 ◦C at 0.410 s. However, the γ Sn passes such a value at 0.443 s. As all the parameters
are appraised simultaneously, the lesser appropriate r is 443.
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In light of this, r values ranging from 450 to 900 were considered. The estimates
obtained using the QOM, the reference values, and the error percentages are shown in
Table 4. Also, the last column of the table refers to the objective function F obtained given
the respective combination of α, β, and γ pondered by r. Such an assumption allows for
the comparison of the data, disregarding the number of points summed. If the accuracy
for each parameter was considered independently, the best r configuration would be 900
for α, 550 for β, and 800 or 850 for γ. However, by observing F, it is possible to obtain the
combination of α, β, and γ, for which the computed temperature is closer to the reference
temperature. As all the parameters are assessed simultaneously, r = 450 should be applied.

Table 4. Effect of the number of time steps in the estimates results.

α β γ

F
Reference 2.50 × 10−5 −5.30 × 10−2 57.20

Value
(×10−5)

Error
(%)

Value
(×10−2)

Error
(%) Value Error

(%)

r = 450 2.54 −1.7 −5.62 −6.1 59.9 −4.7 0.69
r = 500 2.54 −1.7 −5.62 −6.1 59.9 −4.8 1.16
r = 550 2.54 −1.7 −5.61 −5.9 59.7 −4.4 2.06
r = 600 2.54 −1.7 −5.65 −6.5 59.9 −4.7 5.35
r = 650 2.54 −1.7 −5.66 −6.8 59.9 −4.7 9.49
r = 700 2.54 −1.7 −5.65 −6.5 59.7 −4.3 11.22
r = 750 2.54 −1.7 −5.65 −6.5 59.6 −4.3 13.31
r = 800 2.54 −1.7 −5.65 −6.5 59.6 −4.2 14.85
r = 850 2.54 −1.7 −5.65 −6.5 59.6 −4.2 16.00
r = 900 2.51 −0.4 −5.65 −6.5 59.7 −4.4 23.50

In addition, the relationship between the computational time (t) required to perform
the estimates and r is portrayed in Figure 10. In this period, the algorithm computes
432 times the direct model, given different combinations of α, β, and γ, and compares
the results with the reference temperature to minimize the objective function, which is
also calculated 432 times. Observing a linear proportion between the computational
time required for the estimates and r is possible. The time varies because more or less
temperature data are considered in the estimates. The dashed line stands for the linear
trendline of the relationship between r and the time, described by Equation (15), with an
R2 of 0.9994. The computational time ranges from 2760 to 5820 ± 60 s. Thus, one should
choose 450 r to estimate the thermal conductivity function parameters, as the estimates
accuracy and computational time are satisfactory.

t = 6.8436r− 365.4545 (15)
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Moreover, it is also possible to use r = 450 for Case II, given the expressive Sn for Ω
until 0.450 s. The initial evolution of Sn with time is highlighted in Figure 11 for 0.300 to
0.450 s. The Sn exceeds 5 ◦C at 0.387 s, increasing to 83.6 ◦C at 0.450 s.
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5. Effect of Measurement Errors on the Estimated Results

Acquiring the temperature field using a numerical model implies no noise, measure-
ment errors, or uncertainties once the computations are exact. However, experimental data
could be used as a baseline for estimating materials thermal properties through the QOM,
and possible temperature measurement errors may be enhanced in the estimation result,
resulting in the method’s instability [23]. In this case, evaluating if the algorithm would
return comparable results for noisy data is necessary. Hence, the QOM was applied to
assess the parameters α, β, γ, and Ω given a disturbed temperature profile, as described in
Section 2.4. The noise was added to the reference temperature profile (Figure 3) to verify if
the method would return comparable results. A standard deviation of 10% was considered.

MATLAB® was used to add normalized random errors to the reference temperature.
Such data were implemented in the algorithm as the reference temperature, considering
the optimum r of 450. The results obtained by the QOM are shown in Table 5 for Cases I
and II, as well as the error percentages for each parameter. One may notice that the errors
remained lower than the imposed standard deviation for every parameter. Regarding Case
I, there is a remarkable similarity between the values estimated with noisy data (Table 5)
and the reference temperature (Table 4). This fact corroborates that the method is robust
enough to perform the estimates, even if there is noise in the input data.

Table 5. Estimated parameters and errors associated with noisy data.

Parameter α β γ Ω

Goal value 2.50 × 10−5 −5.30 × 10−2 57.20 1000

Case I
QOM result 2.54 × 10−5 −5.62 × 10−2 59.9 --

Error (%) 1.7 6.1 4.7 --

Case II
QOM result 2.50 × 10−5 −5.44 × 10−2 62.2 1071

Error (%) 0.0 2.7 8.8 7.1

6. Estimation Results

The estimations were performed by implementing the starting conditions described in
Table 6. The results are presented in Sections 6.1 and 6.2 for Cases I and II, respectively.
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Table 6. QOM algorithm parameters used in the estimations.

Parameter
Value

Case I Case II

κ 3 4
Points in G 27 81

τ 0.5 0.5
Search domain bounds See Table 3.
Maximum number of

interactions 16 16

r 450 450

6.1. Case I: Nonlinear Thermal Conductivity Function

The estimated thermal conductivity in function of the temperature may be expressed
as follows:

λ(T) = 2.5× 10−5T2 − 5.6× 10−2T + 59.9 (16)

Note that such values for the parameters α, β, and γ were obtained when applying
the optimal r configuration discussed in Section 4. When implementing Equation (16)
in the direct model, the calculated temperature presents no significant deviations from
the reference temperature during the experiment period at all thermocouples. Figure 12
shows good agreement between the data. In this matter, the numerical temperature profiles
computed with the reference nonlinear thermal conductivity are represented by the solid
lines, while the dotted lines depict the numerical temperature profiles acquired using the
estimated nonlinear thermal conductivity function.
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Figure 12. Comparison between the numerical temperature profiles computed using the reference
and the estimated nonlinear thermal conductivity function (Case I).

The relative error further analyzes the corroboration for the good agreement between
the temperature. Table 7 describes the maximum deviation in percentages between the
temperatures calculated when implementing Equations (8) and (16). It is possible to notice
that the deviation is homogeneous for all the temperature acquisition spots, with an average
of 2.46%.
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Table 7. Most expressive deviations between the numerical temperature profiles computed using the
reference and the estimated λ(T) in terms of percent error.

Sensor m1 m2 m3 m4 m5 m6 m7 m8 m9

Error (%) 2.19 2.78 2.88 2.84 2.74 2.46 2.29 2.00 1.97

6.2. Case II: Nonlinear Thermal Conductivity Function and Gross Heat Rate

The results obtained using the QOM to assess α, β, γ, and Ω and their respective error
percentages are shown in Table 8.

Table 8. Results attained for Case II applying 450 r.

Reference
α β γ Ω

2.50 × 10−5 −5.30 × 10−2 57.20 1000

Value
(×10−5) Error (%) Value

(×10−2) Error (%) Value Error (%) Value Error (%)

r = 450 2.57 2.8 −5.56 4.97 57.7 1.0 1071 7.1

Hence, the nonlinear thermal conductivity may be approximated by the following:

λ(T) = 2.6× 10−5T2 − 5.6× 10−2T + 57.8 (17)

The dotted lines of Figure 13 represent the temperatures calculated using Equation (17)
and Ω = 1071 W. It is possible to observe that the temperatures computed with the estimated
thermal conductivity slightly overestimate the reference temperatures (solid lines). This
tendency is found because the gross heat rate is 71 W greater than the reference value,
so more heat is being provided to the sample, increasing its temperature. Regarding the
peak temperatures, the more significant deviation is found at sensor m4, corresponding
to less than 5% of the reference temperature. Hence, the estimated values of α, β, γ, and
Ω are acceptable.
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The magnitudes of the overestimates are depicted in Table 9, which shows the most
significant error percentages when using Equations (8) and (17) to attain the temperature
field. The error percentages are inversely proportional to the thermocouple distance
to the heat source. As the overestimate is mainly due to the greater heat input, such
a tendency emphasizes the more significant Ω effect in the temperatures calculated at
positions near the heat source. Indeed, the temperature computed at m1 directly reflects
the Ω magnitude. However, such an overestimate should not interfere with the experiment
results, as it is insufficient to cause steel’s phase or microstructural changes during all
experimental periods.

Table 9. Most expressive deviations between the numerical temperature profiles computed using the
reference and the estimated λ(T) and Ω in terms of percent error.

Sensor m1 m2 m3 m4 m5 m6 m7 m8 m9

Error (%) 11.09 8.65 7.54 6.14 5.57 4.69 4.31 3.82 3.60

7. Conclusions

This work proposes an inverse method for estimating the thermal conductivity and
gross heat rate during an autogenous LASER Beam Welding experiment. Two cases are
considered. In Case I, we assess the three parameters that compose the second-degree
conductivity function of temperature. In Case II, the gross heat rate related to the heat
distribution is also estimated, in addition to the nonlinear thermal conductivity function.
The temperature field is acquired by solving the three-dimensional heat diffusion equation
using an in-house CUDA-C code. Such a language is also used to implement the inverse
method. A gradient descendent technique called the Quadrilateral Optimization Method
(QOM) is applied to optimize the parameters. The method’s suitability for Cases I and II
is investigated by considering the sensitivity of the temperature for every parameter of
interest and the stability of the method when performing the assessments from noisy data.
After assuring the method is sensitive enough, we evaluate the effect of the number of time
steps used in the regularization technique to optimize the estimates considering accuracy
and computational time. The primary outcomes may be summarized as follows:

1. The method is sensitive enough to provide precise estimates of the nonlinear thermal
conductivity function and the gross heat rate simultaneously. The estimates consider
nine points of temperature acquisition (see Table 2) during a 2.0 s experiment.

2. The method sensitivity may be enhanced by calibrating the parameter r of the Future
Time Regularization (FTR). The effect of r on the computational time and estimate
accuracy was investigated. The optimum r that minimizes the computational time
and presents considerable accuracy is 450.

3. The comparison between the simulated temperature using reference and estimated
values showed that the estimated parameters could be used as input data to calculate
the heat transfer during SAE 1020 LBW. In Case I, the error remained lower than 3%.
Case II presents more significant error percentages mainly due to the sensitivity of Ω.
The values decrease from 11% with the sensor distance to the heat source.

4. The computational time required for the estimates using 450 r is 46 ± 1 min and
99 ± 1 min for Cases I and II, respectively. In the former case, the direct model is
calculated 432 times; in the latter case, the direct model is calculated 1296 times.

The results presented in this work emphasize the extent to which the QOM may
be applied for IHTPs by performing the novel estimation of three and four parameters
simultaneously, including both a thermophysical property and a process parameter. The
main gaps of the adopted procedure consist of the requirement to know the functional form
that best suits the modelization of property evolution with temperature. Also, the authors
chose not to model the austenite decomposition of steel during solidification. One may also
find slight differences when estimating the properties during the heating and cooling of
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the sample. Future works will address such behavior by considering different functions to
model the thermal conductivity under determined temperature ranges. In addition, we
intend to investigate the method’s sensitivity further by analyzing the amount and location
of the thermocouples.
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Abstract: A two-dimensional heat diffusion problem with a heat source that is a quasilinear parabolic
problem is examined analytically and numerically. Periodic boundary conditions are employed. As
the problem is nonlinear, Picard’s successive approximation theorem is utilized. We demonstrate the
existence, uniqueness, and constant dependence of the solution on the data using the generalized
Fourier method under specific conditions of natural regularity and consistency imposed on the input
data. For the numerical solution, an implicit finite difference scheme is used. The results obtained
from the analytical and numerical solutions closely match each other.

Keywords: quasilinear parabolic equation; periodic boundary condition; generalized Fourier method;
finite difference method

1. Introduction

The investigation of a mathematical model has broad implications for a great number
of important applications, such as chemical diffusions [1,2], heat conduction problems, [3–5],
population dynamics [6], thermoelasticity [7], medical science, electrochemistry [8], engi-
neering, and control theory. This necessitates the analysis of two-dimensional parabolic
partial differential equations with nonlocal boundary conditions [9–11].

The heat diffusion equation is one of the two-dimensional quasilinear parabolic prob-
lems. It is employed to determine temperature distribution in every region of the domain at
desired time for conduction heat transfer problems. Heat transfer by conduction involves
temperature differences in a solid or stationary fluid. Information on temperature distribu-
tion in a solid can be utilized to determine structural integrity through assessing thermal
stresses, expansions, deflections, and cracks. The evaluation and propagation of granite
thermal stresses and thermal cracks with time are shown in Figure 1 [12]. The temperature
distribution can also be used to optimize the thickness of an insulating material or to
determine the compatibility of the material with special coatings or adhesives used [13].

Initial and boundary conditions are required for solving the two-dimensional quasilin-
ear parabolic problem, such as the heat diffusion equation. Some of boundary conditions
for the heat diffusion equation, Dirichlet (or first kind) determines the fixed temperature
at surfaces. For example, the surface is very close to this when it comes into contact with
a melting solid and/or a boiling liquid. In both cases, heat transfer occurs at the surface,
whereas the surfaces remain at the temperature of phase-changing process [13]. Neumann
(or the second type) corresponds to the presence of constant heat flux on the surface. This
heat flux is related to the temperature at the surface according to Fourier’s law and can
be accomplished by bonding a thin electric heater to the surface. A special case of this
situation corresponds to a perfectly insulated or adiabatic surface. A periodic boundary
condition is combined with Dirichlet and Neumann boundary conditions [14], and it is set
to isolate repeating temperature distribution in the solution’s domain [15].
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Figure 1. Evaluation and propagation of granite thermal stress field and thermal cracks [12]. 

The periodic boundary condition, a special case of the nonlocal boundary [16] condi-
tion, is used in the present investigation. Generally, the periodic boundary condition is 
often employed in numerical simulations and mathematical models. Additionally, the pe-
riodic boundary condition results from many important applications in heat transfer, fluid 
dynamics, life sciences, and used lunar theory [14,17,18]. 

There are analytical methods available for solving two-dimensional quasilinear par-
abolic problems. One of these methods is the Fourier method. Baglan and Kanca analyti-
cally solved the two-dimensional quasilinear parabolic problem (heat diffusion) with an 
inverse coefficient and a heat source using the Fourier method [14,19]. The two-dimen-
sional heat diffusion equation with time-dependent thermal conductivity and a heat 
source problem is analytically solved with the Fourier method by the same authors [20]. 
Additionally, similar analytical solutions for fractional diffusion equations can be found 
in the literature [21–23]. 

In order to solve the two-dimensional quasilinear parabolic problem, several numer-
ical methods are available, such as the finite difference method [24,25], the finite element 
method [26,27], the finite volume method [28], and the lattice Boltzmann methods 
[15,29,30]. Denghan solved the one-dimensional heat diffusion equation numerically us-
ing the finite difference method [31]. In this study, three different schemes were employed, 
namely, the backward time-centered space (BTCS) implicit scheme, the implicit Crandall’s 
method, the forward time-centered space (FTCS) explicit scheme, and the Dufort–Frankel 
three-level techniques. The Crank–Nicolson implicit scheme is used to numerically solve 
the one-dimensional heat diffusion equation with an inverse coefficient by Baglan et al. 
[32]. Kanca and Baglan numerically solved the two-dimensional heat diffusion equation 
with periodic boundary conditions [20]. An implicit finite difference scheme is used for 
numerical solutions. Hamila et al. [33] investigated the effects of changes in thermal con-
ductivity on several transient heat transfer problems using the lattice Boltzmann methods 
(LBM). Benchmark problems containing conduction and/or radiation with constant ther-
mal conductivity were calculated and simulated. The heat diffusion equation was solved 
numerically by exclusively using the lattice Boltzmann methods. The numerical results 
closely aligned with the available results in the literature. 

The finite difference method is one of the existing numerical methods considered in 
the present investigation that can be applied to solve partial differential equations. The 
finite difference method is based on the discretization of differential equations through 
finite difference equations. Finite difference approximations have algebraic forms and re-
late the value of a dependent variable at one point in the solution region to the values at 
some neighboring points. Using Taylor series is the most usual way to construct these 
approximations. The numerical method recommended here is the implicit finite difference 
method. This method supports second order accuracy in the spatial grid sizes and first 
order time grid size. The explicit finite scheme has a restriction of determining time step 

Figure 1. Evaluation and propagation of granite thermal stress field and thermal cracks [12].

The periodic boundary condition, a special case of the nonlocal boundary [16] con-
dition, is used in the present investigation. Generally, the periodic boundary condition
is often employed in numerical simulations and mathematical models. Additionally, the
periodic boundary condition results from many important applications in heat transfer,
fluid dynamics, life sciences, and used lunar theory [14,17,18].

There are analytical methods available for solving two-dimensional quasilinear parabolic
problems. One of these methods is the Fourier method. Baglan and Kanca analytically
solved the two-dimensional quasilinear parabolic problem (heat diffusion) with an inverse
coefficient and a heat source using the Fourier method [14,19]. The two-dimensional heat
diffusion equation with time-dependent thermal conductivity and a heat source problem is
analytically solved with the Fourier method by the same authors [20]. Additionally, similar
analytical solutions for fractional diffusion equations can be found in the literature [21–23].

In order to solve the two-dimensional quasilinear parabolic problem, several numeri-
cal methods are available, such as the finite difference method [24,25], the finite element
method [26,27], the finite volume method [28], and the lattice Boltzmann methods [15,29,30].
Denghan solved the one-dimensional heat diffusion equation numerically using the finite
difference method [31]. In this study, three different schemes were employed, namely, the
backward time-centered space (BTCS) implicit scheme, the implicit Crandall’s method, the
forward time-centered space (FTCS) explicit scheme, and the Dufort–Frankel three-level
techniques. The Crank–Nicolson implicit scheme is used to numerically solve the one-
dimensional heat diffusion equation with an inverse coefficient by Baglan et al. [32]. Kanca
and Baglan numerically solved the two-dimensional heat diffusion equation with periodic
boundary conditions [20]. An implicit finite difference scheme is used for numerical so-
lutions. Hamila et al. [33] investigated the effects of changes in thermal conductivity on
several transient heat transfer problems using the lattice Boltzmann methods (LBM). Bench-
mark problems containing conduction and/or radiation with constant thermal conductivity
were calculated and simulated. The heat diffusion equation was solved numerically by
exclusively using the lattice Boltzmann methods. The numerical results closely aligned
with the available results in the literature.

The finite difference method is one of the existing numerical methods considered in
the present investigation that can be applied to solve partial differential equations. The
finite difference method is based on the discretization of differential equations through
finite difference equations. Finite difference approximations have algebraic forms and
relate the value of a dependent variable at one point in the solution region to the values
at some neighboring points. Using Taylor series is the most usual way to construct these
approximations. The numerical method recommended here is the implicit finite difference
method. This method supports second order accuracy in the spatial grid sizes and first
order time grid size. The explicit finite scheme has a restriction of determining time step
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size due to stability requirements for the numerical solution of the two-dimensional heat
diffusion equation.

In the present paper, we establish the existence, uniqueness, and continuous depen-
dence of the solution on the data. We derive the analytical solution by the Fourier Method
and Picard’s successive approximation for the two-dimensional heat diffusion problem
with periodic boundary conditions [14,19,20]. For the numerical solution, we employ
an implicit finite difference approximation. The numerical solution demonstrates good
agreement with the analytical solution.

This problem is nonlinear. Obtaining an analytical solution for a nonlinear problem is
only possible through a few methods, namely, the Fourier Method, the maximum principle
method, and/or the operation method. The periodic boundary condition used in the
problem poses a challenging condition, and analytically solving this boundary condition
is very difficult. Generally, in the literature, there are very few analytical solutions for
problems that are both nonlinear and have periodic boundary conditions. As mentioned
before, we utilized the Fourier method along with the Picard’s successive approximation
for our analytical solution. We compared this analytical solution with a numerical solution,
highlighting the novelty of our study.

2. The Problem with Periodic Boundary Conditions

Let us examine the two-dimensional, quasilinear heat diffusion problem with the heat
source given below,

∂T
∂τ

=
∂2T
∂α2 +

∂2T
∂β2 + h(α, β, τ, T), (1)

with the initial condition,

T(α, β, 0) = φ(α, β), α ∈ [0, π], β ∈ [0, π], (2)

and with the periodic boundary conditions,

T(0, β, τ) = T(π, β, τ), β ∈ [0, π], τ ∈ [0,
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(0, , ) = ( , , ), 0, , 0,
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T T

T T

 

 

       

       

  

  
 (4)

Studies involving equations similar to the heat diffusion equation we solved in our 
work can be found in the literature [13,14,19,20,32]. In Equations (1)–(4), where T is tem-
perature distribution, h is a source function,   and   represent the direction, and   
and  are time and maximum time, respectively. The domain size is   for the   and 
  directions.   is the initial condition. A schematic figure of the problem with bound-

ary conditions is shown in Figure 2.  

]
T(α, 0, τ) = T(α, π, τ), α ∈ [0, π], τ ∈ [0,
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Studies involving equations similar to the heat diffusion equation we solved in our 
work can be found in the literature [13,14,19,20,32]. In Equations (1)–(4), where T is tem-
perature distribution, h is a source function,   and   represent the direction, and   
and  are time and maximum time, respectively. The domain size is   for the   and 
  directions.   is the initial condition. A schematic figure of the problem with bound-

ary conditions is shown in Figure 2.  

],
(3)

Tα(0, β, τ) = Tα(π, β, τ), β ∈ [0, π], τ ∈ [0,
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Studies involving equations similar to the heat diffusion equation we solved in our 
work can be found in the literature [13,14,19,20,32]. In Equations (1)–(4), where T is tem-
perature distribution, h is a source function,   and   represent the direction, and   
and  are time and maximum time, respectively. The domain size is   for the   and 
  directions.   is the initial condition. A schematic figure of the problem with bound-

ary conditions is shown in Figure 2.  

]
Tβ(α, 0, τ) = Tβ(α, π, τ), α ∈ [0, π], τ ∈ [0,
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].
(4)

Studies involving equations similar to the heat diffusion equation we solved in our
work can be found in the literature [13,14,19,20,32]. In Equations (1)–(4), where T is
temperature distribution, h is a source function, α and β represent the direction, and τ and
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are time and maximum time, respectively. The domain size is π for the α and β directions.
φ is the initial condition. A schematic figure of the problem with boundary conditions is
shown in Figure 2.
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T(α, β, τ) = T0(τ)
4 +

∞
∑

r,s=1
Tcrs(τ) cos(2rα) cos(2sβ) +

∞
∑

r,s=1
Tscrs(τ) sin(2rα) cos(2sβ)

+
∞
∑

r,s=1
Tcsrs(τ) cos(2rα) sin(2sβ) +

∞
∑

r,s=1
Tsrs(τ) sin(2rα) sin(2sβ).

(5)

where the Fourier coefficients:

T0(τ) = T0(0) +
4

π2

t∫

0

π∫

0

π∫

0

h(α, β, τ, T)dαdβdτ,

Tcrs(τ) = Tcrs(0)e
−

t∫
0
[(2r)2+(2s)2]dt

+
4

π2

t∫

0

π∫

0

π∫

0

e
−

t∫
τ
[(2r)2+(2s)2]dt

h(α, β, τ, T) cos(2rα) cos(2sβ)dαdβdτ,

Tcsrs(τ) = Tcsrs(0)e
−

t∫
0
[(2r)2+(2s)2]dt

+
4

π2

t∫

0

π∫

0

π∫

0

e
−

t∫
τ
[(2r)2+(2s)2]dt

h
(

α, β, τ, T(N)
)

cos(2rα) sin(2sβ)dαdβdτ,

Tscrs(τ) = Tscrs(0)e
−

t∫
0
[(2r)2+(2s)2]dt

+
4

π2

t∫

0

π∫

0

π∫

0

e
−

t∫
τ
[(2r)2+(2s)2]dt

h(α, β, τ, T) sin(2rα) cos(2sβ)dαdβdτ,

Tsrs(τ) = Tsrs(0)e
−

t∫
0
[(2r)2+(2s)2]dt

+
4

π2

t∫

0

π∫

0

π∫

0

e
−

t∫
τ
[(2r)2+(2s)2]dt

h(α, β, τ, T) sin(2rα) sin(2sβ)dαdβdτ.

Then, we obtain the solution:

T(α, β, τ) = 1
4

(
ϕ0 +

4
π2

t∫
0

h0(τ, T)dτ

)

+
∞
∑

r,s=1


ϕcrs +

4
π2

t∫
0

e
−

t∫
τ
[(2r)2+(2s)2]dt

hcrs(τ, T)dτ


 cos(2rα) cos(2sβ)

+
∞
∑

r,s=1


ϕcsrs +

4
π2

t∫
0

e
−

t∫
τ
[(2r)2+(2s)2]dt

hcsrs(τ, T)dτ


 cos(2rα) sin(2sβ)

+
∞
∑

r,s=1


ϕscrs +

4
π2

t∫
0

e
−

t∫
τ
[(2r)2+(2s)2]dt

hscrs(τ, T)dτ


 sin(2rα) cos(2rβ)

+
∞
∑

r,s=1


ϕsrs +

4
π2

t∫
0

e
−

t∫
τ
[(2r)2+(2s)2]dr

hsrs(τ, T)dτ


 sin(2rα) sin(2sβ)

(6)

where h0, hcrs, hcsrs, hscrs, and hsrs are the Fourier coefficients of the source function.

3. Analytical Solution of the Problem

Let us assume the following rules for the functions used in the problem:

(A) ϕ(α, β)C1,1([0, π]× [0, π]),

Let L be constant, ‖ϕ‖ ≤ L,

ϕ(0, β) = ϕ(π, β), ϕα(0, β) = ϕα(π, β),
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ϕ(α, 0) = ϕ(α, π), ϕβ(α, 0) = ϕβ(α, π).

(B) Let h(α, β, τ, v) have the following properties:
∣∣∣∣∣
∂h(α, β, τ, T)

∂α
− ∂h

(
α, β, τ, T

)

∂α

∣∣∣∣∣ ≤ b(α, β, τ)
∣∣T − T

∣∣,

∣∣∣∣∣
∂h(α, β, τ, T)

∂β
− ∂h

(
α, β, τ, T

)

∂β

∣∣∣∣∣ ≤ b(α, β, τ)
∣∣T − T

∣∣,

∣∣∣∣∣
∂h(α, β, τ, T)

∂α∂β
− ∂h

(
α, β, τ, T

)

∂α∂β

∣∣∣∣∣ ≤ b(α, β, τ)
∣∣T − T

∣∣,

where
b(α, β, τ) ∈ L2, b(α, β, τ) ≥ 0,

b(α, β, τ) ∈ C1,1,0[0, π],

h(α, β, τ, T)|α=0 = h(α, β, τ, T)|α=π ,

hα(α, β, τ, T)|α=0 = hα(α, β, τ, T)|α=π ,

hβ(α, β, τ, T)
∣∣
β=0 = hβ(α, β, τ, T)

∣∣
β=π

,

hαβ(α, β, τ, T)
∣∣
α=0 = hαβ(α, β, τ, T)

∣∣
α=π

,

hαβ(α, β, τ, T)
∣∣
β=0 = hαβ(α, β, τ, T)

∣∣
β=π

.

and where b(α, β, τ) is the Lipschitz coefficient.

Definition 1.
{T(τ)} = {T0(τ), Tcrs(τ), Tcsrs(τ), Tscrs(τ), Tsrs(τ)},

max
0≤t≤T

|T0(τ)|
4

+
∞

∑
r,s=1




max
0≤t≤T

|Tcrs(τ)|+ max
0≤t≤T

|Tcsrs(τ)|
+ max

0≤t≤T
|Tscrs(τ)|+ max

0≤t≤T
|Tsrs(τ)|


 < ∞,

‖T(τ)‖ = max
0≤t≤T

|T0(τ)|
4

+
∞

∑
r,s=1




max
0≤t≤T

|Tcrs(τ)|+ max
0≤t≤T

|Tcsrs(τ)|
+ max

0≤t≤T
|Tscrs(τ)|+ max

0≤t≤T
|Tsrs(τ)|


.

is called Banach (B) norm.

Problem (1)–(4) is a nonlinear problem; therefore, an iterative method should be
employed to determine the existence, uniqueness, and convergence of the problem. The
solution using the Picard Successive Iteration method is as follows.

Theorem 1. Let the assumptions (A)–(B) be satisfied, then the problem has a unique solution.
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Proof. As an iteration for the problem.

T0
(N+1)(τ) = T0

(0)(0) +
4

π2

t∫

0

π∫

0

π∫

0

h
(

α, β, τ, T(N)
)

dαdβdτ,

Tcrs
(N+1)(τ) = Tcrs

(0)(0)e
−

t∫
0
[(2r)2+(2s)2]dt

+
4

π2

t∫

0

π∫

0

π∫

0

e
−

t∫
τ
[(2r)2+(2s)2]dt

h
(

α, β, τ, T(N)
)

cos(2mα) cos(2nβ)dαdβdτ,

Tcsrs
(N+1)(τ) = Tcsrs

(01)(0)e
−

t∫
0
[(2r)2+(2s)2]dt

+
4

π2

t∫

0

π∫

0

π∫

0

e
−

t∫
τ
[(2r)2+(2s)2]dt

h
(

α, β, τ, T(N)
)

cos(2rα) sin(2sβ)dαdβdτ,

Tscrs
(N+1)(τ) = Tscrs

(0)(0)e
−

t∫
0
[(2r)2+(2s)2]dt

+
4

π2

t∫

0

π∫

0

π∫

0

e
−

t∫
τ
[(2r)2+(2s)2]dt

h
(

α, β, τ, T(N)
)

sin(2rα) cos(2sβ)dαdβdτ,

Tsrs
(N+1)(τ) = Tsrs

(0)(0)e
−

t∫
0
[(2r)2+(2s)2]dt

+
4

π2

t∫

0

π∫

0

π∫

0

e
−

t∫
τ
[(2r)2+(2s)2]dt

h
(

α, β, τ, T(N)
)

sin(2rα) sin(2sβ)dαdβdτ.

where N is the iteration number.
By applying the Cauchy, Bessel, and Hölder inequalities and the Lipschitz condition,

we have

∥∥∥T(1)(τ)
∥∥∥ = max

0≤t≤T

∣∣∣T(1)
0 (τ)

∣∣∣
4 +

∞
∑

r,s=1




max
0≤t≤T

∣∣∣T(1)
crs (τ)

∣∣∣+ max
0≤t≤T

∣∣∣T(1)
csrs(τ)

∣∣∣

+ max
0≤t≤T

∣∣∣T(1)
scrs(τ)

∣∣∣+ max
0≤t≤T

∣∣∣T(1)
srs (τ)

∣∣∣




≤ |ϕ0(τ)|
4 +

∞
∑

r,s=1
|ϕcrs(τ)|+ |ϕcsrs(τ)|+ |ϕscrs(τ)|+ |ϕsrs(τ)|

+
(

2π2
√

T+3
√

T
3π2

)
‖b(α, β, τ)‖

∥∥∥T(0)(τ)
∥∥∥+

(
2π2
√

T+3
√

T
3π2

)
M.

(7)

where ϕ0, ϕcrs, ϕcsrs, ϕscrs, and ϕscs are the Fourier coefficients of the source function. M
presents the arbitrary constant.

From the theorem, T(0)(τ) ∈ B.
Applying for the step N,

∥∥∥T(N+1)(τ)
∥∥∥ = max

0≤t≤T

∣∣∣T(N)
0 (τ)

∣∣∣
4 +

∞
∑

r,s=1




max
0≤t≤T

∣∣∣T(N)
crs (τ)

∣∣∣+ max
0≤t≤T

∣∣∣T(N)
csrs (τ)

∣∣∣

+ max
0≤t≤T

∣∣∣T(N)
scrs (τ)

∣∣∣+ max
0≤t≤T

∣∣∣T(N)
srs (τ)

∣∣∣




≤ |ϕ0(τ)|
4 +

∞
∑

r,s=1
|ϕcrs(τ)|+ |ϕcsrs(τ)|+ |ϕscrs(τ)|+ |ϕsrs(τ)|

+
(

2π2
√

T+3
√

T
3π2

)
‖b(α, β, τ)‖

∥∥∥T(N)(τ)
∥∥∥+

(
2π2
√

T+3
√

T
3π2

)
M.

(8)

We receive T(N)(τ) ∈ B since T(N+1)(τ) ∈ B.
Let us show that T(N+1)(τ) is converged for N → ∞ .
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∥∥∥T(1) − T(0)
∥∥∥ ≤ 1

4


 4

π2

t∫
0

π∫
0

π∫
0

[
h(α, β, τ, T(0))− h(α, β, τ, 0)

]
e
−

t∫
τ
[(2r)2+(2s)2]dt

dαdβdτ




+ 1
4


 4

π2

t∫
0

π∫
0

π∫
0
[h(α, β, τ, 0)]e

−
t∫

τ
[(2r)2+(2s)2]dt

dαdβdτ




+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0

[
h(α, β, τ, T(0))− h(α, β, τ, 0)

]
e
−

t∫
τ
[(2r)2+(2s)2]dt

cos(2rα) cos(2sβ)dαdβdτ

+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0
[(α, β, τ, 0)]e

−
t∫

τ
[(2r)2+(2s)2]dt

cos(2rα) cos(2sβ)dαdβdτ

+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0

[
h(α, β, τ, T(0))− h(α, β, τ, 0)

]
e
−

t∫
τ
[(2r)2+(2s)2]dt

cos(2rα) sin(2sβ)dαdβdτ

+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0
[h(α, β, τ, 0)]e

−
t∫

τ
[(2r)2+(2s)2]dt

cos(2rα) sin(2sβ)dαdβdτ

+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0

[
h(α, β, τ, T(0))− h(α, β, τ, 0)

]
e
−

t∫
τ
[(2r)2+(2s)2]dt

sin(2rα) cos(2sβ)dαdβdτ

+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0
[h(α, β, τ, 0)]e

−
t∫

τ
[(2r)2+(2s)2]dt

sin(2rα) cos(2sβ)dαdβdτ

+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0

[
h(α, β, τ, T(0))− h(α, β, τ, 0)

]
e
−

t∫
τ
[(2r)2+(2s)2]dt

sin(2rα) sin(2sβ)dαdβdτ

+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0
[h(α, β, τ, 0)]e

−
t∫

τ
[(2r)2+(2s)2]dt

sin(2rα) sin(2sβ)dαdβdτ.

By applying the Cauchy, Bessel, and Hölder inequalities and the Lipschitz condition,
we have

∥∥∥T(1)(τ)− T(0)(τ)
∥∥∥ ≤

(
2π2
√

T + 3
√

T
3π2

)
‖b(α, β, τ)‖

∥∥∥T(0)(τ)
∥∥∥+

(
2π2
√

T + 3
√

T
3π2

)
M, (9)

where let A =
(

2π2
√

T+3
√

T
3π2

)
‖b(α, β, τ)‖

∥∥∥T(0)(τ)
∥∥∥+

(
2π2
√

T+3
√

T
3π2

)
M.

Applying for the step N,

∥∥∥T(N+1)(τ)− T(N)(τ)
∥∥∥ ≤

(
2π2
√

T + 3
√

T
3π2

)(N)
A√
N!
‖b(α, β, τ)‖(N). (10)

We obtain T(N+1)(τ)→ T(N)(τ) .
Let us show that T(N+1)(τ)→ T(τ) is converged for N → ∞ .
By applying the Cauchy, Bessel, and Hölder inequalities and the Lipschitz condition,

we have

∥∥∥T(τ)− T(N+1)(τ)
∥∥∥ ≤

(
2π2
√

T+3
√

T
3π2

)
‖b(α, β, τ)‖

∥∥∥T(τ)− T(N+1)
∥∥∥

+
(

2π2
√

T+3
√

T
3π2

)
‖b(α, β, τ)‖

∥∥∥T(N+1)(τ)− T(N)
∥∥∥+

(
2π2
√

T+3
√

T
3π2

)
M.

(11)

From the Gronwall’s inequality,
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∥∥∥T(τ)− T(N+1)(τ)
∥∥∥

2
≤ A2
√

N!

(
2π2
√

T + 3
√

T
3π2

)2

‖b(α, β, τ)‖2N exp

(
2π2
√

T + 3
√

T
3π2

)2

‖b(α, β, τ)‖2. (12)

From Equation (12), we receive T(N+1)(τ)→ T(τ) .
To show the uniqueness, we receive two solutions for the problem {T(τ), U(τ)}.
By applying the Cauchy, Bessel, and Hölder inequalities and the Lipschitz condition,

we have

‖T(τ)−U(τ)‖ ≤
(

2π2
√

T + 3
√

T
3π2

)
‖b(α, β, τ)‖‖T(τ)−U(τ)‖+

(
2π2
√

T + 3
√

T
3π2

)
M.

From the Gronwall’s inequality,

‖T(τ)−U(τ)‖2 ≤ 0× exp

(
2π2
√

T + 3
√

T
3π2

)2

‖b(α, β, τ)‖2. (13)

We receive T(τ) = U(τ). �

4. Stability of Solution

Theorem 2. Let the assumptions (A)–(B) be satisfied. Then, the problem is constantly dependent
on the data.

Proof.

T − T = (ϕ0−ϕ0)
4 +

∞
∑

r,s=1
ϕcrse

−
t∫

τ
[(2r)2+(2s)2]dt

cos(2rα) cos(2sβ) +
∞
∑

r,s=1
ϕcrse

−
t∫

τ
[(2r)2+(2s)2]dt

cos(2rα) cos(2sβ)

+
∞
∑

r,s=1
ϕcsrse

−
t∫

τ
[(2r)2+(2s)2]dr

cos(2rα) sin(2sβ) +
∞
∑

r,s=1
ϕcsrse

−
t∫

τ
[(2r)2+(2s)2]dt

cos(2rα) sin(2sβ)

+
∞
∑

r,s=1
ϕscrse

−
t∫

τ
[(2r)2+(2s)2]dt

sin(2rα) cos(2sβ) +
∞
∑

r,s=1
ϕscmne

−
t∫

τ
[(2r)2+(2s)2]dt

sin(2rα) cos(2sβ)

+
∞
∑

r,s=1
ϕsrse

−
t∫

τ
[(2r)2+(2s)2]dt

sin(2rα) sin(2rβ) +
∞
∑

r,s=1
ϕsmne

−
t∫

τ
[(2r)2+(2s)2]dt

sin(2rα) sin(2sβ)

+ 1
4




4
π2

t∫
0

π∫
0

π∫
0

[
h(α, β, τ, T)− h(α, β, τ, T)

]

e
−

t∫
τ
[(2r)2+(2s)2]dt

dαdβdτ




+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0

[
h(α, β, τ, T)− h(α, β, τ, T)

]
e
−

t∫
τ
[(2r)2+(2s)2]dt

cos(2rα) cos(2sβ)dαdβdτ

+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0

[
h(α, β, τ, T)− h(α, β, τ, T)

]
e
−

t∫
τ
[(2r)2+(2s)2]dt

cos(2rα) sin(2sβ)dαdβdτ

+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0

[
h(α, β, τ, T)− h(α, β, τ, T)

]
e
−

t∫
τ
[(2r)2+(2s)2]dt

sin(2rα) cos(2sβ)dαdβdτ

+
∞
∑

r,s=1

4
π2

t∫
0

π∫
0

π∫
0

[
h(α, β, τ, T)− h(α, β, τ, T)

]
e
−

t∫
τ
[(2r)2+(2s)2]dt

sin(2rα) sin(2sβ)dαdβdτ.
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By applying the Cauchy, Bessel, and Hölder inequalities and the Lipschitz condition,
we have

∥∥T − T
∥∥ ≤ ‖ϕ0−ϕ0‖

4 +
∞
∑

r,s=1
‖ϕcrs − ϕcrs‖+ ‖ϕcsrs − ϕcsrs‖+ ‖ϕscrs − ϕscrs‖+ ‖ϕsrs − ϕsrs‖

+
(

2π2
√

T+3
√

T
3π2

)
‖b(α, β, τ)‖

∥∥T(τ)− T(τ)
∥∥+

(
2π2
√

T+3
√

T
3π2

)
‖b(α, β, τ)‖M,

∥∥θ − θ
∥∥ =

‖ϕ0 − ϕ0‖
4

+
∞

∑
r,s=1
‖ϕcrs − ϕcrs‖+ ‖ϕcsrs − ϕcsrs‖+ ‖ϕscrs − ϕscrs‖+ ‖ϕsrs − ϕsrs‖.

From the Gronwall’s inequality,

∥∥T − T
∥∥2 ≤

∥∥θ − θ
∥∥2 × exp

(
2π2
√

T + 3
√

T
3π2

)2

‖b(α, β, τ)‖2. (14)

From Equation (14), θ → θ . Then, T → T . �

5. Numerical Method for Problem

The analytical solution described above, which involves Fourier series, is itself an
approximate solution. To validate this approximate solution using another approximate
method, namely, the numerical method, we performed a numerical solution following the
analytical solution.

In this section, we use an implicit finite difference approximation [14,27,28] of the
discretized problems (1)–(4);

1
∆τ

(
Tk+1

i,j − Tk
i,j

)
=

1
∆α2

(
Tk+1

i−1,j − 2Tk+1
i,j + Tk+1

i+1,j

)
+

1
∆β2

(
Tk+1

i,j−1 − 2Tk+1
i,j + Tk+1

i,j+1

)
+ f k+1

i,j , (15)

T0
i,j = ϕi, (16)

Tk
1,j = Tk

nα,j
Tk

i,1 = Tk
i,nβ,

(17)

Tk
nα,j =

Tk
2,j−Tk

nα−1,j
2

Tk
i,nβ =

Tk
i,2−Tk

i,nβ−1
2 ,

(18)

where the computational domain [0, π]× [0, π]× [0, τ] is discretized as follows:
αi = i(∆α− 1), i = 1, 2, . . . . . . , nα, β j = j(∆β− 1), j = 1, 2, . . . . . . , nβ, τk = k∆τ, and

k = 0, 1, . . . . . . , n.
Where ∆α = π/nα, ∆β = π/nβ, and ∆τ = τ/n are the space α direction, space β

direction, and time steps, respectively. nx, ny, and n are three positive integers.
Tk

i,j = T
(
αi, β j, τk

)
, and f k

i,j = T
(
αi, β j, τk

)
.

In order to define periodic boundary conditions (Equations (17) and (18)) for the
implicit finite difference scheme, a one-dimensional schematic figure with numerical
meshes is represented in Figure 3. Point-1 and point-nα are the boundary points of the
one-dimensional solution domain. When determining spatial discretization with a finite
difference scheme, the used finite difference formulations are defined as
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Figure 3. One-dimensional schematic figure with numerical meshes.
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. . . = rα




Tnα − 2Tα1 + T2
T1 − 2Tα2 + T3

· · ·
Tnα−1 − 2Tαnα + T1


, (19)

where rα = ∆τ/∆α2, and the coefficient matrix can be rewritten for one-dimensional
solution domain.

rα




−2 1 0 . . . 0 1
1 −2 1 0 . . . 0

. . . . . . . . .
. . . . . . . . .

0 . . . 0 1 −2 1
1 0 . . . 0 1 −2




, (20)

This one-dimensional formulation and coefficient matrix can be extended to a two-
dimensional solution domain. A two-dimensional schematic figure with numerical meshes
(9 finite difference meshes) is represented in Figure 4. Of course, a matrix is constructed for
9 finite difference meshes; therefore, the matrix size is 9 × 9. Point-1, -2, and -3 are periodic
with Point-7, -8, and -9, respectively, in the β-direction. Point-1, -4, and -7 are periodic with
-3, -6, and -9, respectively, at the α direction. The coefficient matrix can be written as
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Figure 4. Two-dimensional schematic figure with numerical meshes.




−
(

1 + 2rα + 2rβ

)
rα rα rβ 0 0 rβ 0 0

rα −
(

1 + 2rα + 2rβ

)
rα 0 rβ 0 0 rβ 0

rα rα −
(

1 + 2rα + 2rβ

)
0 0 rβ 0 0 rβ

rβ 0 0 −
(

1 + 2rα + 2rβ

)
rα rα rβ 0 0

0 rβ 0 rα −
(

1 + 2rα + 2rβ

)
rα 0 rβ 0

0 0 rβ rα rα −
(

1 + 2rα + 2rβ

)
0 0 rβ

rβ 0 0 rβ 0 0 −
(

1 + 2rα + 2rβ

)
rα rα

0 rβ 0 0 rβ 0 rα −
(

1 + 2rα + 2rβ

)
rα

0 0 rβ 0 0 rβ rα rα −
(

1 + 2rα + 2rβ

)




, (21)

where rβ = ∆τ/∆β2. If a large number of meshes are used, the matrix can be extended in a
same way. For example, if we have 20 meshes in both the α and β directions, our matrix
size will be 400 × 400, the total number of elements in the matrix is 160,000, and our matrix
can be constructed in the same manner to define points of periodic boundary conditions
and points of inner (no periodic boundary condition points).

The methods that are described above were implemented in-house using finite differ-
ence code via the FORTRAN Programming language. The obtained results were visualized
using the program Tecplot 360 [34].

Example 1. Consider the heat diffusion problem with heat sources (1)–(4):
The temperature distribution is given as

T(α, β, τ) = eτ2
(5 + cos 2α + cos 2β),
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with the heat source,
h(α, β, τ) = 2eτ2

(τ + 2)(cos 2α + cos 2β),

and with the initial condition,

φ(α, β) = 5 + cos 2α + cos 2β.

We determined the time step size to be ∆τ = 0.005s. The discretization of spaces
or mesh sizes in the α and β directions are considered equal (∆α = ∆β). To determine
mesh sizes in the α and β directions, a grid independence study was conducted. For the
grid-independence study, fifteen different grid resolutions are used.

In the α and β directions, the same numbers of grid were used because of the equal grid
size (∆α = ∆β) being considered. In Figure 5, two different grid resolutions are illustrated
among fifteen different resolutions. The displayed grid numbers are 2500 and 6400. For
every grid resolution, we observed an area-weighted averaged value of temperature for
the whole solution domain. Figure 6 shows the grid-independent study of area-weighted
averaged value of temperature. According to Figure 6, the mesh number of 6400 is taken
as the grid independent mesh number. In this case, eighty grids are used for the α and β
directions; therefore, our mesh size for the α and β directions is obtained as 0.03926875 m.
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Figure 6. Grid independence study of area-weighted averaged value of temperature.

Figure 7 shows the (a) exact and (b) numerical solutions for the temperature with
the time at 0.1 s. The exact and numerical solutions are paraboloidal. Maximum and
minimum temperature values are observed at corners and at the middle of the solution
domain, respectively. Due to periodic boundary conditions at the side of solution domain,
temperatures are the same at the side of the solution domain. Also, the exact and numerical
solutions are quite similar.
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Figure 7. The (a) exact and (b) numerical solutions for T(α, β, 0.1 s).

Figure 8 depicts the (a) absolute error and (b) relative absolute error for the temperature
with the time at 0.1 s. Absolute error is defined as the absolute value of the difference
between the exact solution value and the numerical solution. According to Figure 7a, the
maximum absolute error is observed at center of the solution domain, and the absolute
error is higher at the corners of the solution domain. At the center of the solution domain,
an approximate absolute error of 0.1 is observed. The relative absolute error is the ratio of
the absolute error to the exact solution. The magnitude of the absolute error in terms of the
exact solution is determined using the relative absolute error. Similar to the absolute error,
the maximum relative error, which is 0.03, is observed at the center of the solution domain.
At the corners of the solution domain, the relative absolute error is in the order of 0.01. As
time progresses, the absolute error and relative absolute error remain in the same order,
and these errors are reasonable.

Figure 8. The (a) absolute error and (b) relative absolute error of T(α, β, 0.1 s).

Figure 9 presents the numerical predictions of the temperature distributions at the
times (a) 0.1 s, (b) 0.25 s, and (c) 0.5 s. As one can see, the temperature distributions at these
specific times are paraboloid. The concavity of the paraboloid increases with time. The
minimum and the maximum values of the temperature appear at the center and corners of
the solution domain, respectively, at all times.
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Figure 9. Numerical predictions of T distributions at times (a) 0.1 s, (b) 0.25 s, and (c) 0.5 s.

In order to visualize all time intervals in a single figure, Figure 10 illustrates the
temperature distribution over a time range from 0 s to 0.5 s. Paraboloids are not shown
in this representation. Maximum and minimum temperature values are observed at the
corners and center of the solution domain, respectively, at all times. Additionally, with
increasing time, the temperature values of the corners increase, and the temperature values
of the centers decrease.

Fundamentally, this study has focused on the analytical and numerical solution of
a two-dimensional, time-dependent system with heat generation. However, it has not
extensively delved into the specific applications of this problem. Nevertheless, the results
obtained from this problem could be applied in a suitable context by other researchers.
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6. Limitations and Future Scope

This problem is characterized by specific limits and assumptions, constituting a time-
dependent, two-dimensional heat diffusion problem with a heat source and periodic
boundary conditions. Due to the applied periodic boundary conditions, temperature
distributions at the edges and corners of the solution domain are found to be identical. In
systems with heat generation, the temperature profile at a specific time tends to exhibit a
parabolic shape. As time progresses, the slope of this parabolic nature also increases.

For future studies, this problem can be expanded into three dimensions, enabling an
investigation into the influence of the third dimension on heat diffusion. As an analytical
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solution method, the maximum principle and/or the operation method may be considered
in future work. For numerical solutions, various schemes can be employed in the finite
difference method, or alternative methods such as the finite volume method and the lattice
Boltzmann methods could be explored.

7. Conclusions

An analytical and numerical investigation of a two-dimensional heat diffusion prob-
lem with a heat source has been conducted. This problem is a quasi-linear parabolic
problem, and we used an initial condition and a periodic boundary condition to determine
the temperature in the solution domain. Due to the problem being nonlinear, Picard’s
successive approximation theorem is used. Under certain conditions of natural regularity
and consistency imposed upon the input data, we establish the existence, uniqueness, and
constant dependence of the solution on the data using the generalized Fourier method.
An implicit finite difference scheme is employed for the numerical solution. The number
of numerical meshes, where results do not change, is determined according to the grid
independence study. In light of the analytical and numerical solution, the distribution of
the temperature forms a paraboloid at a certain time. With increasing time, the concavity
of the parabola increases. At the time of 0.1 s, the maximum absolute error and relative
error occur in the middle of the solution domain at 0.1 and 0.03, respectively. Therefore, we
can conclude that the analytical solution and numerical solutions are closely aligned. Also,
with increasing time, the degrees of absolute and relative absolute remain the same. For
future studies, extending the problem to three dimensions can investigate the influence of
the third dimension on heat diffusion. Analytically, considering the maximum principle
and/or the operation method is an option. Numerically, exploring various schemes in
the finite difference method or alternative methods, such as finite volume and the lattice
Boltzmann methods, is possible.
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Nomenclature

ϕ(α, β) is the initial temperature.
ϕ0(τ), ϕcrs(τ), ϕcsrs(τ), ϕscrs(τ), ϕsrs(τ) are the Fourier coefficients of initial condition.
T(α, β, τ) is the temperature distribution.
h(α, β, τ, T) is a source function.
h0(τ), hcrs(τ), hcsrs(τ), hscrs(τ), hsrs(τ) are the Fourier coefficients of source function.
T0(τ), Tcrs(τ), Tcsrs(τ), Tscrs(τ), Tsrs(τ) are the Fourier coefficients.
M is an arbitrary constant.
b(α, β, τ) is a Lipschitz coefficient.
L2 is a converged space.
N is an iterative number.
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Overlapping Grid-Based Spectral Collocation Technique for
Bioconvective Flow of MHD Williamson Nanofluid over a
Radiative Circular Cylindrical Body with Activation Energy
Musawenkosi Patson Mkhatshwa

Department of Mathematics and Applied Mathematics, University of Limpopo, Private Bag X1106,
Sovenga 0727, South Africa; patsonmkhatshwa@gmail.com; Tel.: +27-15-268-2906

Abstract: The amalgamation of motile microbes in nanofluid (NF) is important in upsurging the ther-
mal conductivity of various systems, including micro-fluid devices, chip-shaped micro-devices, and
enzyme biosensors. The current scrutiny focuses on the bioconvective flow of magneto-Williamson
NFs containing motile microbes through a horizontal circular cylinder placed in a porous medium
with nonlinear mixed convection and thermal radiation, heat sink/source, variable fluid properties,
activation energy with chemical and microbial reactions, and Brownian motion for both nanoparticles
and microbes. The flow analysis has also been considered subject to velocity slips, suction/injection,
and heat convective and zero mass flux constraints at the boundary. The governing equations have
been converted to a non-dimensional form using similarity variables, and the overlapping grid-based
spectral collocation technique has been executed to procure solutions numerically. The graphical
interpretation of various pertinent variables in the flow profiles and physical quantities of engi-
neering attentiveness is provided and discussed. The results reveal that NF flow is accelerated by
nonlinear thermal convection, velocity slip, magnetic fields, and variable viscosity parameters but
decelerated by the Williamson fluid and suction parameters. The inclusion of nonlinear thermal
radiation and variable thermal conductivity helps to enhance the fluid temperature and heat transfer
rate. The concentration of both nanoparticles and motile microbes is promoted by the incorporation
of activation energy in the flow system. The contribution of microbial Brownian motion along with
microbial reactions on flow quantities justifies the importance of these features in the dynamics of
motile microbes.

Keywords: Williamson nanofluid; motile microorganisms; nonlinear convection; nonlinear radiation;
activation energy; cylindrical surface; overlapping grid; bivariate spectral local linearisation method

1. Introduction

Investigation of non-Newtonian fluidic models is a subject of curiosity for many
researchers because of their nature, engineering, and industrial solicitations, including
polymeric melt, crystal growing, dilute polymer solutions, drilling muds, cosmetic products,
foods, coated sheets, and glass blowing. From a previous analysis, it is clear that many con-
stitutional correlations have been put forward to flaunt the knotty traits of non-Newtonian
fluids. Such entrenchment emerges from the view that the indispensable features of non-
Newtonian liquids cannot be scrutinized using the classical Navier–Stokes equations, which
are solely applicable to determine Newtonian fluid traits. Numerous researchers have
investigated the behaviour of non-Newtonian fluids through various geometrical configu-
rations. Among these geometries we have cylindrical surfaces, which play a significant
role in polymer processing systems. Nazar et al. [1] investigated mixed convective flow
of micropolar fluids through a horizontal circular cylinder for the case of constant surface
temperature. Madhavi et al. [2–4] and Gaffar et al. [5] scrutinized third-grade fluid flow
through a horizontal cylinder surface. Gaffar et al. [6] also explored boundary layer flow
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and the heat relocation of tangent hyperbolic fluid across a horizontal circular cylindrical
body with first-order thermal and velocity slip. Nagaraj et al. [7] investigated flow and heat
relocation in non-Newtonian Eyring–Powell fluids over a horizontal circular cylindrical
surface by taking into account suction/blowing and heat convective boundary constraints.
Zokri et al. [8] studied the flow of non-Newtonian Jeffrey fluids over a horizontal circular
cylinder in the company of mixed convection and viscous heating effects.

The non-Newtonian fluid model for Williamson fluids was introduced by Williamson [9],
and it has been confirmed to be among the predominantly crucial non-Newtonian fluids
due to its low viscosity and higher shear rate. In particular, the Williamson fluid model
predicts that the effective viscosity will decline monotonically with an elevation in the shear
rate and vice versa. This pseudo-plastic fluid deportment is one instance of the various
ways in which this non-Newtonian liquid might be usable in modern technology and
industry. The applicability of Williamson fluid in technologies and industries has generated
a major effect on manufacturing processes. Thus, many scholars have been involved in the
exploration of features of Williamson fluids in the improvement of the thermal features
of this fluid. However, just like any other non-Newtonian fluid, the Williamson fluid
is still incapable of fulfilling the demand for superior extremity heat transport due to its
dissatisfying thermal conductivity. To upsurge thermal conductivity as well as enhance heat
transport performance, the theory of adding nanoparticles (NPs) into the non-Newtonian
fluid has proven to be one of the more contemporaneously innovative concepts in the
recent past years. The mixture of NPs and the host fluid is called a nanofluid (NF) [10].
Various models have been put forward to scrutinize NFs, of which the Buongiorno NF
model [11] is one of them. The Buongiorno [11] NF model is a two-phase model that focuses
on Brownian motion and thermophoresis impacts, and this model plays a significant role
when the movement of NPs remarkably impacts the fluid flow. Another notable model is the
Tiwari–Das NF model [12], which is a single-phase model that is concerned with studying
the volume fraction of NPs. Rashad et al. [13] used the Buongiorno NF model to analyze
the combined convection flow of a Newtonian NF across a horizontal circular cylinder
immersed in a penetrable medium with heat-convective boundary conditions. Using the
Tiwari–Das NF model, Zokri [14] also studied the mixed convection flow of Jeffrey NFs past
a horizontal cylinder by accounting for suction/injection and heat convective boundary
constraints. Merkin [15] initiated the study of fluid flow moving through a horizontal
circular cylinder with mixed convection, and many studies were reported thereafter. Mixed
convection plays a major role in enhancing the thermal features of heat transport. It also
accounts for the general instance of convection that takes place in various industrial and
technological solicitations including electronic device cooling, solar energy storage, drying
technology, food processing, and float glass manufacturing.

In many engineering, technological, and industrial processes, the disparity between
the surface and ambient (free stream) temperatures need not be small. In the instance
of huge temperature variations, the fluid and heat transfer features are remarkably influ-
enced. In such instances, accounting for linear Boussinesq approximation and classical
linear Rosseland approximation in the fluid and heat transport equations, respectively, is
inadequate, and that can lead to a reduction in the quality of the results. Consequently, it is
mandatory to account for nonlinear Boussinesq approximations and nonlinear Rosseland
thermal radiation in such instances so that accurate results are achieved. Practical examples
of nonlinear thermal convection include engineering, geophysical, and astrophysical flows.
On the other hand, nonlinear Rosseland heat radiation plays a fundamental role in manu-
facturing processes with larger temperature differences. EL-Zahar et al. [16] employed the
modified Tiwari–Das NF to investigate the magnetized mixed convective flow of hybrid
NFs across a horizontal circular cylindrical surface by considering nonlinear thermal radi-
ation. Basha et al. [17] used the Buongiorno NF model to analyze the mixed convection
flow of tangent hyperbolic NFs through a horizontal circular cylinder by accounting for
nonlinear Boussinesq estimation. Activation energy (AE) is the minimal quantity of energy
needed by chemical reactants to go through a chemical reaction. Mass transport procedures
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together with chemical reactions with Arrhenius AE emerge in areas of chemical engineer-
ing and food processing. Huang [18] studied free convective flow via a horizontal circular
cylindrical surface immersed in a penetrable medium with AE and suction/injection.

Bioconvection is a phenomenon whereby the flow and thermal features of the fluid are
impacted by the existence of microbes. Bioconvection flows emerge in various fascinating
solicitations in environmental systems, fuel cells, and biological polymer synthesis [19].
The upward swimming microorganisms give rise to unstable density stratification, and be-
cause of that, bioconvection takes place in the fluid. In other words, bioconvection is
compelled by instability that emerges due to self-propelled microorganisms swimming to
and interacting with NPs and buoyancy [20–23]. The amalgamation of bioconvection and
NF has yielded some exceptional results in micro-fluidic devices such as micro-channels
and micro-rectors. Kuznestov and Avramenko [24] initiated the use of NPs to scrutinize
the bioconvection of gyrotactic microorganisms. Hill and Pedly [25] provided a review
study of the hydrodynamics of bioconvection. Through the use of Navier–Stokes equations,
Allouit et al. [26] investigated the bioconvection of gyrotactic microorganisms via a vertical
cylinder. Mallikarjuna [27] scrutinized the mixed bioconvective flow of a NF containing
gyrotatic microorganisms from a vertical slender cylindrical surface. Rashad et al. [28]
investigated mixed the bioconvective flow of a Newtonian NF comprising gyrotactic mi-
crobes through a horizontal circular cylinder in the company of heat-convective and zero
mass flux boundary conditions.

The literature review, particularly investigations by Rashad et al. [13,28], reveals that
there is no study on the bioconvective flow of non-Newtonian Williamson NFs in thermal
and mass relocation mechanisms over a cylindrical surface with the following research
gaps that result in the novelties of the present analysis.

• The complex rheology features of Williamson materials are examined using the modi-
fied Buongiorno NF model in the presence of an applied magnetic field, porous media,
and variable fluid viscosity.

• Nonlinear Boussinesq approximation and nonlinear Rosseland thermal radiation are
incorporated in the momentum and energy equations, respectively, to cater for large
temperature differences.

• Heat generation/assimilation and variable thermal conductivity are incorporated in
the heat equation for the characterization of energy transfer mechanisms.

• The modified Arrhenius AE, chemical and microbial reactions, NP and microbial
Brownian diffusions are considered in the NP concentration and motile microorganism
equations for characterization of mass and motile microbes transfer mechanisms.

The main objective of the current analysis is to scrutinize the bioconvective flow, heat,
mass, and motile microbes transfer features of the magnetized Williamson NF model con-
taining motile gyrotactic microbes through a horizontal circular cylindrical surface encased
in a porous medium. The consequences of nonlinear thermal convection, nonlinear heat
radiation, heat generation/assimilation, varying fluid attributes, AE with chemical and
microbial reactions, and Brownian motion for both NPs and motile microbes are further
elaborated as novelties. There has been limited research conducted on the influence of
microbial Brownian motion in conjunction with microbial reactions on fluid flow proper-
ties [29,30]. Moreover, the entire flow analysis has been subjected to first-order velocity
slips, suction/injection, and heat-convective and zero mass flux constraints at the bound-
ary. The consideration of mixed convective flow of non-Newtonian NF through a heated
horizontal cylinder plays a fundamental role in geological, technological, and industrial
processes including the thermal recuperation of oil, geothermal reservoirs, insulating wires,
drag reduction, thrust bearing, assessment of aquifers, and underground nuclear waste
storage. An efficient and accurate overlapping grid-based multi-domain bivariate spectral
local linearization method (OMD-BSLLM) [31–33] is executed to procure approximate so-
lutions to the complex fluid flow model. The impact of various pertinent variables on the
flow profiles and physical quantities of engineering attentiveness is scrutinized through
graphical representations.
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2. Mathematical Modeling

We contemplate the two-dimensional, laminar, steady, incompressible, and viscous
nonlinear mixed convective boundary layer flow of Williamson NFs comprising gyrotactic
microbes that swim from a horizontal circular cylindrical surface immersed in a porosity
medium. The pictorial representation of the flow model and the physical coordinate system
is depicted in Figure 1, where a is the radius of the cylinder. The x̄ and ȳ coordinates
are, respectively, measured alongside the surface of the cylinder, resuming from the lower
stagnation point, and normal to the cylinder. The uniform magnetic field intensity is
enforced parallel to the fluid movement. Fluctuations in density for the buoyant expression
are established by utilizing non-linear Boussinesq estimation, and the basic fluid and NPs
are in a thermal equilibrium state. The surface of the cylinder is heated via convection
from the heated fluid at the temperature Tf , which produces a heat transport coefficient
h f . The cylinder’s surface is maintained at a constant temperature Tf , which is assumed to
be greater than the free stream (ambient) temperature (Tf > T∞) for the warmed surface
(aiding flow) and lower than the ambient temperature (Tf < T∞) for the cooled surface
(reversing flow). The velocity of the external flow is represented by ūe(x̄) = U∞ sin

( x̄
a
)
,

where U∞ is the ambient velocity. The surface of the cylinder is also maintained at a
uniform density of motile microbes nw, whereas the uniform NP volume fraction and
density of motile microbes far-off from the cylindrical surface are signified by ϕ∞ and
n∞, respectively. Due to the absence of agglomeration and accumulation of NPs, the NF
suspension is dilute (i.e homogeneous dispersion is attained). Furthermore, it is presumed
that NPs have no impact on the direction and velocity of the gyrotactic microbes’ swimming.
It is worth noting that the velocity for motile microbes, NPs, and the basic fluid is the same.
For the characterization of heat transportation, features of nonlinear thermal radiation, heat
sink/source, and variable thermal conductivity are involved in the heat (energy) equation.
However, for the characterization of mass and motile microbes transportation, features of
AE, chemical and microbial reactions, and NP and microbial Brownian motions are invoked
in the equations of NP species concentration and motile microbe density conservation.
In view of the aforementioned presuppositions, the entire fundamental equations of the
flow problem take the form [13,28].

Figure 1. Flow model and physical coordinate system.
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∂ȳ
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∂ȳ

+ Dn
∂n
∂ȳ
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∂y

)
= Dn

∂2n
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where ū and v̄ are velocity segments along the x̄− and ȳ− axes, ρ f , ρp, ρ f ∞, and ρm∞
represent the density of the fluid, NPs, base fluid, and microbes, Γ is the material constant,
σ signifies electrical conductivity, B0 stands for the intensity of the magnetic field, µ(T)
stands for the dynamic viscosity that varies with temperature, κ(T) indicates thermal
conductivity that varies with temperature, g represents acceleration due to gravity, kp is
the penetrability of the porous medium, β0 and β1 signify linear and nonlinear volumetric
thermal expansion coefficients, γ is the average volume of the motile microbes, Q0 stands
for the heat sink/source coefficient, Cp represents the specific heat capacity, τ signifies the
NF heat capacity ratio, DT is the thermophoretic diffusion coefficient, DB is the Brownian
motion factor, Dn is the coefficient of motile microbes diffusion, k2

r and k2
m are the chemical

and microbial reaction rates, kB is the Boltzmann constant, p is the fitted rate constant, Eb is
the coefficient of AE, b is the chemotaxis constant, and Wc is the speed of the swimming
cell. It is notable that the third term of the momentum boundary layer equation introduces
the non-Newtonian fluid’s behaviour, while the fourth term represents contributions from
the porous media and magnetic field. The remaining three terms on the right-hand side of
the momentum equation account for buoyancy forces due to temperature variations, NP
concentration, and motile microbes. In the heat equation, the second and third terms on the
right-hand side capture the contributions from heat generation/absorption and thermal
radiation flux based on the Rosseland approximation. However, the last term addresses the
impact of nanoparticles on the thermal behavior of the fluid, encompassing phenomena
such as thermophoresis and NP and microbial Brownian motions. The second term of the
NP concentration and motile microbes equations incorporates the effects of AE, chemical
reactions, and microbial reactions. With regard to the Rosseland diffusion approximation,
the radiative flux is furnished as [34,35]

qr = −
4σ∗

3k∗
∂T4

∂ȳ
= −16σ∗T3

3k∗
∂T
∂ȳ

, (6)

where k∗ represents the Rosseland extinction coefficient, σ∗ signifies the Stefan–Boltzmann
constant, and the term 16σ∗T3

3k∗ is called radiative conductivity. Since features of first-order
velocity slip, uniform suction/injection velocity, and thermal convective and zero mass flux
conditions are considered at the boundary, the appropriate physical boundary conditions
for the flow problem under consideration are given by

ū = N0
∂ū
∂ȳ

, v̄ = Vw, −κ
∂T
∂ȳ

= h f

(
Tf − T

)
, DB

∂ϕ

∂ȳ
+

DT
T∞

∂T
∂ȳ

= 0, n = nw, at ȳ = 0,

ū→ ūe(x̄), T → T∞, ϕ→ ϕ∞, n→ n∞, as ȳ→ ∞, (7)

where Vw is the mass suction/injection velocity and N0 is the first-order velocity slip factor.
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In view of Rashad et al. [13,28], the external flow velocity ūe(x̄) for the boundary layer
equations takes the form ūe(x̄) = U∞ sin

( x̄
a
)
, where U∞ is the free stream velocity. The next

dimensionless variables are adopted in order to aid in the attainment of the numerical
solutions [28]

ξ =
x̄
a

, η =
√

Re
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ȳ
a

)
, u =

ū
U∞

, v =
√
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, χ(ξ, η) =
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, (8)

where Re = aU∞
ν∞

signifies the Reynolds number, T = T∞[1 + (θ f − 1)θ(ξ, η)] with θ f =
Tf
T∞

being the surface temperature excess ratio. The correctness of the NF flow and the rate of
heat transmission can be achieved by considering the temperature-variant fluid viscosity
and heat conductance. Consequently, the fluid velocity follows an exponential varia-
tion with temperature and the thermal conductivity fluctuates linearly with temperature,
respectively, as follows [36–39]

µ(T) = µ∞e−αθ , κ(T) = κ∞(1 + βθ), (9)

where α is the viscosity variation parameter and β (β > 0 for fluids such as air and water,
β < 0 for fluids such as lubricant oil) is the temperature-variant thermal conductivity
parameter. Applying the non-dimensional variables into Equations (1)–(5), we obtain the
next non-similar PDEs
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and the corresponding boundary conditions change to
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, χ = 1 at η = 0,

u→ ue, θ → 0, φ→ 0, χ→ 0 as η → ∞, (15)

The flow parameters appearing in Equations (10)–(14) are explicated as magnetic field pa-

rameter M =
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0a
U∞ρ f ∞

, Williamson fluid parameter Λ =
√
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,
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ian motion parameter Nb = τDB ϕ∞
ν∞

, microbial Brownian motion parameter Nn = τDn(nw−n∞)
ν∞

,

thermophoresis parameter Nt =
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being the Grashof number.
Equations (9)–(14), along with boundary conditions (15), can be expressed in dimension-

less form by assuming that Ψ = ξ f (ξ, η), θ = θ(ξ, η), φ = φ(ξ, η), and χ = χ(ξ, η) [13,28],
where Ψ signifies the dimensionless stream function given by u = ∂Ψ

∂η and v = − ∂Ψ
∂ξ .

Thus, the continuity equation is automatically satisfied and the momentum, energy, NP
concentration, and microorganism equations convert into

e−αθ
(

f ′′′ − αθ′ f ′′
)(

1 + Λξ f ′′
)
− f ′2 + f f ′′ +

(
M + εe−αθ

)( sin ξ

ξ
− f ′

)

+
sin ξ cos ξ

ξ
+ λ

(
θ + Ωθ2 − Nrφ− Rbχ

) sin ξ

ξ
= ξ

(
f ′

∂ f ′

∂ξ
− f ′′

∂ f
∂ξ

)
, (16)

1
Pr

(
θ′′ + βθθ′′ + βθ′2

)
+

4Rd
3Pr

{
θ′
[
(θ f − 1)θ + 1

]3}′
+ f θ′

+Nbθ′φ′ + Nnθ′χ′ + Ntθ′2 + Qθ = ξ

(
f ′

∂θ

∂ξ
− θ′

∂ f
∂ξ

)
, (17)

1
Sc

φ′′ + f φ′ − Kc
(
1 + (θ f − 1)θ

)pexp

(
−E

1 + (θ f − 1)θ

)
φ +

Nt
ScNb

θ′′ = ξ

(
f ′

∂φ

∂ξ
− φ′

∂ f
∂ξ

)
, (18)

χ′′ + Sb f χ′ − KmSb
(
1 + (θ f − 1)θ

)pexp

(
−E

1 + (θ f − 1)θ

)
χ

−Pe
[
φ′χ′ + (χ + ω)φ′′

]
+

Nt
Nn

θ′′ = Sbξ

(
f ′

∂χ

∂ξ
− χ′

∂ f
∂ξ

)
, (19)

with accompanying boundary conditions

f ′ = δ f ′′, f = fw, θ′ = −Bi[1− θ], Nbφ′ + Ntθ′ = 0, χ = 1 at η = 0,

f ′ → sin ξ

ξ
, θ → 0, φ→ 0, χ→ 0, as η → ∞, (20)

where fw = −VwRe1/2

U∞
is the suction parameter when fw > 0 or the injection (blowing)

parameter when fw < 0. It is noteworthy that near the lower stagnation point of the cylinder
(i.e., ξ ≈ 0), sin ξ

ξ ≈ 1, sin ξ cos ξ
ξ ≈ 1, and Equations (16)–(19) reduce to the subsequent system

of ordinary differential equations (ODEs):
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and the boundary conditions diminish to

f ′ = δ f ′′, f = fw, θ′ = −Bi[1− θ], Nbφ′ + Ntθ′ = 0, χ = 1 at η = 0,

f ′ → 1, θ → 0, φ→ 0, χ→ 0, as η → ∞. (25)

The significant physical quantities of engineering attentiveness are the local wall
friction factor C f (ξ), local Nusselt number Nu(ξ), and local density number of motile
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microorganisms Nm(ξ) that can be derived using the transformations described above,
and expressed in dimensionless form as follows:
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ρ f ∞U2
∞

= e−αθ(ξ,0)
[

ξ f ′′(ξ, 0) +
Λ
2

ξ2( f ′′(ξ, 0))2
]

,

Nu(ξ) = Re−1/2 aqw

k∞(Tf − T∞)
= −

[
1 + βθ(ξ, 0) +

4
3

Rd(1 + (θ f − 1)θ(ξ, 0))3
]

θ′(ξ, 0), (26)

Nm(ξ) = Re−1/2 amw

Dn(nw − n∞)
= −χ′(ξ, 0),

where τw = µ(T)
[

∂ū
∂ȳ + Γ√

2

(
∂ū
∂ȳ

)2
]

ȳ=0
(surface shear stress), qw = −

[(
κ(T) + 16σ∗

3k∗ T3
)

∂T
∂ȳ

]
ȳ=0

(surface heat flux) and mw = −
(

∂n
∂ȳ

)
ȳ=0

(surface mass flux).

3. Solution Method

Numerical solutions for the non-dimensional PDEs (16)–(19) along with boundary
conditions (20) have been determined by applying OMD-BSLLM. This numerical method
has been successfully implemented in solving dimensional PDEs for some boundary layer
flow problems with different degrees of non-linearity and complexity [31–33]. The choice
of the numerical scheme for the present flow problem is justified by the following merits:

• The numerical approach is remarkably accurate, convergent, stable, and resource-
efficient when solving problems in both smaller and larger computational domains.

• The numerical method uses fewer number of grid nodes and iterations to achieve
results with good spectral accuracy.

• This numerical method is well-structured, straightforward, and versatile to program
in various computer software such as Matlab and Mathematica.

• The scheme produces a less dense matrix system due to the use of the overlapping
grid approach.

The numerical procedure for obtaining the numerical solutions to the present problem
using the OMD-BSLLM is discussed in detail in the following section. The method is
applied to linear equations, therefore it is necessary to begin by linearising the nonlinear
equations using one of the linearisation techniques available in the literature. To this end,
the algorithm called local linearisation method (LLM) is applied in the linearisation of the
nonlinear terms in the dimensionless PDEs (16)–(19). The LLM algorithm was identified
by Motsa et al. [40–42] as an efficient method for solving coupled systems of nonlinear
ODEs and PDEs that model boundary layer flow problems. The LLM algorithm used in
the simplification and decoupling of Equations (16)–(19) is summarized in Appendix A.
The resulting linear iterative scheme is as follows:

a0,r f ′′′r+1 + a1,r f ′′r+1 + a2,r f ′r+1 + a3,r fr+1 + a4,r
∂ f ′r+1

∂ξ
+ a5,r

∂ fr+1

∂ξ
= a6,r, (27)

b0,rθ′′r+1 + b1,rθ′r+1 + b2,rθr+1 + b3,r
∂θr+1

∂ξ
= b4,r, (28)

φ′′r+1 + c1,rφ′r+1 + c2,rφr+1 + c3,r
∂φr+1

∂ξ
= c4,r, (29)

χ′′r+1 + e1,rχ′r+1 + e2,rχr+1 + e3,r
∂χr+1

∂ξ
= e4,r, (30)

where r + 1, r represent current and previous iterations, and the variable coefficients have
been obtained using the LLM approach (see Appendix B). The next step involves discussing
the decomposition of the time domain ξ ∈ [0, ξF], which is the solution domain for the di-
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mensionless PDEs. The time interval 0 ≤ ξ ≤ ξF is then segmented into v non-overlapping
sub-domains indicated as follows:

∆ι = [ξι, ξι−1], 0 = ξ0 < ξ1 < ..... < ξv−1 < ξv = ξF, ι = 1, 2, 3, ..., v, (31)

where each sub-domain is further partitioned into Nξ + 1 Chebyshev collocation points
(see Figure 2). The PDEs are solved in the v non-overlapping sub-domains [ξι, ξι−1] by
starting with the easily calculated initial solutions in the first sub-interval (∆1). These initial
solutions, which are initial conditions for the first interval, are obtained by solving the
system of ODEs (21)–(24). For the remaining sub-domains, we use the solutions produced
at the last grid point of each sub-interval as initial conditions for the next sub-interval. This
means that the solution at the last grid point of ∆ι is used as an initial condition in ∆ι+1.
In accordance with the validity of the spectral collocation method (SCM), which is in the
interval [−1, 1], the decomposed domain [ξι, ξι−1] has to be transformed to [−1, 1] using
the following linear transformation:

ξ̄ =
2

ξι−1 − ξι
ξ − ξι + ξι−1

ξι − ξι−1
, ξ ∈ [ξι−1, ξι], ξ̂ ∈ [−1, 1], ι = 1, 2, 3, ..., v. (32)

ξ0 ξ1 ξ2 ξ3 ξι−1 ξι ξv−1 ξv

∆1 ∆2 ∆3 ∆$ ∆v

ξι−1 ξι

ξ
(ι)
0 ξ

(ι)
1 ξ

(ι)
2 ξ

(ι)
3 ξ

(ι)
g−1 ξ

(ι)
g ξ

(ι)
Nξ−2 ξ

(ι)
Nξ−1 ξ

(ι)
Nξ

Figure 2. Dividing the time solution domain into v non-overlapping sub-intervals.

Because of this transformation, we now have a new collocation variable ξ̄ ∈ [−1, 1],
which is defined as [43]

{
ξ̄ j
}Nξ

j=0 = cos
(

jπ
Nξ

)
. (33)

The complete grid in the time variable (ξ) takes the following order:
{

0 = ξ
(1)
Nξ

, ..., ξ
(1)
0 = ξ

(2)
Nξ

, ..., ξ
(ι−1)
0 = ξ

(ι)
Nξ

, ..., ξ
(v)
0 = ξF, ..., 2 ≤ ι ≤ v

}
. (34)

Next, we discuss domain decomposition for the spatial variable η. Unlike the variable
ξ, which is defined in the finite domain [0, ξF], the space variable η is specified in the
semi-finite domain [0, ∞). In order to apply the method, this semi-finite domain has to be
truncated to a finite domain [0, K∞], where K∞ is a finite value that is handpicked with the
intention that it conforms to the far field boundary constraints. The resulting truncated
domain is then divided into ς overlapping sub-domains indicated as

Jϑ = [η
(ϑ)
0 , η

(ϑ)
Nη

], ϑ = 1, 2, 3, ..., ς, (35)

where each sub-domain is subsequently partitioned into Nη + 1 Chebyshev collocation
points (see Figure 3). Yang et al. [44] reported that using a different number of collocation
points in the various sub-intervals can lead to difficulties in the implementation of the
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method. In addition to that condition, the length for each sub-domain must be kept the
same for all sub-domains, especially if a linear transformation is utilized. This length
is given by L = K∞

ς+(1−ς)(1−cos π
Nη

)/2 (see Appendix C). Again, the decomposed domain

[η
(ϑ)
0 , η

(ϑ)
Nη

] has to be transformed to [−1, 1] as well, using the following linear mapping:

η̄ =
2

η
(ϑ)
Nη
− η

(ϑ)
0

η −
η
(ϑ)
Nη

+ η
(ϑ)
0

η
(ϑ)
Nη
− η

(ϑ)
0

, (36)

and because of this transformation, we have a new collocation variable η̄ ∈ [−1, 1], which
is defined as

{η̄i}
Nη

i=0 = cos
(

iπ
Nη

)
. (37)

J1
J2 Jς−1 Jς

η1
0

0

η2
0

η1
Nη−1

η1
Nη

η2
1

η3
0

η2
Nη−1

η2
Nη

η3
1

η
ς−1
0

η
ς−2
Nη−1

η
ς−2
Nη

η
ς−1
1

η
ς
0

η
ς−1
Nη−1

η
ς−1
Nη

η
ς
1

η
ς
Nη

K∞

Figure 3. Dividing the spatial solution domain into ς overlapping sub-intervals.

The complete grid in the space variable (η) takes the following order:
{

0 = η
(1)
Nη

, ..., η
(1)
1 = η

(2)
Nη

, η
(1)
0 = η

(2)
Nη−1, ..., η

(ϑ−1)
1 = η

(ϑ)
Nη

, η
(ϑ−1)
0 = η

(ϑ)
Nη−1, ..., η

(ς)
0 = K∞, 2 ≤ ϑ ≤ ς

}
. (38)

The numerical solutions at different time intervals can be differentiated using
(ι)

f ,
(ι)

θ ,
(ι)
φ ,

and
(ι)
χ . We remark that for the time variable, equations are solved independently in each

sub-domain, but for the space variable, equations are solved contemporaneously across the
whole domain of integration. Thus, the linearised iterative scheme (27)–(30) takes the form

a0,r
∂3

(ι)

f r+1
∂η3 + a1,r

∂2
(ι)

f r+1
∂η2 + a2,r

∂
(ι)

f r+1
∂η

+ a3,r

(ι)

f r+1 + a4,r
∂

∂η




∂
(ι)

f r+1
∂ξ


+ a5,r

∂
(ι)

f r+1
∂ξ

= a6,r , (39)

b0,r
∂2

(ι)

θ r+1

∂η2 + b1,r
∂
(ι)

θ r+1

∂η
+ b2,r

(ι)

θ r+1 + b3,r
∂
(ι)

θ r+1

∂ξ
= b4,r , (40)

∂2
(ι)
φ r+1
∂η2 + c1,r

∂
(ι)
φ r+1
∂η

+ c2,r
(ι)
φ r+1 + c3,r

∂
(ι)
φ r+1
∂ξ

= c4,r , (41)

∂2(ι)χ r+1
∂η2 + e1,r

∂
(ι)
χ r+1
∂η

+ e2,r
(ι)
χ r+1 + e3,r

∂
(ι)
χ r+1
∂ξ

= e4,r , (42)

In the first interval (∆1), the initial conditions
(1)
f (0, η),

(1)
θ (0, η),

(1)
φ (0, η), and

(1)
χ (0, η)

are used to obtained numerical solutions
(1)
f (ξ, η),

(1)
θ (ξ, η),

(1)
φ (ξ, η), and

(1)
χ (ξ, η). Then,

for the remaining time sub-intervals (∆ι, ι = 2, 3, 4, ..., v), the continuity conditions are
given as
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(ι)

f r+1(ξι−1, η) =
(ι−1)

f r+1(ξι−1, η),
(ι)

θ r+1(ξι−1, η) =
(ι−1)

θ r+1(ξι−1, η), (43)

(ι)
φ r+1(ξι−1, η) =

(ι−1)
φ r+1(ξι−1, η),

(ι)
χ r+1(ξι−1, η) =

(ι−1)
χ r+1(ξι−1, η), (44)

are used to generate numerical solutions
(ι)

f (ξ, η),
(ι)

θ (ξ, η),
(ι)
φ (ξ, η), and

(ι)
χ (ξ, η)(ι = 2, 3, ..., v)

in the other sub-intervals. The procedure for generating the numerical solution is carried
out by approximating the desired solutions, such as f (ξ, η), using the bivariate Lagrange
interpolating polynomial that appears as

(ι)

f (ξ, η) ≈
(ι)
F (ξ, η) =

Nη

∑
h=0

Nξ

∑
l=0

(ι)
F (ηh, ξl)Lh(η)Ll(ξ). (45)

For each space sub-domain Jϑ, the first, second, and nthorder derivative matrices in
the spatial direction are evaluated at the collocation points (ξ̄i, η̄j) for j = 0, 1, 2, ..., Nξ as
follows [33]:

∂
(ι)

f
∂η

(η̄i, ξ j) = D
(ι)
F j,

∂2
(ε)

f
∂η2 (η̄i, ξ j) = D2

(ι)
F j,

∂n
(ε)

f
∂ηn (η̄i, ξ j) = Dn

(ι)
F j, (46)

where the Chebyshev differential matrix D = 2
L D̄, and D̄ in the standard Chebyshev differ-

ential matrix of the first order with dimension (Nη + 1)× (Nη + 1). However, the matrix
D has dimension (Mη + 1) × (Mη + 1), where Mη = Nη + (Nη − 1)(ς − 1) is the com-
bination of all collocation points used in the whole spatial region. On the other hand,
(ι)
F j =

[
(ι)

f (η(ϑ)
0 , ξ j),

(ι)

f (η(ϑ)
1 , ξ j),

(ι)

f (η(ϑ)
2 , ξ j), ...,

(ι)

f (η(ϑ)
Nη

, ξ j)

]T

is the matrix-vector function

with dimension (Nη + 1)× 1. We note that the nth(n > 1) derivative matrix is obtained via
matrix multiplication. For each time sub-interval ∆ι, the first-order derivative matrix in the
time direction is evaluated at the collocation points (ξ̄i, η̄j) for i = 0, 1, 2, 3, ..., Nη as [33]

∂
(ι)

f
∂ξ

(η̄i, ξ j) =
Nξ

∑
l=0

dj,l

(ι)

F̄ l (47)

where dj,l =
2

ξι−ξι−1
d̄j,l(j, l = 0, 1, 2, 3, ..., Nξ), and d̄j,l in the standard Chebyshev differential

matrix of the first order with dimension (Nξ + 1) × (Nξ + 1). It is noteworthy that the

matrix-vector function
(ι)

F̄ l has dimension (Mη + 1)× 1, since it accounts for the solution
in the entire spatial domain. A similar procedure is utilized in the approximation of the
other unknown functions θ(ξ, η), φ(ξ, η), χ(ξ, η), and their corresponding derivatives at
the collocation points (ξ̄i, η̄j). Because of the execution of the overlapping grid strategy,
the Chebyshev differential matrix D contains many zero elements and becomes less dense,
and the structure of the matrix is illustrated in [32,33,38,39] (see Appendix D). The crucial
idea behind the use of SCM lies in the approximation of continuous derivatives with discrete
derivatives. Consequently, by replacing the continuous derivatives in Equations (39)–(42)
with the discrete derivatives discussed in the previous paragraphs and making use of the
initial conditions, we obtain
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[
a0,rD3 + a1,rD2 + a2,rD + a3,r

](ι)
F̄ i,r+1 + a4,r

Nξ−1

∑
j=0

di,jD
(ι)

F̄ j,r+1 + a5,r

Nξ−1

∑
j=0

di,j

(ι)

F̄ j,r+1 =
(ι)

R1,i,r , (48)

[
b0,rD2 + b1,rD + b2,r

](ι)
Θ̄i,r+1 + b3,r

Nξ−1

∑
j=0

di,j

(ι)

Θ̄j,r+1 =
(ι)

R2,i,r , (49)

[
D2 + c1,rD + c2,r

](ι)
Φ̄i,r+1 + c3,r

Nξ−1

∑
j=0

di,j

(ι)

Φ̄j,r+1 =
(ι)

R3,i,r , (50)

[
D2 + e1,rD + e2,r

](ι)
χ̄ i,r+1 + e3,r

Nξ−1

∑
j=0

di,j
(ι)
χ̄ j,r+1 =

(ι)

R4,i,r , (51)

where the right-hand side of the equations are explicated as
(ι)
R1,i,r = a6,r − a4,rdi,Nξ

D
(ι)

F̄ Nξ
−

a5,rdi,Nξ

(ι)

F̄ Nξ
,
(ι)
R2,i,r = b4,r − b3,rdi,Nξ

(ι)

Θ̄Nξ
,
(ι)
R3,i,r = c4,r − c3,rdi,Nξ

(ι)

Φ̄Nξ
, and

(ι)
R4,i,r = e4,r −

e3,rdi,Nξ

(ι)
χ̄ Nξ

. The matching boundary constraints are also evaluated at the collocation
points, and they take the form

(ι)

f r+1(ηMη , ξi) = fw,
Mη

∑
h=0

DMη ,h

(ι)

f r+1(ηh, ξi)− δ

Mη

∑
h=0

D2
Mη ,h

(ι)

f r+1(ηh, ξi) = 0,
(ι)
χ r+1(ηMη , ξi) = 1,

Mη

∑
h=0

DMη ,h

(ι)

f r+1(ηh, ξi)− Bi
(ι)

θ r+1(ηMη , ξi) = −Bi,

Mη

∑
h=0

DMη ,h
(ι)
φ r+1(ηh, ξi) +

Nt
Nb

Mη

∑
h=0

D2
Mη ,h

(ι)

θ r+1(ηh, ξi) = 0, (52)

Mη

∑
h=0

D0,h

(ι)

f r+1(ηh, ξi) =
sin ξi

ξi
,

(ι)

θ r+1(η0, ξi) = 0,
(ι)
φ r+1(η0, ξi) = 0,

(ι)
χ r+1(η0, ξi) = 0.

In the form of an Nξ(Mη + 1)× Nξ(Mη + 1) matrix arrangement, Equation (48) takes
the form



A0,0 A0,1 A0,2 · · · A0,Nξ−1

A1,0 A1,1 A1,2 · · · A1,Nξ−1
...

...
. . .

...
ANξ−1,0 ANξ−1,1 ANξ−1,2 · · · ANξ−1,Nξ−1







(ι)

F̄ 0
(ι)

F̄ 1
...

(ι)

F̄ Nξ−1




=




(ι)
R1,0
(ι)
R1,1

...
(ι)
R1,Nξ−1




, (53)

where

Ai,i = a0,rD3 + a1,rD2 + a2,rD + a3,rI + a4,rdi,iD + a5,rdi,iI, i = j,

A(1)
i,j = a4,rdi,jD + a5,rdi,jI, i 6= j, (54)




aζ,r(η0, ξi)
aζ,r(η1, ξi)

. . .
aζ,r(ηMη , ξi)


, ζ = 0, 1, 2, 3, 4, 5, (55)

and I is an (Mη + 1) × (Mη + 1) unit matrix. The additional equations will also give
a similar matrix arrangement of the same dimension. The resulting discrete boundary
conditions are incorporated into the main diagonal sub-blocks of each matrix system to
yield a new system of linear algebraic equations. The later matrix system is then solved
iteratively, resuming with initial approximations that are picked in such a way that they
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conform to the boundary conditions. The compact form of matrix Equations (48)–(51) is
given by

[
(1)
A

][
F
]
=
[
R1
]

,

[
(2)
A

][
Θ
]
=
[
R2
]

,

[
(3)
A

][
Φ
]
=
[
R3
]

,

[
(4)
A

][
χ
]
=
[
R4
]

. (56)

The functions used as initial guesses are given by

f0(η) = fw +
1

1 + δ

(
e−η − 1

)
+ η, θ0(η) =

Bi
1 + Bi

e−η , φ0(η) = −
NtBi

Nb(1 + Bi)
e−η , χ0(η) = e−η .

(57)

4. Results and Discussion

A comprehensive parametric study is carried out and numerical results are reported
in this section through graphs. The numerical computation is performed for each param-
eter by assigning fixed values to other related parameters as ξ = π

2 [13,28], ω = 0.2 [28],
Rb = 0.1 [28],Nt = 0.1 [13,28], Nb = 0.3 [13,28], Sc = 10 [13,28], Pe = 1 [28], Sb = 1 [28],
Nr = 0.5 [13,28], Pr = 6.8 [28], δ = 0.5 [4], Kc = 2 [18], Bi = 5 [13,28], Km = 2, M = 0.5 [4,
17],
fw [18]= 0.5, Rd = 0.5 [17], θ f = 1.1 [16], Λ = 1 [17], ε = 1 [28], β = 0.5 [37], Q = 0.2 [37],
α = 0.3 [39], E = 2 [18], p = 0.2 [18], Ω = 0.1 [17], λ = 5 [13,28], and Nn = 0.2 [29].
To corroborate the correctness of the present numerical method, the results for the heat
transfer rate−θ′(0) were contrasted against those disclosed by Merkin [15], Nazar et al. [1],
Rashad et al. [13], Rashad et al. [28], and Zahar et al. [16] in Table 1. Table 1 demonstrates
that the numerical values in all considered cases were in substantial coherence. Hence,
the selection of the present overlapping grid-based numerical scheme can be rationalized.

Table 1. Comparison of −θ′(0) when Pr = 1, θ f = 1, Bi → ∞, ξ = β = α = fw = M = Λ = Rd =

Q = ε = δ = Nr = Rb = Ω = Nb = Nn = Nt = Sc = Sb = E = Kc = Pe = Km = ω = p = 0.

λ Merkin [15] Nazar et al. [1] Rashad et al. [13] Rashad et al. [28] Zahar et al. [16] Present Results

−1.75 0.4199 0.4205 0.4202 0.4202 0.4198 0.4199516
−1.50 0.4576 0.4601 0.4579 0.4579 0.4573 0.4573551
−1.00 0.5067 0.5080 0.5068 0.5068 0.5067 0.5066785
−0.50 0.5420 0.5430 0.5421 0.54201 0.5421 0.5420654
0.00 0.5705 0.5710 0.5706 0.5706 0.5705 0.5704700
0.50 0.5943 0.5949 0.5947 0.5947 0.5945 0.5945339
0.88 0.6096 0.6112 0.6111 0.6111 0.6108 0.6107615
0.89 0.6110 0.6116 0.6114 0.6114 0.6112 0.6111687
1.00 0.6158 0.6160 0.6160 0.6160 0.6154 0.6155872
2.00 0.6497 0.6518 0.6518 0.6518 0.6515 0.6514920
5.00 0.7315 0.7320 0.7319 0.7319 0.7315 0.7315104

The convergence of the OMD-BSLLM is tracked by monitoring the solution errors,
as defined in [32]. These errors represent solution-based discrepancies and quantify the
number of accurate digits in the approximate solutions at the r-th iteration level. If the
numerical scheme is converging, it is anticipated that the error norms will decrease as the
number of iterations increases. Figure 4 illustrates the evolution of the solution errors for
the approximate numerical solutions of f (η, ξ), θ(η, ξ), φ(η, ξ), and χ(η, ξ) over iterations in
both MD-BSLLM and OMD-BSLLM. The consistent reduction in all solution errors suggests
that the numerical methods converge. Full convergence is considered attained when the
convergence plots start to level off. It is evident that complete convergence is reached after
approximately five iterations for all solutions in the MD-BSLLM approach and six iterations
for all solutions in the OMD-BSLLM technique, with solution errors approaching 10−8 and
10−12 in the MD-BSLLM scheme and OMD-BSLLM technique, respectively. The minimal
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errors observed with the OMD-BSLLM approach validate its superior accuracy compared to
the MD-BSLLM scheme. The precision of the overlapping grid-based scheme (OMD-BSLLM)
can be assessed by evaluating the residual errors, as defined in [32]. These errors quantify how
closely the numerical solutions approximate the true solution of the PDEs (16)–(19). Figure 5 is
plotted to demonstrate residual error graphs at different time levels for both OMD-BSLLM and
MD-BSLLM (no overlapping) schemes. In all the graphs, it is clear that each graph displays
sufficiently small residual errors, and that is an indication of good accuracy in both numerical
schemes. The accuracy is also noted to be uniform throughout the time domain, and that
is one of the benefits of using the multi-domain approach in the implementation of SCM.
Nevertheless, the OMD-BSLLM scheme proves to be more accurate than the MD-BSLLM
approach in all the graphs. Furthermore, using more overlapping sub-domains with a smaller
number of spatial collocation points yields more precision in the OMD-BSLLM approach.
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Figure 4. Comparison of solution errors (E f , Eθ , Eφ, and Eχ) when Nξ = 5 and v = 20. (a) Solution
errors against iterations for the MD-BSLLM (ς = 1, Nη = 100). (b) Solution errors against iterations
for the OMD-BSLLM (ς > 1, Nη = 10).
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Figure 5. Comparison of residual error approximations for the case of MD-BSLLM (ς = 1) and OMD-
BSLLM (ς > 1) when Nξ = 5 and v = 20 for different nodes ([Nη , ς] = [100, 1], [50, 2], [20, 5], [10, 10]).
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The stability of the OMD-BSLLM scheme is assessed by analyzing the condition
numbers of the coefficient matrices associated with the system of linear algebraic equations
that need to be solved. The condition number of the matrix gauges the degree of sensitivity
of the solution to variations in the input data and to the round-off errors incurred during

the solution process. The condition numbers for the coefficient matrices (
(1)
A ,

(2)
A ,

(3)
A ,

(4)
A )

are presented in Table 2 when the number of collocation points and overlapping sub-
intervals are varied. The overlapping grid-based numerical scheme is noted to yield small
condition numbers compared to the non-overlapping grid-based scheme. The use of
the overlapping grid approach results in coefficient matrices that are better conditioned
compared to those generated by the non-overlapping grid-based calculations. The small
condition numbers observed with the overlapping grid-based scheme indicate that the
problem is well-conditioned, suggesting that the matrix representing the problem is not
close to being singular. This characteristic is desirable as it ensures the stability, accuracy,
and reliability of the numerical solution to the problem. As the number of overlapping
sub-intervals increases and the number of space collocation points decreases, the condition
numbers also decrease. This trend suggests that maximizing the number of overlapping
sub-intervals while reducing the number of space collocation points further enhances the
stability and accuracy of the numerical solutions. These findings affirm that the OMD-
BSLLM scheme is the preferred numerical method for solving fluid flow problems akin to
the one addressed in the current study.

Table 2. Condition numbers for varying nodes [Nη , ς].

ς Nη Mη Cond (
(1)
A ) Cond (

(2)
A ) Cond (

(3)
A ) Cond (

(4)
A )

1 (MD-BSLLM) 100 100 1.4518640e+10 6.0399799e+06 2.5107303e+06 3.1173003e+06
2 (OMD-BSLLM) 50 99 1.7962336e+09 1.2883089e+06 5.4063508e+05 6.6439084e+05
4 (OMD-BSLLM) 25 97 2.4075014e+08 2.7726519e+05 1.1971839e+05 1.4291087e+05
5 (OMD-BSLLM) 20 96 1.2646992e+08 1.6967207e+05 7.4692771e+04 8.7440012e+04

10 (OMD-BSLLM) 10 91 1.6621778e+07 3.7796142e+04 1.9268267e+04 1.9579885e+04
20 (OMD-BSLLM) 5 81 1.7880098e+06 9.4107769e+03 7.4254531e+03 4.6950726e+03
25 (OMD-BSLLM) 4 76 8.0984196e+05 6.3770832e+03 6.1905704e+03 2.9795539e+03

For brevity, the consequences of other flow parameters such as ε, Bi, Nr, Λ, Rb, Nb, Nt,
Pe, Pr, Sc, and Sb on the fluid flow attributes and design quantities of engineering attentive-
ness have been omitted in the current study. This is because the contributions of these flow
parameters are similar to the ones that were adequately discussed in Rashid et al. [13,28]
in the scenario of Newtonian fluids and the absence of variable fluid properties, non-
linear heat convection, magnetic field, heat sink/source, nonlinear thermal radiation,
bioconvection Brownian diffusion, activation energy, chemical and microbial reactions,
suction/injection, and first-order velocity slips. The current study seeks to extend the
works of Rashid et al. [13,28] by analyzing, from a mathematical point of view, the fluid
flow properties, heat, mass, and motile microbe transfer phenomena when the above fea-
tures are incorporated in the present bioconvection flow model. Figures 6–20 illustrate
the impact of various parameters stemming from the aforementioned novel features, in-
cluding the Williamson fluid (Λ), nonlinear convection (Ω), suction ( fw > 0), velocity
slip (δ), variable viscosity (α), magnetic field (M), thermal radiation (Rd), temperature
ratio (θ f ), variable thermal conductivity (β), heat source (Q > 0), chemical reaction (Kc),
AE (E), microbial reaction (Km), microbial Brownian motion (Nn), and motile microbe
(ω) parameters, on dimensionless velocity ( f ′), temperature (θ), NP concentration (φ),
density of motile microbes (χ), wall friction factor (C f ), Nusselt number (Nu), and density
number of motile microbes (Nm). These pertinent parameters are chosen in the ranges:
Λ = 0, 1, 2, 3; Ω = 0.1, 0.5, 1, 1.5; fw = 0.1, 0.3, 0.5, 0.8; δ = 0.1, 0.3, 0.5, 0.8; α = 0.1, 0.5,
1, 1.5; M = 0.1, 1, 5, 10; Rd = 0.3, 0.6, 1, 1.5; θ f = 1.1, 1.3, 1.5, 1.8; 0.1, 0.5, 1, 1.5; Q = 0.1,
0.3, 0.5, 0.8; Kc = 0.1, 1, 2, 3, 5; E = 0, 1, 2, 3; Km = 0.1, 1, 3, 5; Nn = 0.2, 0.3, 0.5, 0.8; and
ω = 0.1, 0.3, 0.5, 0.8. The selected range of values for the present model align with those
commonly found in a typical nanofluid. For parameters exhibiting a broad spectrum, we
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opted for values that ensured the stability of the numerical scheme. Figure 6 is plotted
to demonstrate the impact of the Williamson fluid parameter (Λ) and nonlinear thermal
convection parameter (Ω) on the dimensionless velocity. From Figure 6a, it is clear that
velocity dissemination is diminished with increasing values of Λ. The variable Λ signifies
the ratio of Williamson fluid relaxation time to retardation time. When the Williamson
fluid parameter gets larger, the relaxation time of the fluid is noted to be lifted. As a result,
resistance in the fluid flow direction is produced, which in turn reduces the NF velocity.
Basically, because of the high relaxation time, fluid particles take more time to migrate
to their original position; thus, fluid viscosity is improved and the velocity of the fluid
particles is diminished. Conversely, velocity dissemination is accelerated with mounting
values of Ω. For larger Ω, the disparity between the surface and free stream (ambient)
temperatures (Tf − T∞) is increased, instigating a rise in the fluid velocity.
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Figure 6. Dimensionless velocity profiles.
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Figure 7. Dimensionless velocity profiles.
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Figure 8. Dimensionless velocity profiles.
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Figure 9. Dimensionless temperature profiles.
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Figure 10. Dimensionless temperature profiles.
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Figure 11. Dimensionless nanoparticle concentration profiles.
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Figure 12. Dimensionless density of the motile microbe profiles.
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Figure 13. Dimensionless density of the motile microbe profiles.
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Figure 14. Dimensionless surface drag coefficient.
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Figure 15. Dimensionless surface drag coefficient.
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Figure 16. Dimensionless surface drag coefficient.
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Figure 17. Dimensionless Nusselt number.
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Figure 18. Dimensionless Nusselt number.
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Figure 19. Dimensionless density number of the motile microbes.
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Figure 20. Dimensionless density number of the motile microbes.
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The consequence of the suction parameter ( fw > 0) and first-order velocity slip
parameter (δ) on the velocity dissemination is portrayed in Figure 7. Figure 7a demonstrates
that the velocity boundary layer’s thickness is diminished with the mounting values of
the suction parameter. This deportment is owed to the fact that suction upshot plays
a fundamental role in the removal of the fluid from the flow system; thus, momentum
boundary layer thickness is remarkably decelerated. Figure 7b shows that dimensionless
velocity is maximized with the growing velocity slip variable. This is on account of the
acceleration in the fluid flow and the corresponding momentum boundary layer thickness
as the velocity slip effect is increased. The acceleration of the fluid velocity component with
improved velocity slip impact was also disclosed by Gaffar et al. [6] and Prasad et al. [45]
in the absence of microbes.

The variation of dimensionless velocity against the transverse coordinate (η) when the
variable viscosity parameter (α) and the applied magnetic field parameter (M) are varied
is illustrated in Figure 8. It is clear that the velocity field is improved with rising values
of the variable viscosity parameter (see Figure 8a). Physically, increasing values of α tend
to augment the temperature variation (Tf − T∞), consequently, the Williamson fluid bond
is weakened and the intensity of the dynamic viscosity of the non-Newtonian material is
minimized. As a result, the momentum boundary layer thickness is improved, and the
fluid velocity is also accelerated. On the other hand, the dimensionless velocity of our
nonlinear mixed convective flow is seen to be increased with mounting values of applied
magnetic field parameter. This behaviour is opposite to that of the free convective flows
(see Gaffar et al. [6]), where the velocity is declined by rising values of M. From a physics
perspective, in an electrically conducting fluid, the magnetic field operating in a transverse
direction to the geometry generates a resistive force known as the Lorentz force. The result-
ing Lorentz force inhibits the velocity of the fluid, as is evident in the free convective flows.
In the present problem, it is noteworthy that the velocity component portrays the mounting
behaviour because of the existence of nonlinear mixed convection. The similar behaviour is
adequately explained by Basha et al. [17] in the absence of gyrotactic microorganisms.

Figure 9 presents the effect of the thermal radiation parameter (Rd) and surface
temperature excess ratio (θ f ) on the dimensionless temperature curves. From the first figure,
it is noted that the temperature curve is enhanced by rising values of the thermal radiation
parameter. This is because increments in thermal radiation energize the boundary layer and
upsurge the heat radiation energy; consequently, both the fluid temperature and thermal
boundary layer width are also improved. The Rosseland radiation absorption is enhanced
by the rising values of the heat radiation parameter Rd; thus, radiative heat transmission
rate to the fluid is upsurged, leading to an improvement in the temperature dispersion.
On the other hand, the non-dimensional temperature is also increased by the escalating
values of the temperature ratio parameter since the parameter θ f improves the fluid’s
thermal state. From a physics point of view, the greater values of the surface temperature
excess ratio imply an upsurge in the temperature difference (Tf − T∞), consequently,
the temperature of the fluid is elevated. Figure 10 illustrates the ramifications of the
variable thermal conductance parameter (β) and heat generation parameter (Q > 0) on
the temperature curves. Figure 10a reveals that the temperature curve improves with the
escalation in β, which is owed to the excess amount of heat transmitted from the surface
of the cylinder to the fluid. The parameter β is directly proportional to the temperature
difference. As a result, an elevation in the variable thermal conductance parameter causes a
remarkable potential for thermal energy to convey more heat energy to the NPs, instigating
a rise in the fluid temperature. Figure 10b shows that temperature distribution mounts
with the rising values of the heat source parameter. It is worth pointing out that Q > 0
represents the amount of heat produced within the system during the fluid flow. Thus,
an increment in Q means that more heat is absorbed by the fluid, leading to an enhancement
in the thermal boundary layer’s thickness and fluid temperature.

Figure 11 reveals the impact of the non-dimensional AE parameter (E) and chemical
reaction rate parameter (Kc) on the non-dimensional NP species concentration distributions.
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From Figure 11a, it is clear that increasing the non-dimensional chemical reaction rate
lessens the thickness of the non-dimensional concentration dissemination. The thinning
in the non-dimensional species concentration dissemination is continuously occurring
in conjunction with an enlarged non-dimensional concentration gradient. On the other
hand, the rise in the non-dimensional AE impact decreases the non-dimensional wall
concentration gradient. The physical justification for such a behaviour is that high AE
slows down the chemical reaction process. As a result, both the non-dimensional species
concentration profiles (see Figure 11b) and the thickness of the concentration boundary
layer improve, leading to a reduction in the non-dimensional wall concentration gradient.

The impact of the AE parameter (E) and microbial reaction rate parameter (Km)
on the non-dimensional density of the motile microbes is portrayed in Figure 12. It is
perceived from Figure 12a that the density of the motile microbes is reinforced by the rising
values of the AE parameter. Since the microbial reaction process is improved by using
AE, the motile microbe concentration profile is augmented to a greater extent. On the
other hand, Figure 12b illustrates that the density of motile microbes declines with the
augmenting values of the microbial reaction rate parameter. With an elevation in Km, the
microorganisms’ diffusivity shrinks, for which less motile microorganism transfer occurs.
In this phenomenon, the concentration of motile microorganisms drops as the values of
Km increase.

Figure 13 reveals the non-dimensional microorganism concentration dissemination
for the different values of the motile microbe parameter (ω) and microbial Brownian
motion parameter (Nn). It is worth pointing out that the microbial Brownian motion
is implied by the unrestricted mobility and unpredictable behaviour of motile microbes.
The decline in the gyrotactic microorganism concentration profile for high Nn indicates
fewer motile microbes for the reaction (see Figure 13a). From a physics point of view, when
Nn gets larger, the random collision between motile microbes increases, which leads to a
reduction in motile microorganism transfers. As a result, an elevation in Nn resembles a
decrement in the motile microbe concentration characteristics. In the other figure, there
is an enhancement in the magnitude of motile microbes, in particular near the wall of the
cylinder, when the bioconvection constant is raised. From formula ω = n∞

nw−n∞
, we note

that the motile microbe constant correlates the ambient density of the motile microbes
to the density difference across the boundary layer. When ω upsurges, there is a larger
density gradient across the boundary layer regime, which promotes the propulsion of
motile microbes from the surface to the bulk flow. This results in an enhancement in the
density of the motile microbes, in particular near the wall of the cylinder.

The ramification of the Williamson fluid parameter (Λ) and nonlinear thermal con-
vection coefficient (Ω) on the wall friction factor is disclosed in Figure 14. Figure 14a
demonstrates that the surface drag coefficient is a decreasing function of the changing
Williamson fluid parameter. Larger values of Λ imply that a long relaxation time is needed
to yield excess fluid movement resistance, thus increasing the skin friction factor. Figure 14b
shows that wall shear stress is also improved with a rise in the nonlinear temperature
parameter since an upsurge in Ω raises the density of the fluid flow, which in turn aug-
ments resistance to the flow. Figure 15 illustrates the upshots of the suction parameter
( fw > 0) and velocity slip parameter (δ) on the surface drag coefficient. It is perceived
from Figure 15a that a greater suction parameter leads to a decrement in the skin friction
factor. This demonstrates that an improvement in the cylinder surface’s porosity causes
an increment in the fluid flow resistance. In the other figure, surface shear stress is also
diminished by increasing the values of δ, since the fluid flow is decelerated along the
cylinder when δ is raised. As noted in Prasad et al. [45], there is progressive movement in
the peak shear stress locations far away from the lower stagnation when δ is elevated. Thus,
the repercussion of the wall slip is noted to be significant on the boundary layer features of
the Williamson fluid flow from the horizontal cylinder.

Figure 16 highlights the consequences of the variable viscosity parameter (α) and
applied magnetic field parameter (M) on the wall friction factor. From the first figure, it is
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clear that the skin friction factor is reduced by the rise in α because of a lower resistance to
flow on the cylinder surface. When there is less resistance to flow, the fluid moves more
freely along the surface, causing a reduction in the shear stress and skin friction coefficient.
On the other hand, a rise in the magnetic field parameter augments the surface drag
coefficient. This is because the Lorentz force monitors the rate at which the fluid particles
tend to move; thus, the drag coefficient increases at the level of the cylinder’s surface.

The upshots of the heat radiation parameter (Rd) and temperature ratio parameter
(θ f ) on the dimensionless Nusselt number are depicted in Figure 17. From Figure 17a, it is
clear that the elevation in Rd suggests a prominent increment in the local Nusselt number.
This deportment is in harmony with the fact that heat transportation becomes superior
with the radiation effect. Figure 17b illustrates that the heat transfer rate escalates with
increment in the surface temperature excess ratio since the presence of the temperature

ratio parameter θ f =
Tf
T∞

contributes towards enhancement of the temperature of the fluid.
Figure 18 illustrates the distribution of the local Nusselt number for various variable

thermal conductance (β) and heat generation parameters (Q > 0). The local Nusselt
number is enhanced by rising values of β as seen in Figure 18a. This behaviour is due
to the fact that the cylinder distributes additional heat by intensifying β, which in turn
accelerate the heat distribution in the system as well as the rate of heat transport. Figure 18b
demonstrates that escalation in Q gives rise to higher Nusselt numbers. This is because the
mechanisms of heat source produce a layer of warmed fluid near the cylindrical surface;
thus, the temperature of the fluid surpasses the temperature of the cylinder’s surface.

The variation in the dimensionless local density number of the motile microbes with
the AE parameter (E) and microbial reaction parameter (Km) is depicted in Figure 19. It
is evident that the density number of motile microbes drops when the dimensionless AE
parameter is increased. This signifies that as the Reynolds number escalates, the diffusion
rate prevails over the motile microbe transfer rate. The lower the density number of motile
microbes, the more AE there is. Higher AE implies that more energy is needed for the
motile microbes to have a fruitful collision. On the other hand, the density number of
motile microorganisms is noted to be remarkably enhanced by strong motile microbial
reactions. Figure 20 elucidates the impact of the bioconvection constant (ω) and microbial
Brownian motion parameter (Nn) on the density number of motile microbes. Figure 20a
reveals that as Nn augments, the density number of motile microbes is enhanced. This
might be attributed to the fact that motile microbes in the Williamson fluid are moving
haphazardly. The other figure demonstrates that the motile microbe transfer rate is reduced
with the growing values of the motile microbes parameter.

5. Concluding Remarks

A mathematical model has been described for the bioconvective flow of magneto-
Williamson NF comprising motile microbes through a radiative horizontal circular cylinder
in a porous medium with nonlinear Boussinesq approximation, heat generation/assimilation,
variable fluid properties, AE, chemical and microbial reactions, and Brownian motion for
both NPs and motile microorganisms. The modified Buongiorno NF model is employed,
and the problem is modeled subject to velocity slip, suction/injection, and heat-convective
and zero mass flux boundary conditions. Using appropriate similarity transformations,
a non-dimensional partial differential boundary value problem has been derived for the
transport features. The resulting coupled partial differential equation system has been
solved numerically with appropriate boundary conditions at the wall and in the free stream,
using an overlapping grid-based SCM that employs the local linearisation technique to
deal with non-linearity in the flow problem. The findings confirmed that the overlapping
grid-based numerical scheme should be the most preferred numerical method for solving
flow problems similar to the one considered in the current work. The remaining prominent
numerical results of the present investigation are recapitulated as follows:
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• Nonlinear thermal convection, velocity slip, magnetic field, and variable viscosity
parameters accelerate NF motion, while the Williamson fluid and suction parameters
decelerate the fluid flow.

• The surface drag coefficient is lifted for the Williamson fluid, nonlinear convection,
and magnetic field parameters, but decays for suction, velocity slip, and variable viscosity.

• The NF temperature and heat relocation rate are enhanced by rising thermal radiation,
temperature ratio, and fluctuating thermal conductivity parameters.

• The inclusion of AE assists in raising concentrations of NPs and motile microbes.
• The incorporation of microbial reactions and Brownian motion contributes to a rise in

motile microbes transfer rate and a reduction in the density of motile microbes.

In the near future, the current problem can be extended to the bioconvection flow of
other non-Newtonian fluid models by considering the Tiwari–Das nanofluid model with
other features such as electro-magnetohydrodynamics, viscous dissipation, Joule heating,
and microbial growth. To optimize thermal processes, analysis of entropy generation will
also be studied.
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Abbreviations
The following abbreviations are used in this manuscript:

Latin Symbols Latin Symbols
ū, v̄ Dimensional velocity segments along x̄− and ȳ−axis (m s−1) kp permeability of the porous medium (m2)

ūe velocity of the external flow (m s−1) u, v Non-dimensional velocity components (m s−1)
U∞ Free stream (ambient) velocity (m s−1) Gr Grashof number
Vw Mass suction/injection velocity (m s−1) Bi Thermal Biot number
k2

r , k2
m Chemical and microbial reaction rates (s−1) Nu Local Nusselt number

a Radius of the cylinder (m) C f Skin friction vcoefficient
kB Boltzmann constant (eV K−1) Nm Local density number of motile microbes
Q0 Heat source/sink coefficient (W m−3 K−1) p fitted rate constant
N0 First order velocity slip factor (m s−1) Nb, Nn NP and microbes Brownian diffusion parameters
T Fluid temperature (K) M Magnetic field parameter
Tf , T∞ Surface and free stream temperature (K) Sc Schmidt number
b Chemotaxis constant (m) Kc, Kn Chemical and microbes reaction rate parameters
k∗ Mean absorption variable (m−1) Pe bioconvection Peclet number
mw surface motile microbes flux (kg m−2 s−1) h f Heat transfer coefficient
n Motile microbes concentration (kg m−3) fw Suction/blowing parameter
nw, n∞ Surface and free stream concentrations of

Re Local Reynolds number
motile microbes (kg m−3)

DB Brownian motion factor (m2 s−1) f Dimensionless stream function
Cp Specific heat capacity (J kg−1 K−1) Q Heat generation/absorption parameter
DT Thermophoretic diffusion coefficient (m2 s−1) Rb Bioconvection Rayleigh number
qw Surface heat flux (W m−2) Pr Prandtl number
Wc Maximum cell swimming speed (m s−1) Nr Buoyancy ratio parameter
g Acceleration due to gravity (m s−2) E non-dimensional activation energy parameter
Dn Diffusivity of motile microbes (m2 s−1) Rd Thermal radiation parameter
Eb Coefficient of activation energy (eV) Nt Thermophoresis force constant
B0 Magnetic field strength (kg s−2 A−1) Sb Bioconvection Schmidt number
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Greek Symbols Greek Symbols
γ Average volume of motile microbes (kg m−3) θ f Temperature ratio parameter
β0, β1 Linear and nonlinear volumetric

η Pseudo-similarity variable
thermal expansion coefficients (K−1)

κ Thermal conductivity (W m−1 K−1) Λ Williamson fluid parameter
ν Kinematic viscosity (m2 s−1) Γ Material constant
µ Dynamic viscosity (kg m−1 s−1) Ω nonlinear convection parameter
θ, φ, χ Dimensionless temperature, NP species and

ε Porosity parameter
microbes concentration

ϕ NP volume fraction (kg m−3) ω Difference variable of microbes concentration
τw Wall shear stress (kg m−1 s−2) α Viscosity variation parameter
σ∗ Stefan-Boltzmann constant (1.3807× 10−23 J K−1) β Variable thermal conductivity parameter
σ Electrical conductivity (S m−1) τ Nanofluid heat capacity ratio
ρ Density (kg m−3) λ Mixed convection parameter
ϕ∞ Ambient NP volume fraction (kg m−3) δ Velocity slip parameter
Ψ Stream function (m2 s−1) ξ Stream-wise (transverse) coordinate
Subscripts Superscripts
w, ∞ Wall and ambient conditions f , p, m Fluid, NP and motile microbes

Appendix A. LLM Algorithm

1. Solve for f in the first equation assuming that θ, φ and χ are known from previous iteration.
� fr+1.

2. Considering that fr+1 is now known, solve for θ in the second equation, assuming that φ and χ

are known from previous iteration. � θr+1.
3. Considering that fr+1 and θr+1 are now known, solve for θ in the third equation, assuming that

χ is known from previous iteration. � φr+1.
4. Lastly, considering that fr+1, θr+1 and φr+1 are now known, solve for θ in the last equation.

� χr+1.

Appendix B. Variable Coefficients Obtained Using the LLM Approach

a0,r = e−αθr + Λξe−αθr f ′′r , a1,r = fr − αθ′re−αθr + Λξe−αθr f ′′′r − 2αΛξθ′r f ′′r e−αθr + ξ
∂ fr

∂ξ
,

a2,r = −2 f ′r − (M + εe−αθr )− ξ
∂ f ′r
∂ξ

, a3,r = f ′′r , a4,r = −ξ f ′r , a5,r = ξ f ′′r , a6,r = fr f ′′r − f ′2r

−M
sin ξ

ξ
− εe−αθr sin ξ

ξ
− sin ξ cos ξ

ξ
+ Λξ f ′′r f ′′′r e−αθr − αΛξθ′r f ′′2r e−αθr − ξ f ′r

∂ f ′r
∂ξ

+ ξ f ′′r
∂ fr

∂ξ

−λ(θr + Ωθ2
r − Nrφr − Rbχr)

sin ξ

ξ
, b0,r = 1 + βθr +

4
3

Rd + 4(θ f − 1)Rdθr + 4(θ f − 1)2Rdθ2
r

+
4
3

Rd(θ f − 1)3θ3
r , b1,r = Pr fr + 2βθ′r + 8Rd(θ f − 1)θ′r + 16Rd(θ f − 1)2θrθ′r + 8Rd(θ f − 1)3θ2

r θ′r

+NbPrφ′r + NnPrχ′r + 2NtPrθ′r + Prξ
∂ fr

∂ξ
, b2,r = βθ′′r + 4Rd(θ f − 1)θ′′r + 8Rd(θ f − 1)2θrθ′′r

+4Rd(θ f − 1)3θ′′r θ2
r + 8Rd(θ f − 1)2θ′2r + 8Rd(θ f − 1)3θrθ′2r + PrQ, b3,r = −Prξ f ′r , b4,r =

4Rd(θ f − 1)
[
θrθ′′r + 2(θ f − 1)θ′′r θ2

r + (θ f − 1)2θ′′r θ3
r + θ′2r + 4(θ f − 1)θrθ′2r + 3(θ f − 1)2θ2

r θ′2r
]

+βθrθ′′r + βθ′2r + NtPrθ′2r , c1,r = Sc fr + Scξ
∂ fr

∂ξ
, c3,r = −Scξ f ′r , c4,r = −

Nt
Nb

θ′′r , c2,r =

−ScKc(1 + (θ f − 1)θr)
pexp

(
−E

(1 + (θ f − 1)θr)

)
, e1,r = Sb fr − Peφ′r + Sbξ

∂ fr

∂ξ
, e2,r = −Peφ′′r

−SbKm(1 + (θ f − 1)θr)
pexp

(
−E

(1 + (θ f − 1)θr)

)
, e3,r = −Sbξ f ′r , e4,r = Peωφ′′r −

Nt
Nn

θ′′r . (A1)
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Appendix C. Derivation of the Length of Each Sub-Interval (L)

To ascertain the length of individual sub-intervals, we observe that the entire length of the
spatial domain is specified by

K∞ = 2L− $ + (2L− 2$)
( ς

2
− 1
)

= 2L− $ + (L− $)(ς− 2)

= $(1− ς) + ςL, (A2)

where $ represents the distance of overlap between two adjacent sub-intervals. It is important to
highlight that $ equals the difference between η0 and η1 (i.e., $ = η0 − η1). When examining the first
interval J1, where η ∈ [0, η1

Nη
], we can establish the length L = η1

Nη
. Utilizing the linear transformation

η =
L
2

η̄ +
η1

Nη

2
, (A3)

facilitates the conversion of the interval [0, η1
Nη
] into [−1, 1]. Therefore, by employing the Gauss–

Lobatto collocation points η̄i = cos
(

πi
Nη

)
, where i = 0, 1, 2, ..., Nη , we acquire

η0 − η1 =
L
2
(η̄0 − η̄1)

=
L
2

(
1− cos

π

Nη

)
. (A4)

As a result, Equation (A2) is transformed into

K∞ =
L
2

(
1− cos

π

Nη

)
(1− ς) + ςL, (A5)

and rearranging the formula given in Equation (A5) to solve for L, we acquire

L =
K∞

ς + (1− ς)(1− cos π
Nη

)/2
. (A6)

Appendix D. The Structure of Chebyshev Differentiation Matrix (D)

D =




(ς)

D̄ 0,0

(ς)

D̄ 0,1 · · ·
(ς)

D̄ 0,Nη−1

(ς)

D̄ 0,Nη

(ς)

D̄ 1,0

(ς)

D̄ 1,1 · · ·
(ς)

D̄ 1,Nη−1

(ς)

D̄ 1,Nη

. . .
. . .

. . .
. . .

. . .
(ς)

D̄ Nη−1,0

(ς)

D̄ Nη−1,1 · · ·
(ς)

D̄ Nη−1,Nη−1

(ς)

D̄ Nη−1,Nη

(ς−1)
D̄ 1,0

(ς−1)
D̄ 1,1 · · ·

(ς−1)
D̄ 1,Nη−1

(ς−1)
D̄ 1,Nη

(ς−1)
D̄ 2,0

(ς−1)
D̄ 2,1 · · ·

(ς−1)
D̄ 2,Nη−1

(ς−1)
D̄ 2,Nη

. . .
. . .

. . .
. . .

. . .
(ς−1)

D̄ Nη−1,0

(ς−1)
D̄ Nη−1,1 · · ·

(ς−1)
D̄ Nη−1,Nη−1

(ς−1)
D̄ Nη−1,Nη

. . .
. . .

(1)
D̄ 1,0

(1)
D̄ 1,1 · · ·

(1)
D̄ 1,Nη−1

(1)
D̄ 1,Nη

(1)
D̄ 2,0

(1)
D̄ 2,1 · · ·

(1)
D̄ 2,Nη−1

(1)
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. . .
. . .

. . .
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, (A7)
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Abstract: For efficient heating and cooling applications, minimum wall shear stress and maximum
heat transfer rate are desired. The current study optimized the local skin friction coefficient and
Nusselt number in Al2O3-Cu/water hybrid nanofluid flow over a permeable shrinking rotating
disk. First, the governing equations and boundary conditions are solved numerically using the
bvp4c solver in MATLAB. Von Kármán’s transformations are used to reduce the partial differential
equations into solvable non-linear ordinary differential equations. The augmentation of the mass
transfer parameter is found to reduce the local skin friction coefficient and Nusselt number. Higher
values of these physical quantities of interest are observed in the injection case than in the suction case.
Meanwhile, the increase in the magnitude of the shrinking parameter improved and reduced the
local skin friction coefficient and Nusselt number, respectively. Then, response surface methodology
(RSM) is conducted to understand the interactive impacts of the controlling parameters in optimizing
the physical quantities of interest. With a desirability of 66%, the local skin friction coefficient and
Nusselt number are optimized at 1.528780016 and 0.888353037 when the shrinking parameter (λ) and
mass transfer parameter (S) are −0.8 and −0.6, respectively.

Keywords: disk; hybrid nanofluid; RSM; shrinking; suction/injection

1. Introduction

Rotating machinery, gas turbine rotators, and thermal power generating systems are
among the numerous practical applications of the classical rotating-disk flow [1]. The
Navier–Stokes equations for rotating-disk flow were first presented by Von Kármán [2]. In
this study, Von Kármán’s transformations were introduced to reduce the partial differential
equations into a system of ordinary differential equations. Later, these equations were
employed in various rotating-disk flow problems. Ayano et al. [3] did a numerical computa-
tion on magnetohydrodynamics (MHD) nanofluid flow over a stretching rotating disk with
Brownian motion, thermophoresis, and gyrotactic microorganisms. Von Kármán’s transfor-
mations were employed in this study, and the increased stretching parameter was found
to reduce the temperature profile. Meanwhile, the augmentation of the thermophoresis
and Brownian motion enhanced and reduced the concentration profile. Then, the unsteady
flow of nanofluid over a stretching rotating disk with variable viscosity, Brownian motion,
and thermophoresis was analyzed by Sharma et al. [4]. It was found that the increased
stretching rate promoted fluid flow in the radial direction and enhanced horizontal velocity.
Puneeth et al. [5] then examined the unsteady flow over a permeable stretching rotating
disk. It was observed that a high nanoparticle volume fraction improved and reduced the
temperature and velocity profiles of the nanofluid.
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Researchers have also examined the rotating-disk flow of hybrid nanofluids containing
the dispersion of two different nanoparticles. Rashid et al. [6] analyzed the MHD hybrid
nanofluid flow over a rotating disk with Brownian motion and thermophoresis. It was
noted that the hybrid nanofluid possessed better thermal conductivity than the nanofluid.
Moreover, the augmentation of the magnetic field reduced axial and tangential velocities
while increasing the surface drag. Meanwhile, thermophoresis and nanoparticle volume
fraction enhanced the heat transfer performance. Alkuhayli [7] extended this study with
thermal radiation and heat source/sink. The enhancement of the thermal radiation and
variable thermal conductivity parameters was found to have boosted the temperature pro-
file and local Nusselt number. Further extension of this study was made by Kumar et al. [8],
who considered the electromagnetohydrodynamic flow over a stretching rotating disk with
an irregular heat source, Arrhenius energy, and non-linear radiation. The increment in the
electric parameter was noted to reduce the skin friction coefficient and enhance the heat
transfer rate. Meanwhile, Kulkarni [9] found that the heat transfer rate increased with the
sphericity of the nanoparticles in hybrid nanofluid flow over a permeable rotating disk
with mixed convection, magnetic field, and slip. Lone et al. [10] then analyzed the MHD
flow of Al2O3-Cu/water hybrid nanofluid over a rotating disk with velocity slip, zero
mass flux, and convective boundary conditions. Next, Khashi’ie et al. [11] conducted a
stability analysis on multiple solutions obtained in MHD hybrid nanofluid flow over a
permeable stretching/shrinking rotating disk with heat generation. The findings revealed
that only the first and second solutions were stable and physically significant, while the
third solution was unstable. In addition, only the suction parameter enhanced the heat
transfer performance of the hybrid nanofluid. Vijay and Sharma [12] then studied the Soret
and Dufour effects on MHD hybrid nanofluid flow over a permeable decelerating rotating
disk. Later, Abu Bakar et al. [13] analyzed the unsteady flow of Al2O3-Cu/water hybrid
nanofluid over an inclined, shrinking, rotating disk with thermal radiation and velocity
slip. Similarly, only the first solution was found to be stable, while the second solution was
unstable. The nanoparticle volume fraction, radiation, and shrinking parameters increased
the heat transfer rate. Recently, the rotating-disk flow of ternary and tetra hybrid nanoflu-
ids, consisting of three and four different nanoparticles dispersed in a base fluid, was also
analyzed by researchers (see Ali et al. [14], Singh et al. [15], and Patgiri and Paul [16]). In
addition, researchers have also incorporated machine learning approaches to study fluid
flow over a rotating disk (see Ali et al. [17] and Kumar et al. [18]).

Moreover, researchers have also included statistical analysis to improve theoretical
investigations of fluid flow over a rotating disk. A sophisticated statistical tool called
the response surface methodology (RSM) is commonly employed to analyze the effects
and significance of various controlling parameters on specified responses. The optimal
conditions at which to achieve the desired response can also be estimated using the RSM.
Mehmood et al. [19] utilized the RSM to optimize the local skin friction coefficients and
Nusselt number in MHD nanofluid flow past a stretched rotating disk with entropy genera-
tion and autocatalytic chemical reaction. Both physical quantities of interest were found to
be optimized by the higher value of the magnetic parameter. Then, Shafiq et al. [20] consid-
ered the Darcy–Forchheimer flow of nanofluid past a stretched rotating disk with thermal
radiation. Based on the RSM and sensitivity analysis, the local Nusselt number was most
sensitive towards the solid volume fraction, followed by the radiation parameter and Biot
number. Later, Mathew et al. [21] examined the effects of magnetic field and stratification
in bioconvective stagnation-point flow over a stretched rotating disk. This study employed
the RSM to investigate the relationship between the magnetic field, thermal stratification,
the nanoparticle volume fraction of magnetite, and the velocity ratio parameter and the
heat transfer rate. The thermal stratification and magnetic field parameters were found to
have a negative correlation with the heat transfer rate. Recently, the RSM was utilized by
Hussain et al. [22] to optimize the MHD nanofluid flow past a rotating disk with thermal
radiation and Joule heating. Meanwhile, Khashi’ie et al. [23] found through the RSM that
the magnetic and suction parameters significantly affected the skin friction coefficient in
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unsteady hybrid nanofluid flow over a rotating disk with heat generation. In the meantime,
the heat transfer rate was affected by the magnetic, suction, and heat generation parameters.

Due to the scarcity of rotating-disk flow studies that combine numerical and statistical
investigations, the current research will focus on these approaches to analyze the flow
and heat transfer performance in Al2O3-Cu/water hybrid nanofluid flow past a shrinking
rotating disk. The surface is assumed to be permeable to allow for suction/injection. Partial
differential equations and boundary conditions governing this flow problem will be solved
numerically using the bvp4c solver in MATLAB. Then, RSM will be executed to analyze the
interaction of mass transfer with shrinking parameters and their significance in optimizing
the physical quantities of interest. The current study aims to fill the existing literature gap
and offer a better understanding of the impacts of mass transfer and shrinking parameters
on the considered flow problem.

2. Mathematical Formulation

The working fluid contains alumina (Al2O3) and copper (Cu) nanoparticles dispersed
in water. This combination is chosen because Cu nanoparticles offer high thermal conduc-
tivity, Al2O3 nanoparticles exhibit good inertness, and water is widely available. Moreover,
an experimental study by Siddiqui et al. [24] demonstrated that an Al2O3-Cu/water hybrid
nanofluid with a 50:50 mixing ratio resulted in an overall enhanced hydrothermal property
with improved thermal conductivity and better stability. Meanwhile, the correlations and
values of thermophysical properties for the Al2O3-Cu/water hybrid nanofluid are based
on Takabi et al. [25] and Oztop and Abu-Nada [26]. At a low-volume concentration of this
hybrid nanofluid, the correlations proposed by Takabi et al. [25] were found to be in good
agreement with the experiment results presented by Suresh et al. [27]. Following this, a
low-volume concentration of Cu and Al2O3 nanoparticles is used in the current study (i.e.,
φAl2O3 = φCu = 0.02).

Meanwhile, the flow configuration is described using cylindrical coordinates (r, ϕ, z)
and velocity components (u, v, w), respectively. The schematic representation is depicted in
Figure 1.
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Figure 1. Schematic diagram of the flow problem.

The fluid is assumed to flow in the region z ≥ 0 over an infinite rotating disk with a
uniform shrinking rate a in the radial direction r; angular velocity Ω; mass flux velocity
ww =

√
Ωνb f S with mass transfer parameter S and kinematic viscosity of base fluid νb f ;

and constant temperature Tw. Meanwhile, the surrounding hybrid nanofluid is assumed to
have a temperature of T∞, with Tw > T∞ for a hot disk. In the current study, the flow is
considered to be steady and axisymmetric (i.e., ∂/∂ϕ = 0 for all variables).
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Following the stated assumptions, the governing equations and boundary conditions
for the laminar, incompressible Newtonian hybrid nanofluid flow are as follows [28,29]:
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[
1
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∂T
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+
∂2T
∂ r2 +

∂2T
∂ z2

]
, (5)

u = uw = ar, v = vw = Ω r, w = ww, T = Tw at z = 0
u→ 0, v→ 0, T → T∞ as z→ ∞

}
. (6)

In these equations, the subscript hn f denotes hybrid nanofluid, µ is the dynamic
viscosity, ρ is the density, k is the thermal conductivity, Cp is the specific heat, T is the
temperature, and p is the pressure. Then, these partial differential equations are subjected
to the following Von Kármán’s transformations [2]:

u = Ω r f (η ), v = Ω rg(η), w =
√

Ω νb f h(η), θ(η) = T−T∞
Tw− T∞

p− p∞ = 2 µb f Ω P(η), η = z
√

Ω
νb f



 (7)

to form the following non-linear ordinary differential equations and boundary conditions:

2 f + h′ = 0, (8)

µhn f /µb f

ρhn f /ρb f
f ′′ − h f ′ − f 2 + g2 = 0, (9)

µhn f /µb f

ρhn f /ρb f
g′′ − h g′ − 2 f g = 0, (10)

khn f /kb f(
ρ Cp

)
hn f

/
(

ρ Cp

)
b f

θ′′ − Prh θ′ = 0, (11)

g(0) = 1, f (0) = λ, h(0) = S, θ(0) = 1
g(η)→ 0, f (η)→ 0, θ(η)→ 0 as η → ∞

}
, (12)

where ‘′’ denotes differentiation with respect to η; b f refers to the base fluid; f , g, and
h are the radial, tangential, and axial velocities; λ = a/Ω is the shrinking parameter;
S is the mass transfer parameter with S < 0 for injection and S > 0 for suction; and
Pr =

(
µ Cp

)
b f /kb f is the Prandtl number. According to Turkyilmazoglu [28], the fluid

pressure can be determined by integrating Equation (4), and the resulting pressure equation
is decoupled from the flow field. Since the interest of the current study is to analyze the
flow and thermal fields of the hybrid nanofluid, the pressure function can be neglected.
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Then, the physical quantities of interest are the skin friction coefficient (C f ) and Nusselt
number (Nur) [28]:

C f =
µhn f

√[(
∂ u
∂ z + ∂ w

∂ ϕ

)
z=0

]2
+
[(

∂ v
∂ z +

1
r

∂ w
∂ ϕ

)
z=0

]2

ρb f (Ω r)2 ,

Nur =
r kn f

kb f (Tw − T∞)

(
−∂ T

∂ z

)

z=0
,

which result in the following:

Re1/2
r C f =

µhn f
µb f

√
[ f ′(0)]2 + [g′(0)]2, Re−1/2

r Nur = −
khn f
kb f

θ′(0), (13)

where Re1/2
r C f is the local skin friction coefficient; Re−1/2

r Nur is the local Nusselt number;

and Rer =
Ωr2

νb f
is the local Reynolds number. Here, an increase in the angular velocity can

raise the local Reynolds number.

3. Response Surface Methodology (RSM)

Box and Wilson [30] introduced an experimental design-based approach, incorporating
statistical and mathematical techniques, called the response surface methodology (RSM).
The RSM can be used to model, analyze, and optimize a system containing dependent
(response) and independent parameters. The relationship between the response and
independent parameters can be described as follows [31]:

Response = F(X1, X2, X3, . . . , XN)± E, (14)

where F is the unknown function of response with X1, X2, X3, . . . , XN as independent pa-
rameters; and E is the random experimental error assumed to have a zero mean. Meanwhile,
the general quadratic model is

Response = c0 + ∑N
i=1 cixi + ∑N

i=1 ciix2
i + ∑N−1

i=1 ∑N
j=i+1 cijxixj, (15)

with c0, ci, cii, and cij representing the intercept, linear, quadratic, and bilinear two-factor
terms, respectively.

The current study utilizes the RSM and face-centered central composite design to
investigate the significance of the mass transfer and shrinking parameters on the local skin
friction coefficient and Nusselt number, as well as the optimal settings of these parameters
to minimize and maximize the responses. Therefore, the mass transfer and shrinking
parameters are denoted as the independent parameters, and the local skin friction coefficient
and Nusselt number are the responses. The independent parameters are labeled as A
and B and are assigned with actual and coded values, as shown in Table 1. The ranges
for the actual values are taken based on the numerical investigation conducted in the
current study.

Table 1. The actual and coded values of the independent parameters.

Independent
Parameter

Symbol
Level

Low (−1) Medium (0) High (1)

λ A −1.0 −0.9 −0.8
S B −0.6 −0.1 0.4

The central composite design is the most commonly used response surface design
to determine the coefficients of the quadratic model. According to Bhattacharya [32], the
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central composite design has the benefit of estimating the non-linear relationship between
the independent parameters and the response, as well as the ability to provide maximum
information with minimal experimental data, and fewer experiments are needed to predict
the quadratic term in a quadratic model. The central composite design is comprised
of several types, including the face-centered type. The face-centered central composite
design requires three levels of each factor or independent parameter (i.e., −1, 0, 1) with
2N + 2N + C experiments. Here, N is the number of independent parameters; 2N denotes
the factorial points; 2N denotes the axial points; and C denotes the center points. As
stated by Sahoo and Barman [33], the center points may vary from three to six. In this
current study, with N = 2 and C = 5, a total of 13 runs are carried out. The respective
responses, calculated using MATLAB for each run, are then tabulated in Table 2. Meanwhile,
Figure 2 presents the flowchart of the numerical and statistical procedures involved in the
current study.

Table 2. Experimental design and response values.

Runs
Coded Values Actual Values Responses

A B λ S Re1/2
r Cf

(Response 1)
Re−1/2

r Nur
(Response 2)

1 −1 −1 −1.0 −0.6 1.803245471 0.232133118
2 1 −1 −0.8 −0.6 1.529299905 0.975650061
3 −1 1 −1.0 0.4 1.475361873 0.000000014
4 1 1 −0.8 0.4 1.229514429 0.000001138
5 −1 0 −1.0 −0.1 1.642240690 0.000228587
6 1 0 −0.8 −0.1 1.380007580 0.004928016
7 0 −1 −0.9 −0.6 1.659170147 0.525530320
8 0 1 −0.9 0.4 1.346068736 0.000000126
9 0 0 −0.9 −0.1 1.504436107 0.001106468

10 0 0 −0.9 −0.1 1.504436107 0.001106468
11 0 0 −0.9 −0.1 1.504436107 0.001106468
12 0 0 −0.9 −0.1 1.504436107 0.001106468
13 0 0 −0.9 −0.1 1.504436107 0.001106468
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4. Results and Discussion

The boundary value problem (8)–(12) is numerically solved using the bvp4c solver in
MATLAB, and the algorithm is presented in Supplementary Materials. A comparison of
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results is made to validate the correctness of the mathematical approach employed in this
current study. For φhn f = 0, the boundary value problem reduces into a classical viscous
fluid flow problem, and the numerical results can be compared with those computed by
Rashidi et al. [34] and Turkyilmazoglu [28]. These previous studies utilized the shooting
and spectral Chebyshev collocation methods, respectively. Despite the difference in compu-
tation techniques, the results generated by the bvp4c solver are in close agreement with the
previous studies (see Table 3). Furthermore, by assuming the finite value of the free stream
boundary condition (i.e., η → ∞ ) to be ηmax = 10, all profiles acquired in this investigation
approach the free stream boundary conditions (12) asymptotically. Therefore, it enhances
confidence in the reliability of the numerical findings.

Table 3. Comparison of results for φAl2O3 = φCu = S = λ = 0 and Pr = 6.2.

Rashidi et al. [34] Turkyilmazoglu [28] Present Study

f ′(0) 0.510186 0.51023262 0.510232394
−g′(0) 0.61589 0.61592201 0.615921866
−θ′(0) - 0.93387794 0.933877577

The effects of shrinking and mass transfer parameters on the velocity and temperature
profiles are presented in Figure 3. The radial, tangential, and axial velocities are denoted by
f (η), g(η), and h(η), respectively. As observed in Figure 3a, the radial velocity profile of
the hybrid nanofluid decreases with the augmentation of the mass transfer parameter and
the magnitude of the shrinking parameter. However, the opposite behavior is observed
at some distance from the disk. As the disk is assumed to have a no-slip condition and
to shrink in the radial direction, the radial velocity of the hybrid nanofluid near the disk
decreases as the magnitude of the shrinking parameter increases. The shrinking effects
towards the fluid velocity are shown to be diminished at some distance away from the disk
(see Figure 3a). Meanwhile, the shrinking of the disk does not affect the tangential and
axial velocities of the hybrid nanofluid. The tangential velocity of the hybrid nanofluid
continues to increase throughout the boundary layer when the mass transfer parameter
and magnitude of the shrinking parameter increase (see Figure 3b). Figure 3c demonstrates
that the axial velocity profile near the disk rises with both the mass transfer parameter
and the magnitude of the shrinking parameter. As the mass transfer occurs in the axial
direction, the fluid velocity increases with the mass transfer parameter. Meanwhile, the
radial velocity near the disk, shown in Figure 3a, decreases due to fluid removal from the
boundary by suction (S > 0). The increment in the mass transfer parameter and magnitude
of the shrinking parameter then enhances the temperature profile, as shown in Figure 3d.
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ture with various values of λ and S.

Next, the effects of shrinking and mass transfer parameters on the local skin friction
coefficient and Nusselt number are illustrated in Figure 4. The enhancement of the mass
transfer parameter is found to reduce the local skin friction coefficient and Nusselt number
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in Figure 4a,b, respectively. Meanwhile, the increment in the magnitude of the shrinking
parameter raises the local skin friction coefficient, as shown in Figure 4a. Thus, the wall
shear stress rises with the increase in the magnitude of the shrinking parameter. In contrast,
the local Nusselt number diminishes as |λ| increases. The observed behavior may be due
to the reduction of the surface area available for heat transfer. Hence, it causes the heat
transfer rate between the disk and hybrid nanofluid to decrease. Moreover, it can be noted
that the values of the local skin friction coefficient and Nusselt number for the injection
case (S < 0) are higher than the suction case (S > 0).
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Meanwhile, the interacting impacts of the shrinking and mass transfer parameters on
the physical quantities of interest are analyzed using the RSM in Minitab. The correlations
between the independent parameters and the responses are given by the following:

Response 1 = c0 + c1A + c2B + c11AA + c22BB + c12AB, (16)

Response 2 = c0 + c1A + c2B + c11AA + c22BB + c12AB. (17)
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The significance of each term in Equations (16) and (17) are identified through the
analysis of variance (ANOVA). The results are presented in Tables 4 and 5.

Table 4. Analysis of variance for Response 1.

Source DF Adj SS Adj MS F-Value p-Value

Model 5 0.249759313 0.049951863 174774.611709837 0.000000000
Linear 2 0.249435660 0.124717830 436370.320105496 0.000000000

A 1 0.101927475 0.101927475 356630.043436460 0.000000000
B 1 0.147508184 0.147508184 516110.596774533 0.000000000

Square 2 0.000126277 0.000063139 220.913397825 0.000000474
AA 1 0.000124396 0.000124396 435.243856915 0.000000146
BB 1 0.000008884 0.000008884 31.084684334 0.000837291

2-Way
Interaction 1 0.000197376 0.000197376 690.591542539 0.000000030

AB 1 0.000197376 0.000197376 690.591542539 0.000000030
Error 7 0.000002001 0.000000286

Lack-of-Fit 3 0.000002001 0.000000667 * *
Pure Error 4 0.000000000 0.000000000

Total 12 0.249761314
The symbol * denotes the value is too small.

Table 5. Analysis of variance for Response 2.

Source DF Adj SS Adj MS F-Value p-Value

Model 5 1.000087703 0.200017541 29.206710770 0.000150454
Linear 2 0.594033446 0.297016723 43.370603881 0.000113785

A 1 0.093304904 0.093304904 13.624451749 0.007745032
B 1 0.500728543 0.500728543 73.116756012 0.000059439

Square 2 0.267850314 0.133925157 19.555851501 0.001363026
AA 1 0.001069278 0.001069278 0.156136818 0.704502971
BB 1 0.216321666 0.216321666 31.587451304 0.000798846

2-Way
Interaction 1 0.138203943 0.138203943 20.180643085 0.002824322

AB 1 0.138203943 0.138203943 20.180643085 0.002824322
Error 7 0.047938393 0.006848342

Lack-of-Fit 3 0.047938393 0.015979464 * *
Pure Error 4 0.000000000 0.000000000

Total 12 1.048026096
The symbol * denotes the value is too small.

The symbol * denotes the value is too small.
The symbol * denotes the value is too small.
According to Alhadri et al. [35], a term is statistically significant if its p-value is less

than 0.05. Based on Tables 4 and 5, all terms are significant for correlation (16), while the
term AA can be removed from correlation (17) as its p-value is greater than 0.05. After
eliminating the insignificant term, a second ANOVA is carried out for Response 2. Then,
the following new correlations, containing only the significant terms, are obtained:

Response 1 = 1.50443− 0.130338A− 0.156795B + 0.006711AA− 0.001794BB + 0.007025AB, (18)

Response 2 = 0.0015 + 0.1247A− 0.2889B + 0.2874BB− 0.1859AB. (19)

Based on Equations (18) and (19), the term B is seen to have a negative correlation
with Response 1 and Response 2. Hence, the increment in the mass transfer parameter
has an unfavorable impact on the local skin friction coefficient and Nusselt number. These
findings agree with the results obtained in Figure 4.

Then, the interactive impacts between the shrinking and mass transfer parameters can
be analyzed through the surface and contour plots displayed in Figures 5 and 6. Based
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on Figure 5, the increase in A and B reduces Response 1. The higher and medium levels
of shrinking parameter (A) and mass transfer parameter (B) are observed to produce low
values of Re1/2

r C f (Response 1). The maximum Re1/2
r C f (Response 1) occurs at low levels

of these independent parameters. Meanwhile, Figure 6 shows that lower levels of the
mass transfer parameter (B) and higher levels of the shrinking parameter (A) produce
high values of Re−1/2

r Nur (Response 2). However, at the moderate level of mass transfer
parameter (B), the increment in the shrinking parameter (A) has no significant effect on
Re−1/2

r Nur (Response 2).
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Next, optimization is conducted to minimize and maximize the local skin friction
coefficient and Nusselt number, respectively. The local skin friction coefficient is related to
the wall shear stress. A low skin friction coefficient is sought to reduce energy consumption
in most applications. Meanwhile, a high heat transfer rate, represented by the local Nusselt
number, is desired for better heat transfer performance in cooling or heating processes.
The composite desirability assesses how the configurations of the independent parameters
optimize a given set of responses. The desirability is measured on a scale from zero to one.
A value of zero signifies that one or more responses exceed their permissible limits, whereas
a value of one represents the optimal scenario. Therefore, in the present investigation, the
optimization can be observed by examining the composite desirability.

Table 6 presents the optimization result for the local skin friction coefficient and Nusselt
number. The minimum local skin friction coefficient (Response 1) and maximum local
Nusselt number (Response 2) can be achieved by setting the shrinking parameter (A) and
mass transfer parameter (B) at high and low levels, respectively. With a desirability of 66%
at λ = −0.8 and S = −0.6, the local skin friction coefficient is minimized at 1.528780016,
while the local Nusselt number is maximized at 0.888353037. Hence, the lowest magnitude
of the shrinking parameter and lowest mass transfer parameter optimized the physical
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quantities of interest in the current flow problem. Different behavior may be observed for
other controlling parameters and flow conditions ranges.

Table 6. Optimization of responses.

Solution A B Response 2
Fit

Response 1
Fit

Composite
Desirability

1 1 −1 0.888353037 1.528780016 0.659986551

5. Conclusions

The current study analyzes the rotating-disk flow of a hybrid nanofluid. The disk is
considered to shrink in the radial direction and is permeable to allow for suction/injection.
The local skin friction coefficient and Nusselt number for this flow problem are optimized
using the RSM. First, the governing equations for the flow problem, consisting of differential
equations and boundary conditions, are presented and solved using the bvp4c solver in
MATLAB. Then, the Minitab 21 software is utilized to perform the RSM. The results are
outlined as follows:

1. As the mass transfer parameter and the magnitude of the shrinking parameter (|λ|)
increase, the radial velocity profile of the hybrid nanofluid near the disk decreases.

2. The increment in the mass transfer parameter and the magnitude of the shrinking
parameter improves the profiles of tangential velocity, axial velocity, and temperature.

3. The local skin friction coefficient and Nusselt number diminish with the increase in
the mass transfer parameter. The injection case demonstrates higher values of these
physical quantities of interest than the suction case.

4. The increment in the magnitude of the shrinking parameter enhances the local skin
friction coefficient and reduces the local Nusselt number.

5. Based on the RSM, low values of Re1/2
r C f are produced at higher and medium levels

of shrinking parameter (λ) and mass transfer parameter. Meanwhile, the highest
value of Re1/2

r C f is observed at low levels of these independent parameters.

6. High values of Re−1/2
r Nur occur at lower levels of the mass transfer parameter and

higher levels of the shrinking parameter.
The local Nusselt number is not significantly impacted by the increase in the shrinking
parameter at the moderate level of the mass transfer parameter.

7. With a desirability of 66%, the local skin friction coefficient is minimized at 1.528780016,
while the local Nusselt number is maximized at 0.888353037 when λ = −0.8 and
S = −0.6.

The current study can be extended to other types of hybrid nanofluids, such as
non-Newtonian hybrid nanofluids, carbon nanotubes hybrid nanofluids, and ternary
hybrid nanofluids. In addition, the complex non-linear interaction of various controlling
parameters in this flow problem can be further analyzed using a sophisticated machine
learning technique known as the artificial neural network (ANN).
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https://www.mdpi.com/article/10.3390/computation12070141/s1.
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Abstract: The present study aims to offer new numerical solutions and optimisation strategies for
the fluid flow and heat transfer behaviour at a stagnation point through a nonlinear sheet that
is expanding or contracting in water-based hybrid nanofluids. Most hybrid nanofluids typically
use metallic nanoparticles. However, we deliver a new approach by combining single- and multi-
walled carbon nanotubes (SWCNTs-MWCNTs). The flow is presumptively steady, laminar, and
surrounded by a constant temperature of the ambient and body walls. By using similarity variables, a
model of partial differential equations (PDEs) with the magnetohydrodynamics (MHD) effect on the
momentum equation is converted into a model of non-dimensional ordinary differential equations
(ODEs). Then, the dimensionless first-order ODEs are solved numerically using the MATLAB
R2022b bvp4C program. In order to explore the range of computational solutions and physical
quantities, several dimensionless variables are manipulated, including the magnetic parameter, the
stretching/shrinking parameter, and the volume fraction parameters of hybrid and mono carbon
nanotubes. To enhance the originality and effectiveness of this study for practical applications,
we optimise the heat transfer coefficient via the response surface methodology (RSM). We apply a
face-centred central composite design (CCF) and perform the CCF using Minitab. All of our findings
are presented and illustrated in tabular and graphic form. We have made notable contributions in
the disciplines of mathematical analysis and fluid dynamics. From our observations, we find that
multiple solutions appear when the magnetic parameter is less than 1. We also detect double solutions
in the shrinking region. Furthermore, the increase in the magnetic parameter and SWCNTs-MWCNTs
volume fraction parameter increases both the skin friction coefficient and the local Nusselt number. To
compare the performance of hybrid nanofluids and mono nanofluids, we note that hybrid nanofluids
work better than single nanofluids both in skin friction and heat transfer coefficients.

Keywords: boundary layer; hybrid CNTs; nonlinear stretching/shrinking sheet; magnetohydrodynamics;
RSM

1. Introduction

The need to enhance the transmission of heat over various surfaces of devices has
continued to escalate in thermal management systems. Traditionally, base fluids such
as water and kerosene work as heat transfer media (HTM) in order to transport heat to
the environment. With rising industrial requirements to transfer heat at a faster rate, the
innovative idea of mixing nanoparticles (NPs) with a base fluid has encouraged researchers
to explore the most effective combinations for the preparation of nanofluids (NFs).
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Because NPs have a large surface area with a nanometre scale of size, the investigations
into the manipulation of NPs using experimental, theoretical, and numerical methods have
still been ongoing since Choi’s pioneering work [1] in this area. The fruitful development
in nanotechnology has led to scientists not just suspending single types of NPs with a base
fluid but successfully inventing two different types of NPs working with the base fluid.
This process produces a new HTM called hybrid nanofluids (HNFs). The addition of HNFs
to the flow has significantly improved the flow by promising a high thermal conductivity
and, hence, increasing the heat-transmitting process in many applications. Turcu et al. [2]
were reported as the first team to produce HNFs by combining NPs from carbon-based and
non-metal materials. Reddy et al. [3] enumerated the possible uses of HNFs in numerous
fields, including heat exchangers, engine cooling, and solar collectors.

The excellent achievement of HNFs in their narratives can be debated when it comes
to determining the most effective amalgamation of NPs. Despite the inherent advantages
of HNFs over traditional fluids in terms of heat transfer enhancement, the selection of an
appropriate nanoparticle match for heat transfer enhancement in HNFs has been a subject
of ongoing assessment and discussion. Concerning this challenge, Devi and Devi, Khashi’ie
et al. and Khashi’ie et al. [4–6] recommended that researchers vary the mixture of NPs in
order to produce the most productive HNFs that could potentially improve the flow and
heat transfer behaviour.

Among the best ways to synthesise HNFs is by applying carbon-based materials. Sajid
et al. [7] reported that Turcu and his team [2] became the first group to use multi-walled car-
bon nanotubes (MWCNTs), which are one of the nanoparticles from carbon-based particles
that act as the main nanoparticles in HNFs. As CNT materials were identified as suitable
materials for environmental applications by Navrotskaya et al. [8], demand for producing
HNFs from these materials has increased significantly in nanotechnology. The increase in
applying CNTs in HNFs is also supported, notably, by other relevant explorations of CNTs,
which found them to contain excellent physical and thermal characteristics. However, there
has been less discussion on the experimental and theoretical study of hybrid-based carbon
nanotubes, especially in suspending single and multi-walled carbon nanotubes (SWCNTs
and MWCNTs) as potential HNFs. The studies conducted by Hanaya et al., Sulochana
et al., Aladdin et al. and Tabassum et al. [9–12] were identified in the literature as actively
investigating the feasibility of manipulating hybrid SWCNTs and MWCNTs in order to
study flow and heat transfer behaviour over different geometrical surfaces. From their
research, all of them concluded that hybrid SWCNTs and MWCNTs performed better than
single nanofluids, either SWCNTs or MWCNTs.

The boundary layer analysis near bodies of different geometrical shapes plays a vital
role in investigating the flow behaviour of certain fluids. Svorcan et al.’s findings [13]
suggest that studying the boundary layer has the potential to aid in the development of
highly efficient boundary layer control devices. Due to the high application of shrinking
and stretching sheets in cooling systems, researchers have focused attention on these
surfaces. In a considerable proportion of the literature, most studies have explored these
bodies, taking into account that the boundary velocity varies linearly with the fluid flow.
Shateyi et al., Lund et al., Rosca et al., Dinarvand et al. and Samat et al. [14–18] were
among the groups that studied the flow characteristics of a sheet linearly moved that was
either stretching or shrinking using various mathematical models. In their models, it was
assumed that the sheet moved at a linear velocity at the speed of the boundary layer. From
our survey, the majority of researchers have been motivated by Crane et al.’s [19] study
on the linear velocity along the stretched surface. However, realistically, it is important to
explore the nonlinear variation of velocity over these surfaces, as emphasised by Vajravelu
et al. [20]. According to Nayakar et al. [21], a stretching or shrinking sheet that moves at a
nonlinear velocity will employ at least a quadratic function velocity along the x-axis in a
two-dimensional Cartesian coordinate system. The current understanding of the nonlinear
velocity change occurring in an expanding or contracting sheet is considered insufficient for
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comprehensive discourse. This topic needs to be looked into more in the future, especially
when it comes to investigating non-Newtonian fluid flow behaviour, like HNFs.

A search of the literature has revealed that the current works of flow over shrinking
and stretching sheets have put NFs and HNFs in the spotlight. One of the numerous
studies on flow in nanofluids was conducted by Rahman et al., Ragupathi et al. and
Saranya et al. [22–24]. By taking the effect of magnetohydrodynamics into account in
nanofluid flow over a nonlinear shrinking and stretching sheet, they analysed the possible
region of non-unique solutions. They reported that the shrinking case contributed to
producing multiple solutions while stretching only executed a single solution. The other
attempt performed by Mahabaleshwar et al. [25] explained the thermal radiation and
mass transpiration reactions in the boundary layer flow of nanofluids containing carbon
nanotubes (CNTs) past linear shrinking and stretching sheets, and they found the existence
of dual solutions in the skin friction coefficient.

Aly and his team [26] chose to look at the stagnation point flow of HNFs across a
sheet that is either stretching or shrinking at a linear velocity because they had some
interesting data from HNFs studies. They chose copper and alumina oxide (Cu-Al2O3)
as the main composition of HNFs, cooperating with water. They found that the duality
solution appeared for defined parameters, and HNFs worked better than single nanofluids
both in heat transfer and skin friction coefficients. The different positions of the stretching or
shrinking sheet were scrutinised numerically by Khan et al. [27] by dealing with the vertical
stretching or shrinking sheet. They observed that the process of separating the boundary
layer became slower when the suction parameter increased. Although multidisciplinary
research has been carried out on stretching/shrinking sheets, to date, the exploration of the
flow of hybrid CNTs over a nonlinear sheet has not yet been organised by any researchers.
Additionally, up to now, more work has been conducted on making models of how HNFs
flow over a sheet that is linearly stretching or shrinking. Examples include the work by
Zainal et al., Waini et al. and Jawad et al. [28–30].

The examination of stagnation point flow is currently the most extensively researched
area pertaining to the flow characteristics across a surface that is undergoing either stretch-
ing or shrinking due to a wide range of industrial processes. In Merkin et al.’s [31] study,
they found that the stagnation point was present on all body surfaces, regardless of whether
they were subjected to stretching or shrinking. In the stagnation area, as seen in Figure 1,
the fluid particles encountered a state of rest velocity in the vicinity of the stretching or
shrinking sheet. According to Merkin et al. [31], this phenomenon offers a high transmission
rate of heat in this region.

Magnetohydrodynamics (MHD) plays a crucial role in the improvement of many
applications, including nuclear reactors, accelerators, and generators. Alekseev et al. and
Ragupathi et al. [32,33] describe that MHD is used to explain the motion of electrically
conducting and incompressible fluids in the presence of a magnetic field. To the best of our
knowledge, not much research has been performed on computing the contribution of the
numeric value and properties of the electrical conductivity of nanoparticles that are used
in numerical studies that look into how MHD affects fluid dynamics. The comprehensive
depiction of the MHD impact on flow motion may be hindered if computational analysis
fails to include the electrical conductivity of nanoparticles in the model. The investigation
of boundary layer CNTs with an MHD effect was carried out by Mahabaleshwar et al. [34].
This team discovered that MHD produced a positive impact on the fluid flow when the flow
passed through a linearly stretching or shrinking sheet. A recent study was undertaken
by Mahesh and his colleagues [35], whereby they analysed the flow of carbon nanotubes
(CNTs) in the boundary layer over a sheet that is either linearly extending or contracting.
The research was performed under the influence of MHD. When the performance of
SWCNTs and MWCNTs was compared, it was found that both types of nanotubes had
better velocity profiles when the MHD level went up. However, to date, no investigation
has yet been conducted on the boundary layer flow of hybrid CNTs (SWCNTs-MWSCNTs)
across a nonlinear stretching or shrinking sheet in the presence of the MHD effect.
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Figure 1. The schematic model of stagnation point flow over nonlinear (a) stretching sheet and
(b) shrinking sheet.

Motivated by the above studies, our team is planning to extend the original idea
proposed by Anuar et al. [36]. The previous work by Anuar et al. [36] presented the analysis
of HNFs on different forms of nonlinear velocity over stretching or shrinking sheets. They
reported that the greater the value of the polynomial function n, the greater the contribution
of detaching the boundary layer at a faster pace. However, this team did not use CNTs and
performed optimisation procedures. In this study, we improve Anuar et al.’s model [36] by
examining the impact of the MHD effect on the fluid flow characteristics and conducting
an optimisation of the heat transfer. To build a different model from others, the MHD effect
in that equation is counted together with the effect of the electrical conductivity of CNTs
and water. Specifically, we use HNFs differently from the previous model by considering
HNFs based on CNTs as the basis of our investigation. The decision made to enhance
the prior model has a substantial impact on the new numerical outcome and the flow
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behaviour of HNFs. The use of MHD has found widespread application in several fields.
Reddy et al. [3] have shown that this mechanism significantly influences the magnetic and
electrical conductivity characteristics of fluid behaviour. In developing our model, we are
taking a different approach from Jaafar et al.’s work [37] in order to investigate the MHD
effect on the momentum equation and employ similarity variables that were suggested by
Anuar et al. [36] before. In order to develop a highly effective model, our study focuses on
the concept of MHD, as discussed in the article by Jaafar et al. and Khashi’ie et al. [37,38].
Because Jaafar et al.’s model [37] did not take the flow at stagnation points into account and
Khashi’ie et al. [38] studied a moving plate, our study, which is MHD-influenced, differs
from that of Jaafar et al. and Khashi’ie et al. [37,38].

In creating the model, we adhere to the suggestion of Zafar et al. [39] since it is based
on the assumption of flow in the laminar phase. Hence, the mathematical study of this
model is conducted based on the Tiwari and Das model. Zafar et al. [39] concluded that
utilising the Tiwari and Das model was the best option for illustrating the uniform fluid
flow of nanofluids compared to other models.

For the purpose of ascertaining the most ideal magnetic parameter for this model,
we provide a novel approach to quantifying the maximum heat transfer rate. To achieve
optimal heat transfer, we use the response surface methodology (RSM) with the desirability
function approach to design the numerical experiment. The use of the RSM approach has
not been implemented in the models previously mentioned. The face-centred composite
design (CCF) is employed to build a design of experiment (DOE) that incorporates other
possible controllable factors. The objective of this DOE is to maximise the heat transmission
capacity using a quadratic regression model. Matsui’s study [40] indicates that the quadratic
regression model is more adaptable than the linear regression model for assessing the
interplay of several factors and responses to predict the best values of these interactions. To
conduct the numerical analysis, we use the bvp4c function built in MATLAB, whereas the
RSM analysis is carried out using Minitab. Since the integration of numerical approaches
with RSM has garnered very little attention from scholars, this is an opportunity for further
exploration of this combination. Both the numerical and RSM strategies that are built into
this model may contribute to a comprehensive knowledge of the relationship between
computational and experimental studies.

2. Formulation of the Model
2.1. Mathematical Formulation

In order to govern the boundary layer equations, which are organised into nonlinear
partial differential equations (PDEs), we establish the following assumptions:

• The flow experiences an incompressible, steady, and laminar flow without a slip effect.
• The flow is described in two-dimensional (2D) space, with x and y acting as the axes

on the cartesian coordinates.
• The sheet is extended and contracted with the free stream velocity U∞(x) and the

stretching or shrinking velocity Uw(x).
• The terms U∞(x) and Uw(x) can be written as U∞(x) = axn and Uw(x) = bxn, where

a, b and n are positive constants, such that a, b > 0 and n > 1.
• The sheet is surrounded by the constant surface temperature Tw and the constant

ambient hybrid CNT nanofluids temperature T∞.
• Temperature does not affect the thermophysical properties of hybrid CNTs.
• The size of SWCNTs and MWCNTs is not varied, and there is no issue of agglomeration

in the flow.

To design our model, Anuar et al.’s study [36] is adopted, and the effect of the magnetic
field on the strength B0 in the dimensionless unit is taken into consideration in the flow,
where B2

0xn−1 = B2. However, the influence of an induced magnetic field is neglected. By
setting u and v as the velocity components that are dependent on x and y, our model with
specific boundary conditions is defined as follows:
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∂u
∂x

+
∂v
∂y

= 0, (1)

u
∂u
∂x

+ v
∂u
∂y

= U∞
dU∞

dx
+

µhn f

ρhn f

∂2u
∂y2 +

σhn f

ρhn f
B2(U∞ − u), (2)

u
∂T
∂x

+ v
∂T
∂y

= αhn f
∂2T
∂y2 , (3)

subjected to
u = Uw, v = 0, T = Tw at y = 0,

u→ U∞, T → T∞ as y→ ∞.
(4)

The variables u and v in Equations (1)–(4) represent the component velocities that
are dependent on the Cartesian coordinates x and y. These components are written in
non-dimensional units using the following equations:

u =
∂ψ

∂y
, v = −∂ψ

∂x
. (5)

The terms µhn f , ρhn f and σhn f in Equation (2) indicate the dynamic viscosity, density and
electrical conductivity of hybrid CNT nanofluids, while αhn f in Equation (3) illustrates the
thermal diffusivity of hybrid CNT nanofluids.

2.2. Non-Dimensional Similarity Ordinary Equations

To reduce the complexity of solving the above model, we introduce several similarity
variables that were employed by Anuar et al. [36]. These variables play a vital role in
transforming the PDEs system into the non-dimensional ordinary differential equations
(ODEs) model. Crank [41] asserts that by converting PDEs into ODEs, it is possible to
examine the physical system of fluid flow and heat transfer using a less complex system. This
claim was supported by Burden and Faires [42] who said that ODEs are more numerically
stable than PDEs. The introduction of these similarity variables can be deployed in the
following expressions:

η =

(
b(n + 1)

2ν f

) 1
2

yx
n−1

2 , ψ =

( 2bν f

n + 1

) 1
2

x
n+1

2 f (η), T = T∞ + (Tw − T∞)θ(η). (6)

By inserting Equation (6) into Equations (2)–(5), we discover the following system of
ordinary differential equations (ODEs).

A1 f ′′′ + f f ′′ − A2

(
f ′2 − 1

)
+ A3 A4

(
1− f ′

)
= 0, (7)

1
Pr

A5θ′′ + f θ′ = 0, (8)

subject to boundary conditions:

f ′(η) = ε, f (η) = 0, θ(η) = 1, at η = 0,
f ′(η)→ 1, θ(η)→ 0 , as η → ∞.

(9)

The term Ai, for i = 1, 2, 3, 4, 5 can be recorded as below:

A1 =
µhn f /µ f

ρhn f /ρ f
, A2 =

(
2n

n + 1

)
, A3 =

σhn f /σf

ρhn f /ρ f
, A4 =

2M
n + 1

, A5 =
khn f /k f(

ρCp
)

hn f /
(
ρCp

)
f

, (10)
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where n, M and ε = a/b are the nonlinear, magnetic and stretching/shrinking velocity
parameters, respectively, in dimensionless units. f and θ are functions of η. Hence, we can
differentiate f with respect to η to obtain f ′, f ′′ and f ′′′, and differentiate θ with respect
to η to obtain θ′ and θ′′. Referring to Jaafar et al. and Khashi’ie et al. [37,38], the term M

in Equation (10) can be denoted as M =
σf
ρ f

B2
0

b . To measure the physical quantities that
can be applied in studying the application of the model, we define the local skin friction
coefficient, C f , and the local Nusselt number, Nux, in the following equations:

C f =
τw

ρ f U2
∞

, (11)

and
Nux =

xqw

k f (Tw − T∞)
, (12)

where τw and qw represent the surface shear stress and the surface heat flux, respectively.
The terms τw and qw can be written as

τw = µhn f

(
∂u
∂y

)
, at y = 0, (13)

and

qw = −khn f

(
∂T
∂y

)
, at y = 0. (14)

Applying the similarity variables from Equation (6), we obtain the reduced skin friction
and heat transfer coefficients, respectively, in Equations (15) and (16) as follows:

C f Re1/2
x = A6 f ′′(0), (15)

and
NuxRe−1/2

x = A7θ′(0), (16)

where A6 =
(

µhn f /µ f

)
((n + 1)/2)1/2 and A7 =

(
−khn f /k f

)
((n + 1)/2)1/2. We use the

thermophysical properties of A1, A2, A3, A4, A5, A6 and A7 from Xue’s model (thermal
conductivity), Maxwell’s model (electrical conductivity), Devi and Devi’s model and
Bazbouz et al. [43]. The mathematical correlation of the thermal conductivity of hybrid
CNTs in this model is also drawn from the most up-to-date research on hybrid CNTs
conducted by Aladdin et al. [11] and Haider et al. [44]. The correlations and specific
numeric values for the physical properties can be viewed in Tables 1 and 2.

Table 1. The thermophysical characteristics and correlations of hybrid CNTs dispersed in water.

Characteristics Correlations

Viscosity µhn f =
µ f

(1−φSWCNT )
2.5(1−φMWCNT )

2.5

Density ρhn f = (1− φMWCNT)
[
(1− φSWCNT)ρ f + φSWCNTρSWCNT

]
+ φMWCNTρMWCNT

Heat Capacity
(ρCp )hn f = (1− φMWCNT )

[
(1− φSWCNT ) (ρCp ) f + φSWCNT (ρCp )SWCNT

]

+ φMWCNT (ρCp )MWCNT

Thermal
Conductivity

khn f =




(1−φMWCNT )+2φMWCNT

(
kMWCNT

kMWCNT−kn f

)
ln
(

kMWCNT+kn f
kn f

)

(1−φMWCNT )+2φMWCNT

(
kn f

kMWCNT−kn f

)
ln
(

kMWCNT+kn f
kn f

)


kn f ,

kn f =




(1−φSWCNT )+2φSWCNT

(
kSWCNT

kSWCNT−k f

)
ln
(

kSWCNT+k f
k f

)

(1−φSWCNT )+2φSWCNT

(
k f

kSWCNT−k f

)
ln
(

kSWCNT+k f
k f

)


k f

Electrical
Conductivity

σhn f =

(
σMWCNT+2σn f−2φMWCNT(σn f−σMWCNT)
σMWCNT+2σn f +φMWCNT(σn f−σMWCNT)

)
σn f ,

σn f =

(
σSWCNT+2σf−2φSWCNT(σf−σSWCNT)
σSWCNT+2σf +φSWCNT(σf−σSWCNT)

)
σf
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Table 2. The thermophysical characteristics of hybrid CNTs and water at room temperature.

Characteristics
Nanoparticles Base Fluid

SWCNTs MWCNTs Water

Density, ρ (kg m−3) 2600 1600 997.1
Heat Capacity, Cp (J kg−1 K−1) 425 796 4179

Thermal Conductivity, k (W m−1 K−1) 6600 3000 0.613
Electrical Conductivity, σ (S m−1) 1.0 × 108 3.5 × 106 5.0 × 10−2

2.3. Numerical Procedure

For the purpose of being able to numerically solve Equations (7)–(9), the higher-order
dimensionless ODEs are altered into first-order ODEs. This approach allows for the model
to be entered into the bvp4c function in MATLAB. The transformation process is initiated
by establishing the following equations:

f = y(1), f ′ = y(2), f ′′ = y(3),

θ = y(4), θ′ = y(5).
(17)

Therefore, the higher orders of dimensionless f ′′′ and θ′′ are expressed as follows:

f ′′′ = − 1
A1
((y(1)y(3))− A2((y(2)y(2))− 1) + A3 A4(1− y(2))),

θ′′ = − Pr
A5
((y(1)y(5))).

(18)

The boundary conditions pointed out in Equation (9) turn into these mathematical
expressions:

ya(1) = 0, ya(2)− ε = 0, ya(4)− 1 = 0, at η = 0,

yb(2)− 1 = 0, yb(4) = 0, as η → ∞.
(19)

2.4. Optimisation Procedure

To conduct the optimisation procedures, we apply the Response Surface Methodology
(RSM). According to Myres et al. [45], the adoption of RSM can boost the efficiency of
experimental and numerical operations by offering optimum solutions based on statistical
and mathematical concepts. Researchers such as Benim et al. [46] successfully manipulated
the RSM to optimise the aerofoil profiles in wind turbines.

To begin the optimisation process, we first identify three factors or parameters that
have the potential to impact the heat transfer performance. According to Equations (7)–(10),
the volume fraction, magnetic and nonlinear parameters are selected as the elements
in the input set. These parameters are recognised as the most significant inputs that
may contribute to the model’s performance. Additionally, the Tiwari and Das model
emphasises that the volume parameter is the key factor in determining the fluid flow and
heat transmission characteristics. Adhering to this model in developing the mathematical
model has become the main reason for choosing this parameter as part of the input set. The
matrix of these factors with different levels is illustrated in Table 3. Table 3 is organised
according to the relative limitations of each parameter. [+1] = [1] stands for the highest
level, [0] for the middle level and [−1] for the lowest level. Numerical simulations are used
to produce the output responses of hybrid (yhCNT) and mono (yCNT) CNTs nanofluids
by systematically altering the values of the factors. We also utilise a face-centred central
composite design (CCF) to create an experimental design, with the number of trials N
calculated using the formula below:

N = 2F + 2F + C, (20)

where F and C are the number of factors and the centre point, respectively.
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Table 3. Different levels of values of independent variables (factors).

Factors
φhnf or φnf [x1] M [x2] n [x3]

0.03 [+1] 0.3 [+1] 5.0 [+1]
0.02 [0] 0.2 [0] 3.5 [0]

0.01 [−1] 0.1 [−1] 2.0 [−1]
Note: The symbol [] denotes a coded component.

After screening the factors and their output variables, we develop the multivariate
quadratic regression equations by modifying the quadratic model expressed previously by
Myres et al. [45] in order to investigate the relationship between factors and their response
variables. These equations are also formed to optimise the heat transfer for both hybrid
and mono CNT nanofluids. The regression models of (yhCNT) and (yCNT) are written
as follows:

yhCNT = β0 + β1φhn f + β2M + β3n + β4φ2
hn f + β5M2 + β6n2 + β7φhn f M + β8φhn f n + β9Mn + ε, (21)

and

yCNT = β0 + β1φn f + β2M + β3n + β4φ2
n f + β5M2 + β6n2 + β7φn f M + β8φn f n + β9Mn + ε. (22)

The terms β0, βi, i = 1, 2, 3, β j, j = 4, 5, 6, βk, k = 7, 8, 9 and ε represent the mean value, the
linear coefficients, the interaction between factors coefficients, the quadratic coefficients and
the error term, respectively. The mathematical formulation of Equations (21) and (22), which
include quadratic components, can be helpful in our analysis to determine the optimal
amount of the heat transfer coefficient. According to Myres et al. [45], a quadratic model is
suitable for fitting the process of an optimal issue. To determine the value of coefficients in
Equations (21) and (22), we use the analysis of variance (ANOVA). The ANOVA data for
the yhCNT and yCNT models are computed with the aid of the Minitab program.

3. Results and Discussions
3.1. Numerical Solutions

To validate the programming code developed in the bvp4c function (MATLAB), we
compare the data with Anuar et al.’s model [36]. By setting φSWCNT = φMWCNT = M = 0,
n = 1, ε = −1.1, and Pr= 0.7, the model produces the reduced skin friction f ′′(0) and
the reduced heat transfer −θ′(0) as displayed in Table 4. The results presented in Table 4
indicate that the current model and the previous model are in good agreement. The result
of this agreement gives us the opportunity to commence our investigation by examining the
effects of magnetic fields on the heat transfer and flow characteristics of the hybrid CNTs.

Table 4. Comparison between the current model and Anuar et al.’s model [36].

n

f′′(0) −θ′(0)

Anuar et al.’s
Model [36]

The Present
Solution

Anuar et al.’s
Model [36]

The Present
Solution

1 1.1867 1.1867 0.1828 0.1828

In order to examine the effect of the magnetic parameter M on the flow separation,
it is necessary to identify the region in which the duality solution occurs. It is possible to
predict the point at which the boundary layer separates from the surface using the dual
solution. We assume that the upper solution (the first solution) and the lower solution (the
second solution) are the attached and separated flow solutions, respectively. To investigate
this region, we set M to vary from 0 to 0.2 and −1.5 < ε < 1.5. The Waqas et al. model [47]
serves as a guide for changing the variable M. The other parameters are kept at constant
values, where Pr = 6.2, φ1 = φSWCNT = 0.01, φ2 = φMWCNT = 0.01 and n = 2. The first
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solution (solid line) and the second solution (dash line) appear when εc ≤ ε < 0, where ε
is in shrinking mode and εc represents the critical point of producing the dual solutions.
These phenomena are visually represented in Figure 2. An additional observation that
can be made from this figure is that the boundary layer delays being separated as M
increases. Increasing n also results in a noticeable lag in the detachment of boundary
layers, as displayed in Figure 3. The aforementioned outcomes are produced through the
configuration of various values for n and ε while holding all other variables constant. From
Figures 2 and 3, the rise of M and n contributes to the widening range of f ′′(0) and −θ′(0).
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Figure 2. Variation of solutions (a) f ′′(0); (b) −θ′(0) using different values of ε and M in hybrid
SWCNTs-MWCNTs water-based nanofluids.
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Figure 3. Variation of solutions (a) f ′′(0); (b) −θ′(0) using different values of ε and n in hybrid
SWCNTs-MWCNTs water-based nanofluids.

The variations in velocity f ′(η) and temperature θ(η) profiles for hybrid CNTs nanoflu-
ids resulting from the modifications in M and n can be demonstrated in Figures 4 and 5,
respectively. In Figure 4, the value of M is modified from 0 to 0.2, while in Figure 5, the
value of n is adjusted from 2 to 4. We noticed that both figures (4 and 5) generate the
dual solution when the sheet moves at stretching velocity (ε < 0), where the first solution
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is thinner than the second solution. Figures 4 and 5 also provide strong evidence that
the profiles asymptotically meet the boundary constraints specified in Equation (9). The
velocity profile f ′(η) for the first solution has an increasing trend as the values of M and n
grow. But the rise in the values of M and n leads to a distinct pattern in the profile of f ′(η)
for the second solution. To illustrate the thermal boundary layer of the first solution, we
discover that an increase in M and n results in a drop in θ(η). However, the value of θ(η)
for the second solution gets higher as a consequence of the increase in M.
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Figure 5. Variation of solutions (a) velocity; (b) temperature profiles using different values of n in
hybrid SWCNTs-MWCNTs water-based nanofluids.

The performance of hybrid CNTs both for the skin friction and heat transfer rate under
the impact of M, φ1 = φSWCNT, and φ2 = φMWCNT are discussed in Figure 6. The values of M
are set at 0, 0.1 and 0.2, while φ1 and φ2 vary from 0 to 0.1. The values of φ1 and φ2 undergo
modifications at low concentrations, as shown by Kumar et al. [48]. They believe that the
performance of the transfer is effectively enhanced under low-concentration conditions. The
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other parameters are held constant, with Pr = 6.2, ε = 0.5 and n = 2. Based on this figure,
we identified that the rise in M, φ1 and φ2 triggers a boost in both the skin friction and
heat transfer coefficients. Prior research conducted by Sun et al. [49] demonstrated the
enhancement of heat transfer resulting from the application of a magnetic field. According
to Shah et al. [50], they stated that the magnetic field induces an increase in heat transfer
via the action of Lorentz forces.
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Figure 6. Variation of solutions (a) skin friction; (b) heat transfer coefficients using different values of
M and φ in hybrid SWCNTs-MWCNTs water-based nanofluids.
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With the goal of evaluating the performance of hybrid carbon nanotubes (CNTs)
nanofluids with mono-CNTs nanofluids in terms of skin friction and heat transfer, we
conduct investigations utilising various values of φ1, φ2 and M. To choose the most suitable
nanoparticles that effectively act as mono-CNTs, we adhere to Samat et al.’s model [51].
They found that SWCNTs were better at transferring heat than MWCNTs. This means
that SWCNTs represent mono-CNTs. By leaving Pr at 6.2 and n = 2, we can discover
from Figures 7 and 8 that the skin friction and heat transfer coefficients for hybrid CNTs
nanofluids and mono-CNTs nanofluids both rise. Furthermore, hybrid carbon nanotubes
(CNTs) nanofluids exhibit superior performance compared to mono-CNTs nanofluids in
terms of both skin friction and heat transfer coefficients.
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0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

 C
f 
R
e
x

1/
2

Hybrid SWCNTs-MWCNTs/water nanofluids
SWNCTs/water nanofluids

Pr = 6.2

M = 0.1
n = 2

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
1

1.2

1.4

1.6

1.8

2

2.2

 N
u
x
 R

e
x

-1
/2

Hybrid SWCNTs-MWCNTs/water nanofluids
SWNCTs/water nanofluids

Pr = 6.2

M = 0.1
n = 2
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397



Computation 2024, 12, 46Computation 2024, 12, x FOR PEER REVIEW 17 of 32 
 

 

 
(a) 

 
(b) 

Figure 8. Comparison performance of hybrid CNTs and mono CNTs in (a) skin friction; (b) heat 
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Figure 8. Comparison performance of hybrid CNTs and mono CNTs in (a) skin friction; (b) heat
transfer coefficients using different values of M.

3.2. RSM

In order to compute the numerical values of the responses yhCNT and yCNT , we employ
a mixture of several parameter levels, including φhn f , φn f , M and n. The distribution of
various values of these independent variables and their corresponding responses is shown
in Table 5. Employing Equation (20) with F = 3, C = 6, we perform 20 trials. The numerical
findings arranged in Table 5 are tested using the analysis of variance (ANOVA) in Minitab.
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Table 5. Design of experiment of heat transfer in hybrid CNTs and mono CNTs with water-
based nanofluids.

Runs
Uncoded Parameters Coded Parameters Responses

φhnf or φnf M n x1 x2 x3 yhCNT yCNT

1 0.01 0.1 2.0 −1 −1 −1 1.3641 1.3112
2 0.03 0.1 2.0 1 −1 −1 1.5940 1.4178
3 0.01 0.3 2.0 −1 1 −1 1.3666 1.3136
4 0.03 0.3 2.0 1 1 −1 1.5972 1.4204
5 0.01 0.1 5.0 −1 −1 1 1.9425 1.8673
6 0.03 0.1 5.0 1 −1 1 2.2699 2.0190
7 0.01 0.3 5.0 −1 1 1 1.9440 1.8687
8 0.03 0.3 5.0 1 1 1 2.2719 2.0206
9 0.01 0.2 3.5 −1 0 0 1.6795 1.6145

10 0.03 0.2 3.5 1 0 0 1.9627 1.7457
11 0.02 0.1 3.5 0 −1 0 1.8153 1.6782
12 0.02 0.3 3.5 0 1 0 1.8174 1.6801
13 0.02 0.2 2.0 0 0 −1 1.4766 1.3650
14 0.02 0.2 5.0 0 0 1 2.1016 1.9428
15 0.02 0.2 3.5 0 0 0 1.8164 1.6791
16 0.02 0.2 3.5 0 0 0 1.8164 1.6791
17 0.02 0.2 3.5 0 0 0 1.8164 1.6791
18 0.02 0.2 3.5 0 0 0 1.8164 1.6791
19 0.02 0.2 3.5 0 0 0 1.8164 1.6791
20 0.02 0.2 3.5 0 0 0 1.8164 1.6791

The ANOVA results in analysing the heat transfer coefficients for hybrid CNTs and mono
CNTs are displayed in Tables 6 and 7 and Figures 9–14. Both models, yhCNT and yCNT, are
considered well-fitting models as their residuals are normally distributed. According to Myres
et al. [45], the model is statistically significant if the P-value of the sources is less than 0.05.
Since the P-values of the several inputs in Tables 6 and 7 exceed 0.05, we exclude these factors
when establishing the reduced models for hybrid CNTs and mono CNTs. The reduced models
for hybrid CNTs and mono CNTs are constructed in Tables 8 and 9, respectively.

Table 6. Analysis of variance for the full model of heat transfer in hybrid CNTs with water-
based nanofluids.

Source DF Adj SS Adj MS F-Value p-Value

Model 9 1.18411 0.131568 158,942.79 0.000
Linear 3 1.17631 0.392102 473,685.11 0.000

x1 1 0.19576 0.195760 236,491.30 0.000
x2 1 0.00001 0.000013 15.30 0.003
x3 1 0.98053 0.980533 1,184,548.72 0.000

Square 3 0.00307 0.001022 1234.95 0.000
x1× x1 1 0.00006 0.000061 73.81 0.000
x2× x2 1 0.00000 0.000000 0.00 0.952
x3× x3 1 0.00205 0.002048 2473.55 0.000

2-Way Interaction 3 0.00474 0.001580 1908.33 0.000
x1× x2 1 0.00000 0.000000 0.17 0.691
x1× x3 1 0.00474 0.004738 5724.07 0.000
x2× x3 1 0.00000 0.000001 0.75 0.408
Error 10 0.00001 0.000001

Lack-of-Fit 5 0.00001 0.000002 * *
Pure Error 5 0.00000 0.000000

Total 19 1.18412
Note: The symbol * indicates that the data is too small.
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Table 7. Analysis of variance for the full model of heat transfer in mono CNTs with water-
based nanofluids.

Source DF Adj SS Adj MS F-Value p-Value

Model 9 0.881473 0.097941 611,438.84 0.000
Linear 3 0.877407 0.292469 1,825,856.01 0.000

x1 1 0.042015 0.042015 262,298.05 0.000
x2 1 0.000010 0.000010 60.93 0.000
x3 1 0.835382 0.835382 5,215,209.04 0.000

Square 3 0.003047 0.001016 6340.68 0.000
x1× x1 1 0.000002 0.000002 14.26 0.004
x2× x2 1 0.000000 0.000000 0.00 0.962
x3× x3 1 0.001748 0.001748 10,915.25 0.000

2-Way Interaction 3 0.001019 0.000340 2119.83 0.000
x1× x2 1 0. 000000 0.000000 0.15 0.711
x1× x3 1 0.001018 0.001018 6356.36 0.000
x2× x3 1 0.000000 0.000000 3.00 0.114
Error 10 0.000002 0.000000

Lack-of-Fit 5 0.000002 0.000000 * *
Pure Error 5 0.00000 0.000000

Total 19 0.881475
Note: The symbol * indicates that the data is too small.
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Figure 9. (a) Normal probability plot; (b) residual histogram for hybrid CNTs. 
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Figure 9. (a) Normal probability plot; (b) residual histogram for hybrid CNTs. 
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Figure 10. Contour plots for the interaction of (a) 𝑥ଵ  and 𝑥ଶ ; (b) 𝑥ଵ  and 𝑥ଷ ; (c) 𝑥ଶ  and 𝑥ଷ  for 
hybrid CNTs. 
Figure 10. Contour plots for the interaction of (a) x1 and x2; (b) x1 and x3; (c) x2 and x3 for
hybrid CNTs.
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Figure 11. Surface plots for the interaction of (a) 𝑥ଵ and 𝑥ଶ; (b) 𝑥ଵ and 𝑥ଷ; (c) 𝑥ଶ and 𝑥ଷ for hy-
brid CNTs. 
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Figure 11. Surface plots for the interaction of (a) x1 and x2; (b) x1 and x3; (c) x2 and x3 for
hybrid CNTs.
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Figure 12. (a) Normal probability plot; (b) residual histogram for mono CNTs. 
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Figure 12. (a) Normal probability plot; (b) residual histogram for mono CNTs. 
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Figure 13. Contour plots for the interaction of (a) 𝑥ଵ  and 𝑥ଶ ; (b) 𝑥ଵ  and 𝑥ଷ ; (c) 𝑥ଶ  and 𝑥ଷ  for 
mono CNTs. 
Figure 13. Contour plots for the interaction of (a) x1 and x2; (b) x1 and x3; (c) x2 and x3 for
mono CNTs.
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Figure 14. Surface plots for the interaction of (a) 𝑥ଵ  and 𝑥ଶ ; (b) 𝑥ଵ  and 𝑥ଷ ; (c) 𝑥ଶ  and 𝑥ଷ  for 
mono CNTs. 

After removing these terms, the ANOVA results in Tables 8 and 9 show that all the 
sources have p-values less than 0.05. As a consequence, the reduced models fit statistically 
to produce the optimal solution for heat transfer 𝑦ே்  and 𝑦ே் . Therefore, we have 
productively formulated the final quadratic regression equations of the heat transfer for 
hybrid CNTs in Equation (23) and mono CNTs in Equation (24). The equations are written 
as follows: 𝑦ே் = 1.81639 + 0.129914𝜙 + 0.001125𝑀 + 0.313135𝑛 + 0.004701𝜙ଶ− 0.027299𝑛ଶ + 0.024337𝜙𝑛, (23) 
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The satisfactory outcomes shown in Tables 8 and 9 also enable the determination of 

the ideal solutions for heat transmission in both kinds of nanofluids. Utilising the response 
optimizer, the rate of heat transfer for hybrid CNTs and mono CNTs is maximised when 𝜙, 𝜙, 𝑀 and 𝑛 are at their highest values. With a composite desirability value of 
100%, Tables 10 and 11 reveal that hybrid CNTs have excellent heat transmission perfor-
mance compared to individual CNTs. In terms of heat transfer, this result shows that the 
RSM has successfully confirmed the previous computational findings. These findings 
show that hybrid carbon nanotubes (CNTs) are better than mono CNTs. 

Table 8. Analysis of variance for the reduced model of heat transfer in hybrid CNTs with water-
based nanofluids. 
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Table 8. Analysis of variance for the reduced model of heat transfer in hybrid CNTs with water-
based nanofluids.

Source DF Adj SS Adj MS F-Value p-Value

Model 6 1.18411 0.197352 283,895.82 0.000
Linear 3 1.17631 0.392102 564,049.09 0.000

x1 1 0.19576 0.195760 281,606.29 0.000
x2 1 0.00001 0.000013 18.22 0.001
x1 1 0.98053 0.980533 1,410,522.77 0.000

Square 2 0.00307 0.000071 2205.80 0.000
x1× x1 1 0.00006 0.000061 101.72 0.000
x3× x3 1 0.00205 0.002385 3430.59 0.000

2-Way Interaction 3 0.00474 0.004738 6816.04 0.000
x1× x3 1 0.00474 0.004738 6816.04 0.000
Error 13 0.00001 0.000001

Lack-of-Fit 8 0.00001 0.000001 * *
Pure Error 5 0.00000 0.000000

Total 19 1.18412
Note: The symbol * indicates that the data is too small.

Table 9. Analysis of variance for the reduced model of heat transfer in mono CNTs with water-based
nanofluids.

Source DF Adj SS Adj MS F-Value p-Value

Model 6 0.881473 0.146912 907,150.03 0.000
Linear 3 0.877407 0.292469 1,805,932.91 0.000

x1 1 0.042015 0.042015 259,435.95 0.000
x2 1 0.000010 0.000010 60.26 0.000
x3 1 0.835382 0.835382 5,158,302.53 0.000

Square 2 0.003047 0.001532 9407.24 0.000
x1× x1 1 0.000003 0.000003 16.25 0.001
x3× x3 1 0.002035 0.002035 12,567.25 0.000

2-Way Interaction 1 0.001018 0.001018 6287.00 0.000
x1× x3 1 0.001018 0.001018 6287.00 0.000
Error 13 0.000002 0.000000

Lack-of-Fit 8 0.000002 0.000000 * *
Pure Error 5 0.000000 0.000000

Total 19 0.881475
Note: The symbol * indicates that the data is too small.

After removing these terms, the ANOVA results in Tables 8 and 9 show that all the
sources have p-values less than 0.05. As a consequence, the reduced models fit statistically
to produce the optimal solution for heat transfer yhCNT and yCNT . Therefore, we have
productively formulated the final quadratic regression equations of the heat transfer for
hybrid CNTs in Equation (23) and mono CNTs in Equation (24). The equations are written
as follows:

yhCNT = 1.81639 + 0.129914φhn f + 0.001125M + 0.313135n + 0.004701φ2
hn f − 0.027299n2 + 0.024337φhn f n, (23)

yCNT = 1.67915 + 0.064819φn f + 0.000988M + 0.289030n + 0.000907φ2
n f − 0.025219n2 + 0.011281φn f n. (24)

The satisfactory outcomes shown in Tables 8 and 9 also enable the determination of
the ideal solutions for heat transmission in both kinds of nanofluids. Utilising the response
optimizer, the rate of heat transfer for hybrid CNTs and mono CNTs is maximised when
φhn f , φn f , M and n are at their highest values. With a composite desirability value of 100%,
Tables 10 and 11 reveal that hybrid CNTs have excellent heat transmission performance
compared to individual CNTs. In terms of heat transfer, this result shows that the RSM
has successfully confirmed the previous computational findings. These findings show that
hybrid carbon nanotubes (CNTs) are better than mono CNTs.
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Table 10. The optimal solution of heat transfer in hybrid CNTs with water-based nanofluids.

Solution φhnf M n yhCNT
Fit

Composite
Desirability

1 1 1 1 2.27230 1

Table 11. The optimal solution of heat transfer in mono CNTs with water-based nanofluids.

Solution φnf M n yCNT
Fit

Composite
Desirability

1 1 1 1 2.02095 1

4. Conclusions

The investigation of hybrid CNTs flow and heat transfer past a nonlinear stretching
or shrinking sheet is successfully performed using the numerical and RSM approaches
under the influence of magnetohydrodynamic effects. The model is developed by taking
the magnetic and volume fractions of hybrid and mono CNTs, nonlinear, and shrinking or
stretching parameters as the leading variables in non-dimensionless units. The similarity
equations in the form of non-dimensional ordinary differential equations are solved using
the similarity variables method. The bvp4C MATLAB function is employed to numerically
compute the first order of the ODEs system. By referring to the mathematical model and
using the numerical experiment data, the design of the heat transfer coefficients both
for hybrid CNTs and mono CNTs is statistically optimised in Minitab. The design of
this optimisation procedure involves three parameters and twenty simulation runs. The
findings show that:

• The multiple solution is generated when the sheet moves nonlinearly in the shrinking
region where εc ≤ ε < 0.

• The boundary layer of the first solution is thinner than that of the second solution.
• The model may provide a couple of solutions when the magnetic parameter is below 1.
• The magnetic and non-linear parameters delay the occurrence of boundary layer

separation and expand the range of potential solutions for the reduced skin friction
f ′′(0) and the reduced heat transfer −θ′(0).

• The magnetic and hybrid CNTs volume fraction parameters enhance the favourable
effect on skin friction and heat transfer coefficients.

• To maximise the heat transfer rate, the magnetic, nonlinear, and hybrid CNTs volume
fractions are set at their greatest values.

• Hybrid CNTs are superior to mono CNTs for the skin friction coefficient.
• The numerical analysis and response surface methodology demonstrate that hybrid

CNTs are better than mono CNTs with regard to the heat transfer rate.

5. Future Works

Due to some limitations in this model, there are several recommendations to extend
the model in the future. They are as follows:

• The investigation of hybrid nanofluids flow-based carbon nanotubes over a nonlinear
stretching/shrinking sheet under an unsteady flow case.

• The study of hybrid carbon nanotube flow across a nonlinear stretching/shrinking
sheet using the 3-Dimension (3D) flow approach.

• The examination of hybrid nanofluids flow-based carbon nanotubes over a nonlin-
ear stretching/shrinking sheet with distinct effects, including velocity and thermal
slip effects.

• The exploration of hybrid carbon nanotube flow past different geometric configura-
tions, such as a Riga plate.
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The suggestions mentioned above for future research could potentially improve the
comprehension of the fluid motion and heat transfer characteristics of hybrid nanofluids,
particularly for hybrid carbon nanotubes.
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Abbreviations

Nomenclature Greek Symbols
Pr Prandtl number α Thermal diffusivity
T Constant temperature µ Dynamic viscosity
U Constant velocity ρ Density
M Dimensionless magnetic parameter θ Dimensionless temperature
n Dimensionless nonlinear parameter ψ Dimensionless stream function
Nux Local Nusselt number η Dimensionless thickness
Rex Local Reynolds number Cp Specific heat for base fluid
C f Skin friction coefficient β Regression coefficients
Res Response k Thermal conductivity
u, v Velocity components ν Kinematic viscosity
x, y Cartesian coordinates system φ Dimensionless nanoparticles

volume fraction
B0 Dimensionless magnetic strength ε Dimensionless stretching/

shrinking parameter
CNTs Carbon nanotubes εc Critical value
f Dimensionless function ε Error term
F The number of factors
C Center points
Subscripts
w Condition on the sheet wall
∞ Ambient condition
hn f Hybrid nanofluids
n f Nanofluids
f Base fluid
n f Nanofluids
hn f Hybrid Nanofluids
SWCNT Single-walled carbon nanotubes
MWCNT Multi-walled carbon nanotubes
1 Single-walled carbon nanotubes
2 Multi-walled carbon nanotubes
CNT Mono-carbon nanotubes
hCNT Hybrid carbon nanotubes
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Abstract: To enable net zero sustainable thermal building energy, this study develops an open-source
thermal house model to couple solar photovoltaic (PV) and heat pumps (HPs) for grid-connected
residential housing. The calculation of both space heating and cooling thermal loads and the selection
of HP is accomplished with a validated Python model for air-source heat pumps. The capacity of PV
required to supply the HPs is calculated using a System Advisor Model integrated Python model.
Self-sufficiency and self-consumption of PV and the energy imported/exported to the grid for a
case study are provided, which shows that simulations based on the monthly load profile have
a significant reduction of 43% for energy sent to/from the grid compared to the detailed hourly
simulation and an increase from 30% to 60% for self-consumption and self-sufficiency. These results
show the importance of more granular modeling and also indicate mismatches of PV generation and
HP load based on hourly simulation datasets. The back-calculation PV sizing algorithm combined
with HP and thermal loads presented in this study exhibited robust performance. The results indicate
this approach can be used to accelerate the solar electrification of heating and cooling to offset the use
of fossil fuels in northern climates.

Keywords: photovoltaic; heat pump; residential; net zero; building energy; solar energy

1. Introduction

Access to energy is crucial in determining social-economic development and reducing
poverty [1] as modern societies depend on abundant and low-cost energy [2]. Unfortu-
nately, the energy sector is also the largest emitter of greenhouse gases (GHGs) [3], which
are driving climate change and the concomitant negative externalities for humanity and
nature [4]. For example, in Canada, the energy sector emitted 80% of the total GHG emis-
sions [5] and Canadian per capita emissions are some of the highest in the world [6]. To
rectify this, Canada has made a commitment to aggressively reduce GHG emissions by
passing the Net-Zero Emission Accountability Act, with the mandate to reach net zero
emissions by 2050 [7]. To reach zero emissions, the residential sector is of particular interest
because building energy use is responsible for 17% of the GHG emissions in Canada [5]
and residential buildings are under the control of consumers/citizens [8,9]. For the energy
use in residential buildings space, heating, and domestic hot water demand account for
63.6% and 17.2% of energy consumption in average Canadian homes, respectively [10].
Thermal energy demands also drive energy use in the residential sector outside of Canada,
as about 27% of the world’s total energy consumption is used by residential structures [11].

One of the solutions to the energy/emissions challenge is the deployment of renewable
energy sources, which can meet rising energy demands without harming the environment
by replacing scarce and unsustainable fossil fuels [12,13]. Among renewable energy sources,
solar photovoltaic (PV) systems have gained prominence due to their environmentally
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friendly, clean and safe operations [14]. Since its commercial development a few decades
ago, the growth of power generation utilizing PV technology has been sustained and
increased [15]. PV accounted for 2.6% of the world’s electricity generation in 2019 and is
projected to provide 25% of the energy required by 2050 [16]. Additionally, it is anticipated
that integrated PV buildings will provide 40% of this energy [16]. In recent years, solar
energy has radically dropped in price [15] and been employed at accelerating rates [17],
making it one of the most rapidly growing sources of energy supply globally [18]. PV sys-
tems can be deployed for stand-alone operation in residential homes economically [19–21];
sizing such systems can be complicated because of the need for battery storage [22–26].
Recent work has even used artificial neural networks (ANNs) and metaheuristic meth-
ods [27], which are computationally demanding [28] but reliable techniques that provide a
techno-economic solution to determine appropriate sizing [29]. Stand-alone PV systems,
however, are the minority as most residential PV systems are grid-tied [30].

Although the value of solar electricity is often higher than the net metered rate [31],
residential solar customers may be credited far lower than the net metered rate [32]. In
such instances, it is economically optimal for the residential solar customer to self-consume,
that is, to use their higher-value solar energy rather than feed it back to the grid. Nicoletti
et al. [33], have shown it is challenging to guarantee high self-consumption with just the
installation of the PV system alone. PV coupled with electric storage increases the ability for
self-consumption but is generally costly [34]. Another approach, which has recently gained
economic viability in North America is to use PV-powered heat pumps (HPs) [35–37].
PV coupled with HPs can also increase the self-sufficiency and self-consumption rates
of households, becoming a source of local flexibility [38,39]. Electrically powered HPs
efficiently serve both space/water heating and cooling, making them superior to conven-
tional heaters as they also function as air conditioners during the summer [40]. Due to
the great thermodynamic efficiency of HPs and the potential to use renewable electricity
as a source of energy, they are currently the most promising technology for reducing the
carbon footprint of the heat supply while fostering the integration of renewable energy in
buildings [41]. For example, solar PV technology with HPs can reduce residential building
GHG emissions by up to 50% immediately [36]. Several studies perform sizing of HPs
for different objectives [42–44] along with numerous heat pump designs that consider the
available heat source (such as air, earth, or water) and the way the heat is delivered to the
building. (e.g., ducted air, ductless air, hydronic) [45].

HPs can be broadly categorized into two groups: ground-source heat pumps (GSHP),
often known as geothermal heat pumps, and air-source heat pumps (ASHP). GSHPs are
generally more efficient and have more installation cost than ASHPs [46]. In GSHP, with a
coefficient of performance (COP) equal to 2.94 at−17.7 ◦C [47], the ground heat exchanger’s
(GHE) design is frequently the most important factor in determining performance and
economics [48–50]. The drilling prices of GSHPs are also an added cost that makes the
capital expense much higher than the ASHP [51]. One of the ways to reduce the cost of
GSHPs is to use horizontal GHE; however, this approach requires more land area and
thus is not suitable for all residential applications. According to Lim et al. [52], only 61%
of residences in the U.S. can install GSHPs; of those that can, 8% must utilize the more
expensive vertical GHE. Beyond installation costs, it is challenging to make a single HP
design proposal for an entire region [53], due to the significant relationships between
climate, geology, energy prices, fuel prices, and inflation rates [54].

By eliminating the requirement for GHE, ASHPs offer a stronger economic proposi-
tion than GSHPs, and in recent years the technology has advanced to be a competitive
alternative in cold areas [55]. Lowering the minimum operating temperatures and reducing
auxiliary heat have been accomplished using new refrigerants, ejectors, and dual-stage
compression [56]. The COP of air-to-air heat pumps normally ranges between 2 and 5.4 at
8 ◦C [57] and can fall to a meager 1.04 at −21 ◦C [58]; testing on commercial models has
shown that it can reach 1.5 [59]. Thus, the economic competitiveness of ASHP varies by
geography and application, just as GSHP. The economics, however, have recently shifted in
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favor of HPs. According to the latest International Energy Agency (IEA) analysis, global
sales of HPs grew by 11% in 2022, with Europe’s HP sales growing by nearly 40%, whereas
in 2023 in the U.S. HP sales exceeded gas furnaces for the first time [60]. Dated studies of
only a few years on Canadian buildings [61,62] showed that ASHPs are more expensive
than natural gas in most places, with milder climates being the most promising. More re-
cent results, however, have shown that PV-powered ASHPs are economical in Canada [35].
Similarly, in the northern U.S. Padovani et al. [36] showed that the electrification of the
heating system by combining PV and HPs can be economical at the residential level for
replacing propane and other studies have shown the same for natural gas [35,37]. HPs
achieve up to 66% secondary energy savings and up to 84% in GHG reductions [63].

If PV systems are to also cover thermal loads, these have a great influence on the
sizing of the PV [64]. Determining the amount of energy needed to provide thermal
loads in buildings today is challenging as it depends on a variety of factors like the
kind of construction materials and their coefficients of heat transfer, outside and indoor
temperatures, humidity, the number of occupants, lightning and human behavior [65,66].
In addition, the optimal sizing of the PV+HP system depends on various other parameters
i.e., solar radiation, and variable solar electricity costs that are sensitive to initial costs of
every component of the system. Although much work has been done on sizing PV systems
to meet non-thermal electric loads, comparatively less work has focused on the use of
solar-powering heat pumps for heating and cooling thermal loads.

This study aims to develop an open-source thermal house model to be coupled to solar
PV and HP models for grid-connected residential housing. This model provides hourly
and monthly thermal load profiles that are used to observe how the import and export of
electricity to/from the grid changes based on different load profiles for optimally sized
solar PV systems used to run optimally sized HPs. After briefly reviewing the literature,
the calculation of the thermal loads (i.e., both space heating and cooling) is made to provide
the selection of HPs. This is done using the black box model developed in Python for an air-
source heat pump to meet thermal loads for a one-story grid-connected residential building
model for both space heating and cooling and validated by using the Hourly Analysis
Program 5.11 (HAP) [67]. Finally, the capacity of PV required to supply the HP is calculated
using the System Advisor Model (SAM) integrated Python model [68]. The novelty of this
approach is a PV model which has been introduced to select the system developed for
an optimal power supply considering both heating and cooling load requirements of the
HP. This model provides details about the import/export of electricity to/from the grid,
self-consumption, and self-sufficiency, and how they change based on hourly and monthly
load profiles. A case study is presented for Ontario Canada, but the model can be used for
other geographical regions globally. The results are presented and discussed in the context
of accelerating the solar electrification of heating and cooling to offset the use of fossil fuels.

2. Background

For all PV system-sizing calculations, input data (system specifications, meteorological
data, load demand data), system models, simulation techniques and formulated objective
functions are typically the four key components of numerical techniques [69]. Analytical
techniques [70] generate a simple formula that specifies the size of PV systems to achieve
desired system reliabilities. This method’s main advantage is its simple computations, while
its main drawback is the difficulty of predicting the coefficients of mathematical models and
the dependence of these models on location [21,71]. With purely electrical residential PV
systems, there are a wide variety of PV simulation tools to match simple electric loads [72]
which includes ESP-r [73], SolarGIS (PV Planner) [74], SolarDesignTool [75], Aurora Solar
Software [76], PVSYST [77], SolarPro [78] and others. To solve the general issue of PV sizing
for more complex systems involving thermal loads, various software programs, including
TRNSYS [79], RETScreen [80], SAM [68], HOMER [81], IHOGA [82] and HYBRID2 [83],
have been developed to determine the PV system’s optimal size [84,85]. The most well-
known software for PV scaling of complex systems is RETscreen and HOMER [86,87]
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although many authors write MATLAB code for the optimization of PV size [26,88]. The
vast majority of these tools are adequate for net metered systems, but as many utilities
do not net meter [89] and there is a trend away from net metering [32,90] more complex
calculations are necessary to optimize the economic return of a PV system.

For PV+HP systems, the dimensioning of all the components is carried out considering
economic criteria [91] and therefore it is necessary to analyze the whole system together, as
the size chosen for one of these components inevitably affects the size of the others. For
example, Angenendt et al. [92] used different operating strategies to perform optimization
of PV+HP+battery system component size and the results showed a great economic impact
on the cost associated with the operation. Beck et al. [93] analyzed the combined size of
PV and heat pumps under different scenarios and found that the size of the PV field and
the electrical storage are significantly influenced by the electrical load profiles, while the
choice of heat pump is almost completely independent of scenario assumptions. These
articles do not consider the impact on summer behavior and thus space cooling loads.
Other studies have also analyzed the dimensioning of the heat pump coupled with PV
systems [93–95]. Lyden et al. [95] designed the heat pump size based on the different tariffs
and assumed predictive control. These articles, however, did not focus on the sizing of the
PV system. Energy simulations were carried out by Dongellini et al. [96] using an air–water
heat pump (AWHP) that only provides a portion of the building’s thermal demand while
the remaining portion is delivered by the boiler. The study highlights the significance of
appropriate design by showing that the performance is highly related to HP sizing.

Air–water HPs are systems that are frequently utilized to offer space heating and
cooling in the Mediterranean region. The optimal dimensioning of components for cold
climate locations, where cooling is not necessary, is the subject of the research works
listed so far. Space cooling is a crucial factor to take into account in areas with temperate
climates [97]. The quantity of electrical energy needed by the HP during the summer must
be considered while choosing the best dimensions. Nicoletti et al. [33] used EnergyPlus
to carry out energy simulations for obtaining data for the combined sizing of PV-battery
and air–water HP systems considering both heating and cooling demand. Baghoolizadeh
et al. [2] simulated a building model in cities with different climatic conditions using
EnergyPlus to optimize the energy loads and their costs for both heating and cooling
loads. In the literature, combined optimal dimensioning is only used for cold areas with
low cooling demand. In warm climate sites where it is necessary to consider both the
winter and summer building–plant behavior, there is a gap in the literature about the joint
dimensioning of these systems. Therefore, in this study, the sizing of PV is done conducted
on both the HP specification and all the thermal loads (both heating and cooling).

3. Methodology

A one-story residential house located in London, Ontario, Canada, is first modeled to
calculate the energy required for space heating and cooling load for the house to select the
desired system. To have precise and hourly data, the considered system is validated at each
step. The validation of the house model is done by using HAP V 5.11. (Hourly Analysis
Program) software, whereas the PV system is modeled by a SAM-integrated Python model,
which is used in the calculation of the PV size required to run the HP loads and supply
the house heating/cooling loads. Since the PV system depends on the meteorological data
from [98], the system model can be implemented in different locations. The flowchart for
the methodology is shown in Figure 1.
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Figure 1. Flowchart showing the proposed methodology.

3.1. Calculation of Heating/Cooling Loads

The walls, ceiling, floor, people, lighting system, electrical equipment, air infiltration,
doors, and windows all contribute to energy losses in the house that affect the cooling
and heating loads. The calculation for thermal loads is first done using the heat transfer
principles provided in the book Heating, Ventilating, and Air Conditioning: Analysis and
Design (HVAC) [99] and then validated using HAP V 5.11. (Hourly Analysis Program).
Only the waste heat produced by the most energy-demanding electrical applications, i.e.,
oven, microwave, and refrigerator, are considered in the model. Moreover, cooling loads
of people, lighting as well as infiltration are also included. The detailed calculation for
the heating/cooling loads can be found in the OSF depository [100]. The load calcula-
tion is done for a one-bed one-bath one-story house without a basement considering the
effect of thermal losses from the roof and floor. Figure 2 illustrates the schematic of the
House+HP+PV system.
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Figure 2. Schematic of the house+HP+PV system.

3.1.1. Heating Load Calculations

The heating calculation model is developed for the whole house. The first step is to
determine the areas for walls, windows, doors, and floors that are exposed to the outside—
these are the surfaces where heat transfer will take place and hence affect the heating load.
The area for each space is determined by measuring the distance of walls and selecting a
suitable scale based on the dimensions provided in the floor plans (scale: 1 cm = 1.5 m). The
plan view and dimensions of the main level of the house are shown in Figure 3. Further,
the calculation of the surface areas of heat transfer walls for each space of the main level is
shown in Table 1.
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Table 1. Calculated surface areas and perimeter of the house plan.

Space
Area/Perimeter Direction Bedroom Bathroom Kitchen and Exit Dining and Living Side Space

Wall (m2)

North 8.36 6.16 8.95 – 141.7
West 6.40 – – – –
East – – 10.60 5.57 26.60

South – – – 11.09 63

Window (m2)

North 0.40 6.16 0.40 – –
West 2.71 – – – –
East – – – 2.74 –

South – – – 2.74 –
Roof (m2) – 15.78 7.82 20.86 27.97 139.40

Door (m2)
North – – 1.89 – –
South – – – 3.90 –

Floor slab (m) – 7.34 2.71 9.14 11.40 9.60

Once the areas of walls, windows, doors, perimeter of floors, etc., contributing to heat
transfer are determined for each space, the overall heat transfer coefficient (U) for walls,
windows, doors, roofs and floors in each space is then calculated. The block diagram in
Figure 4 shows the further heating-calculation process and all the formulas required are
given in Table 2.

Computation 2024, 12, x FOR PEER REVIEW 8 of 33 
 

 

South – – – 3.90 – 
Floor slab (m) – 7.34 2.71 9.14 11.40 9.60 

Once the areas of walls, windows, doors, perimeter of floors, etc., contributing to heat 
transfer are determined for each space, the overall heat transfer coefficient (U) for walls, 
windows, doors, roofs and floors in each space is then calculated. The block diagram in 
Figure 4 shows the further heating-calculation process and all the formulas required are 
given in Table 2.  

 
Figure 4. Block diagram for heating load calculations. 

Table 2. Required heat transfer equations for heating load calculations [99]. 

Overall heat transfer coefficient 𝑞 =  𝑈௧௧. 𝐴. ∆𝑡 𝑈௧௧ = 1𝑅௧௧ 𝑅௧௧ = 𝑅 − 𝑅 + 𝑅௦௨௧ ௗ 𝑞 =  𝐻𝐿𝐶ௗ. 𝑃. ∆𝑡 
Conduction 𝑞ௗ = −𝑘. 𝐴. 𝑑𝑡𝑑𝑥 = − 𝑡ଶ − 𝑡ଵ𝑅ᇱ  𝑅ᇱ = 𝑥ଶ − 𝑥ଵ𝑘𝐴 =  ∆𝑥𝑘𝐴 𝑅 =  ∆𝑥𝑘  
Convection 𝑞௩ = ℎ. 𝐴. ൫𝑡 − 𝑡௪൯ = 𝑡 − 𝑡௪𝑅ᇱ  𝑅ᇱ =  1ℎ𝐴 𝑅 =  1ℎ 

Heat transfers due to infiltration I = V. 𝐴. H. ACH 𝑚ሶ = I𝜈 ×  3600 𝑞′௦ = 𝑚ሶ . 𝐶. ∆𝑡 𝑞′ = 𝑚ሶ . ሺ𝑊 − 𝑊ሻ. ℎ 𝑞 = 𝑞′௦ + 𝑞′ 
The following assumptions are made about the structure of house, materials used 

and design conditions: 
• Walls: The value of unit thermal resistances is provided in Table 5-4a (construction 2) 

of the HVAC book [99]. This value can be determined by using thermal conductivity 
(𝑘) for each material.  
o Construction 2 is taken for the project with a slight change. Aluminum siding 

backed with a 0.375 in (9.5 mm) insulating board is incorporated in place of the 
brick whose conductance is taken as 3.123 W/m2°C. These are installed in the 
space of reflective air space and constitute 20% of the space.  

o Two resistances are calculated, one considering reflective air space and one con-
sidering vertical furring instead of reflective air space. Since vertical furring only 
corresponded with 20%, the U value determined from resistances is multiplied 
by 0.2, while other resistance is multiplied by 0.8. 

o Utot for walls = 0.6814 W/m2-°C. 
o Utot for roof = 0.2839 W/m2-°C (Example 5-2 from HVAC book [99]). 
o For a 0.15 m concrete floor with an average thermal conductivity of 1.7 W/mK, 

fully covered by an insulation material with a thermal resistance of 0.88 m2K/W 
on the ground with thermal conductivity of 0.1152 W/mK (London, Ontario) 
[67], the edge heat loss coefficient (HLCedge) for the floor slab is 0.8304 W/m°C 
[99,101]. 

• The height of north and west facing windows are 0.914 m and 1.829 m. While the 
height of the door is considered 2.134 m.  

Figure 4. Block diagram for heating load calculations.

Table 2. Required heat transfer equations for heating load calculations [99].

Overall heat transfer coefficient
q = Utot·A·∆t Utot =

1
Rtot

Rtot = Rori − Rbrick + Rinsulating board
q f loor = HLCedge·P·∆t

Conduction
qCond = −k·A· dt

dx = − t2−t1
R′ R′ = x2−x1

kA = ∆x
kA R = ∆x

k

Convection
qconv = h·A·

(
t f − tw

)
=

t f−tw
R′ R′ = 1

hA R = 1
h

Heat transfers due to infiltration
I = V·A f l ·H·ACH

.
m = I

ν×3600
q′s =

.
m·Cp·∆t q′l =

.
m·(Wi −Wo)·h f g qi = q′s + q′l

The following assumptions are made about the structure of house, materials used and
design conditions:

• Walls: The value of unit thermal resistances is provided in Table 5-4a (construction 2)
of the HVAC book [99]. This value can be determined by using thermal conductivity
(k) for each material.

# Construction 2 is taken for the project with a slight change. Aluminum siding
backed with a 0.375 in (9.5 mm) insulating board is incorporated in place of the
brick whose conductance is taken as 3.123 W/m2◦C. These are installed in the
space of reflective air space and constitute 20% of the space.

# Two resistances are calculated, one considering reflective air space and one
considering vertical furring instead of reflective air space. Since vertical fur-
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ring only corresponded with 20%, the U value determined from resistances is
multiplied by 0.2, while other resistance is multiplied by 0.8.

# Utot for walls = 0.6814 W/m2-◦C.
# Utot for roof = 0.2839 W/m2-◦C (Example 5-2 from HVAC book [99]).
# For a 0.15 m concrete floor with an average thermal conductivity of 1.7 W/mK,

fully covered by an insulation material with a thermal resistance of 0.88 m2K/W
on the ground with thermal conductivity of 0.1152 W/mK (London, On-
tario) [67], the edge heat loss coefficient (HLCedge) for the floor slab is 0.8304
W/m◦C [99,101].

• The height of north and west facing windows are 0.914 m and 1.829 m. While the
height of the door is considered 2.134 m.

• For doors and windows

# All windows and doors are assumed to be double glazed with 0.0127 m air
space (wood/vinyl).

• Inside temperature, i.e., space temperature, which is to be maintained inside the house,
is assumed to be 22.22 ◦C; i.e., the set point temperature and outside temperature (to)
is taken as −14.2 ◦C.

• For infiltration:

# To determine the latent heat transfer, the humidity ratio for inside conditions
(Wi) and humidity ratio for outside conditions (Wo) are ascertained. These are
determined through a psychrometric chart [102] at an inside temperature of
22.22 ◦C and assuming a 30% relative humidity and meteorological data for
ambient conditions. The relative humidity might change for indoors which
will change the humidity ratio accordingly.

# For our calculations, Wi is taken as 0.005 kg(w)/kg(a), hg is found to be
2,541,150 J/kg and hf is found to be 93,040 J/kg.

# The amount of infiltration for space of the residential building air is considered
as 0.5 air change per hour (ACH).

Further, the value of sensible heating load from the heat transfer surfaces and infiltra-
tion are added to ascertain the total sensible heating loads for individual spaces.

3.1.2. Cooling Load Calculations

The cooling load calculation block diagram is shown in Figure 5 and the formulas are
presented in Table 3 following the Radiant Time Series Method (RTSM) [99]. The first step is
to determine the sol-air temperature, which is an equivalent temperature that eliminates the
requirement to model convection for the outdoor air, radiation to the ground and sky, and
solar radiation separately. This simplifies the calculations as a single heat transfer between
an equivalent (sol-air) temperature and the surface temperature then can be calculated.
Solar intensities are required as input to calculate sol-air temperature. Next, heat gains
are ascertained for windows (using solar intensities—referred to as solar heat gain) and
for exterior surfaces of the space (using sol-air temperature—referred to as conduction
heat gain). Conduction heat gain is calculated for windows as well. Lighting, equipment,
people, and infiltration heat gains are then estimated. All the calculations performed are
on an hourly basis. The cooling loads are then segregated into radiative and convective
components. The radiative components are processed further through an appropriate
radiant time series before being added into convective components to come up with the
final cooling loads. Figure 5 shows the process of cooling load calculations.
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Table 3. Required heat transfer equations for cooling load calculations.

Temperature
t′o = T − DR·X te = t′o + α·Gt

ht
− εδR

ht

Solar heat gain
qSHG =

(
SHGCgD Asl,g + SHGC f Asl, f

)
·GD +

(
SHGCgd Ag + SHGC f A f

)
·Gd

SHGC f = as
f

(
U f A f ′

h f Asur f

)

Conduction

qcond,window =
(

U f A f + Ug Ag

)
·(to − ti) q′cond, wall

roo f
=

23
∑

n=0
Ypn

(
te,j − trc

)

qcond, wall
roo f

= Ajq′cond, wall
roo f

Heat transfers due to infiltration
qin = ma·Cp·(to − ti) =

Q·Cp
vo

(to − ti)

Radiant Time Series

qcooling load =
23
∑

n=0
rn

(
qe,j

)

The following assumptions are made about the structure of the house, materials used
and design conditions:

• All the required data mentioned below are taken from the HVAC handbook [99].

# The design dry bulb temperature for the day (T) and daily range (DR) (which
is the difference between the average maximum and average minimum for the
hottest month of a location) are, respectively, taken from National Renewable
Energy Laboratories (NREL) [98] and HVAC book [99]. The daily range is
taken as 18.5 ◦F. The design temperatures and daily ranges are also provided
in Appendix B (Table B-1) of HVAC handbook [99].

# The hourly incident solar radiation is ascertained from NREL [98].
# For determining the solar heat gain constant for diffuse (d) and direct radiation

(D), Table 7-3 from the HVAC handbook [99] is used.
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# The periodic response factors are available in Table 8-18 in the HVAC book [99].
Wall 1 and Roof 1 are considered for calculations, while radiant time factors
from Table 8-28 are assumed. The radiant time factors for low-weight, medium-
weight, and heavy-weight buildings are available in Table 8-21 in the HVAC
Book [99].

# Heat transfer through the floor for cooling load calculations is neglected.

• From Table 8-2 in the HVAC book [99], the sensible and latent heat gain for occupants
can be estimated. However, the sensible and latent heat gain for occupants is taken as
73.27 W and 58.61 W, respectively, from the HVAC Book [99] (Table 8-2 moderately
active office work or standing, light work, walking).

• εδR
ho

is a constant in Table 3 [99] and is normally selected as −13.8 ◦C for horizontal
surfaces and −17.7 ◦C for vertical surfaces.

• The heat gain from lighting is considered as 21.5 W/m2 [99].
• The heat gain from equipment (refrigerator, microwave, and oven) is taken as

4.8 kW [99].
• The sensible and latent load associated with infiltration is determined in a similar

manner as for heating load calculations. For the calculations, the specific volume of
outdoor air is considered as 0.89 m3/Kg. Humidity ratio values are taken as 85 ◦F
outdoor temperature and 72 ◦F indoor temperature, which is the set point temperature
for cooling load calculations.

• The cooling load essentially represents the incumbent energy removal rate to maintain
the desired temperature and humidity in a space. It typically differs from heat gain
because radiation from interior surfaces and direct solar radiation entering through
openings does not immediately warm the air inside. Instead, this radiant energy is
absorbed by floors, walls, and furniture, primarily cooled through convection as they
reach temperatures higher than the room air. Only when this energy is transferred
to the air by convection does it contribute to the cooling load. The thermal inertia of
the building resists changes in temperature, maintaining a stable internal climate by
absorbing and slowly releasing heat energy over time. The thermal properties of the
structure and interior objects determine the thermal lag, influencing the relationship
between heat gain and the cooling load. The heat emitted by people and equipment
operates similarly. The radiant energy portion generated by lights, equipment, or
individuals is temporarily stored in the surroundings. Energy directly transferred
into the air by lights and people, eventually transferred by the surroundings, becomes
part of the cooling load. As the RTSM employs a radiant time series for the radiative
segments of heat gain, designers need to categorize all heat gains into radiative and
convective components. The radiative-convective splits for the heat gain are shown in
Table 4.

Table 4. Radiative-convective heat gain.

Radiative (%) Convective (%)

Wall, window 63 37
Roof 84 16

People 70 30
Lighting 67 33

Equipment 20 80
Window solar 90 10

Infiltration 0 100

3.2. Black Box Heat Pump (BBHP) Model

The black box heat pump model is developed using the datasheet of the Goodman Air-
Air heat pump for both heating and cooling operation modes [103]; a supervised regression
learning model was developed in Python to export the mathematical functions for COP of
heat pumps with a nominal capacity range of 18,000–60,000 BTU/h. As Li et al. [104] have
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proposed correlations for load demand and COP of an air-conditioning heat pump, it is
expected that the regressions of COP would be a second-degree polynomial as a function
of indoor and ambient temperatures.

3.2.1. Heating Mode

The correlation of COP is dependent on ambient temperature (T) in (◦C) as Equation
(1):

COPheating = b0 + b1T + b2T2 (1)

The coefficients b0–b2 are extracted using the polynomial curve fitting technique and
are shown for all rated capacities of GSZ16 Goodman Heat Pumps in Table 5 for heating
mode. The fitting curve of heating COP for an 18,000 BTU/h heat pump is shown in
Figure 6a.

Table 5. Coefficients of polynomial correlations of COP in heating mode.

Rated Capacity
(BTU/h)

COP Coefficients

b0 b1 b2 R2

18,000 3.202 0.0887 0.000386 99.55
24,000 3.202 0.08879 0.000348 99.53
30,000 3.232 0.09092 −0.00048 99.11
36,000 3.197 0.08875 0.000523 99.66
42,000 3.093 0.0737 0.000217 99.44
48,000 3.273 0.08474 −0.00024 99.13
60,000 2.967 0.07639 0.000272 99.43
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3.2.2. Cooling Mode

The manufacturer’s datasheets for cooling mode were prepared based on the variations
of ambient temperature and indoor dry bulb and wet bulb temperatures [103]. To be able
to illustrate the fitting surfaces in 3D plots, the cooling capacity and COP correlations were
developed as a function of ambient temperature and another second-degree polynomial, as
shown in Table 6 which is itself is a function of indoor temperatures. Figure 6b presents the
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fitting surface for COP of an 18,000 BTU/h heat pump in cooling mode. The COP of the
cooling mode is obtained using Equation (2).

COPcooling = bo + b1Ti + b2Tiwb + b3To + b4TiTiwb + b5TiTo + b6TiwbTo + b7T2
i

+b8T2
iwb + b9T2

o + b10T2
i To + b11T2

iwbTo + b12TiTiwbTo
(2)

Table 6. Coefficients of polynomial correlations of COP in cooling mode.

Rated Capacity (BTU/h)

18,000 24,000 30,000 36,000 42,000 48,000 60,000

Coefficients
of COP

b0 10.45648 9.14469 10.80332 10.66776 11.1678 10.7799 10.48214
b1 −0.11064 0.012049 −0.13687 −0.12536 −0.14811 −0.12931 −0.12989
b2 −0.21069 −0.21788 −0.18697 −0.19849 −0.208 −0.1978 −0.18888
b3 −0.17693 −0.15915 −0.18717 −0.18142 −0.19111 −0.18515 −0.18156
b4 −0.00038 −5 × 10−5 −0.00024 −0.00012 8.46 × 10−5 −0.00013 −0.00014
b5 0.001363 −0.00014 0.001632 0.001463 0.001723 0.001535 0.001532
b6 0.002596 0.002523 0.002229 0.002317 0.002419 0.002348 0.002227
b7 0.002739 −0.0001 0.003153 0.002864 0.003197 0.002939 0.00295
b8 0.008582 0.008251 0.007745 0.007893 0.00789 0.00791 0.007562
b9 0.000623 0.000609 0.000722 0.000671 0.000727 0.000694 0.000706
b10 −3.4 × 10−5 1.16 × 10−6 −3.8 × 10−5 −3.3 × 10−5 −3.7 × 10−5 −3.5 × 10−5 −3.5 × 10−5

b11 −0.00011 −9.6 × 10−5 −9.2 × 10−5 −9.2 × 10−5 −9.2 × 10−5 −9.4 × 10−5 −8.9 × 10−5

b12 7.73 × 10−6 9.2 × 10−7 4.63 × 10−6 2.34 × 10−6 −1.6 × 10−6 2.54 × 10−6 2.61 × 10−6

R2 99.96 99.98 99.97 99.98 99.98 99.98 99.98

When the maximum heating (cooling) demand of a house on the coldest (warmest)
day of the year is calculated, the size of the HP can be determined. After selecting the
heat pump, its COP correlation is used to calculate the power consumption. The same
correlations of the selected heat pump on the other days of the year will be used to calculate
the power consumption as well.

3.3. Solar PV Sizing

The solar PV system sizing is performed using a new design approach proposed in a
recent study [40] to calculate the optimal size of PV for supplying the residential thermal
load. This new approach relies on the strength of SAM [68] developed by NREL [68] and
uses the flexibility of a Python implementation of SAM [105,106] to design and evaluate
the performance of a PV system coupled with a load.

SAM is generally capable of evaluating the generation potential of a PV system with a
known DC power rating. In this research, however, the energy consumption (electricity
load of HP in kW) and operating hours are known, and the PV DC power rating needs to
be calculated. To achieve this, a reverse calculation approach is applied. This approach
involves calculating the actual PV system size by considering the total load demand (in
this context, the power demanded by HP), local weather data, and system losses. The
back-calculation code is integrated with the Python version of SAM, which extracts all the
necessary data for simulation. The details of this method along with the required inputs
are provided in [40].

Based on solar irradiation data and the hourly power consumption of the HP, the PV
capacity is estimated using Equation (3). It is important to note that this estimation relies on
approximations, as the average irradiation and certain losses are variable and dependent
on ambient and operating conditions. Equation (4) is then used to calculate the number of
PV modules required.

In these equations, Pestimated represents the estimated total PV power in kW, Php is
the hourly average HP consumption in kW, Is is the daily average solar irradiation in
kWh/m2day, n and η are, respectively, the number of hours in a day (24) and the combined
efficiency factor (between 0 and 1, both excluded) of all the PV system components (as-

423



Computation 2024, 12, 126

sumed as 0.5 in this study), and N denotes the number of PV modules, while Pm represents
the individual module power in W. Once the estimated number of modules is determined,
the annual AC energy estimate is obtained by running the Python implementation of SAM.
This estimated annual AC energy is then compared to the actual AC energy required, which
is calculated using Equation (5):

Pestimated =
Php·n
Is·η

(3)

N =
Pestimated × 1000

Pm
(4)

Eact.needed = Php·n·n′ (5)

In this equation, Eact.needed is the actual annual AC energy required in kWh, and n‘
represents the number of days (365 in this study). The results obtained from the back-
calculation algorithm are used to design a realistic PV system for residential houses in
London, Ontario, Canada. The PV modules and inverters are selected to match the lifetime
energy demand of the house to the lifetime energy production of the PV. The loss values
used in this study were taken from SAM and the PV was considered fixed tilt with an
optimal inclination angle of 34◦ for annual production. The 34◦-tilt angle has been shown
in past studies to be the optimal inclination for non-tracking PV systems in London,
ON [107]. The total energy produced by the PV, the energy sent to and taken from the grid,
and the system’s self-consumption and self-sufficiency are the metrics used to assess the
performance of the residential PV system.

A distributed energy system’s energy performance can be assessed locally using two
metrics: self-consumption (SC(%)) and self-sufficiency (SS(%)) [108]. Self-consumption
measures the proportion of locally consumed energy that is generated on-site relative to
the total energy generated locally. In this research, self-consumption is determined as
the discrepancy between the energy produced by the PV system and the energy exported
to the grid, divided by the total energy generated by the PV, as expressed in Equation
(6) [108]. Likewise, self-sufficiency is computed by dividing the difference between the
energy generated by the PV system and the energy sent to the grid by the total load
consumption, as demonstrated in Equation (7) [108].

SC =
EPV − Eto−grid

EPV
× 100 (6)

SS =
EPV − Eto−grid

EL
× 100 (7)

3.4. Limited Data PV System Sizing

The main challenge for sizing PV and conducting energy performance analysis is
data availability [109]. Therefore, a specific case was investigated by considering a limited
data scenario to further the analysis in this study. In this scenario, it was considered that
only monthly data were available for the user, which are usually the data provided to the
users by utilities. To reproduce the monthly energy-consumption data, the hourly data
generated in this study was aggregated monthly. Starting from the monthly energy value,
the following procedure was adopted to generate hourly values.

The data-disaggregation process used here relied on a previous study that examined
the statistical distribution of HVAC energy loads in residential buildings. According to the
study’s findings, the energy-consumption model of a house is on average a Gaussian [110].
This concept was applied here by generating Gaussian hourly data from the monthly energy.
First, the monthly energy is averaged to find the average daily energy for each month.
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Then, average daily energy is distributed on a Gaussian curve centered on the middle of
the day (noon) as shown in Equation (8) to obtain hourly values.

Ehourly = k× 1
σ
√

2π
exp

(
− (hod− µ)2

2σ2

)
(8)

where Ehourly (kWh) is the hourly energy of the system, σ is the standard deviation of the
distribution, hod (h) is the hour of the day (0 to 23) for which the calculation is performed,
µ (h) is the time of the day around which the gaussian is centered (12 pm or noon in this
study) and k is a constant scale factor that is applied to the distribution to ensure the sum
of the hourly energy equals the average daily energy. The standard deviation and the mean
value can be adjusted to suit the most common load profile in a specific geographical area.
In this study, the standard deviation was set at 2. For each month, all days are considered
to have the same load profile. The generated Gaussian hourly data are then used to size the
PV system as described in the section above.

4. Results
4.1. Validation

By contrasting the simulation results obtained from HAP software V 5.11. for the same
residential house and the mathematically modelled ones, the performance of the house
model was validated for the heating load. For the same input meteorological data, the
comparative results are exported for heating load on the coldest day of the year. The total
sensible heating load is found to be 8499 W, while the total latent heating load is found to
be 367 W. The values of sensible and latent heating load from HAP are found to be 7890 W
and 368 W, respectively. The difference between the sensible loads is approximately 7.16%,
whereas for latent heating loads it is 0.3%. The present model, however, provides a more
conservative estimate. The maximum cooling load (sensible) for an hour is 10,741 W. For
the same hour, the maximum latent cooling load is determined as 956 W. The model is
validated using data from McQuiston et al. [99].

Similarly, the validation of the BB HP model is done using the manufacture datasheet
of the GSZ16 series Goodman Air-Air heat pump. The average deviation of the correlated
results for heating COP with the datasheet of the manufacturer is found to be 2.5%, whereas
the average deviation of the correlated results for cooling COP is 1.3%.

4.2. Heating/Cooling Load Demand

The total heating load requirement for the house on the coldest day is obtained at
7695 W from the simulation. Similarly, the maximum cooling load for an hour is ascertained
at 11,277 W. In this study, the heating and cooling load for the proposed house model on a
monthly, daily, and hourly basis is also obtained from the simulation results.

4.2.1. Monthly Load Demand

The average monthly heating and cooling load demand for the house in London,
Ontario, Canada, was calculated and is shown in Figure 7. The load calculations are
performed on an hourly basis.
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load occurs on the 212th day of the year, i.e., 31 July. Here, the daily average cooling de-
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4.2.2. Daily Load Demand

Figure 8 shows the average daily heating and cooling load demand of the house
throughout the year. The total heating load requirement for the house on the coldest day
occurs on the 48th day of the year, i.e., 17 February. Similarly, the maximum total cooling
load occurs on the 212th day of the year, i.e., 31 July. Here, the daily average cooling
demand is less than the daily average heating demand. The daily load can be one of the
parameters for the system modelling giving more precise data than the monthly average.
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4.2.3. Hourly Load Demand

The hourly load data are also obtained and used for further modelling of the system.
Figure 9 shows the hourly heating and cooling demand of the house throughout the year.
The maximum heating load is 7695 W, which occurs on 17 February at 4 am while the
maximum cooling load comes out to be 11,277 W on 31 July at 5 pm. The BBHP and
PV sizing models rely on hourly data and predominantly employ the BTU/h capacity
parameter, which is widely recognized for its common usage and precision. Figure 10
shows the hourly–monthly heating loads, of the proposed house to have a detailed analysis
of the pattern and variation of load with time. The average air temperature used for
calculation is shown in Figure 11 whereas Figure 12 shows the hourly-monthly cooling
loads for the proposed system
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4.3. Sizing of Heat Pump

Based on the hourly heating/cooling load of the proposed model, the sizing (capacity)
of the heat pump is found separately for heating and cooling loads, and the COP of the heat
pump is calculated. It is found that based on the maximum heating and cooling load at the
coldest and hottest day, the HP required from the manufacture datasheet of the Goodman
HP model is 0301B series with a capacity of 30,000 BTU/h and 0421B with a capacity of
42,000 BTU/h, respectively. The COP for the heating load in the manufacturing datasheet
for 0301B ranges from 4.73 to 1.01; however, the COP calculated on the worst day, i.e., the
coldest day using Equation (1) is 2.05. Similarly, for the cooling load, the manufacturing
datasheet for 0421B ranges from 6.09 to 2.52; however, the EER calculated on the worst
day, i.e., the hottest day using Equation (2) is 4.42. The seasonal COP/EER for heating
and cooling mode is shown in Table 7, whereas the seasonal EER (SEER) is obtained by
dividing cooling energy output in BTU with the electrical energy input in Wh obtained
over a season. The detailed calculations for calculating EER and SEER are available in the
OSF depository [100].
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Table 7. COP and EER of the proposed heat pumps on the worst day of the year and seasonal,
respectively.

COP/EER SCOP/SEER

Heat pump On Worst day On Worst day
Heating Mode 2.06 3.14
Cooling Mode 4.42 5.06

4.4. Sizing of Solar PV

The back-calculation algorithm yielded a PV capacity necessary to support the pro-
posed residential house model of 6.88 kW. Using this theoretical PV capacity, a real PV
system made up of specific modules with a rated power of 6.85kW was designed in SAM
using the parameters in Table 8, resulting in a negligible deviation of 0.44%. The simulation
results, as presented in Table 9, show that the energy fed into the grid and the energy
drawn from the grid are closely aligned. The design aims to keep these values as similar as
possible to minimize grid electricity costs, especially in areas with net-metering or value of
solar quantification for grid-connected PV systems [31]. According to Table 9, the system’s
self-consumption is 30.02%, meaning that 30.02% of the energy generated by the PV system
is utilized on-site by the heat pump during its lifetime. Additionally, the self-sufficiency of
the system is 30.06%, indicating that 30.06% of the energy required by the heat pump is
met by the PV system over its lifetime. Here, the electric load of the house in addition to
the HP is not considered.

Table 8. Parameters of the designed PV system in SAM.

Parameters Value

System Type Residential
Total PV Capacity (kWp) 6.88

PV Module SunPower SPR-M430-H-AC
Module Efficiency (%) [111] 22.3

Module DC Rating (Wp) 429.6
Number of Modules 16

DC/AC Ratio 0.99
Inverter Capacity (kW) 7.21

Number of Inverters 1
Number of Strings 2

Modules per Strings 8
Azimuth (◦) 180

Tilt Angle (Optimal tilt angle in London ON) 34
Soiling Losses (%) [68] 5

DC Losses (%) (Default SAM values) [68] 4.44
Location London ON

Table 9. Lifetime simulation results of the PV-ASHP in SAM showing the energy performance of the
PV system using the thermal model data in this study and the Gaussian distribution data for limited
load data scenarios.

Parameters Thermal Model Data Gaussian Distribution Data

Estimated PV Rating (kW) 6.85 6.85
Real PV Rating (kW) 6.88 6.88

Load Demand (MWh) 218.57 218.57
PV Energy (MWh) 221.03 221.03

Energy to Grid (MWh) 154.69 88.66
Energy from Grid (MWh) 152.22 86.19

Self-Consumption (%) 30.02 59.89
Self-Sufficiency (%) 30.06 60.56
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Figure 13 illustrates the annual energy performance over the lifetime of the air-source
HP model and PV generation. The PV system generates surplus energy compared to the
load demand during the initial 14 years, but less energy in the last 9 years. The decline in
PV energy generation is attributed to an annual PV degradation rate of 0.5% [31], while
the HP load is considered constant over the lifetime of the system. This difference is offset
by the simultaneous increase in self-consumption and decrease in self-sufficiency as the
system matures.
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Figure 13. Twenty-five-year lifetime annual energy performance results of the proposed residential
house with air-source heat pump.

In Figure 14, the PV generation and HP load for the initial year of the residential house
equipped with ASHP are shown. In Figure 14a, the data reveal the daily fluctuations in
PV generation in relation to the HP load. The peak load and peak PV generation do not
consistently coincide, underscoring the need for grid connectivity in the system. Figure 14b
illustrates a noteworthy inverse relationship between self-consumption and self-sufficiency.
Self-consumption reaches its peak during the winter months, particularly in January and
December (68% and 48%, respectively), while self-sufficiency is notably higher during the
summer (50% in July). Figure 14c depicts the monthly patterns in PV energy generation
and monthly load requirements. Additionally, it shows the energy supplied to and drawn
from the grid. Energy drawn from the grid is highest in the winter, moderately high in
summer, and lower during the transitional seasons of spring and autumn. Conversely,
energy sent to the grid is less during the winter and highest in the summer.
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Figure 14. Year 1 energy performance results of proposed residential house with ASHP: (a) Daily PV
energy generation and load demand. (b) Monthly PV generation, load demand, self-consumption,
and self-sufficiency. (c) Monthly PV generation, load demand, energy to the grid, and energy from
the grid.

To verify the opposite trend operation of the PV system observed in the summer
and winter, the result for the warmest day (a, b) and the coldest day of the year (c, d) is
shown in Figure 15. The warmest day was July 31, while the coldest day was February
17. As depicted in Figure 15a, PV self-consumption and self-sufficiency both reach 100%,
but at different time intervals. On the warmest day, PV generation peaks in the middle
of the day, while the heat pump load reaches its peak at 5 pm, as shown in Figure 15b.
This leads to a mismatch in peak load timings between the PV system generation and the
heat pump load during the summer. In contrast, on February 17, the heat pump load was
elevated during the nighttime due to a significant drop in winter temperatures, resulting in
increased heating demands. The PV generation, however, reaches its peak in the middle
of the day, causing a peak load timing discrepancy between the PV system generation
and the heat pump load during the winter as well. The plots in Figure 15c confirm these
findings, showing the opposite behavior of self-sufficiency and self-consumption during
the morning and nighttime hours.
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day. (d) PV generation and HP load for the coldest day. 

Similarly, for the spring and fall equinoxes which occur on 21 March and 22 Septem-
ber, respectively, energy performance results are shown in Figure 16. Figure 16a,c shows 
the self-sufficiency and self-consumption on the spring and fall equinoxes, which is 100% 
during slightly different time intervals. Figure 16b,d shows the variation in PV system gen-
eration and HP load during the day and night. It can be seen that HP load demand is 
comparatively less than PV generation, which shows energy supplied to the grid is greater 
during spring and fall in Figure 14b,c. 

Figure 15. Energy performance results of the warmest day (July 31) and the coldest day (February 17)
of the study period: (a) Self-sufficiency and self-consumption on the warmest day. (b) PV generation
and HP load for the warmest day. (c) Self-sufficiency and self-consumption on the coldest day. (d) PV
generation and HP load for the coldest day.

Similarly, for the spring and fall equinoxes which occur on 21 March and 22 September,
respectively, energy performance results are shown in Figure 16. Figure 16a,c shows the
self-sufficiency and self-consumption on the spring and fall equinoxes, which is 100%
during slightly different time intervals. Figure 16b,d shows the variation in PV system
generation and HP load during the day and night. It can be seen that HP load demand is
comparatively less than PV generation, which shows energy supplied to the grid is greater
during spring and fall in Figure 14b,c.

432



Computation 2024, 12, 126
Computation 2024, 12, x FOR PEER REVIEW 23 of 33 
 

 

  

(a) (b) 

  

(c) (d) 
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fall equinox. (d) PV generation and HP load for the fall equinox. 
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(from 152.2 to 86.2 MWh), representing close to a 43% decrease. On the other hand, the 
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Figure 17 compares the monthly energy sent and taken from the grid for the hourly 
data model and the Gaussian data model. The comparison between the hourly data model 
and the Gaussian data model emphasizes the importance of collecting accurate data for 
heat pumps in residential buildings. Even though the limited model data predicts the 
same PV size as the hourly data, it may skew the economic analysis by underestimating 
the amount of electricity taken and sent to the grid. 

Figure 16. Energy performance results of the spring equinox (March 21) and the fall equinox (Septem-
ber 22) of the study period: (a) Self-sufficiency and self-consumption on the spring equinox. (b) PV
generation and HP load for the spring equinox. (c) Self-sufficiency and self-consumption on the fall
equinox. (d) PV generation and HP load for the fall equinox.

4.5. Impacts of the Limited Data Model on PV Sizing

When the PV system is designed using the Gaussian data model, the estimated
PV rating, the real PV rating, the load demand, and the PV energy generation remain
unchanged over the system’s lifetime compared to the hourly data model, as shown in
Table 9. These results are expected because the PV size is designed to ensure the overall
annual PV energy generation matches the total annual heat pump load. There is, however,
a significant change in the other parameters in Table 9. A significant reduction is observed
in the energy sent to the grid (from 154.7 to 88.7 MWh) and the energy taken from the grid
(from 152.2 to 86.2 MWh), representing close to a 43% decrease. On the other hand, the
self-consumption and self-sufficiency values have increased significantly. More specifically,
self-consumption and self-sufficiency both doubled in value (from 30% to 60%).

Figure 17 compares the monthly energy sent and taken from the grid for the hourly
data model and the Gaussian data model. The comparison between the hourly data model
and the Gaussian data model emphasizes the importance of collecting accurate data for
heat pumps in residential buildings. Even though the limited model data predicts the same
PV size as the hourly data, it may skew the economic analysis by underestimating the
amount of electricity taken and sent to the grid.
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lated by the users, is developed and well-defined. The simulation results are obtained on 
an hourly, daily, and monthly basis. Although monthly data provides seasonal variations 
and trends with an understanding of monthly energy consumption, it may not provide 
short-term variations within the month. Daily load data simulations, however, provide 
more details than monthly load data but still lack the granularity of hourly load simula-
tions. Hourly load data simulation is also useful for understanding the impact of diurnal 
and seasonal change; however, it requires more computational time and detailed input 
data. Since the sizing of one component can affect the other it is therefore necessary to 
analyze the mutual influence to appropriately size the whole system and this is achieved 
in this study by hourly simulation data. The system sizing based on hourly simulations 
provides more precise results compared to monthly for understanding energy consump-
tion and PV self-consumption and self-sufficiency on specific days which is used for 

Figure 17. Comparison of the energy sent to the grid and the energy received from the grid using
two different load data models. (a) hourly data model proposed in this study. (b) Gaussian model
generated from unique monthly data.

5. Discussion

The size of the PV system plays a crucial role in determining the economic viability,
feasibility, and extent of adoption [69]. Thus, designing optimal systems sizing is essential
for achieving reliability and the highest degree of cost-effectiveness [19,20,112]. Existing
studies provide combined sizing of PV+HP systems in cold climates [64,92,93,113,114], by
only considering the heating load of the house neglecting the cooling load. Similarly, other
studies focus on sizing PV and battery systems without including the HP sizing [115–117],
or only focus on the sizing of HP systems [94–96,118]. In contrast, this study presents a
mathematical model for heat pump sizing as well as a straightforward PV sizing method,
shedding light on the potential of PV-powered heat pumps for residential housing based on
both heating and cooling loads with stepwise sizing of the system, providing the basis for
the economic analysis of the system based on the load profile and importance of coupling
thermal energy storage to the PV+HP system. The house model is validated with HAP
and the HP model with the manufactural datasheets and presents the reliability of these
models for future techno-economic optimizations under the circumstances of any possible
locations. The heating and cooling load demand for the house is obtained by developing an
open-source Python model of the house as it gives more flexibility in terms of customization
to the users as compared to HAP software. HAP has limitations in terms of customization,
and users are typically bound to the offered features i.e., it takes default values for certain
parameters whereas the proposed model parameters can be modified as required giving an
advantage for unique or specialized simulations.

The open-source house model, including the heating/cooling loads that can be regu-
lated by the users, is developed and well-defined. The simulation results are obtained on
an hourly, daily, and monthly basis. Although monthly data provides seasonal variations
and trends with an understanding of monthly energy consumption, it may not provide
short-term variations within the month. Daily load data simulations, however, provide
more details than monthly load data but still lack the granularity of hourly load simulations.
Hourly load data simulation is also useful for understanding the impact of diurnal and
seasonal change; however, it requires more computational time and detailed input data.
Since the sizing of one component can affect the other it is therefore necessary to analyze
the mutual influence to appropriately size the whole system and this is achieved in this
study by hourly simulation data. The system sizing based on hourly simulations provides
more precise results compared to monthly for understanding energy consumption and PV
self-consumption and self-sufficiency on specific days which is used for import/export of
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electricity to/from the grid providing especially for economic studies and evaluating peak
loads which are shown in this study. Furthermore, the open-source black box air-air heat
pump model is developed based on the Goodman manufacturers’ datasheet and hourly
load of the house. The COP and EER of the proposed HP model 0301B series on the coldest
and for 0421B on the warmest day are 2.06 and 4.42 respectively. This underscores the need
to correctly select the situation that the optimization is run for in the system.

The maximum size of PV required to provide the power to run the heat pump to
supply the residential thermal loads is estimated as 6.88 kW. The PV system is designed
in SAM with an aim to minimize the grid electricity costs and the emissions from the
residential sectors, aligning with the overarching goal of achieving net zero energy con-
sumption. Therefore, in this study, PV power generated over the year, monthly, and on
the coldest/warmest day as well as on the spring/fall equinox is also presented with
self-consumption and self-sufficiency of PV as well as energy sent to/from the grid to
provide clarity. By integrating these analyses, the study not only addresses immediate
energy needs but also contributes to the larger objective of sustainable energy practices
and achieving a net zero energy footprint for the residential sector. Residential sectors
account for energy use amounting to 20% of energy consumption in Ontario [119], where
40% of emissions come from space and water heating [120], i.e., an average home in London
emits 10.5 tons of carbon emission each year [120]. To reduce these emissions and achieve
Canada’s net zero energy goal [7], the data obtained for energy sent to/from the grid will
give us a reference to fulfill our missing targets. It also highlights the change in energy
sent to/from the grid based on the hourly and monthly load profile, which is an important
consideration when it comes to an economic analysis of the system model.

It is also shown in this study referring to the coldest, warmest, spring and fall equinox
day of the year that there is a peak time mismatch for maximum PV generation and peak-
time HP load as shown in Figure 15b; PV generation peaks in the middle of the day, while
the heat pump load reaches its peak at 5 pm for summer. Similarly, on February 17, the heat
pump load is elevated during the nighttime due to a significant drop in winter temperatures,
resulting in increased heating demands. The PV generation, however, reaches its peak in
the middle of the day, causing a peak load timing discrepancy during the winter as well,
as shown in Figure 15d. Similar trends are also seen on the spring and fall equinoxes as
shown in Figure 16b,d. Thus, maintaining the reliability on the grid during these periods is
critical. This, however, opens future opportunities to store the excess PV energy generated
during these mismatch periods in thermal energy-storage systems (i.e., thermal batteries)
to increase the reliability of system models and decrease the dependence on the grid.

One of the limitations of this study pertains to the use of only the Gaussian model to
generate the hourly data from the monthly energy. The main argument for using another
model was to show the importance of generating accurate hourly data on PV system sizing
in residential buildings’ heat pump applications. The results have, expectedly, revealed the
importance of hourly data for PV-HP energy performance and economic analysis. Future
work is required to investigate the impact of changing the mean and standard deviation of
the normal distribution on the PV performance. This could result in proposing an optimal
distribution model that matches the hourly data generated in this study. Further studies
are also required to investigate other types of statistical distributions for the heat pump
load [121]. These results can be further improved by incorporating non-HP electric loads
into the full system with sizing. Future work can also include the optimization of this model
based on the other constraints, i.e., space and specific economic limitations. These results
can also be used further to size the backup system for the model, for example, integration
of a thermal storage system; i.e., developing an optimal thermal battery (TB) model that
can store the excess energy from the solar PV during the generation in the off-peak time
period and use it during the peak time period so the need for electricity from the grid can
be minimized. Thermal batteries can allow the storing of this excess energy which can be
used when necessary, thus minimizing the energy supply–demand mismatch occurring
due to the integration of renewable resources [122]. Moreover, this thermal battery model

435



Computation 2024, 12, 126

should also be sized accordingly based on the economics and size of the whole system,
which again raises the need for economic analysis of the PV+HP+TB system. The technical,
economical, and environmental benefits of integrating PV+HP with thermal energy storage
have been identified by many researchers, including peak shaving, enhancing system
overall efficiency, economic and energy savings, demand-side management, and emission
mitigation [123]. Further studies are required to obtain the performance analysis, different
system configurations and control strategies of the PV+HP+TB system as presented in [124]
for the PV+HP system with integration of thermal and electrical energy storage. Along
with this, the strategy needs to store energy in the TB system to be developed with a
detailed thermodynamic model of the heat pump to optimize the size of TB and obtain its
charging and discharging capability. Further, the study can also include electrical loads
and domestic hot water demand throughout the year and optimize the system together
making it more sustainable, leading to the net zero energy goal. This also opens the scope
of carrying out economic efficiency and environmental impact studies to calculate yearly
carbon tax/reduction compared to conventional fossil fuel systems.

6. Conclusions

This study outlines the sizing of the solar PV and HP based on the hourly and monthly
heating and cooling loads of the residential house. The code written for each system model
is open source and is available for other residential PV+HP models for different locations.
Here, the heat pump model developed selects the heat pump based on the heating and
cooling load of the house, giving an optimal HP size for the required house. The sizing of
the PV system is such that the power generated is used to supply HP on an annual basis
based on heating and cooling loads, the weather, and location data. Self-sufficiency and
self-consumption of PV and the energy taken and fed to the grid are provided, which shows
that the simulation based on the monthly load profile has a significant reduction of 43% for
energy sent to/from the grid compared to the detailed hourly simulation and an increase
from 30% to 60% for self-consumption and self-sufficiency. It also highlights the mismatch
of PV system generation and HP load based on hourly simulation datasets for specific days
in each season, i.e., the warmest and coldest day as well as spring and fall equinox. In
future work, these datasets can be used to further economic analysis and design backup
systems and/or reduce dependence on the grid with the help of optimal load management.
The back-calculation PV-sizing algorithm combined with HP and thermal loads presented
in this study exhibited robust performance and can be seamlessly used alongside other PV
performance-analysis software tools like SAM. In the case study, the algorithm precisely
determined the required PV size to meet the demands of the proposed residential house,
which roughly doubles the size of a PV system targeted at meeting conventional plug
loads. These results are easily integrated into the SAM to provide PV system designs for
the combined house and heat pump. The algorithm’s flexibility positions it as a valuable
tool for enabling solar electrification of both space heating and cooling.
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Nomenclature

Abbreviations
ACH Air Change per Hour
ANN Artificial Neural Network
ASHP Air Source Heat Pump
AWHP Air–Water Heat Pump
COP Coefficient of Performance
E Energy
EER Energy Efficiency Ratio
HAP Hourly Analysis Program
HP Heat pump
HVAC Heating, Ventilation and Air Conditioning
GHE Ground Heat Exchanger
GHG Greenhouse Gas
GSHP Ground Source Heat Pump
NREL National Renewable Energy Laboratories
PV Photovoltaics
SAM System Advisor Model
SC Self-consumption
SS Self-sufficiency
SHG Solar Heat Gain
SHGC Solar Heat Gain Constant
Latin symbols
dt/dx Temperature gradient across the heat transfer surface
A Area normal to the direction of heat transfer (m2)
A f l Area of floor (m2)
A f Area of frame (m2)
A f ′ Projected surface area of frame (m2)
Ag Area of glazing (m2)
Asur f Actual surface area of the frame incorporating the depth at which the glass

is placed inside the frame (m2)
α Absorptivity
as

f Solar absorptivity of exterior frame surface (W/m2)
C Conductance (W/(m2K))
Cp Specific heat of infiltrated air (kJ/(kg-K))
DR Daily range
GD Direct irradiance (W/m2)
Gt Incident solar radiation (W/m2)
h Convective heat transfer coefficient (W/(m2◦C))
h f Overall exterior surface conductance (1/(Ohmm))
ht Combined convection and conduction coefficient (W/(m2C))
H Height of ceiling (m)
h f g Latent heat of vaporization (J/Kg)
I Infiltration (m3/s)
k Thermal conductivity (W/(m◦C))
.

m Mass flow rate (kg/s)
q Heat transfer rate (W)
q′ Conduction heat flux (W/m2)
q′l Latent heat transfer (W)
q′s Sensible heat transfer (W)
R Thermal unit resistance ((m2 ◦C)/W)
R′ Resistance (◦C/W)
t′ Hourly temperature (◦C)
te Hourly Sol-air temperature (◦C)
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t f Temperature of fluid in contact with heat transfer surface (◦C)
tw Temperature of heat transfer surface (◦C)
∆t: (to−ti) Difference between indoor and outdoor dry bulb temperature (◦C)
T Ambient temperature (◦C)
U Overall heat transfer coefficient
V Space volume (m3)
v Specific Volume (m3/kg)
W Humidity ratio
X Percentage (%)
Subscripts and superscripts
Cond Conduction
Conv Convection
D Direct radiation
d Diffuse radiation
f Frame
g Glazing
i Inside
iwb Inside wet bulb
in Infiltration
o Outside
ori Original
L Load
sl Sunlit area
tot Total
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