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Preface

The integration of power electronics-interfaced devices (PEDs), e.g., renewable energy sources

(RES), high-voltage direct current (HVDC) technologies, energy storage systems (ESS), and electric

vehicles (EVs), into modern power systems has brought both unprecedented opportunities and

challenges to power systems. These PEDs have significantly enhanced the flexibility, efficiency, and

sustainability of modern power systems, but also pose critical challenges to the stability, reliability,

and resilience of modern power systems, characterized by reduced inertia, nonlinear interactions, and

stochastic behavior.

This Reprint collects a selection of groundbreaking studies addressing key aspects of power

system stability, control, fault management, and optimization in the context of high PED penetration.

The articles span a wide range of topics, from advanced control strategies and stability analysis

to data-driven methodologies and fault recovery mechanisms. The scope of this Reprint reflects a

commitment to tackling real-world challenges faced by modern power systems, combining theoretical

innovation with practical application.

The motivation for this Reprint stems from the increasing urgency to address the complex and

multi-faceted stability issues associated with modern power systems. With the ongoing transformation

of global energy systems and the growing emphasis on renewable energy integration, researchers

must navigate a rapidly changing landscape. This Reprint aims to serve as a valuable resource

for engineers, scientists, and policymakers seeking innovative solutions to ensure the secure and

sustainable operation of modern power systems.

The contributions presented in this Reprint reflect the collective efforts of an outstanding group

of authors, each bringing unique expertise and perspectives to their respective fields. Topics explored

include advanced control methodologies, fault detection and localization, grid resilience enhancement,

and machine learning applications for stability assessment. Notable studies, such as the inertia analysis

in high PED-penetrated systems, transient stability evaluation through interpretable machine learning,

and robust decentralized stabilization techniques, demonstrate the depth and breadth of research

within this collection.

This Reprint is intended for a diverse audience, including academics, industry professionals, and

graduate students, who are actively engaged in the study and development of modern power systems.

By providing insights into the latest advancements and practical applications, this Reprint could foster

collaboration, inspire new research directions, and contribute to the ongoing evolution of the field.

We would like to express our deepest gratitude to the authors, reviewers, and editors whose efforts

have made this Reprint possible. Their dedication and expertise have ensured the high quality and

relevance of the included works. Additionally, we acknowledge the support and guidance provided

by our academic and industrial collaborators, whose contributions have enriched the perspectives

presented in this collection.

In conclusion, this Reprint represents a milestone in the pursuit of stable, resilient and efficient

power systems. We hope it inspires readers to explore innovative solutions and address the pressing

challenges of modern power grids.

Yong Li, Weiyu Wang, and Junjie Ma

Guest Editors
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Abstract: The incessant power outages that characterize the Nigerian power network (NGP), as in
all developing countries, are not limited to the shortage of fuel for power generation. However,
differential power shortages between the generated power and the load demand are alarming. In this
study, we propose a new voltage stability pointer (NVSP) based on a reduced one-line power network
to act as a classifier. The NVSP was trained with a support vector machine (SVM) using a medium
Gaussian kernel classification toolbox (mGkCT) in the MATLAB environment. This classification
is based on the power network susceptibility to voltage instability. NGP 28-bus 330 kV data were
extracted and modeled in the MATLAB environment and tested with the NVSP-mGkCT classifier.
The NVSP-mGkCT was able to classify the lines viz. stable and unstable lines for the base and
contingency cases. Similarly, the linear load dynamics and non-linear load dynamics were evaluated
on the basis of critical buses using the NVSP. The aim of this work was to help the Transmission
Company of Nigeria (TCN) and the National Control Centre (NCC) to be pre-emptive with respect to
possible voltage collapse due to voltage instability. The simulation results show that NVSP was able
to flag vulnerable lines in the NGP.

Keywords: voltage stability; new voltage stability pointer (NVSP); contingency; support vector
machine; Nigerian power network (NGP); critical lines

1. Introduction

Power system planning in most developing countries is associated with several chal-
lenges due to the non-linear relationship between the increasing population and power
generation, low reliability on capital investment, dispersed utilities, etc. [1]. Gross defi-
ciency in power generation has driven many developing countries to forced load shedding
to ensure that the meager generated power reaches the considerable population. In such
a context, power system operators are concerned about active power control, which is
invariably associated with the frequency stability [2], and rarely consider reactive power
control, which is associated with voltage stability [3]. Furthermore, the rotor, frequency
and voltage stability control are essential components of a reliable power system [4].

The Nigerian power network (NGP) comprised approximately twenty-six power
plants with a combined optimal power generation of slightly more than seven thousand
megawatts (7000 MW) [5], which are provided hydro and thermal power plants [6]. This
generated power serves a population of more than two hundred million (200,000,000)
people [7]. The NGP is faced several crises, including insufficient generation of electric
power to match the demand [8,9], overstretched transmission lines and support, [10] and
the inability to withstand transient conditions [11]. The average number of the recorded
power outages, both partial and total, in the NGP every year is alarming [12], and there
seems to be no end in sight with respect to addressing this increasing figure. The high rate
of blackouts in Nigeria has driven many small-scale businesses out of operation [13], and
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the few remaining companies operate at a high cost of production due to the increase in
prices of alternative sources of fuel, for example, diesel, gas, etc. Hence, there is a need to
develop a tool to identify the weak buses and lines that are vulnerable to voltage collapse,
which could lead to a national blackout.

The framework of this research is to (1) develop a new voltage stability pointer (NVSP)
for evaluation of voltage stability, (2) train the NVSP with the support vector machine using
a medium Gaussian kernel classification toolbox in a MATLAB environment and (3) adapt
it to the Nigerian power network to classify it into two classes, i.e., stable and unstable. The
lines and buses under the unstable classification will be flagged as vulnerable.

2. Related Work

The effort of the Nigerian government to increase the power generation capacity of
the country has not yielded satisfactory results despite the considerable capital investment
in the power sector over the years. According to the World Bank Energy Progress Report,
only 55.4 percent of the Nigerian population had access to electricity in the year 2020 [7].
The geographical structure of the transmission lines in Nigeria is shown in Figure 1.

Figure 1. Geographical structure of the NGP transmission lines [6].

The load demand is predicted to reach 50,000 MW by the year 2035 [6]. However,
there little effort has been made to date to scale up the generation capacity to meet this
future demand. The recorded cases of power outages in the NGP between January and
June 2022 are estimated to be five [14]. This number is high compared to other developed
nations [7]. The variation in load demand is among the factors that affect the power network
stability [15]. Ramirez-Gonzalez M. et al. [16] studied contingencies in a power network
and their effects on security. A convolutional neural network was used to allocate power
injection stations in the power network, with the result proving the effectiveness of the
proposed method.

Similarly, Abdulkareem A. et al. [10] suggested that the NGP topology be changed
from a radial to ring structure to minimize losses and voltage instability. The TCN annual
technical report also set a goal to achieve this transition before the year 2030 [6]. However,
such a transition will be time-consuming and cost-intensive, and a solution is urgently
required before it can be implemented. In addition, Obi P. I. et al. [17] presented a technique
to improve the NGP with static Var compensators to fulfill the voltage quality requirements.
However, this technique is regarded as a short-term solution to the lingering problem
faced by the Nigerian power grid. Moreover, Adebayo et al. [18] proposed two methods
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to identify vulnerable buses in a power network. The first method was achieved through
the maximum loading limit technique, and the other was based on the configuration of
the power network. The NGP 24-bus and IEEE 30-bus systems were used to evaluate the
proposed method. The critical buses were strengthened with FACTS components. Simula-
tion results showed that optimal placement of a compensating device could improve the
voltage profile. In [19], a stability concept for power systems based on the frequency control
of synchronous machines was presented. The system was tested with various loading
patterns, and the results were compared with conventional synchro-converter models.

In a research paper presented by Kasis A. et al. [20], a technique was evaluated to solve
the problem associated with fluctuations of renewable energy sources and the effects on
power stability. Multiple possibilities for frequency dynamics were modeled, considering
the variability of the inherent power supply. The results showed the immunity of the power
stability to a high-frequency cycle. A surge in renewable power penetration in power
distribution networks might result in overvoltage at network buses in the absence of an
effective control mechanism. Heidari Yazdi et al. [21] proposed a method to regulate voltage
magnitude based on the load demand. Power demand usually varies; therefore, means to
compensate for the peak consumption period is necessary. An overvoltage resulting from
excessive reactive power injection was considered and addressed for a stable power system.

In an effort to solve problems associated with power network configuration, Narimani
et al. [22] proposed a novel method of analyzing several contingency problems associ-
ated with the architecture of the network. This was achieved through a graph theory
approach that identifies different power components responsible for contingency, especially
between two successive contingencies. The results showed that the proposed method could
rapidly identify multiple contingencies. In the same vein, Randey A et al. [23] proposed
a network reconfiguration technique for NGP to secure the network from a possible grid
collapse and thereby improve the voltage profile. Contingency analysis resulted suggested
that the redistribution of notable generators to defined voltage set-points would reduce
power outages.

In a paper presented by Nkan et al. [24], several compensative devices were investi-
gated with the aim of combining two similar controllers. The method was tested on NGP
in the power system analysis toolbox (PSAT) in MATLAB. Analysis results showed that the
combination of similar compensating devices could reduce power losses to a considerable
extent. Some NGP buses are currently operating below their standard rated voltage [25] as
a result of overload and congestion, with no adequate plan for contingency. Moreover, Liu
S. et al. [26] presented a study on the dynamism of a stability point in a power network
through the injection of noise and time delay. The aim of this method is to improve the
integrity of the power network in a smart grid. The authors assessed the effect of noise on
power system stability.

The power stability problem has recently received attention from many researchers,
and efforts are being made to address the problems associated with power stability. Alnas-
seir et al. [27] addressed the power stability problem by introducing a static synchronous
compensator (STATCOM) and a thyristor-controlled series capacitor (TCSC). The two
compensators were assessed independently, and their results were compared. The results
showed that the TCSC is relatively effective in securing power stability. Similarly, Calma
E. and Pacis M. [28] studied voltage stability indices for different states of operation in
a power system. The proposed approach involved an artificial neural network, and the
Newton–Raphson power flow was employed in the MATLAB environment. The results
demonstrated the feasibility of the proposed approach, especially compared with other
machine learning techniques in terms of assessing the voltage stability of a power network.
In addition, Collados-Rodriguez et al. [29] analyzed the effect of power electronics com-
ponents on power system stability. Several cases of stability were evaluated to assess the
minimum power generation expected to ensure power network security with the instal-
lation of compensative components. The stability indices considered for the evaluation

3
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were frequency and voltage, which were sufficient to identify the vulnerable lines in the
network [2,3].

The effect of harmonics on power stability cannot be overemphasized [30]. Abirami
and Ravi [31] recommended a technique to reduce harmonic distortion, especially with the
advent of electric car charging stations in the distribution network. They suggested that a
shunt capacitive filter be connected in parallel with dynamic loads in a radial distribution
network. Simulation results revealed that adequate control of harmonic could enhance
the power quality delivery to end consumers. Similarly, Zaheb H. et al. [32] investigated
the effect of inductive load dynamics on various voltage stability indices. The researchers
emphasized the suitability of these indices for online application. The obtained results
were used to classify the indices in terms of their ability to assess, formulate and analyze
the voltage stability.

The NVSP proposed in this study was developed to (a) verify the voltage stability
status of the Nigerian power network, (b) assess the vulnerability of each transmission line
to voltage instability, (c) flag unstable lines and buses and (d) suggest a reactive power
injection station. With this approach, it is expected that the outcome of this research will
help to tame the frequent power outages in the NGP, and thus, improves the economic
viability of the country.

3. Proposed Methodology

The proposed method is based on successive dependence of three approaches viz.
power flow solution, development of a new voltage stability pointer for voltage stabil-
ity evaluation from the power flow data and training of the NVSP through a support
vector machine.

3.1. Power Flow Solution

In this research, the Newton–Raphson method was adopted, owing to its fast conver-
gence time. Saadat [33] considered an n-bus network (Figure 2) for as a power flow solution.

Ii =
n

∑
j=1

YijVj (1)

Figure 2. n-bus power network [33].
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The polar-form representation of the equation is:

Ii =
n

∑
j=1

∣∣Yij
∣∣Vj

∣∣∣∣∠θij + δj (2)

The power at bus 1 is expressed as:

Pi − jQi = V∗
i Ii (3)

Substituting Equation (2) into Equation (3) yields:

Pi − jQi = |Vi|∠− δi

n

∑
j=1

∣∣Yij
∣∣∣∣Vj

∣∣∠θij + δj (4)

Separating the real from the imaginary part yields:

Pi =
n

∑
j=1

|Vi|
∣∣Vj

∣∣∣∣Yij
∣∣ cos

(
θij − δj + δj

)
(5)

Qi =−
n

∑
j=1

|Vi|
∣∣Vj

∣∣∣∣Yij
∣∣ sin

(
θij − δj + δj

)
(6)

Expanding Equations (5) and (6) using Taylor’s series yields:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔP(k)
2
...

ΔP(k)
n
−

ΔQ(k)
2

...
ΔQ(k)

n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂P(k)
2

∂δ2
. . . ∂P(k)

2
∂δn

∂P(k)
2

∂δ2
. . . ∂P(k)

2
∂δn

...
. . .

...
...

. . .
...

∂P(k)
n

∂δ2
. . . ∂P(k)

n
∂δn

∂P(k)
n

∂δ2
. . . ∂P(k)

n
∂δn

∂P(k)
2

∂δ2
. . . ∂P(k)

2
∂δn

∂P(k)
2

∂δ2
. . . ∂P(k)

2
∂δn

...
. . .

...
...

. . .
...

∂P(k)
n

∂δ2
. . . ∂P(k)

n
∂δn

∂P(k)
n

∂δ2
. . .

∂P(k)
nk

∂δn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δδ
(k)
2
...

Δδ
(k)
n
−

Δ
∣∣∣V(k)

2

∣∣∣
...

Δ
∣∣∣V(k)

n

∣∣∣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7)

Equation (7) can be expressed in short form as:[
ΔP
ΔQ

]
=

[
J1 J2
J3 J4

][
Δδ

Δ|V|
]

(8)

The diagonal and off-diagonal components of J1, J2, J3 and J4 are estimated to obtain
the differential residual power and bus voltages:

ΔP(k)
i = Psch

i − P(k)
i (9)

ΔQ(k)
i = Qsch

i − Q(k)
i (10)

δ
(k+1)
i = δ

(k)
2 + Δδ

(k)
i (11)∣∣∣V(k+1)

n

∣∣∣ = ∣∣∣V(k)
i

∣∣∣+ Δ
∣∣∣V(k)

i

∣∣∣ (12)

3.2. Derivation of the Proposed New Voltage Stability Pointer

The proposed NVSP is derived from a reduced one-line diagram as shown in Figure 3.
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Figure 3. A reduced one-line diagram.

The line current (I) from the generator bus is expressed as:

I = (V1 − V2).Ybus (13)

The current at the load bus can also be calculated as:

I =
(

S2

V2

)
=

P2 − jQ2

V2∠− δ2
(14)

Assuming the line loss due to the load current is neglected, then Equation (13) will
equate to Equation (14):

P2 − jQ2 = (V1 − V2).Ybus . V2∠− δ2 (15)

P2 − jQ2 = |V1V2Ybus|∠(θ − δ2)− |V2|2.|Ybus|∠θ (16)

Dividing Equation (16) by |Ybus|∠θ yields:

P2 − jQ2

|Ybus|∠θ
= |V1V2|∠− δ2 − |V2|2 (17)

Equation (17) can be rewritten as:

|V2|2 − |V1V2|∠− δ2 +
P2 − jQ2

|Ybus|∠θ
= 0 (18)

From Equation (18):

a = 1; b = |V1|∠− δ2 and c =
P2 − jQ2

|Ybus|∠θ

V2 = |V1|∠− δ2 ±

√
|V1|∠− δ2

∣∣∣2 − 4 P2−jQ2
|Ybus |∠θ

2
(19)

If
(
|V1|∠− δ2

∣∣∣2 − 4 P2− jQ2
|Ybus |∠θ

)
is discriminated to zero, the real roots of V2 can be ex-

pressed as |V1|∠− δ2

∣∣∣2 − 4 P2− jQ2
|Ybus |∠θ

≤ 0 ; then:

4(P2 − jQ2)

|G − jB|∠θ|V1|∠− δ2 |2
≤ 1 (20)

If Equation (20) is rearranged into real and imaginary parts, then the real part is
4P2

G cosθ . |V1|2 cos2 (−δ2 )
≤ 1, and if the voltage angle (δ2 ) is very small, then it is reduced

to≈ 4P2|Z|
|V1|2

≤ 1.

Likewise, the imaginary part is 4Q2
B sin θ . |V1|2 sin2 (−δ2 )

≤ 1; if the voltage angle (δ2 ) is

assumed to be negligible, then it is reduced to≈ 4Q2|Z|
|V1|2

≤ 1.

6
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Therefore, the new voltage stability pointer (NVSP) is:

NVSP =
4Q2|Z|
|V1|2

≤ 1 (21)

where V1 is the voltage at the sending end bus, Q2 is the reactive power at the load bus and
Z is the line impedance. The index Equation (21) depends on the extracted data from the
power flow solution of Equations (8), (10) and (12). The NGP 28-bus line diagram is shown
in Figure 4.

 

Figure 4. Single-line diagram of the 28-bus, 330 kV NGP.

3.3. Classification through Support Vector Machine Algorithm

The support vector machine (SVM) algorithm has been widely used to classify data
of different sets that are separable into classes [34]. Squires [35] defined the Gaussian
elimination with a function f (x) = exp(−x) with parametric extension:

f (x) = a exp

(
− (x − b)2

2c2

)
(22)

where a and b are real constants, and c is a non-zero variable. However, the Gaussian
function is usually expressed as:

g(x) =
1

σ
√

2π
exp

(
−1

2
(x − μ)2

σ2

)
(23)

where σ is the expected value and μ is the variance.
Assuming [36] that the training data (xi, yi) for i = 1 . . . . . . N with Xi ∈ R

d and yi ∈
{−1, 1}, the classifier f (x) is:

f (xi) =

{≥ 0 yi = +1
< 0 yi = −1

(24)
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and
f (x) = WTX + b (25)

where X is the input vector, W is the vector weight and b is the bias. The NVSP was trained
by the support vector machine algorithm in MATLAB using the medium Gaussian kernel
classification tool according to the function k(xij) in Equation (26):

kij =

{
+1 i f 0.00 < NVSP < 0.80 (Stable)

−1 i f 0.80 < NVSP < 1.00 (Unstable)
(26)

where kij is the NVSP-mGkCT trained index value between the two buses.

4. Results and Discussion

4.1. Assessment of the NGP 28-Bus, 330 kV Base Case

The simulation results obtained from the voltage stability assessment of the NGP
using the NVSP are presented in Table 1, and the training results from the support vector
machine in the MATLAB environment are shown in Figure 5. The NGP 28-bus voltage
magnitude in the base case is depicted in Figure 6.

Table 1. Voltage stability assessment of 28-bus 330 kV NGP transmission line using NVSP in the
base case.

From Bus Name To Bus Name NVSP

3 Aja 1 Egbin 0.0087
4 Akangba 5 Ikeja-west 0.1033
1 Egbin 5 Ikeja-west 0.0777
5 Ikeja-west 8 Benin 0.9673
5 Ikeja-west 9 Ayede 0.3404
5 Ikeja-west 10 Osogbo 0.4711
6 Ajaokuta 8 Benin 0.5410
2 Delta 8 Benin 0.3432
2 Delta 7 Aladja 0.0242
7 Aladja 24 Sapele 0.0109
8 Benin 14 Onitsha 0.2159
8 Benin 10 Osogbo 0.4213
8 Benin 24 Sapele 0.0080
9 Aiyede 10 Osogbo 0.2290
15 Birnin 21 Kanji 0.0171
10 Osogbo 14 Jebba TS 0.0153
11 AFAM 12 Alaoji 0.0818
12 Alaoji 14 Onitsha 0.2210
13 New Haven 14 Onitsha 0.1656
16 Gombe 19 Jos 0.1335
17 Jebba TS 18 Jebba GS 0.0000
17 Jebba TS 23 Shiroro 0.0986
17 Jebba TS 21 Kanji 0.0041
19 Jos 20 Kaduna 0.0275
20 Kaduna 22 Kano 0.3689
20 Kaduna 23 Shiroro 0.0389
23 Shiroro 26 Katempe 0.2223
12 Alaoji 25 Calabar 0.1797
14 Onitsha 27 Okpai 0.0000
25 Calabar 27 Okpai 0.0000
5 Ikeja-west 28 AES GS 0.0000

8
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(a) (b) 

  
(c) (d) 

Figure 5. Training results of NVSP using support vector machine in the MATLAB environment.
(a) Scatter plot of the NGP. (b) Receiver operating characteristic (ROC) curve. (c) Parallel coordinate
plot. (d) Confusion matrix.

4.2. Analysis of the 28-Bus, NGP 330 kV Base Case

The overall percentage accuracy of the predicted class of NVSP, 28-bus NGP 330 kV
line to the true class is 72.48, with a training time of about 2.02 s. The area under the curve
from the receiver operating characteristic (ROC) is 0.57. All lines and buses are stable in the
base case, except the Ikeja-west bus and the Ikeja-west–Benin line. The NVSP index value
is 0.9673, and the voltage magnitude is 0.997 (p.u), indicating the vulnerability of the line
to voltage instability. In the base case, the Ikeja-west load bus has 474. 5 MVar, as shown in
Table A1, as a result of heavy industrial presence in the region. The NVSP index values for
all other lines are far less than unity, indicating their immunity to voltage instability in the
base case, as shown in Figure 7.
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Figure 6. The NGP 28-bus voltage per unit in the base case.
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Figure 7. Classification of the NGP transmission lines using NVSP in the base case.

The placement of the static synchronous compensator (STATCOM) at the Ikeja-west
bus provides stability at the bus, as the NVSP index value from the Ikeja-west–Benin line
changes from 0.9673 to 0.7621. The voltage magnitude of the Ikeja-west bus also changes
from 0.997 (p.u) to 1.023 (p.u). This effect yielded a positive result with respect to the overall
performance of the NGP, as none of the lines are near the unity NVSP index value, and the
voltage profile is also improved, as shown in Figure 8.
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Figure 8. The NGP 28-bus 330 kV transmission lines after STATCOM compensation in the base case.

4.3. Contingency Assessment of the NGP 28-Bus Using NVSP

The contingency analysis is among the performance indices used to evaluate the power
network stability, especially with respect to its loading capacity limit [15]. Contingency
analysis can assist the system operator in identifying the most critical and vulnerable lines
and buses to voltage instability. The contingency analysis of the NGP, 28-bus using NVSP
is presented in Table 2. The NVSP index and the power flow convergence methods were
used to evaluate the loadability of all the NGP P-Q buses. The power flow solution is
programmed to return non-convergence after 100 iterations without convergence.

Table 2. Realization of the NGP critical lines and the maximum reactive power loading points.

P-Q Bus From To NVSP
Voltage Mag.

(p.u)
Qmax (MVar) Remark

Aja Aja Egbin 0.0260 0.600 6005.58 Non-convergence
Akangba Akangba Ikeja-west 0.2527 0.6270 2050.8 Non-convergence

Ikeja-west

Ikeja-west AES-GS 0.0000

0.9760 774.9 NVSP indexing

Egbin Ikeja-west 0.1268
Ikeja-west Benin 1.0077
Ikeja-west Osogbo 0.4908
Akangba Ikeja-west 0.1758
Ikeja-west Ayede 0.3546

Ajaokuta Ajaokuta Benin 0.9980 0.7960 355.3 NVSP-indexing

Aladja Aladja Sapele 0.0174
0.8280 2972.4 NVSP-indexing

Delta Alajda 0.9946

Benin

Benin Sapele 0.0080

1.0390 295.5 NVSP-indexing

Delta Benin 0.3528
Benin Osogbo 0.4318

Ikeja-west Benin 0.9944
Benin Onitsha 0.2161

Akaokuta Benin 0.5566
Aiyede Aiyede Osogbo 0.6678 0.5650 906.8 NVSP-indexing

Osogbo

Osogbo Jebba TS 0.0171

0.9840 300.9 NVSP indexingBenin Osogbo 0.8660
Ikeja-west Osogbo 0.9501

Ayede Osogbo 0.4776

Alaoji
Afam Alaoji 0.9763

0.7450 3820.2 NVSP-indexingAlaoji Onitsha 0.4231
Alaoji Calabar 0.3440

New Haven New Haven Onitsha 0.3602 0.6740 633.4 NVSP-indexing
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Table 2. Cont.

P-Q Bus From To NVSP
Voltage Mag.

(p.u)
Qmax (MVar) Remark

Onitsha
Benin Onitsha 0.9591

0.9840 605.4 NVSP-indexingAlaoji Onitsha 0.9787
New Haven Onitsha 0.8013

Birni-Kebbi Birni-Kebbi Kainji 0.3560 0.7470 285.9 NVSP-indexing
Gombe Gombe Jos 0.1358 1.1230 100.9 Non-convergence

Jebba TS

Jebba Ts Shiroro 0.1004

1.0390 500.2 NVSP-indexingJebba TS Kainji 0.0048
Jebba TS Jebba GS 0.0000
Osogbo Jebba TS 0.9436

Jos
Gombe Jos 0.6662

0.8860 142.7 Non-convergence
Jos Kaduna 0.4442

Kaduna
Kaduna Shiroro 0.0512

0.9120 332.7 NVSP indexingKaduna Kano 0.4858
Jos Kaduna 0.9508

Calabar Alaoji Calabar 0.9517
0.9050 459 NVSP indexing

Calabar Okapi 0.0000
Katampe Shiroro Katampe 0.7128 0.7980 465 Non-convergence

Kano Kaduna Kano 0.6185 0.8080 210.9 Non-convergence

The maximum reactive power at all the P-Q buses of the NGP 28-bus is presented in
Table 3. The results show the peak loading limit of all the load buses, and a step above this
threshold results in voltage instability. The contingency ranking was obtained based on the
increment of reactive power at the load buses. The maximum reactive power that drives the
NVSP index value to unity or the power flow solution to non-convergence is regarded as
maximum loadability. In other words, the safe operating limit of reactive power at the load
buses was attained by considering the power flow convergence and the NVSP indexing
value. The NVSP of every line should be maintained well below unity in order to ensure
voltage stability.

Table 3. Contingency analysis of the NGP buses and lines.

Ranking Bus Name From To NVSP
Voltage

Mag. (p.u)
Qmax

(MVar)

1 Gombe Gombe Jos 0.1358 1.1230 100.9
2 Jos Gombe Jos 0.6662 0.8860 142.7
3 Kano Kaduna Kano 0.6185 0.8080 210.9
4 Birni-Kebbi Birni-Kebbi Kainji 0.3560 0.7470 285.9
5 Benin Ikeja-west Benin 0.9944 1.0390 295.5
6 Osogbo Ikeja-west Osogbo 0.9501 0.9840 300.9
7 Kaduna Jos Kaduna 0.9508 0.9120 332.7
8 Ajaokuta Ajaokuta Benin 0.9980 0.7960 355.3
9 Calabar Alaoji Calabar 0.9517 0.9050 459

10 Katampe Shiroro Katampe 0.7128 0.7980 465
11 Jebba TS Osogbo Jebba TS 0.9436 1.0390 500.2
12 Onitsha Alaoji Onitsha 0.9787 0.9840 605.4
13 New Haven New Haven Onitsha 0.3602 0.6740 633.4
14 Ikeja-west Ikeja-west Benin 1.0077 0.9760 774.9
15 Ayede Ayede Osogbo 0.6678 0.5650 906.8
16 Akangba Akangba Ikeja-west 0.2527 0.6270 2050.8
17 Aladja Delta Alajda 0.9946 0.8280 2972.4
18 Alaoji Afam Alaoji 0.9763 0.7450 3820.2
19 Aja Aja Egbin 0.0260 0.6000 6005.58

The results presented in Table 3 show that the most critical bus and line under contin-
gency rankings are Gombe and Gombe-Jos, with a maximum operating limit of 100.9 MVar
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and an NVSP index value of 0.1358, respectively. The Jos, Kano, Birni-Kebbi and Benin
buses, which are ranked second, third, fourth and fifth, with maximum reactive power lim-
its of 142.7 MVar, 210.9 MVar, 285.9 MVar and 295.5 MVar, respectively, are also vulnerable
to perturbation or transient conditions. The voltage magnitude and maximum reactive
power limit of the NGP P-Q bus are presented in Figures 9 and 10, respectively.
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Figure 9. Voltage magnitude of the NGP P-Q bus under contingency conditions.
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Figure 10. Maximum loading limit of the NGP P-Q bus.

The results presented in Table 3 show that the order of stable buses of the NGP under
contingency conditions is: Aja, Alaoji, Aladja, Akangba, Ayede, Ikeja-west and New Haven.
Conversely, the order of unstable P-Q buses under contingency conditions is: Gombe, Jos,
Kano, Birni-Kebbi, Osogbo, Kaduna, Calabar, Katampe, Jebba TS and Onitsha. Based on
the results presented in Figures 9 and 10 and a stamp to ensure a safe margin of operation
at the vulnerable buses in the NGP, we recommended that the loads at the critical P-Q
buses be optimally shed, especially during peak load hours. However, this approach is
regarded as a short-term solution to power system stability [37].

4.4. Assessment of Dynamic Load on 28-Bus NGP Critical Lines and Vulnerable Buses

The effect of the dynamic load on the vulnerable P-Q buses in the NGP 28-bus system
were considered for this analysis, including the first, second and third rankings in Table 3,
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i.e., Gombe, Jos and Kano, respectively. In addition, we evaluated both linear load dynamics
and non-linear load dynamics to assess the power stability of the NGP.

4.4.1. Linear Load Dynamics

The linear increment in both P and Q at Gombe, Jos and Kano buses of the 28-bus
NGP are presented in Tables 4–6, respectively. The results presented in Table 4 show that
the lowest power consumption at Gombe bus is 60.0 MW and 70.0 MVar. The power flow
solution using the Newton–Raphson method did not converge at this loading point after
100 iterations, implying that any further drop in the load-active power and reactive power
would lead to voltage instability. However, maximum dynamic loads of 145.0 MW and
150.0 MVar were recorded at Gombe bus, as shown in Table 4.

Table 4. Linear load dynamics at Gombe bus in the 28-bus NGP.

Bus Name

Critical Line Load Dynamics

NVSP
Voltage Mag.

(p.u)From To
Active Power, P,

(MW)
Reactive Power, Q,

(MVar)

Gombe Gombe Jos

60.0 70.0 Non-convergence -
90.6 50.9 0.1242 1.174
95.0 105.0 0.1284 1.155
100.0 110.0 0.1331 1.134
105.0 115.0 0.1385 1.112
125.0 135.0 0.1711 1.000
145.0 150.0 Non-convergence -

Table 5. Linear load dynamics at Jos bus in the 28-bus NGP.

Bus Name

Critical line Load Dynamics

NVSP
Voltage Mag.

(p.u)From To
Active Power, P,

(MW)
Reactive Power, Q,

(MVar)

Jos Gombe Jos

40.3 55.7 0.1372 1.140
30.3 45.7 0.1079 1.161
20.0 25.7 0.0567 1.195
10.0 10.0 0.0210 1.221

100.0 85.0 0.2604 1.042
120.0 105.0 0.3936 0.962
140.0 125.0 Non-convergence -

Table 6. Linear load dynamics at Kano bus in the 28-bus NGP.

Bus Name

Critical Line Load Dynamics

NVSP
Voltage Mag.

(p.u)From To
Active Power, P,

(MW)
Reactive Power, Q,

(MVar)

Kano Kaduna Kano

50.6 40.0 Non-convergence -
80.6 90.9 0.2091 1.112

100.0 120.0 0.2848 1.068
150.0 120.0 0.3206 1.033
250.0 150.0 0.4006 0.933
350.0 250.0 Non-convergence -

According to the results presented in Table 5, the Jos bus is relatively stable, even at
the lowest load consumption. However, a shunt reactor should be installed at the Jos bus
to prevent cases of overvoltage, especially during the lowest power consumption period.
In the same vein, the maximum active power and reactive power at the Jos bus are 140 MW
and 125 MVar, respectively.
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As shown in Table 6, the lowest stable power consumptions at Kano bus are 50.6 MW
and 40.9 MVar for active power and reactive power, respectively. The maximum linear
load dynamics before instability are 350 MW and 250 MVar for active and reactive power,
respectively.

4.4.2. Non-Linear Dynamic Load

An evident load disagreement pattern often occurs when a surge in reactive power
load occurs as a result of a massive drop in active power load and vice-versa. The results
obtained from the non-linear load dynamic on the critical P-Q buses of the 28-bus NGP are
presented in Tables 7–9. The Gombe bus was subjected to various incoherent loading pat-
terns of active and reactive power, and the stability of the NGP was evaluated accordingly.
The results presented in Table 7 depict voltage instability at Gombe bus during an uneven
loading pattern of 40.0 MW and 200 MVar.

Table 7. Non-linear load dynamics at Gombe bus in the 28-bus NGP.

Bus Name

Critical Line Load Dynamics

NVSP
Voltage Mag.

(p.u)From To
Active Power, P,

(MW)
Reactive Power, Q,

(MVar)

Gombe Gombe Jos

50.6 120.9 0.1291 1.152
170.6 40.9 0.1119 1.237
250.6 20.9 0.1278 1.157
40.0 200.0 Non-convergence -

Table 8. Non-linear load dynamics at Jos bus in the 28-bus NGP.

Bus Name

Critical Line Load Dynamics

NVSP
Voltage Mag.

(p.u)From To
Active Power, P,

(MW)
Reactive Power, Q,

(MVar)

Jos Gombe Jos

30.0 90.7 0.2511 1.086
20.0 100.7 0.2868 1.073
10.0 250.7 Non-convergence -

150.0 30.7 0.0815 1.050
350.0 20.0 Non-convergence -

Table 9. The non-linear load dynamics at Kano bus in the 28-bus NGP.

Bus Name

Critical Line Load Dynamics

NVSP
Voltage Mag.

(p.u)From To
Active Power, P,

(MW)
Reactive Power, Q,

(MVar)

Kano Kaduna Kano

90.6 182.9 0.4664 0.977
70.6 200.0 0.5124 0.955
50.6 220.0 0.5752 0.925
30.0 280.0 0.8250 0.768
10.0 300.0 Non-convergence -

350.0 50.0 0.1272 1.019
450 30.0 0.0865 0.914
650 20.0 Non-convergence -

After several load permutations at the Jos bus, it was deduced that the nonlin-
ear load pattern combinations that may lead to voltage instability at the Jos bus are
10.0 MW-250.7 MVar and 350.0 MW-20 MVar for the P-Q, as presented in Table 8.

Similarly, Kano bus appeared to be stable under a nonlinear load combination of
450 MW and 30.0 MVar. However, as voltage instability set in, a step in an almost
inverse progression of P and Q occurred. As shown in Table 9, load combinations of
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650 MW-20.0 MVar and 10.0 MW-300.0 MVar for the P-Q are the unstable load set points
for the Kano bus.

4.5. Comparison of Past Research Work

Many researchers have assessed the NGP in the last couple of years and suggested
ways to improve the stability of the network. However, there is a need to improve on this
existing knowledge, which was the motivation for the present study. Oluseyi et al. [11]
suggested that Ikeja-west be supported by increasing the injection capacity of the Egbin
power plant. However, the issue was addressed through the NVSP by placing the STAT-
COM device close to the Ikeja-west bus, as shown in Figure 8; this approach was also
corroborated by Obi et al. [17]. The NGP contingency ranking results obtained in [18] for
the first to fourth rankings were consistent with the NVSP analysis; however, the contin-
gency ranking by the NVSP were more accurate, with a relatively faster computing time.
In addition, this research assessed the load dynamics of the NGP. The authors of [10,23,38]
recommended that the Gombe bus and Kano bus be changed from radial to ring structures.
However, such a transition would be cost-intensive and time-consuming. Similarly, renewable
energy incorporation at the weak buses was suggested to improve the stability of power
network [39–41]. However, there are some notable problems associated with the injection of
renewable energy sources into a power network, such as intermittency, fluctuations, etc. [20].

5. Conclusions

In this paper, we presented a novel voltage stability index, the NVSP, for the classifica-
tion of the 28-bus NGP, 330 kV transmission lines and buses. The classification was based
on the vulnerability of each line to voltage collapse for the base and contingency cases. The
results presented in Table 1 show that the Ikeja-west–Benin line was the only unstable line
in the base case, with an NVSP index value of 0.9672 and a voltage magnitude of 0.997 (p.u).
However, the problem was remedied by the installation of a STATCOM at the Ikeja-west
bus, which improved the voltage stability of the line to an NVSP index value of 0.7621, as
presented in Figure 8, with the voltage magnitude enhanced to 1.023 (p.u). A contingency
analysis was carried out to evaluate the loadability of the P-Q buses of the 28-bus, 330 kV
NGP. The Gombe, Jos and Kano P-Q buses were ranked as the most critical buses, with a
maximum reactive power limit of 100.9 MVar, 142.9 MVar and 210.9 MVar, respectively.
The most stable P-Q buses are Aja, Alaoji, Aladja and Akangba, with a maximum reactive
power limit of 6005.58 MVar, 3820.2 MVar, 2972.4 MVar and 2,0508 MVar, respectively.
Furthermore, the results obtained in this research show that (1) the installation of injection
substations close to the flagged points will reduce the number possible blackouts, especially
at Gombe, Jos and Kano buses; (2) increasing the power generation capacity from the
Shiroro plant will also help to prevent the P-Q buses at these critical buses from operating
close to their maximum capacity limit; and (3) the load at the P-Q buses for the critical
buses—Gombe, Jos and Kano—could be optimally shed, especially during peak load hours,
to maintain the stability of the NGP.
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Appendix A

The NGP 28-bus, 330-kV bus and line data are presented in Tables A1 and A2, respec-
tively, as declared in [42]. The Table A3 presents the results of the 28-bus NGP transmission
line flow and losses using Newton-Raphson power flow solution technique in 2018a MAT-
LAB environment.

Table A1. Bus data of the 330-kV, 28-bus Nigerian power network [42].

Bus No. Bus Name Bus Code
Voltage

Mag. PU
Angle
Degree

Load Generation

MW MVAr MW MVAr

1 Egbin 1 1.05 0 68.9 51.7 251.538 641.299
2 Delta 2 1.05 15.424 0 0 670 82.628
3 Aja 0 1.04 −0.57 274.4 205.8 0 0
4 Akangba 0 0.94 0.482 344.7 258.5 0 0
5 Ikeja-west 0 0.986 1.408 633.2 474.9 0 0
6 Ajaokuta 0 1.026 8.739 13.8 10.3 0 0
7 Aladja 0 1.046 14.04 96.5 72.4 0 0
8 Benin 0 1.011 9.306 383.4 287.5 0 0
9 Ayede 0 0.932 2.335 275.8 206.8 0 0

10 Osogbo 0 0.966 8.642 201.2 150.9 0 0
11 Afam 2 1.05 13.273 52.5 39.4 431 0
12 Alaoji 0 1.007 12.057 427 320.2 0 0
13 New Haven 0 0.905 3.322 177.9 133.4 0 0
14 Onitsha 0 0.949 6.268 184.6 138.4 0 0
15 Birnin-Kebbi 0 1.01 26.299 114.5 85.9 0 0
16 Gombe 0 0.844 4.905 130.6 97.9 0 0
17 Jebba 0 1.046 25.523 11 8.2 0 0
18 Jebba GS 2 1.05 26.022 0 0 495 159.231
19 Jos 0 0.93 12.901 70.3 52.7 0 0
20 Kaduna 0 0.951 8.791 193 144.7 0 0
21 Kainji 2 1.05 31.819 7.5 5.2 624.7 −65.319
22 Kano 0 0.818 −1.562 220.6 142.9 0 0
23 Shiroro 2 1.05 13.47 70.3 36.1 388.9 508.034
24 Sapele 2 1.05 12.015 20.6 15.4 190.3 283.405
25 Calabar 0 0.951 21.703 110 89 0 0
26 Katampe 0 1 9.242 290.1 145 0 0
27 Okapi 2 1.05 46.869 0 0 750 193.093
28 AES-GS 2 1.05 5.871 0 0 750 488.128

Table A2. Line data of the 330-kV, 28-bus NGP [42].

Line No From Bus Bus Name To Bus Bus Name R (pu) X (pu)
Susceptance

B (pu)

1 3 Aja 1 Egbin 0.00066 0.00446 0.06627
2 4 Akangba 5 Ikeja-west 0.0007 0.00518 0.06494
3 1 Egbin 5 Ikeja-west 0.00254 0.01728 0.25680
4 5 Ikeja-west 8 Benin 0.01100 0.08280 0.40572
5 5 Ikeja-west 9 Ayede 0.00540 0.04050 0.00000
6 5 Ikeja-west 10 Osogbo 0.01033 0.07682 0.96261
7 6 Ajaokuta 8 Benin 0.00799 0.05434 0.80769
8 2 Delta 8 Benin 0.00438 0.03261 0.40572
9 2 Delta 7 Aladja 0.00123 0.00914 0.1146
10 7 Aladja 24 Sapele 0.00258 0.01920 0.24065
11 8 Benin 14 Onitsha 0.00561 0.04176 0.52332
12 8 Benin 10 Osogbo 0.01029 0.07651 0.95879
13 8 Benin 24 Sapele 0.00205 0.01393 0.2071
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Table A2. Cont.

Line No From Bus Bus Name To Bus Bus Name R (pu) X (pu)
Susceptance

B (pu)

14 9 Ayede 10 Osogbo 0.00471 0.03506 0.43928
15 15 Birnin 21 Kanji 0.01271 0.09450 1.18416
16 10 Osogbo 17 Jebb TS 0.00643 0.04786 0.59972
17 11 AFAM 12 Alaoji 0.00102 0.00697 0.10355
18 12 Alaoji 14 Onitsha 0.00566 0.04207 0.52714
19 13 New Haven 14 Onitsha 0.00393 0.02926 0.36671
20 16 Gombe 19 Jos 0.01082 0.08048 1.00844
21 17 Jebb TS 18 Jebb CS 0.00033 0.00223 0.03314
22 17 Jebb TS 23 Shiroro 0.01000 0.07438 0.93205
23 17 Jebb TS 21 Kanji 0.00332 0.02469 0.30941
24 19 Jos 20 Kaduna 0.00803 0.05975 0.74869
25 20 Kaduna 22 Kano 0.00943 0.07011 0.87857
26 20 Kaduna 23 Shiroro 0.00393 0.02926 0.36671
27 23 Shiroro 26 Katempe 0.00614 0.04180 0.6213
28 12 Alaoji 25 Calabar 0.0071 0.0532 0.38
29 14 Onitsha 27 Okpai 0.00213 0.01449 0.21538
30 25 Calabar 27 Okpai 0.0079 0.0591 0.39000
31 5 Ikeja-west 28 AES GS 0.00160 0.01180 0.09320

Table A3. The 28-bus NGP transmission line flow and losses determined by the Newton–Raphson
method in the MATLAB environment.

Line Power at Bus and Line Flow Line Loss

From To MW MVar MVA MW MVar

3 1 −274.40 −298.70 405.60
1 3 275.41 305.54 411.35 1.01 6.85
4 5 −344.70 −352.55 493.06
5 4 346.56 366.29 504.25 1.86 13.74
1 5 −113.49 450.74 464.81
5 1 118.47 −416.88 433.39 4.98 33.86
5 8 −303.38 23.23 304.27
8 5 314.00 56.74 319.09 10.62 79.98
5 9 38.70 161.33 165.91
9 5 −37.15 −149.70 154.24 1.55 11.63
5 10 −96.20 24.86 99.36

10 5 97.26 −16.95 98.73 1.06 7.91
6 8 −13.80 81.69 82.84
8 6 14.28 −78.41 79.70 0.48 3.27
2 8 346.98 45.52 367.81
8 2 −359.61 −5.50 359.65 5.37 40.01
2 7 305.02 −0.25 305.02
7 2 −303.98 7.97 304.8 1.04 7.71
7 24 207.48 −41.44 211.58

24 7 −206.43 49.28 212.23 1.05 7.84
8 14 −214.11 36.33 217.17

14 8 216.62 −17.64 217.34 2.51 18.68
8 10 235.22 60.61 242.90

10 8 −229.46 −17.78 230.15 5.76 42.82
8 24 −373.19 −108.52 388.65

24 8 376.13 128.48 397.47 2.94 19.96
9 10 −238.65 −120.71 267.44

10 9 242.72 150.98 285.84 4.07 30.27
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Table A3. Cont.

Line Power at Bus and Line Flow Line Loss

From To MW MVar MVA MW MVar

15 21 −114.50 51.20 125.43
21 15 116.23 −38.36 122.39 1.73 12.84
10 17 −311.72 −87.00 323.63
17 10 318.84 139.97 348.20 7.12 52.92
11 12 378.50 237.22 446.69
12 11 −376.65 −224.60 438.54 1.85 12.61
12 14 −21.86 11.22 24.57
14 12 21.89 −10.98 24.49 0.03 0.24
13 14 −177.90 −97.42 202.83
14 13 179.55 109.69 210.40 1.65 12.27
16 19 −130.60 31.39 134.32
19 16 132.12 −20.07 133.64 1.52 11.33
17 18 −494.24 −81.23 500.88
18 17 495.00 86.34 502.47 0.76 5.11
17 23 657.81 57.55 660.32
23 17 −618.00 238.49 662.43 39.80 296.04
17 21 −493.40 80.85 499.98
21 17 500.97 −24.51 501.57 7.58 56.34
19 20 −202.42 190.37 277.88
20 19 207.31 −154.02 258.26 4.89 36.35
20 22 225.83 98.96 246.56
20 23 −6.26.14 128.94 639.28
23 20 640.79 −19.86 641.10 14.65 109.08
23 26 295.82 123.03 320.38
26 23 −290.10 −84.12 302.05 5.72 38.92
12 25 −28.49 0.58 28.50
25 12 28.54 −0.18 28.54 0.05 0.41
14 27 −602.66 −47.11 604.50
27 14 610.03 97.27 617.74 7.34 50.15
25 27 −138.54 −6.72 138.71
27 25 139.97 17.38 141.04 1.43 10.66
5 28 −737.35 −462.82 870.57
28 5 750 556.13 933.69 12.65 93.31

TOTAL LOSS 158.32 1162.06
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Abstract: This paper presents a novel methodology for the calculation of angular indexes of an
electrical system from stationary analysis, using load flow and nose curves (P–V) in each of the buses
of the system to perform control actions and preserve or improve voltage stability. The control actions
are proposed considering a novel method based on the concepts of the cutset angle (CA) and center
of angle (COA). The target is a fast estimation of voltage-stability margins through an appropriate
angular characterization of the whole system and for each load bus with a complete network and
N-1 contingency criteria. The most significant enhancement is that the angular characterization is
based on the COA, which is related to the angular dynamics of the system, and indirectly reflects
the inertia and the respective angles of the generator rotor, as well as the impact on the angular
equivalent-system model. Simulations showed that the COA is an important index to determine
the location of occurrence of the events. The COA can also help aim where control actions, like the
amount of load shedding, should be carried out to remedy the voltage problems. The proposed
method is assessed and tested in the benchmark IEEE 39-bus system.

Keywords: cutset angle; center of angle; angular index; load flow; voltage stability; angular
characterization; IEEE 39-bus system; PMU; synchrophasor; power-system stability

1. Introduction

In general, the stability of the power system has been classified from the causes that
lead to instability [1,2]. However, any type of instability cannot be caused solely by an
angular, voltage, or frequency problem. In highly stressed power systems, one form of
instability can give rise to another, even generating cascading events that result in power-
system collapses [3].

Although the classification of the stability of the electrical system is effective [1], and
the means to face the complexities of the problem are convenient, the global stability of
the system must always be the basis for the solution of any category of stability challenges
(angle, voltage, or frequency), but not at the expense of affecting another stability category.
It is essential to look at all aspects of the stability phenomenon from more than one point of
view, inclusively, integrating the bus voltage angles more effectively.

In this article, a methodology is proposed to carry out stability analyses with the
criterion of maintaining a safe voltage by applying classical methods of long-term voltage
stability [1,2]. By using angular indexes calculated from synchrophasor measurements [3–7],
this study aims to develop a wide-area control system as other references have initiated [5,8].

In many cases, static analysis can be used to estimate stability margins, which can
be done even more so using Thevenin equivalents alongside loadability curves or control
methods [9,10], identify factors that influence stability, and analyze a wide range of system
conditions and a large number of scenarios [5,11–13]. When the time of the control actions
is important, the analyses must be complemented by quasi-static, dynamic, or transient
simulations [14,15].
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The contributions of this paper are as follows:
We propose a novel method based on the cutset angle (CA) and center of angle

(COA) [16–19] in the field of voltage stability for real-time operations, including bus
voltage magnitudes and phase angles as obtained from PMUs. The system framework is
simple to implement.

The study proposes a global voltage-stability margin to be estimated for the whole
system and for each load bus with a complete network and N-1 contingency criteria. It was
observed that the calculation of the indexes, especially the COA, yields the characterization
of an electrical power system. It is even possible to determine if a contingency is critical
once a detailed prior characterization of the system is available. In addition, the COA
proved to be an important index in determining the location of occurrence of events, and
where control actions should be carried out to alleviate the voltage problem in this case.

Compared with previous work [20], the most significant enhancement is that our
angular characterization is based on the COA, which is related to the angular dynamics
of the system, and indirectly reflects the inertia and the respective angles of the generator
rotor, as well as the impact on the angular equivalent-system model [21,22]; this helps
to carry out control actions based on load shedding and COA characterization to avoid
voltage instabilities. This method can be applied to systems with a high penetration of
renewables because a wide variety of controls that emulate inertia are currently being
proposed [23–26].

The proposed methodology is promissory for the multiplicity of wide-area applica-
tions. Reference [20] does not include equivalent angles that allow for the characterization
of the system to take control actions and keep voltage stability; the general proposal in [20]
is to evaluate angle severity and thresholds that are obtained by considering the bulk
transfer of power throughout the area, as limited by overloads of lines inside the area [20].

The proposed method here is assessed in the benchmark IEEE 39-bus system. The
simulation results demonstrate an accurate evaluation with a significantly reduced system-
response time.

Section 2 introduces some basic concepts of voltage-stability theory, P–V curves,
recommended actions to improve voltage profiles in an electrical system, and the calculation
of angular indexes. Sections 3 and 4 present a methodology and its application for the
calculation of indexes with stationary analysis. Section 5 proposes a methodology for
applying control actions based on angular indexes, Section 6 shows the simulations, and
Section 7 shows the results obtained using the proposed methodology. The last section
includes the conclusions.

2. Voltage Stability, Controls, and Indexes

Voltage stability can be classified as a short-term or long-term phenomenon. The study-
time horizon for this type of problem can vary from a few seconds to tens of minutes [1].

Long-term voltage stability involves slow-acting equipment, such as transformers with
load tap changers (LTCs), thermostatically controlled loads, and generator current limiters
(OXLs or Overexcitation Limiters). The study time can extend to several or many minutes,
and long-term simulations are required for the analysis of the dynamic performance of
the system.

2.1. Power-System Voltage Stability

It should be noted that the action time varies for different control measures. In general,
in order to achieve a long-term balance in voltage, the load can be restored to a constant
power type by the voltage controlling action of LTCs. The amount of power recovery, which
in turn satisfies an allowable voltage band, depends on the voltage setpoint on the LTC.
Sometimes, the load amount will even have to be reduced.

The pre- and post-contingency PV curves are presented in Figure 1 with solid lines.
The pre-contingency operating point is A and the demand corresponding to that point is
PA. Long-term (constant power type) curves or characteristics are shown as vertical dashed
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lines and the short-term equivalent are shown as quadratic dashed lines. P–V curves play a
prominent role in understanding and explaining voltage instability; it could be said that
they are the most used worldwide for these analyses [4,12,14,27–29].

Figure 1. Load shedding effect after a contingency [4].

In the event of a contingency, there will be long-term instability at operating point
A, because the demand PA is greater than the maximum power PC. By varying the LTC
setpoint and shedding a load amount, it is possible to consolidate the new operating
point B.

Load shedding is a case similar to load reduction through LTC with an extra complexity,
as load is shed to improve the long-term characteristic, while the short-term characteristic
also changes. This allows a little more time to perform control actions. The analysis is
limited to the goal of restoring stable equilibrium, but the results also apply to the goal of
stopping system degradation.

The load-shedding effect can be seen in Figure 1, where a restoration is assumed, by
the action of the power system to the type of constant power load. When the amount of
load shed is the minimum, PA–PC, the time limit for the restoration of an equilibrium is
tC’, which is the time required for the short-term characteristic to reach point C’, so that
the short-term load characteristic after shedding moves through point C. After time tC’,
the value of the load to be shed increases. This is also true for the difference between the
short-term characteristics for pre- and post-shedding. Therefore, load is shed at PA–PB,
the time limit to restore stability at B is tD’ where point D’ corresponds to the short-term
pre-shedding characteristic, so that the post-shedding feature moves toward point D.

Finally, it has to be noticed that the time tE, which is the last limit for control actions,
remains unchanged because at E, the system is unstable.

Short-term voltage instability lasts a few seconds, whereas long-term voltage instability
can last some minutes. Both are generally considered to be relatively quick for control
actions to be undertaken. However, the time it takes for long-term instability, while it
is short for an operator action, is long enough for an efficient code to run and scan the
problem, warn the operator, and propose or apply corrective actions.

2.2. Angular Indexes

The cutset angle and the central angle are special angular indexes proposed and
discussed in [16–19,30–32].
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Cutset angles/areas conjugate plenty of angular measurements in a grid. This method
yields weighted angles and the susceptance among two areas [16]. A Krön reduction has to
be applied [33] to yield an effective relation between two areas as a function of the power
flows and transmission line susceptance/angles in the boundary nodes of the system.

Figure 2 shows a basic diagram in which the equations of the cutset angle are explained.

Figure 2. Cutset angle between two areas.

Figure 2 shows two areas named A and B, divided by lines denominated “cutset lines”
in the cutset area [16] This cutset area is spread out all over the network. Equations (1)–(3)
are obtained by dc load flow [17]. An AC load-flow solution was used for this study.

bc = ∑j∈C bj, (1)

θ̂c = ∑
j∈C

bj

bc
θ̂j, (2)

Pc = bc θ̂c, (3)

The COA algorithm is based on the calculation of angular differences between busbars
of a network, considering a reference angle [16,17,34]. A main objective is to determine
transient angular instability. This analysis is related to angular dynamics, which reflects
the inertia and the angles of generator rotors, as well as the influence on the angular
equivalent-system model. The COA can be interpreted as the center of mass of a body,
being a universal reference, with dynamic phenomena. Disturbance could lead the system
far from the center of mass, destabilizing the system.

For the proper use of COA concepts, reduction methods are required to relate several
areas of a power system based on power flows, transmission line susceptance, and voltage
angles in the boundary busbars, as shown in Figure 2.

As mentioned before, the COA is a real-time reference. The variation from the center
of inertia of the phase angle can be calculated using the COA as defined in (4) and (5) [35].

δCOA =
∑N

i=1 δi Hi

∑N
i=1 Hi

, (4)

δCOA =
∑N

i=1 δiPi

∑N
i=1 Pi

, (5)

where in the case of generator i:
δi is the rotor angle
Hi is the inertia time constant
N is the total number of generators in the areas of the system

25



Energies 2022, 15, 7255

δCOA is the central angle (or “Center of Angle”).
As (4) could be complicated for a real-time calculation, it may be useful, for each plant,

to estimate the generation units’ dispatching power. It should be performed as a function
of time to obtain an equivalent H in the areas of the network.

The angle in (4) can be replaced by power injection measurements due to the direct
relationship of weighting factor H to the real power injected [6]. As a consequence of the
difficulty in measuring the internal angle of the rotor in real time, it is supposed that it has
the same tendency as the voltage angle measured in the busbar (if the rotor angle increases
or decreases, then the angle bus also increases or decreases, respectively).

It is possible to obtain the angular difference between the rotor and busbar using the
internal voltage behind the machine synchronous reactance and produce a replica of the
machine angular displacement. Phasor diagrams in Figure 3 provide the latter explanation.
The COA calculation is therefore expressed in terms of variables measurable by PMUs.

Figure 3. Equivalent system diagram (generator and infinite bus).

This system diagram model neglects saliency effects and stator resistance. Therefore,
if the saliency is neglected [36]:

XS = Xd = Xq, (6)

A voltage law equation must be written around each of the meshes, as follows (see
Figure 4):

Es�δ = IT j(XS + XL) + VR�0◦, (7)

V�θs = IT j(XL) + VR�0◦, (8)

Figure 4. Steady-state phasor diagrams for Equations (7) (left) and (8) (right).

Applying the law of sines and cosines, it is possible to find the relationship between δ
and θg (9).

sin δ =
|V|
|Es|

(XS + XL)

XL
sin θs, (9)

where
XS is the synchronous reactance
XL is the transmission line reactance
|V| is the magnitude of the voltage angle bus
|Es| is the magnitude of the internal voltage of the synchronous machine
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δ is the internal rotor angle
θs angle bus is measured by PMUs:
where |V|

|Es|
(XS + XL)

XL
= Kg, (10)

Hence,
sin δ = kg sin θs, (11)

And Equation (11) is applicable for small angles:

δ = kgθs, (12)

Finally, Equation (12) clearly shows the relationship between the rotor angle and the
bus angle [37]. The tendency of the angle at the terminal machine is proportional to the
rotor angle; however, it depends on the relationship between the voltages and reactance of
the system (kg factor). Figure 5 shows the tendency of two load conditions.

 

Figure 5. Relationship between δ and θ for different load conditions.

For any specific area i of the power system, the center angle is defined in Equation (13).
Where δi

COA is the central angle for the area i, δi
j is the rotor angle of each generator, Pi

j

the power injected by the generator, and Ni is the total number of generators in the area i.
The global center of inertia can be calculated solving (5).

δC =
∑N

i=1 δ
i
COAPi

∑N
i=1 Pi , (13)

where N corresponds to all the areas and Pi belongs to the total power generated in area i.
According to the COA of the system, a heuristic criterion to detect transient insta-

bility in real time is addressed. In case that the COA of an area is increased beyond a
predetermined value from the center of inertia, it can be interpreted that the area has been
separated from the rest of the system. An appropriate corrective action could be to either
shed generation or load in this area [18].

It is advisable to develop a detailed characterization of the system in order to appro-
priate define thresholds for each area of the operation. In the same manner, it is important
to clarify that the proposed method is compatible with any network in which inertia is
obtained, either from synchronous generator data or from inertia constants emulated by
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generation integrated by power inverters. Inertia emulation is a feasible function which is
even required by some national operators nowadays [23].

3. Angular Characterization Methodology with Stationary Analysis

An angular characterization methodology is proposed from load flows (steady state)
as mechanisms for taking control actions in the system.

It is proposed to generate safe operation thresholds (V ≥ 0.9 p.u.), considering con-
tingencies N-1 for each of the proposed indexes, the central angle (COA) and the cutset
angle (AngC).

The proposed methodology has the following stages:

3.1. Stage 1

The load flows and the voltage and load characteristics in each busbar of the electrical
power system (P–V or nose curves) are calculated. These curves are obtained for different
scenarios and for all possible N-1 contingencies. After that, the known angular indexes are
calculated: the cutset angle and the central angle.

3.2. Stage 2

Demand scenarios are established at each intersection of the P–V curve with the safe
voltage limit, see Figure 6.

Figure 6. Determination of demand scenarios for the voltage limit (0.9 p.u.).

The worst contingency is sought, which is determined by the curve that reaches the
lowest demand value: it is assumed that this is the one that exhibits the greatest stress for
that particular condition because it represents the scenario that has the least possibility
to stress the system in a greater proportion (close to the collapse point). Once the worst
contingency has been determined, a vertical line is drawn that intersects the curve at
0.9 p.u., and the demand point (P3 in Figure 6) that ensures the operation limit is found.

Subsequently, using a relationship [P-theta (angular index)], the angles that maintain
the voltage within the proposed limits (0.9 p.u.) are calculated, both for the curve of the
base scenario and for the scenario of the worst contingency. The intersection of curves with
point P3 in Figure 7 can be observed. Subsequently, the delta of the COA index is found.
The above procedure is performed for different operating scenarios.

With these angular values, it is suggested to build maximum and minimum limit
curves for the operating areas and for each scenario, in which voltages above 0.9 p.u. are
ensured and the deltas of the COA are related, see Figure 8. In this way, it is ensured that
any contingency N-1 is within the band limited by the maximum and minimum angular
values for a specific load demand.
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Figure 7. Determination of the angular index for different demand scenarios with voltage limit
(0.9 p.u.).

Figure 8. Determination of angular thresholds for a demand scenario with contingencies N-1.

3.3. Stage 3

This stage is for angular data collection, with which it is sought to carry out off-
line training that allows for a complete characterization of the electrical power system,
regardless of its operating or topological conditions.

4. Application of Angular Characterization Methodology to the IEEE 39-Bus System

4.1. IEEE 39-Bus System

The proposed methodology is validated in the IEEE 39-bus System [6]. This system
is composed of 10 generators, 19 loads, and 34 lines. The system parameters are taken
from the book Energy Function Analysis for Power System Stability [36]. In a stable-steady
and pre-contingency state with all its elements in normal operation, the system presents a
generation of 6140.81 MW and a demand of 6097.10 MW.

This system can be divided into four operational areas in order to perform COA and
AngC analyses, as shown in Figure 9.

Table 1 shows the data in normal operation and the pre-contingency for each operative area.

Table 1. Data of the operational areas in IEEE 39-bus system.

Area Busbars Generation [MW] Load [MW]

Area 1 1, 2, 3, 18, 25, 30, 37 790 704
Area 2 17, 26, 27, 28, 29, 38 830 909.5

Area 3 4, 5, 6, 7, 8, 9, 10, 11, 12,
13, 31, 32, 39 2170.8 2376.5

Area 4 14, 15, 16, 19, 20, 21, 22,
23, 24, 33, 34, 35, 36 2350 2107
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Figure 9. IEEE 39-Bus System.

4.2. Angular Characterization in IEEE 39-Bus System

With the help of DIgSILENT PowerFactory software, the P–V curves are calculated for
the IEEE 39-bus System, and the indexes are calculated with different scenarios of demand
increase in a certain area of the system (area 1, area 2 and area 3, the entire system, etc.).
Reactive power limits of generators were considered for P–V curve tracing. This same
process is carried out for contingency scenarios N-1; that is, scenarios of increased demand
and the unavailability of one element of the system at a time.

It is important to mention that this paper presents the characterization for the central
angle COA as little variability was observed for the cutset angle AngC.

Subsequently, for each scenario, the contingency that leads the voltage in any bus of
the system to a lower demand is identified (graphically, it would be the P–V curve that first
crosses the value of 0.9, see Figure 6). Once the event has been identified, the values of
the indexes are captured, in this case the delta of the COA (DCOA, see Figure 7), and the
demand and the angular value are obtained, up to which it is ensured that no contingency
N-1 causes sub-voltages in the system (see Table 2).

Table 2. Parameters of the operational areas in IEEE 39-bus system.

Area Load [MW]
DCOA1

[◦]
DCOA3

[◦]
DCOA4

[◦]
DCOA3

[◦]

1 1048.19 −3.70 3.82 −2.38 2.44
2 1008.86 −1.63 4.60 −4.70 3.46
3 2606.78 −1.86 6.11 −4.88 3.47
4 2157.88 −1.38 6.37 −5.43 3.36

Finally, the maximum and minimum values of the DCOA indexes are calculated, thus
obtaining two final curves depending on the demand for each index, which represent the
maximum and minimum values of the DCOA that can be given for different demands of
each area of the system (a safe operating band, see Figure 8), which finally represents the
operating ranges between which each index would move for the different contingencies
N-1 of the system.

In Figures 10–13, the characterization carried out according to the described procedure
is shown; that is, the variation for areas 1, 2, 3, and 4 of the DCOA central angle delta index.
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Figure 10. Angular characterization for contingencies N-1 in operational area 1.

Figure 11. Angular characterization for contingencies N-1 in operational area 2.

 
Figure 12. Angular characterization for contingencies N-1 in operational area 3.
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Figure 13. Angular characterization for contingencies N-1 in operational area 4.

5. Angular Characterization Methodology with Stationary Analysis

To evaluate the possibility of taking control actions through a stationary analysis, a
methodology composed of the following stages is proposed:

5.1. Stage 1

This stage intends to carry out a stationary and dynamic analysis of the performance
of the indexes for contingencies that were considered critical in the previous angular
characterization. Where contingencies such as outages of transmission lines, generators,
transformers, and busbars were carried out, the values of the indexes are taken in a stable
and dynamic state in order to observe their behavior.

5.2. Stage 2

Once these critical contingencies are found, a load-flow analysis is carried out, and the
P–V “nose curve” is plotted for each of them. The load flow shows a non-convergence for
the evaluated scenario (because it is a critical contingency scenario). At this point, a dynamic
simulation is performed, analyzing the behavior of the voltages and frequencies in the
system, and its criticality is verified. It should be clarified that the behavior of the frequency
is outside the scope of this methodology because only the voltage stability is being studied.
However, it has been verified that, by taking the optimized load shedding and additional
generation rejection actions, it is possible to stabilize the behavior of the frequency.

5.3. Stage 3

Subsequently, a load-shedding scheme based on the stationary load-flow analysis is
carried out. The methodology to identify the place and percentage of the load to shed is
based on the angular characterization, as explained above.

Once the criticality of the event is validated, the most affected operational area is iden-
tified by calculating the delta of the COA. This identification is made with the calculation of
the deltas that are located outside the limit bands found in the characterization carried out.

In the next stage, the P–V “nose curves” are generated for all of the busbars of the af-
fected area, and the weakest bars are identified due to the contingency performed (the weak-
est bar is identified with the P–V “nose curve” that reaches a bifurcation or a lower value
of voltage). The load-shedding actions in this case are taken as shown in Figure 14, where:

a: Point of maximum power in bus i before non-convergence for the base case.
a’: Safe operating point for the base case.
a”: Safe operating point for the base case. It is the initial condition.
b: Minimum voltage point found for bus i after carrying out the critical contingency

from point a”.
b’: Safe operating point for critical contingency.
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Figure 14. P–V curve for normal and contingency operation (determination of load shedding).

The load-shedding action is performed by finding the power delta from point a” to
point b’, and the percentage of load to be shed is calculated using Equation (14):

%load shedding OAi =
ΔP

Parea_i
, (14)

This percentage of load shedding is carried out for all loads in the affected area.

6. Simulation

The outage of transmission lines 5–8 and 6–7 was simulated, separating bus 7, 8, and 9
from the rest of the system, connected only by line 9–39, which caused a voltage drop in
the busbars and the loads connected to them: 230 MW (bus 7) and 522 MW (bus 8).

The most affected area was identified according to the angular indexes (see Figure 17).
It can be seen in Figure 17 that the contingency of lines 5–8 and 6–7 was outside the
thresholds defined in the angular characterization for contingencies N-1 in operational
area 3 (DCOA3). For the other areas, this event did not represent any problem in the bus
voltages of the system (see Figures 15–18).

Figure 15. Angular threshold characterization for contingencies N-1 in operational area 1 (outages of
lines 5–8 and 6–7).
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Figure 16. Angular thresholds characterization for contingencies N-1 in operational area 2 (outages
of lines 5–8 and 6–7).

 
Figure 17. Angular thresholds characterization for contingencies N-1 in operational area 3 (outages
of lines 5–8 and 6–7).
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Figure 18. Angular thresholds characterization for contingencies N-1 in operational area 4 (outages
of lines 5–8 and 6–7).

After identifying the most affected operational area (area 3), the amount of load to be
shed was found.

From Figure 19, the control action was performed based on the ΔP and the total load
of operational area 3:

ΔP ≈ 1000 MW, (15)

P area 3 = 2400 MW, (16)

% Load shedding OA3 = (1000 MW)/(2400 MW) = 42%, (17)

 

Figure 19. P–V curves for normal and contingency operation in operational area 3 (load shedding
calculation).
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7. Results

This section shows the behavior of the voltages in all busbars for different OAs of
the IEEE 39-bus system. The results were carried out taking into account the angular
characterization using the COA and DCOA for each load bus and the N-1 contingency
criteria. In this case, the control actions were conducted using the classical P–V curves and
their relationship with the COA and DCOA indexes. Then, the simulations results and
figures were addressed and explained in detail.

Figure 20 shows the voltage results. It can be seen that, when performing the simula-
tion with respect to time without control actions, there was a clear loss of stability, with
oscillations and voltages below 0.9 in almost all the busbars of the system by operational
area; voltages around 0.7 p.u. were particularly appreciated in area 3. When performing
control actions in operational area 3 (OA3), a notable improvement in the voltage profiles
was observed, damping the oscillation that appears in the system.

Comparative results are presented for our method against the classical literature P–V
curve construction as it is a conventional methodology frequently used in the industry
(see Table 3). It can be seen that the COA method is promissory for voltage-stability
requirements in a power system.

Table 3. Voltage deviation comparison for the classical literature method and proposed COA method.
Outages of transmission lines 5–8 and 6–7.

Most Affected
Voltage Bus in

OA

Maximum
Voltage

Deviation w/o
COA Method

Maximum
Voltage

Deviation with
COA Method

Minimum
Voltage

Deviation w/o
COA Method

Minimum
Voltage

Deviation with
COA Method

Voltage
Stabilization

Time w/o COA
Method [s]

Voltage
Stabilization

Time w/o COA
Method [s]

1 1.150 1.098 0.787 0.951 17 -
2 1.157 1.096 0.883 0.992 16 -
3 1.111 1.092 0.686 0.897 >20 4
4 1.130 1.095 0.911 0.971 16 -

Without control actions With control actions 

 

 

(a) 

Figure 20. Cont.

36



Energies 2022, 15, 7255

 

 

(b) 

 
 

(c) 

 
 

(d) 

Figure 20. Voltage results without and with control actions (outages of lines 5–8 and 6–7). (a) Voltages
OA1. (b) Voltages OA2. (c) Voltages OA3. (d) Voltages OA4.

8. Conclusions

In this paper, a novel method for voltage stability based on P–V curves and analysis of
angular indexes calculated by synchrophasors was addressed.

It was observed that the center of angle (COA) and delta of center of angle (DCOA)
yield the characterization of an electrical power system. It was even possible to determine
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if a contingency is critical when a detailed prior characterization of the system is available.
In addition, the COA proved to be an important index to determine the location of the
occurrence of the events, and where control actions should be carried out to remedy the
stress problem in this case.

A limitation of the stationary analysis is the non-convergence against critical events,
which would not yield the characterization of the angular index. Based on this limitation,
the stationary analysis does not provide the necessary information for the contingencies of
rare occurrences and the high impact in which convergence is not achieved.
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Abstract: The deep integration of power grids and communication networks is the basis for realizing
the complete observability and controllability of power grids. The communication node or link
is always built according to the physical nodes. This step is alternatively known as “designing
with the same power tower”. However, the communication networks do not form a “one-to-one
correspondence” relationship with the power physical network. The existing theory cannot be
applied to guide the practical power grid planning. In this paper, a local evolution model of
a communication network based on the physical power grid topology is proposed in terms of
reconnection probabilities. Firstly, the construction and upgrading of information nodes and links are
modeled by the reconnection probabilities. Then, the power flow entropy is employed to identify
whether the power cyber-physical system (CPS) is at the self-organized state, indicating the high
probability of cascading failures. In addition, on the basis of the cascading failure propagation model
of the partially dependent power CPS, operation reliabilities of the power CPS are compared with
different reconnection probabilities using the cumulative probability of load loss as the reliable index.
In the end, a practical provincial power grid is analyzed as an example. It is shown that the ability of
the power CPS to resist cascading failures can be improved by the local growth evolution model of
the communication networks. The ability is greater when the probability of reconnection is p = 0.06.
By updating or constructing new links, the change in power flow entropy can be effectively reduced.

Keywords: power cyber-physical system (power CPS); topology evolution model; cascading failures;
interdependent networks; self-organized state

1. Introduction

In the modern smart grid, the deep interactions between power grids and commu-
nication networks are emerging. Their couplings bring new challenges to the safety and
reliability of the power system. Power grids become more intelligent with the extensive
operation of the information system, realizing more complete functions. However, the
interdependency between power system and communication network results in some
hidden risks [1]. For example, in 2015, hackers attacked the Ukraine power grid and
embedded malicious software, which led to power failure [2]. Another remarkable accident
occurred in Venezuela. From the 7th to 9th March 2019, the local power system of 18 states
in Venezuela were subjected to two continuous network attacks, resulting in the collapse
of power systems directly [3]. These examples demonstrate that even though the power
grid can operate normally, the damage to communication networks has grievous effects on
entire power grids. Since the traditional modeling of cascading failures in the power grid
does not consider the influence of the communication network, the reliability and accuracy
of the power grid model cannot be guaranteed. Evaluating communication networks
should become an essential part of the power CPS evaluation.

In power CPS, the blackout is always in the form of cascading failures, and multiple
regions are affected. Basically, the large-scale transfer of power flow is still the intrinsic
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reason for cascading failures in power grids [4]. Thus, the interaction between the power
and information networks should be considered in cascading failure modeling. In 2010,
a model for cascading failure in the interdependent network was put forward first in [5].
Based on this model, the static and dynamic analysis methods are proposed for the cas-
cading failure spreading theory in interdependent networks. By extracting the network
topological eigenvector, the static analytical method in [6] calculates the topological feature
parameters and presents the structure characteristic index set. The topological characteristic
parameters of the two-layer coupling network are generated to describe the effect of the
interdependent relation to cascading failures. The dynamic analytical method analyzes the
spreading process of cascading failures based on the static topological model. The dynamic
approach suggested in [7,8] is employed to study the robustness of the interdependent
networks to resist cascading failures and assists to establish the real-world networks [9]. In
addition, a CPS model for the hierarchical and distributed control system (HDCS) is also
examined in [10]. The information flow in the control process of the active distribution
network (ADN) is analyzed and the information and physical performance of the ADN
control process is integrated successfully.

In particular, the above research on interdependent relations needs to satisfy an impor-
tant assumption that both the nodes and the line scales of power grids and communication
networks are the same [11]. Based on this assumption, the spreading process of cascading
failures under the interaction of two networks can be better discussed.

However, research and actual operation cases indicate that the scale of the real commu-
nication network is smaller than the power grid. In other words, the scale of the power grid
and communication network is not exactly a “one-to-one correspondence” relationship [12]
but a kind of partial interdependency [13]. Under this relationship, the observability and
controllability of the power grid cannot be realized fully. Therefore, the practical power grid
cannot satisfy the communication requirement of the interdependent network. It makes the
research stay in the theoretic stage rather than put it into practice. In [14], the future control
center is designed. It intends to build and operate perfect communication networks for
optimizing the information networks. Unfortunately, this plan needs huge investment and
a long time for construction. Thus, most of the current research still focuses on how to avoid
the influence originated by the partial interdependency. The real networks have similar
characteristics with the small-world network [15,16]. The employment of the small-world
network adds numerous nodes and general links, and then, the dimension of the complex
networks rises. This means the theoretical probability of cascading failure occurrence is
increased and the analyzing accuracy is affected. In addition, the random small-world
network generated with the same “degree” has multiple possibilities which introduces
uncertainty to the model. In practical engineering, it is discovered that the topology of
existing power grids is obviously different from the random small-world networks. The
theoretical model of partial interdependent networks cannot explain the communication
process of cascading failure propagation under the interaction of the power and commu-
nication networks. Consequently, power grid companies cannot construct and improve
the existing communication networks with regards to the suggested topological structure.
Therefore, regarding the practical engineering project, the partial interdependency in the
power CPS should be deeply studied to improve the perception of the power grid and
decrease the probability of cascading failures. It has a remarkable practical significance
in engineering.

In this paper, a local evolution model of the communication network is proposed
to reduce the outage risk of the power cyber-physical system. The actual communica-
tion network is considered as the base, and the natural growth law of the small-world
networks is selected as the principle for adding a few important nodes and essence links
into the communication networks in order to achieve the “one-to-one correspondence”
relationship. Then, the observability and controllability of the power grid can be realized.
In addition, the power flow entropy is utilized as a sensitivity index to set the smallest
number of communication links of the power CPS to prevent the power grid from enter-
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ing the self-organized critical state. This model can minimize the probability of blackout
brought by cascading failures. It has a guiding significance for the construction of the
communication networks.

The outline of the paper is organized as follows. Section 2 lays out the method of
analyzing partial interdependency of power CPS and the CPS evolving process. The case
studies are included for verification in Section 3. Finally, a conclusion is presented in
Section 4.

2. Method of Analyzing Partial Interdependency of Power CPS and Evolution of CPS

2.1. Partial Interdependent Characteristics of Power CPS

In power CPS, the interaction between the power grids and communication networks
can be summarized as the energy interdependent relationship and the information inter-
dependent relationship. The energy interdependent relationship means that the nodes in
the energy interdependent power grid provide the power required for the operation of
the nodes in the communication network. The information interdependent relationship
means that the nodes in the information interdependent communication network process
the monitoring and scheduling of information from the power grid nodes.

Generally, the power nodes provide energy to the information nodes. The information
nodes collect measurement information. The dispatching center obtains the operation
state information through the situational awareness, and then, gives optimal scheduling
instructions to the power grid to realize the closed-loop control, as shown in Figure 1.
Abbreviated as physical-information node pairs, physical nodes and information nodes
form the interdependent relationship.

  
(a) (b) 

Figure 1. Two types of interdependent networks. (a) One-to-one correspondent interdependent
network; (b) Partial interdependent network.

In the physical layer, the power plant and the transformer substation in the actual phys-
ical grid are abstracted as the topological node, whereas transmission lines are abstracted as
power edges amongst nodes. This structure realizes the power flow transmission between
generation nodes and load nodes. In the communication network structure, the information
flow realizes the bidirectional transmission with the shortest route through information
edges. Information nodes are also dispatching centers and communication plants and sta-
tions, whereas the information edges are communication links [17]. However, in different
developing stages, upgrading or newly building the information nodes and links is limited
by resource allocation. The scale of the communication network gradually increases after
updating the corresponding power grids. Therefore, there is a scale difference between
power grids and communication networks. The difference can be defined as the partial
interdependency.

2.2. The Evolution Model of New Node Connections

To realize closed-loop control, communication links locally evolve according to the
topology of power grids [18]. As the rule of designing with the same power tower is widely
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used, the optical fiber should be erected on power towers. Therefore, the local evolutionary
model of the power communication network is constructed via the following steps:

1. Number all the nodes in the power communication network. The unbalance of nodes
in the existing power and communication network is considered. Some nodes are
added to ensure that the number of nodes in the communication network equals that
in power grids.

2. Number the new nodes in sequence and connect them with the nearest four nodes to
construct the nearest coupling network, as shown in Figure 2a.

3. Select the nodes to be added (Node i) and reconnect them. Node i is disconnected
with the first two nodes at first, and then is reconnected with a probability from 0 to 1.
Node i is reconnected to other nodes randomly following the rule of no self-loop or
no repeat connection, as shown in Figure 3a.

4. Repeat step 3. It is necessary to ensure the chosen nodes are not selected again until
all the added nodes have been chosen, as shown in Figure 2b.

5. After reconnection, inspect whether the network is connected. If not, repeat steps
3–4 until the network is connected. The sketch map of disconnection is shown in
Figure 3b.

  
(a) (b) 

Figure 2. Schematic diagram of coupling network and correct reconnection. (a) The nearest-neighbor
coupling network; (b) correct reconnection.

  
(a) (b) 

Figure 3. Schematic diagram of repeated edges and disconnection. (a) Schematic diagram of repeated
edges; (b) schematic diagram of disconnection.

Different power communication networks can be obtained by changing the reconnec-
tion probability p. If the reconnection probability p = 0, the communication network is the
regular network. If the reconnection probability p = 1, it is the random network [19].

2.3. The Evolution Model of New Links and Reconnections

Research shows that power flow entropy is an important index to identify whether
the power system enters the self-organized state. The power flow entropy is shown in
Equation (1). If the power flow entropy is larger, the unbalanced distribution of power flow
is as well, thus, the power system faces a higher risk of blackout [20].

H = −C
n−1

∑
k=1

P(k)lnP(k) (1)

where H is the power flow entropy, P(k) is the proportion of the lines of the load rates μi
between Uk and Uk+1 to the total lines, U is a constant sequence (U = {0, 0.02, . . . , 2.0}), and
C is ln 10.
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According to the process of Figure 3, a communication network which has the same
number of nodes as the power grid can be obtained. However, the number of communica-
tion links is less than the number of transmission lines. Therefore, to realize the “one to one
correspondence”, the communication links should be added.

The corresponding communication links of important transmission lines should be
added first. The research points out that, if the system power flow entropy changes greatly
after communication links fail, these transmission lines are important lines [21]. It is not
conducive to the realization of closed-loop control if the corresponding acquisition and
information control units are not configured for these important lines.

Therefore, when the economy is considered, the following methods are designed
to realize the evolution of communication links, which reach the lowest load loss. The
simulation flow chart is shown in Figure 4.

1. Find the transmission lines without corresponding communication links. Form a Set s
of the physical lines which do not have the acquisition and information control units
(the lines are ikjk if the nodes at both ends of each line are ikjk).

2. Trigger the cascading failures in these transmissions. Calculate the variation of the
power flow entropy with Equation (1) when any line in the Set s fails.

3. List the power flow entropy in descending order; thus, important transmission lines
can be obtained. Then, update Set s.

4. Add the communication links which correspond to the transmission lines in Set s,
in turn, to form the different CPS models. Judge whether the power CPS enters a
self-organized critical state and calculate the load loss.

5. Compare different CPS models’ load losses after experiencing the cascading failure.
6. Find out the optimal plan of adding communication links.

 

Figure 4. The simulation flow chart of cascading failure.
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2.4. Cascading Failure Mechanism through the Partial Interdependency

The dispatching center takes the charge of the complete closed-loop control. Once
the physical nodes fail, links fail, or the function is invalid, the corresponding information
nodes acquire the status and then upload the information to the dispatching center through
the communication network. If the dispatching center received the failure information,
the control instruction will be made based on the minimum cut-off load and the control
signals will be sent to the corresponding physical elements. If the physical elements work
normally, it is considered that the closed-loop control is successful; otherwise, it fails.

In the power communication network, the failure of the power grid optimization
will cause the power flow transfer. There might be some wrong actions caused by the
improper software configuration or hardware damage of the relay protection device. These
actions will cause not only the faulty links, but also other links to be cut [22]. As a
result, the topological structure of the power grid will be changed and the corresponding
communication network nodes will break down at the same time. The route selection of
information packs is then affected, as it will cause a significant increase in information packs
to be brought to the information layer. Once information transfer is beyond the bandwidth
limitation of the communication link, or the physical equipment fails, the communication
links will be blocked.

Then, the corresponding information cannot reach the dispatching center. The closed-
loop control of the dispatching center will be invalid, and will cause the cascading failure.
Packs will be lost and a pack delivering error will appear. The network might be attacked
maliciously because of the packs’ abnormal delivering in the communication network, such
as by the defense of service attack [23] and false data attack [24]. The correct optimization
and control information from the dispatching center cannot be sent to the corresponding
nodes in time because of the transmission delay or loss, which leads to the failure of the
power grid optimization. Eventually, this causes the vicious cycle of the cascading failures.

The mechanism of cascading failure propagation under the interaction of two networks
is shown in Figure 5. In the CPS, the failure of the power grid optimization will cause the
power flow transfer. There are some wrong actions produced by the improper software
configuration or hardware damage of the relay protection device. These actions will cause
not only the failed lines, but also other lines to be cut. Therefore, the topological structure of
the power grid will be changed and the corresponding communication network nodes will
fail at the same time. Moreover, it will affect the routing of information packs. When the
increase in the information packs outnumbers the bandwidth limitation of the transmission
lines, or the physical equipment fails, it will cause the blockage of communication links.
Then, the corresponding information cannot reach the dispatching center. The closed-loop
control of the dispatching center will be invalid, and will cause cascading failures. Packs
will be lost and a transmission error will appear. The network might receive malicious
attacks because of the abnormal transmission of the communication network (for example,
the defense of service attack and false data attack). The correct optimization information of
the network cannot be sent to the corresponding nodes in time because of the transmission
delay, which leads to the failure of the power grid optimization. Eventually, this causes the
vicious cycle of cascading failures.
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Figure 5. Mechanism diagram of cascading failure propagation under the interaction of two net-
works [25].

2.5. Cascading Failure Model Based on the Partial Interdependency

In the physical layer: when the dispatching center obtains the abnormal information,
the minimum load loss of the partial interdependent power CPS is calculated based on the
DC power flow calculation.

In the cyber layer: the improved routing strategy for information transmission is
applied in the communication network to deliver the information pack [26,27], in which
the distance from Node i to the target node is Hi.

Hi = hd di + (1 − hd) ci (2)

where di is the length between Node i and the target node (which is the shortest path length),
ci is the length of the information packs’ queue, and hd is the routing control strategy.

In the next stage, the probability Pj is given by:

Pj =
e−βHj

∑m∈Li
e−βHj

(3)

where Pj is the probability that the neighbor node j of Node i is selected to receive infor-
mation packs produced by the source node, β is the routing probability control coefficient,
and Li is the neighbor node set of Node i.

The basic simulation process is shown as follows:

1. Initialize the power grid, and the grid evolves with the probability p in Equation (3)
to obtain the corresponding power communication network.

2. Choose an initial line or lines from the power grid randomly, then remove it/them
and trigger the cascading failure.

3. When the initial transmission line or lines are cut, calculate the DC power flow
according to the parameters of the power grid.

4. Overloaded lines will appear in the power grid due to the power flow transferring
from the initial transmission line to others. The corresponding information nodes will
produce abnormal information packs.

5. Judge whether the power flow of overloaded lines is beyond the thermal stability limit.
If the power flow of overloaded lines exceeds the thermal stability limit, it will be cut off,
and the corresponding information node will produce the outage information packs.

6. Send all information from steps 3, 4, and 5 to the dispatching center.
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7. The dispatching center makes decisions to balance the generation and load with the
purpose of minimizing the cut-off load. Then, the control information is sent to the
corresponding physical devices.

8. Judge whether the power grid is disconnected. If it is disconnected, that will be the
end of the cascading failure simulation. Otherwise, go back to step 3.

3. Case Studies

3.1. The Partial Interdependency of the Provincial Grids

A provincial power grid is shown as an example. The corresponding power grid and
communication network topological model is established in Figure 6a, and 6c. There are
258 nodes and 414 edges in the province’s power grid, and 220 nodes and 294 edges in
the communication network. The scale of the nodes and links of the power grid and the
communication network is different. It is obvious that the topology interdependency of the
power grid and the communication networks is not exactly “one to one correspondence”
relationship. The number of nodes and edges in the power grid is more than that in the
communication networks.

The structure characteristic parameters of the provincial power grid and the commu-
nication network are shown in Table 1. N is the number of the network’s nodes. M is the
number of the network’s edges. <k> is the average degree of the network. L is the shortest
path length of the network. C is the network convergence factor. Lrandom is the shortest
path length of the random network, which has the same number of nodes and edges as
that network. Crandom is the convergence factor of the random network which has the same
number of nodes and edges as that network.

Table 1. The structure characteristic parameters of a complex network between the power grid and
the communication network in the province.

Network N M <k> L C Lrandom Crandom

Power grid 258 414 3.260 5.705 0.209 4.774 0.013
Communication network 220 294 2.673 6.110 0.102 5.486 0.012

The small-world network is between the regular network and random network. Its
characteristic is that very few remote connections are introduced with probability p. Ac-
cording to the small-world network criteria L ≥ Lrandom and C >> Crandom, it is found that
the average shortest distance between the power grid and the communication network is
longer than that of their corresponding random network, whereas the clustering coefficient
is 10 times to 20 times bigger than the clustering coefficient of the corresponding random
network. Thus, it is assumed that the provincial power grid and the communication
network are basically consistent with the small-world characteristic.

This illustrates that the characteristic of strong interdependence and interaction exists
between the physical network and the communication network in the provincial power grid.
Even a local change in the communication network might cause a global chain reaction in
the physical network. Therefore, it is essential to reveal the failure propagation mechanism
in the interaction between the communication network and the physical network.
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(a) 

(b) 

(c) 

(d) 

Figure 6. The power grid and the communication network of the province. (a) The power grid of the
province; (b) the power grid of the province without numbers; (c) the communication network of the
province; (d) the communication network of the province without numbers.
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3.2. Evolution Results of Communication Network in the Provincial Power CPS

The relationship of “one-to-one correspondence” between power grids and informa-
tion networks can be realized by applying the evolution method proposed in Section 2. In
the simulation, each topological structure of the power grid with a reconnection probability
of p = 0.00, p = 0.02, p = 0.04, p = 0.06, p = 0.08, and p = 0.10 is established separately. Table 2
shows the structure characteristic parameters of the power communication network with
different reconnection probabilities.

Table 2. The communication network of the province and the complex network structure’s character-
istic parameters of the communication networks with different reconnection probability evolutions.

Communication Network N M <k> L C

Original communication network 220 294 2.6727 6.2896 0.1019
p = 0.00 258 372 2.8837 7.4462 0.1625
p = 0.02 258 372 2.8837 6.6970 0.1527
p = 0.04 258 372 2.8837 6.5981 0.1484
p = 0.06 258 372 2.8837 6.5220 0.1496
p = 0.08 258 372 2.8837 6.4122 0.1344
p = 0.10 258 372 2.8837 6.2422 0.1326

From Table 2, it is clear that the communication network, which evolves with different
reconnection probabilities, has the same number of nodes and edges. This means the
average degrees of the networks are equivalent. The average shortest path length L of
the power communication network with a reconnection probability of p = 0.00 is 7.4462,
and the clustering coefficient C is 0.1625. The average shortest path length L of the power
communication network with a reconnection probability of p = 0.10 is 6.2422, and the
clustering coefficient C is 0.1326.

With the increase in the reconnection probability, the average shortest length L and
the clustering coefficient C decrease consistently. With the decrease in the average shortest
path length L, the transmission efficiency increases as well. Thus, if the information can be
transmitted to the dispatching center more rapidly while the links break down, a cascading
failure can be avoided efficiently.

3.3. Cascading Failure of Partial Interdependent Power CPS

Figure 7 shows the complementary cumulative probability of the load loss by employ-
ing a cascading failure simulation. The x-axis is the whole system load loss. The y-axis is
the complementary cumulative probabilities which correspond to different load losses.

λ = 1−C ∑N1
i=1 Pload(i)

Ps
(4)

Equation (4) is the power grid’s load loss after the cascading failure. Pload (i) is the load
of Node i. Ps is the total load. N1 is the number of the power grid nodes.

It is noticed that the load loss is less than 0.8 at the beginning of the cascading failure.
In this stage, considering the same load loss, the possibility of a big blackout occurrence is
the smallest when the reconnection probability p = 0.06.

In the later stage, while the load loss is greater than 0.8, the cumulative probability of
occurrence decreases rapidly, and the probability of the power CPS, which evolves with
the reconnection probability p = 0.06, having a big blackout occur is still the smallest. Thus,
for this provincial power CPS, it is shown that when the reconnection probability of the
communication network is around p = 0.06, there might be the best reconnection probability
which can make the load loss probability the lowest.
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Figure 7. Complementary cumulative probability distribution diagram of load loss in power CPS
with different reconnection probabilities.

3.4. Resistance to Cascading Failure Based on the Power Flow Entropy

After the evolution of the communication network, it is clear that the nodes in commu-
nication networks form a “one-to-one correspondence” with the nodes in power physical
networks. However, the number of power grid transmission lines is 44 more than the
number of communication links. In Table 2, with the reconnection probability p = 0.06, the
number of communication links is 372, whereas the number of power grid transmission
lines is 414.

Thus, when the transmission lines without communication links fail, the power flow
entropy is bigger, which means the original transmission line would lead to a bigger load
loss. Table 3 shows the results of the power flow entropy after triggering the transmission
lines without communication links. That is, the system power flow entropy reaches a
maximum of 3.26 when the transmission lines (18, 20) fail. It can be noted that these lines
do not correspond with any communication link. The next are (12, 8) and (67, 211), in
which the power flow entropy of these is greater than 2.0 as well. These transmission lines’
failures have the biggest effects on the power grid reliability.

Table 3. The power flow entropy after the cascading failure.

Number Transmission Lines without Communication Links Power Flow Entropy

1 (18, 20) 3.267269469
2 (12, 8) 3.262736109
3 (67, 211) 2.521364395
4 (128, 196) 1.7862966
5 (9, 25) 1.590954952

Thus, based on the results of power flow entropy, a plan of adding the smallest number
of communication links can be concluded to resist cascading failure.

• Plan A: add the communication link (18, 20);
• Plan B: based on Plan A, then add the communication link (12, 8);
• Plan C: based on Plan B, then add the communication link (67, 211).

The results of load loss in the power CPS are shown in Figure 8.
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Figure 8. The result after adding the communication links.

In Figure 8, it is clear that the power CPS of the original system and the systems of
Plan A and Plan C enter the self-organized critical state. This means the power CPS is
facing the risk of cascading failures and a big blackout under three such kinds of situations.
Plan B has the smallest probability of a big blackout.

Although adding two communication links can improve the ability of the power CPS
against the cascading failure, in the case of Plan C, the power CPS does not enter a self-
organized critical state. It is found that the power CPS will not face the risk of cascading
failure when at least three communication links are added. Thus, the reliability of the
power CPS is the highest in this case.

4. Conclusions

Regarding the situation where the power grid and the communication network are not
exactly in a relationship of “one to one correspondence”, but rather, partial interdependency
in the power CPS, an evolution model is proposed in this paper. It adds new nodes and
communication links into the communication network to achieve the relationship of “one to
one correspondence”. Then, the comprehensive observability and controllability of power
systems is realized, and the risk of cascading failures is decreased. The relevant results are
concluded as follows:

1. In the practical power system, there exists an optimal reconnection probability p = 0.06
of adding new communication nodes to the power CPS to realize the “one to one
correspondence”, but also to minimize the cumulative probability of the load loss.

2. In the case of “one-to-one correspondence”, by comparing the power entropy of
different power CPSs, the best plan that adds the smallest number of communication
links can be made, so that the power CPS will not enter the self-organized critical state.

Through the continuation of this research, the optimal model to obtain the best evolu-
tion results will be studied in the coming work.
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Abstract: The large-scale development of renewable energy has an urgent demand for an adjustable
power supply. For a multi-energy system with multiple types of heterogeneous power sources,
including wind power, photovoltaic (PV) power, hydropower, thermal power and pumped storage,
a novel semi-scheduling mode and a solution method were proposed in this paper. Firstly, based
on the load and the reserve demand during the peak load period, the semi-scheduling mode was
adopted to determine the start-up combination of thermal power units. Furthermore, by predicting
the generating/pumping power, the working state of pumped storage units was determined to
realize the independent solution of discrete integer variables. Secondly, the risk–utility function was
constructed to quantify the attitude of pumped storage towards the uncertainty of renewable energy
output, which completed the quotation and clearing of the pumped storage in the ancillary service
market. Finally, by taking the minimum total quotation cost as the objective, the wind–solar–hydro-
thermal-pumped storage coordinated (WSHTPC) model was built in the day-ahead market. The
feasibility and effectiveness of the proposed model were verified through the simulation of a typical
day with different renewable energy penetration rates.

Keywords: multi-energy system; semi-scheduling mode; pumped storage; ancillary service market;
risk–utility

1. Introduction

At present, China is in a critical period of low-carbon energy transformation. With
the large-scale development of renewable energy, the anti-peak shaving characteristics
of wind power and the strong randomness of PV power lead to the frequent deep peak
shaving of thermal power units [1–3]. Furthermore, the thermal power units may even be
forced to shut down in the low net load period. However, once the thermal power unit
is shut down, it takes 8–10 h to restart. In a power system dominated by thermal power,
the quick-adjusting capacity of the system is obviously insufficient, resulting in a serious
energy abandonment problem [4–6]. Therefore, in order to enhance the consumption of
renewable energy and improve energy utilization efficiency, it is an effective measure
to fully exploit the system reserve space [7,8]. In existing studies, pumped storage is
often used as an independent peak-shaving resource [9]. However, pumped storage also
has excellent frequency regulation ability and rotating reserve ability [10–12]. Thus, the
allocation of pumped storage’s reserve capacity is a problem worthy of discussion. On the
one hand, if the reserve capacity is too small to stabilize the fluctuation of renewable energy,
the purpose of promoting the consumption of renewable energy cannot be achieved [13].
On the other hand, too much reserve capacity decreases the opportunity cost for pumped
storage to make profits in the real-time market [14].

Energies 2022, 15, 8147. https://doi.org/10.3390/en15218147 https://www.mdpi.com/journal/energies54
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With the diversified development of power source structure, the joint scheduling
of multiple heterogeneous power sources becomes the focus to promote the healthy and
sustainable development of power systems [15,16]. In order to increase the amount of clean
energy consumption and avoid deep peak shaving of thermal power units, the pumped
storage is usually bundled with wind power, PV power or thermal power. Generally, the
economy and stability operation of thermal power [17,18], the minimum energy abandon-
ment of clean energy [19,20] and the minimum load fluctuation [21] are often taken as
objectives, and a large number of scheduling models have been built [22], which ignore
the benefits of pumped storage. However, if considered an independent market entity [23],
pumped storage operators have the right to determine the scheduling mode by themselves
to safeguard their own benefits.

The outline of the paper is described as follows. Section 2 includes ancillary service
and semi-scheduling mechanism of pumped storage units. Section 3 outlines the semi-
scheduling model. Section 4 highlights the risk–utility function used in the ancillary service
market decision-making model. WSHTPC’s mathematical model of the day-ahead market
is built in Section 5. The case study and the results are discussed in Section 6. To conclude
the work, a conclusion in Section 7 was given.

2. Ancillary Service and Semi-Scheduling Mechanism of Pumped Storage Units

2.1. Demand Analysis of Reserve Capacity

In order to prompt the low-carbon development of the multi-energy system, the
proportion of renewable energy access has been greatly improved, resulting in insufficient
system adequacy. Thus, the difficulties of scheduling have become prominent. As shown
in Figure 1, when renewable energy accesses the system, the demand for peak shaving,
frequency regulation and rotating reserve of the net load curve increase significantly. In
September 2021, the state issued the medium- and long-term development plan for pumped
storage (2021–2035), which stated that as a low-carbon and adjustable power supply,
pumped storage could quickly respond to market signals and has a good cooperation effect
with wind power, PV power and thermal power [24]. When combined with China’s energy
resource conditions, pumped storage is the key way to meet the regulation demand of
power systems at present and in the future. It plays an important role in ensuring the
security of power systems and promoting the large-scale development and consumption of
renewable energy [25].

Figure 1. Schematic diagram of regulating demand of power systems.

2.2. Scheduling Mode of Pumped Storage

Affected by power market reform and policy factors, it will be a new normal for
pumped storage to participate in power market transactions as an independent market
entity and obtain corresponding benefits. In the current power market environment in the
United States, there are mainly three kinds of scheduling modes for pumped storage [26].
The characteristics of the three scheduling modes are shown in Table 1 [27].
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Table 1. Comparison of Pumped Storage Scheduling Mode.

Scheduling
Mode

Declared Data
Optimized
Objective

Joint 1?
Technical
Difficulty

Advantage Disadvantage

Self-scheduling Day-ahead output
curve

Maximum
operators

benefit
No Lower Rapid clearing

speed

High demand for
electricity price

forecast

Full-scheduling Operating parameters Maximum
social benefit Yes Higher Less system cost Long simulation

time

Semi-
scheduling

Generating/pumping
window and quotation

Minimum total
quoted cost Yes Medium Not considering

the working state
Unable to reflect

the real cost
1 Joint is whether the pumped storage units are jointly scheduled with conventional units.

In the self-scheduling mode, the output curve of pumped storage units, as the bound-
ary condition of day-ahead market clearing, could be determined by the operators in
advance. Thus, its obvious advantage is rapid clearing speed. However, it requires high
accuracy of electricity price forecast. Pumped storage operators could make a profit with
an accurate electricity price forecast. On the contrary, they may suffer great economic loss.

In the full-scheduling mode, pumped storage operators only need to provide the
operating parameters. Additionally, pumped storage units are jointly scheduled with other
units to maximize the social benefit. Thus, the pumped storage plays an important role
in regulating the effect under this mode. However, it needs a long simulation time. The
simulation time, in particular, is multiplied if there are a number of pumped storage units.

The semi-scheduling mode, being widely used in all independent system opera-
tors (ISO) except PJM, is a compromise between the self-scheduling mode and the full-
scheduling mode. In the semi-scheduling mode, the pumped storage operators declared the
generating/pumping window and quotation according to the price signals. Generally, the
generating/pumping quotation, including electric energy quotation, frequency regulation
quotation and rotating reserve quotation, reflects the unit generating/pumping cost value.
Then, the pumped storage units and conventional units are jointly scheduled to achieve the
goal of minimizing the total quotation cost [28,29].

Compared with the self-scheduling mode, the semi-scheduling mode can correct the
unreasonable output results caused by the operator’s prediction error of the electricity
price, which brings greater benefits to the operator and the whole system. Compared with
the full-scheduling mode, under the semi-scheduling mode, the pumped storage operators
are profitable, and the working state of pumped storage units could be determined in
advance, which could speed up the clearing process. Thus, considering the pumped
storage operator’s benefits and the whole system’s benefits comprehensively, as well as the
clearing process, the pumped storage semi-scheduling mode is a more appropriate choice
for the initial power market.

As China’s power market is still in its infancy, the market mechanism is imperfect, and
the regulation pressure of the power system is huge, so we can not completely copy the
semi-scheduling mode abroad. In order to achieve the win–win goal of pumped storage
and power system, a novel semi-scheduling mode of pumped storage needs to be built on
the basis of a stable power supply in China.

3. Semi-Scheduling Mode

3.1. Semi-Scheduling Flow

Based on the energy complementation, the process of semi-scheduling mode is shown
in Figure 2. Firstly, based on the predicted information, including the curve of wind power,
PV power, load and external electricity the next day, considering the system demand of
frequency regulation and rotating reserve, the start-up combination of thermal power
units was determined. Furthermore, considering that the pumped storage units generate
electricity at the peak load period and pump water at the low load period, the working
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state of the pumped storage units is determined by predicting its generating/pumping
power. Finally, the start-up combination of thermal power units, the working state of the
pumped storage units, and the quotation of pumped storage operators are transmitted into
the WSHTPC mathematical model as inputs.

 

n

n=n+

g
i ty = g

i ty =

p
i ty = p

i ty =

p
i tP δ ′≤

g
i tP δ≥

Figure 2. Semi-scheduling Flow Chart.

3.2. Start-Up Combination of Thermal Power Units

The large-scale access to renewable energy will lead to the redundancy of thermal
power installed capacity in the power system. In order to avoid the imbalance between the
power supply and the load demand, it is necessary to determine the start-up combination
of thermal power units in advance. The specific steps are as follows:

S1: Economic sort of thermal power units according to the minimum specific con-
sumption;

S2: On the premise that all wind power and PV power are consumed, and the hy-
dropower and pumped storage units are fully generated, the maximum start-up combina-
tion of thermal power units is determined at the moment of maximum load. The start-up
combination of thermal power units meets the following requirement:

n−1

∑
i=1

PTh
i,max < De,max − PE

max − ∑
i∈W

PW
i,max − ∑

i∈S
PS

i,max − ∑
i∈H

PH
i,max − Cp·NP + Dr + Ds ≤

n

∑
i=1

PTh
i,max (1)

where n is the number of start-up combinations of the thermal power units; W, S and
H are the set of wind power units, PV power units and hydropower units, respectively;
the superscript of Th, W, S, H and E represent thermal power, wind power, PV power,
hydropower and external electricity, respectively; Pi,max is the maximum output of unit i;
De,max is the maximum load; PE

max is the external electricity at the moment of maximum
load; Cp and NP are the installed capacity and the number of pumped storage units; Dr and
Ds are the demand of frequency regulation and rotating reserve in the power system.

Generally speaking, the more thermal power units are started, the more frequency
regulation and rotating reserve are provided. However, it should be noted that if the
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minimum technical output of thermal power units cannot be met during the low load
period, the dispatcher should choose to shut down one thermal power unit or abandon
some renewable energy according to the actual situation.

3.3. Working State of Pumped Storage Units

The application of pumped storage can effectively lighten the peaking shaving task
of thermal power units, and the thermal power units can undertake more base load and
waist load of the power system to reduce their coal consumption. Thus, based on the
determined start-up combination of thermal power units, considering that the pumped
storage units generate electricity at the peak load period and pump water at the low load
period, the working state of the pumped storage units is determined by predicting the
generating/pumping power.

At the peak load period, the thermal power units generally operate at 100% installed
capacity. By assuming that wind power, PV power and hydropower are consumed com-
pletely, the generating power of the pumped storage unit can be calculated according to
Equation (2). If the generating power is greater than the threshold value, it indicates that
the power supply is insufficient, and the pumped storage unit should be in the generating
window to shave the load, as shown in Equation (4).

At the low load period, the thermal power unit generally operates at low load or is
shut down directly. Considering that the basic peak shaving benchmark of the thermal
power unit is 50% installed capacity when the basic peak shaving cannot meet the peak
shaving demand, the pumped storage unit is usually in the pumping state. By assuming
that wind power, PV power and hydropower are consumed completely and all thermal
power units operate at 50% installed capacity, the pumping power of the pumped storage
unit can be calculated according to Equation (3). If the pumping power is less than the
threshold value, it indicates that the power supply is redundant, and the pumped storage
unit should be in the pumping window to fill the load, as shown in Equation (5).

Pg
i,t = De,t − PE

t − ∑
i∈G

PTh
i,max − ∑

i∈W
PW

i,t − ∑
i∈S

PS
i,t (2)

Pp
i,t = De,t − PE

t − 0.5 × ∑
i∈G

PTh
i,max − ∑

i∈W
PW

i,t − ∑
i∈S

PS
i,t (3)

yg
i,t =

{
1, Pg

i,t ≥ δ

0, Pg
i,t < δ

(4)

yp
i,t =

{
1, Pp

i,t ≤ δ′

0, Pp
i,t > δ′

(5)

where G is the set of thermal power units; the superscript of g and p represent generating
window and pumping window of pumped storage; Pg

i,t and Pp
i,t are the generating power

and pumping power at time t; De,t and PE
t are the load and the external electricity at time t;

PW
i,t and PS

i,t are the output of wind power and PV power at time t; yi,t is the state variable of
unit i at time t; δ and δ′ are power threshold values, which are set according to the system
conditions and the installed capacity of pumped storage units.

4. Ancillary Service Market Decision-Making Model

Generally speaking, it is the obligation for pumped storage to stabilize the uncertainty
of renewable energy output. The greater the uncertainty of renewable energy output, the
more reserve capacity the pumped storage units need to provide, pumped storage units
could make profits in the ancillary service market by providing reserve capacity, if pumped
storage units sell too much reserve capacity, their opportunity cost of making profits in
the real-time market will be affected. Thus, the allocation of reserve capacity for pumped
storage units is a decision-making problem that needs to consider risks.
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4.1. Risk–Utility Model of Pumped Storage Units

The risk attitudes of pumped storage units were divided into risk aversion and risk
preference in this paper. Additionally, the risk attitude closely connects to the form of
a utility function. Furthermore, the exponential function is a typical convex function,
indicating that y is sensitive to the increase in x, and the logarithmic function is a typical
concave function, indicating that y is slow to the increase in x. The two are the common
analytic expression to express the utility curve by computing. Thus, the corresponding
risk–utility functions can also be divided into the concave utility function and the convex
utility function.

For risk-averse pumped storage units, with the increase in renewable energy output,
the willingness of pumped storage units to provide reserve capacity decreases, which means
the proportion of pumped storage units providing reserve capacity decreases. Then, the
pumped storage unit is regarded as risk-averse, and its risk–utility function is constructed
as the concave, the general form of logarithmic function [30], as shown in Equation (6).

U(xt) = c1 + a1 log(c3xt + c2) (6)

where xt is the predicted output value of renewable energy at time t; U(xt) is the utility
value of the pumped storage unit providing reserve capacity, called utility capacity; and a1,
a2, c1, c2 and c3 are parameters of the function.

For risk-preference pumped storage units, with the increase in renewable energy out-
put, the willingness of the pumped storage unit to provide reserve capacity increases, which
means the proportion of the pumped storage unit providing reserve capacity increases.
Then, the pumped storage unit is regarded as a risk preference, and its risk–utility function
is constructed as the convex, the general form of the exponential function, as shown in
Equation (7).

U(xt) = c1 + a1·ea2xt+c2 (7)

4.2. Clearing Calculation

The clearing calculation process is shown in Figure 3. In the ancillary service market
decision-making model, based on the predicted output values of renewable energy, includ-
ing wind power and PV power the next day, assuming that the error of the actual output
values of the renewable energy follows the normal distribution, a large number of actual
output data are generated by Monte Carlo sampling method. Then, the output deviation
is calculated between the actual value and the predicted value according to Equation (8),
and generate the “output-deviation” scatter diagram. Furthermore, the risk attitude of the
pumped storage unit is constructed according to Equations (6) and (7), and call curve_fit
function on the Python platform to fit the risk–utility function. Finally, the declared capacity
of reserve capacity is decided as shown in Equations (9)–(11).

ΔPt,i = |Pt,i − xt| (8)

where ΔPt,i is the renewable energy output deviation i at time t.

Pg
i,t = λ

U(xt)

NP
(9)

Pg
r,i,t = λ1·Pg

i,t (10)

Pg
s,i,t = λ2·Pg

i,t (11)

where Pg
i,t is the declared capacity of reserve capacity for the pumped storage unit i at

time t; Pg
r,i,t and Pg

s,i,t are declared capacity of frequency regulation and rotating reserve,
respectively; λ, λ1 and λ2 are the capacity coefficients, which are set according to the output
deviation of renewable energy and the installed capacity of pumped storage units.
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Figure 3. Framework of WSHTPC Model.

5. WSHTPC Mathematical Model of Day-Ahead Market

The overall framework of the WSHTPC model in the day-ahead market is shown in
Figure 3, including the semi-scheduling mode, ancillary service market decision-making
model and WSHTPC mathematical model. Firstly, the inputs were transmitted, including
the start-up combination of thermal power units n, the working state of pumped stor-
age units yg

i,t and yp
i,t in the semi-scheduling model, and the declared reserve capacity of

pumped storage Pg
r,i,t and Pg

s,i,t in the ancillary service market decision-making model,
into the WSHTPC mathematical model. Then, by taking the minimum total quotation
cost as the objective, the clearing results of units were optimized by calling Gurobi Opti-
mizer in the Python platform. Finally, the benefits in combination with the unit quotation
were calculated.

5.1. Objective Function

Based on the quotation data and operating parameters of the units, according to
Equations (13), (15) and (17), the quotation cost of the thermal power units, hydropower
units and pumped storage units were calculated, respectively; Equation (14) represents the
electricity generation cost function of thermal power units; Equation (16) represents the
dynamic characteristic of hydropower units. Then, by taking the minimum total quotation
cost as the objective as Equation (12), the clearing results in the day-ahead market were
optimized, as shown below.

min CTP + CHP + CPS (12)

where CTP, CHP and CPS are quotation costs of thermal power units, hydropower units
and pumped storage units, respectively.

CTP = ∑
i∈G

∑
t∈T

(
fi(PTh

i,t )·yTh
i,t + CTh

r,i,t·PTh
r,i,t + CTh

s,i,t·PTh
s,i,t

)
(13)

fi

(
PTh

i,t

)
= ai·

(
PTh

i,t

)2
+ bi·PTh

i,t + ci (14)

CHP = ∑
i∈H

∑
t∈T

(
Cg

i,t·PH
i,t ·yH

i,t + Cg
r,i,t·PH

r,i,t + Cg
s,i,t·PH

s,i,t

)
(15)

PH
i,t = 9.81yH

i,tη
H
i qi,thi,t (16)
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CPS = ∑
i∈P

∑
t∈Tg,i

(
Cg

i,t·P
g
i,t·y

g
i,t + Cg

r,i,t·P
g
r,i,t + Cg

s,i,t·P
g
s,i,t

)
+ ∑

i∈P
∑

t∈Tp,i

(
−Cp

i,t·P
p
i,t·y

p
i,t + Cp

r,i,t·P
p
r,i,t + Cp

s,i,t·P
p
s,i,t

)
(17)

where P is the set of pumped storage units; T is the scheduling time set; Pi,t is the bidding
electricity of unit i at time t; fi(·) is the electricity generation cost function of unit i, and
ai, bi and ci are power generation cost coefficient; Cr,i,t and Pr,i,t are quotation and bidding
capacity of frequency regulation of unit i at time t; Cs,i,t and Ps,i,t are quotation and bidding
capacity of rotating reserve of unit i at time t; Ci,t is the quotation of electricity generation
cost of unit i at time t; ηH

i is the efficiency of hydropower unit i.

5.2. Constraint Condition
5.2.1. System-Level Constraints

Equation (18) represents the load balance constraint; Equation (19) represents the con-
straint of system demand of frequency regulation; Equation (20) represents the constraint
of system demand of reserve capacity.

∑
i∈G

PTh
i,t + ∑

i∈H
PH

i,t + ∑
i∈P

Pg
i,t + ∑

i∈W
PW

i,t + ∑
i∈S

PS
i,t + PE

t = De,t + ∑
i∈P

Pp
i,t + ∑

i∈W
WW

i.t + ∑
i∈S

WS
i.t (18)

∑
i∈G

PTh
r,i,t + ∑

i∈H
PH

r,i,t + ∑
i∈P

(
Pg

r,i,t + Pp
r,i,t

)
≥ Dr (19)

∑
i∈G

(PTh
r,i,t + PTh

s,i,t) + ∑
i∈H

(PH
r,i,t + PH

s,i,t) + ∑
i∈P

(Pg
r,i,t + Pp

r,i,t+Pg
s,i,t + Pp

s,i,t) ≥ Dr + Ds (20)

where Wi,t is the energy curtailment of unit i at time t.

5.2.2. Unit-Level Constraints

(1) Constraints of thermal power units, hydropower units and pumped storage units

Equations (21)–(24) represent the upper and lower limits constraints of bidding capac-
ity of reserve capacity for thermal power units, hydropower units and pumped storage
units. Equations (25) and (26) represent the climbing constraint of the above units.

0 ≤ Pr,i,t ≤ Pr,i,t (21)

0 ≤ Ps,i,t ≤ Ps,i,t (22)

Pi,t − Pr,i,t ≥ yi,t·Pi,min (23)

Pi,t + Pr,i,t + Ps,i,t ≤ yi,t·Pi,max (24)

Pi,t − Pi,t−1 ≤ ru,i (25)

Pi,t−1 − Pi,t ≤ rd,i (26)

where Pr,i,t and Ps,i,t are declared capacity of frequency regulation and rotating reserve of
unit i; Pi,max and Pi,min are the maximum and minimum output of unit i; and ru,i and rd,i
are climbing and landslide rate of unit i.

(2) Constraints of wind power units and PV power units

Equations (27) and (28) represent restriction constraints of wind curtailment and PV
curtailment.

0 ≤ WW
i,t ≤ PW

i,t (27)

0 ≤ WS
i,t ≤ PS

i,t (28)

5.2.3. Station-Level Constraints

Equation (29) represents the upper and lower limits constraint of upper reservoir
capacity for the pumped storage station; Equation (30) represents the changing relationship
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of upper reservoir capacity for the pumped storage station; Equation (31) represents the
upper reservoir capacity balance constraint for the pumped storage station.

Vmin ≤ Vt ≤ Vmax (29)

Vt = Vt−1 + ∑
i∈P

Pp
i,tη

p
i ·Δt − ∑

i∈P
Pg

i,t/η
g
i ·Δt (30)

V0 = VT (31)

where η
g
i and η

p
i are generating and pumping efficiency of pumped storage unit i.

6. Case Study

6.1. Basic Information

In order to verify the effectiveness of the model, taking regional scheduling as an
example, the scheduling cycle was set as 24 h, and the time scale was set as 1 h. The region
includes 34 thermal power units; 4 pumped storage units; and multiple wind farms, PV
power stations and hydropower stations. The total installed capacity of thermal power,
pumped storage, wind power, PV power and hydropower are 17,160 MW, 1200 MW,
5000 MW, 3000 MW and 15,000 MW, respectively. This paper assumed that the maximum
generating/pumping power of pumped storage units is 300 MW, the minimum generat-
ing/pumping power is 30 MW, and the generating/pumping efficiency is 0.85. The system
demand for frequency regulation and the rotating reserve were taken as 3% and 5% of the
maximum load, respectively. In terms of quotation, in order to simplify the calculation, for
hydropower units and pumped storage units, it was assumed that the generating quotation
and pumping quotation are CNY 210/MWh and CNY 138/MWh, respectively, and the
frequency regulation quotation and the rotating reserve quotation are CNY 25/MW and
CNY 13/MW, respectively. For thermal power units, it was assumed that the frequency
regulation quotation and the rotating reserve quotation are CNY 64/MW and CNY 20/MW,
respectively. In addition, the simulation model was optimized by calling Gurobi Optimizer
in the Python platform.

The predicted curve of the wind power (WP), the PV power (PP), the external electricity
(EE), the original load and the net load of a typical day are shown in Figure 4.

Figure 4. Input Data of Typical Day.

6.2. Benefit Analysis of Pumped Storage in Ancillary Service Market

By taking the typical day as an example to analyze the benefits of pumped storage in
the ancillary service market, assuming that the output error of renewable energy is 10%,
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the risk–utility functions of concave and convex were fitted. Three scenarios, low, medium
and high penetration of renewable energy, were defined to simulate the uncertainty of
renewable energy output.

The installed capacity of wind power units and PV power units of the basic information
were set as the medium penetration of renewable energy.

The installed capacity of wind power units was set 0.5 times, and the installed capacity
of PV power units as the low penetration of renewable energy was set 0.5 times.

The installed capacity of wind power units was set 1.2 times, and the installed capacity
of PV power units as the high penetration of renewable energy was set 1.2 times.

According to the clearing calculation mentioned in 4.2, the fitting functions of risk–
utility are shown in Figure 5. The green and yellow lines represent the concave and convex
utility functions, respectively.

Figure 5. Fitting functions of risk–utility.

Table 2 shows the comparison of unit quotation costs under different penetration
scenarios. Under the low, medium and high penetration of renewable energy, the number
of start-up thermal power units is 32, 29 and 27, respectively, indicating that the higher the
penetration of renewable energy, the lower the electricity cost of thermal power. Further-
more, pumped storage plays a more important role in capacity cost change, which reflects
the reserve capacity, rather than electricity cost change, which reflects peak shaving. For
example, in the low penetration of renewable energy, the electricity cost of pumped storage
increased by 2.19% from CNY 47.89 million to CNY 48.94 million, and the capacity cost of
pumped storage increased by 47.8% from CNY 11.61 million to CNY 17.16 million.

The relationship between risk–utility and pumped storage reserve capacity is analyzed.
As shown in Figure 6a, in the low penetration of renewable energy, the convex function
image is above the concave function image, indicating that as the risk-preference pumped
storage units, the utility value of reserve capacity is large, with an average value of 141 MW,
accounting for 11.75% of the installed capacity. Compared with the risk-averse, as the
risk-preference pumped storage units, the electricity cost of peak shaving increases by
CNY 1.05 million, and the capacity cost of reserve capacity increases by CNY 5.55 million,
indicating the market performance is more active. However, the total quotation cost
increased by CNY 1.16 million. Therefore, in the low penetration of renewable energy,
if the purpose is to increase the benefits of the multi-energy system, it is suggested that
the pumped storage units should be risk-averse to deal with the uncertainty of renewable
energy output. However, if the purpose is to make full use of the ancillary service of
pumped storage units, it is suggested that the pumped storage units should be a risk
preference to deal with the uncertainty of renewable energy output.
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Table 2. Comparison of units quotation cost under different penetration scenarios.

Penetration
Scenarios

Risk–
Utility

Function
Thermal Power Hydropower Pumped Storage

Electricity
Cost

/Million
Yuan

Capacity
Cost

/Million
Yuan

Electricity
Cost

/Million
Yuan

Capacity
Cost

/Million
Yuan

Electricity
Cost

/Million
Yuan

Capacity
Cost

/Million
Yuan

Total Cost
/Million

Yuan

Low
Concave 7638.33 56.08 1765.23 43.68 47.89 11.61 9562.84

Convex 7595.87 52.26 1809.85 39.88 48.94 17.16 9564.00

Medium
Concave 7217.36 47.62 1748.83 43.20 48.87 17.25 9123.16

Convex 7208.83 47.51 1756.88 42.42 49.04 17.94 9122.63

High Concave 6966.48 44.74 1739.63 43.44 49.15 18.97 8862.43

Convex 6962.28 41.78 1742.93 43.00 49.16 21.23 8860.40

  

(a)  (b)  (c)  

Figure 6. Utility Capacity of Pumped Storage.

As shown in Figure 6b, in the medium penetration of renewable energy, the pumped
storage units are in the pumping state at times 0–6 and in the generating state at times 8–11
and 17–21. It can be seen from Figure 6b that during the above-mentioned period, there is
little difference between the concave and convex function images enclosed by the coordinate
axis. Compared with the risk-averse, as the risk-preference pumped storage units, the elec-
tricity cost of peak shaving increases by CNY 0.17 million, and the capacity cost of reserve
capacity increases by CNY 0.69 million, indicating the market performance is slightly more
active. Additionally, the total quotation cost decreases by CNY 0.53 million. Therefore, in
the medium penetration of renewable energy, it is suggested that the pumped storage units
should be a risk preference to deal with the uncertainty of renewable energy output.

As shown in Figure 6c, in the high penetration of renewable energy, similar to
the medium penetration of renewable energy, compared with the risk-averse, as the
risk-preference pumped storage units, the electricity cost of peak shaving increases by
CNY 0.01 million, and the capacity cost of reserve capacity increases by CNY 2.26 million,
indicating the market performance is slightly more active. Additionally, the total quotation
cost decreased by CNY 2.03 million. Therefore, in the high penetration of renewable energy,
it is suggested that the pumped storage units should be a risk preference to deal with the
uncertainty of renewable energy output.

6.3. Benefit Analysis of Day-Ahead Scheduling

As shown in Table 3, in terms of simulation time, it is obvious that the simulation time
of full-scheduling mode is longer, nearly double that of semi-scheduling mode. Moreover,
in the semi-scheduling mode and the full-scheduling mode, the number of start-up thermal
power units is the same, but the total cost is lower in the full-scheduling mode. The
reasons may be as follows: On the one hand, the closer the thermal power output is to
the rated value, the lower the marginal cost. In the full-scheduling mode, the increase in
electricity cost of thermal power units indicates that their output is relatively large, which
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can correspondingly reduce the output of hydropower units and pumped storage units
so that hydropower and pumped storage have room to play a regulating role. On the
other hand, because the quotation of reserve capacity of hydropower units and pumped
storage units are lower than that of thermal power units, the reserve capacity is provided
by hydropower units and pumped storage units as far as possible, which results in less
capacity cost of thermal power units in the full-scheduling mode.

Table 3. Comparison of 0ptimization results under different scheduling mode.

Semi-
Scheduling

Mode

Full-
Scheduling

Mode

Without
Pumped
Storage

Simulation time 0.71 s 1.36 s 0.66 s

Number of thermal power units 29 29 32

Thermal
power units

Electricity cost/million yuan 7217.36 7299.36 7396.34

Capacity cost/million yuan 47.62 18.90 57.65

Hydropower
units

Electricity cost/million yuan 1748.83 1683.24 1646.67

Capacity cost/million yuan 43.20 52.94 54.19

Pumped
storage units

Electricity cost/million yuan 48.87 21.60 /

Capacity cost/million yuan 17.25 26.09 /

Total cost/million yuan 9123.16 9102.16 9154.85

Compared with the semi-scheduling mode, in the scheduling mode without pumped
storage, for thermal power units, the electricity cost increased from CNY 7217.36 mil-
lion to CNY 7396.34 million, increasing by 2.48%, and the capacity cost increased from
CNY 47.62 million to CNY 57.65 million, increasing by 21.06%. For hydropower units, the
electricity cost decreased from CNY 1748.83 million to CNY 1646.67 million, decreasing
by 5.84%, and the capacity cost increased from CNY 43.20 million to CNY 54.19 million,
increasing by 25.44%. The increase or decrease in the electricity power cost of thermal
power and hydropower is slight. It can be inferred that the three more thermal power units,
replacing the pumped storage, are mainly to meet the reserve capacity in the scheduling
mode without pumped storage.

As shown in Figure 7a, pumped storage units are in a pumping state at times 0–6 and
in generating state at times 8–11 and 17–21. When comparing the scheduling result of wind
power at time 0–6 in Figure 7a with that in Figure 7b, it is obvious that in the scheduling
mode without pumped storage, the wind power consumption decreases. Generally, the
wind power output is large at times 0–6. If there is not enough load consumption, it is
bound to result in wind curtailment. However, in the semi-scheduling mode, the pumped
storage units could be transformed to load to consume wind power.

Specifically, as shown in Figure 7c, there is no wind power curtailment at time 0–6 in
the semi-scheduling mode, but the wind power curtailment is as high as 691.54 MW at time
4 in the scheduling mode without pumped storage. As shown in Figure 7d, the reserve
capacity of pumped storage units is 648.89 MW at time 4. In this case, if the pumped storage
is bundled with wind power, 93.83% of the wind power curtailment can be consumed in
the scheduling mode without pumped storage.
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(a) semi-scheduling mode (b) without pumped storage 

 

(c) wind curtailment (d) reserve capacity of pumped storage 

Figure 7. Scheduling results under semi-scheduling mode and scheduling mode without PS (PS
means pumped storage, PP means PV power, WP means wind power, TP means thermal power, HP
means hydropower, FR means frequency regulation and RR means rotating reserve).

7. Conclusions

As a low-carbon and adjustable power supply, pumped storage has great advantages
in coping with the fluctuations and uncertainty of renewable energy. In this paper, a novel
semi-scheduling mode and its solution method for the WSHTPC model were established.
Additionally, the risk–utility was introduced to provide reserve capacity of pumped stor-
age to promote the consumption of renewable energy. Then, aiming at minimizing the
total quotation cost of thermal power, hydropower and pumped storage, the WSHTPC
mathematical model was built to optimize scheduling in the day-ahead market.

Through the case study on the typical daily, the risk attitude of pumped storage re-
sponding to the uncertainty of renewable energy output in the ancillary service market can
be determined: in the low penetration of renewable energy, considering the market perfor-
mance of pumped storage and the benefit of the multi-energy system comprehensively, the
risk attitude of pumped storage participating in the ancillary service market depends on the
specific objectives; in the medium and high penetration of renewable energy, it is suggested
that the pumped storage units should be a risk preference to deal with the uncertainty
of renewable energy output. In addition, by taking a typical day as an example, through
jointly scheduling with thermal power units and hydropower units, the regulating ability
of pumped storage can be exploited to improve the benefit of the multi-energy system.
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It should also be pointed out that under the background of the spot market, the optimal
scheduling of the multi-energy system should comprehensively consider the influence of
market factors such as bidding strategy, and the establishment of a complete spot market
joint optimization model will be the next content in future research.
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Abstract: This paper studies the definition and calculation method of power grid strength in
the environment of high-proportion nonsynchronous-machine sources, focusing on the effect of
nonsynchronous-machine sources on voltage support strength and frequency support strength. By di-
viding the nonsynchronous-machine sources into four types, the equivalent circuits of each type under
normal state and fault state are derived, respectively. Based on the Thevenin equivalent impedance of
the power grid and the equivalent impedance of the connected device, the definition and calculation
method of voltage support strength is given, and the new meaning of single-infeed short-circuit
ratio and multi-infeed short-circuit ratio in the context of high proportion nonsynchronous-machine
sources is presented. Based on the initial frequency change rate and the steady-state frequency
deviation of any node in the power grid under the maximum expected active power disturbance, the
equivalent inertia lifting factor and steady-state frequency deviation decreasing factor are defined,
respectively, to describe the contribution of nonsynchronous-machine sources to the power grid
frequency support strength, and the calculation methods of the equivalent inertia lifting factor and
the steady-state frequency deviation decreasing factor are given.

Keywords: power grid strength; voltage stiffness; short-circuit ratio; inertia; frequency change rate;
frequency deviation factor

1. Introduction

Power grid strength is one of the fundamental concepts of the power system. It is
typically used to quantify the effect of interaction between the grid and the connected
device, and the above-mentioned connected device can be a power source, a load, or a
station of various types. The most straightforward explanation of power grid strength is
the classic concept of an infinite power source. If a bus in the power system is referred
to as an infinite power source, it has two connotations [1–3]: The first connotation is that
the voltage amplitude of the bus will remain constant regardless of the type and capacity
of the connected device, and the second connotation is that the voltage frequency of the
bus will remain constant regardless of the type and capacity of the connected device. It
can be seen that for the infinite power source, its voltage amplitude and frequency are not
affected by the type and capacity of the connected device. For the actual power grid, the
voltage amplitude and frequency of any bus must be affected by the type and capacity of
the connected device, and the corresponding index describing the degree of effect is the
power grid strength. Corresponding to the first connotation of an infinite power source, we
use the voltage support strength to describe the degree of voltage amplitude change by the
connection of the device, and corresponding to the second connotation of an infinite power
source, we use the frequency support strength to describe the degree of voltage frequency
change by the connection of the device. Thus, the so-called infinite power source can be
understood as the power source with infinite grid strength.
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In the traditional power system dominated by synchronous generators, the voltage
support strength is usually represented by the short circuit ratio (SCR) [4–6]. The SCR
is defined as the ratio of the three-phase short-circuit capacity of the connecting bus (the
interface bus between the connected device and the grid, denoted as the point of common
coupling (PCC) in the following) to the capacity of the connected device. The three-phase
short-circuit capacity here refers to the short-circuit capacity provided by the synchronous
generators. In traditional power systems, the typical application of SCR is to describe the
power grid strength when the high voltage direct current (HVDC) transmission converter
station is connected. It is generally believed that the HVDC transmission converter station
can operate stably when SCR is greater than 3 [4–6].

With the transition from a traditional power system to a new type of power system
with a high proportion of nonsynchronous-machine sources, it is unreasonable to continue
using the conventional SCR definition to describe the voltage support strength. This is
because the conventional SCR definition considers only the short-circuit current supplied
by the synchronous generators, ignoring the contribution of nonsynchronous-machine
sources. Then, a question naturally arises: if the short-circuit current of the nonsynchronous-
machine source is considered in the calculation of the SCR, is it still possible to utilize
the conventional SCR definition to characterize the voltage support strength? The answer
is no, and the reasons for this statement will be presented in later sections of this paper.
For the new type of power system, the voltage support strength indexes extended from
the conventional SCR definition have been extensively studied. Reference [7] proposes a
generalized short circuit ratio (GSCR) based on a modal method to decouple the multi-
infeed system. However, the modal method is difficult to calculate, so its engineering
applicability is limited. Reference [8] presents a multiple renewable energy station short
circuit ratio (MRSCR) based on the ratio of system short circuit capacity to grid-connected
capacity of new energy, which has engineering applicability. However, the precision of its
calculations is insufficient because only the external properties of new energy as current
sources are considered. Therefore, how to define the voltage support strength in the new
type of power system considering both accuracy and engineering applicability is a pressing
issue that must be tackled [9,10].

In the actual power system, frequency support strength usually exhibits its meaning in
two dimensions. The first is the inertia support capability [1–3], which describes the initial
frequency change rate after an active power disturbance to the power grid. The second is
the primary frequency regulation capability [1–3], which describes the amount of active
power that the power grid can absorb or release during the frequency deviation.

In the traditional power system dominated by synchronous generators, the inertia
support capability can be expressed by the kinetic energy stored in the rotors of the
synchronous generators in the entire grid, and its unit is MWs. It can also be described
by the equivalent inertia time constant of the whole grid H. In other words, H is the time
required for the kinetic energy stored in the rotors of grid-wide synchronous generators
to be released to zero at the constant active power equaling the total capacity of the grid-
wide synchronous generators in the unit of second. For the calculation of inertia and
the minimum inertia demand, there have been numerous pertinent discussions in the
literature [11–22] from the generating unit and system perspectives. In contrast to the
synchronous generator, where the inertia is constant, the inertia of the nonsynchronous-
machine source is dependent on its control system, and the amount of the inertia varies with
the change of the operating point of the nonsynchronous-machine source. Therefore, the
total inertia of the system changes with the operation state from the system’s perspective.
However, how to calculate the inertia support capability in the power system where
synchronous generators and nonsynchronous-machine sources coexist is an issue to be
solved.
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In the traditional power system dominated by synchronous generators, the primary
frequency regulation capability is typically described by the frequency deviation factor β [1–3],
which is related to the droops of the synchronous generator governors and the frequency sen-
sitivity coefficient of the active load of the whole grid. The unit of β is MW/(0.1 Hz). However,
in the power system where synchronous generators and nonsynchronous-machine sources
coexist, how to account for the primary frequency regulation capability of the nonsynchronous-
machine sources is an urgent problem to be solved.

In this paper, the expressions and the calculation methods of the power grid strength
for the power system with high proportion nonsynchronous-machine sources are ex-
amined, including the voltage support strength, the inertia support capability, and the
primary frequency regulation capability. The rest of the paper is organized as follows.
Section 2 discusses the classification and description of the external characteristics of
the nonsynchronous-machine sources; Section 3 describes the operating states and their
corresponding equivalent circuits for the nonsynchronous-machine sources. Section 4
addresses the definition and calculation method of the voltage support strength at any
point in the power grid. Section 5 explores the new meaning of the single-infeed SCR
and the multi-infeed SCR. Section 6 addresses the definition and calculation method of
the frequency support strength in the power system where synchronous generators and
nonsynchronous-machine sources coexist. Finally, Section 7 draws on the conclusion.

2. Classification and Description of the External Characteristics of
Nonsynchronous-Machine Sources

The typical structure of nonsynchronous-machine sources is shown in Figure 1 [23].
In Figure 1, Udc and idc represent the DC voltage and DC current of the voltage source
converter (VSC), respectively; uv and us represent the valve-side voltage and the grid-side
AC bus voltage of the VSC respectively; Ps and Qs represent the active power and the
reactive power input to the AC grid respectively. On the whole, nonsynchronous-machine
sources can be categorized as either grid-forming or grid-following sources [24–31]. The
external characteristic of the grid-forming source is an adjustable voltage source, and when
its active power is adjustable in a wide range, it can serve as a support source of a passive
grid. The external characteristic of the grid-following source is an adjustable current source,
and the grid-following source must be connected to the active power grid.

VSC

dcU

vu us

Active or Passive
AC Grid

Link 
Transformerdci

P jQ+s s

PCC

Figure 1. Typical structure of nonsynchronous-machine sources.

2.1. Classification and Controller Structure of Grid-Forming Nonsynchronous-Machine Sources

The grid-forming nonsynchronous-machine sources can be further subdivided into
two types according to their active power adjustable capability. The first type is referred
to as the Vθ type grid-forming nonsynchronous-machine source, and the second type is
referred to as the PV-type grid-forming nonsynchronous-machine source.

2.1.1. Vθ Type Grid-Forming Nonsynchronous-Machine Source

The Vθ type grid-forming nonsynchronous-machine source is characterized by main-
taining the amplitude Usm and frequency f of the AC bus voltage at the reference values.
For the typical structure of the nonsynchronous-machine sources depicted in Figure 1, the
prerequisite for becoming a Vθ type grid-forming nonsynchronous-machine source is that
Udc remains essentially constant when the active power output by the VSC to the AC grid
varies substantially. Moreover, maintaining a constant Udc is the duty of the external circuit
connecting to the DC side of the VSC, not the VSC itself. If the external characteristic of the
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Vθ type grid-forming nonsynchronous-machine source is seen from the PCC of the AC grid,
it is just analogous to the slack bus in the power flow calculation. In other words, it plays
a role in voltage support and power balance in the AC grid. As depicted in Figure 2, the
general structure of the controller of the Vθ type grid-forming nonsynchronous-machine
source is a three-loop controller. The outermost controller loop is the V/f generator, which
determines the reference values of the voltage amplitude U∗

sm and frequency f * of the AC
bus voltage us, based on the operating conditions of the DC side of VSC, VSC itself, and
the AC grid. The rest dual-loop controller consists of the typical inner and outer loop
controllers, where the control principles are mature [32–34] and will not be described here.
The inner and outer loop controllers in Figure 2 operate according to U∗

sm and the phase
angle reference value θ*; and both the d-axis and q-axis current reference values i∗vd and
i∗vq are subjected to the current limiters to prevent the VSC from overcurrent. Besides, u∗

vd
and u∗

vq represent the d-axis and q-axis voltage reference values output by the inner loop
current controller, respectively.

VSC

U

uv
us

active or passive 
AC grid

link 
transformer

kept constant by 
external circuit

V/f
generator

*
smU

f
1/sOuter loop 

AC voltage 
controller

limiter

limiter

i*
vd

i*
vq

Inner loop 
current 

controller

u*
vd

u*
vq

dq
abc

*θ

PWM
{Conventional inner and 

outer loop controller

Three loop controller

*θ
measurement

PCC

vi

measurement

Figure 2. Three-loop controller diagram of the Vθ type grid-forming nonsynchronous-
machine source.

2.1.2. PV Type Grid-Forming Nonsynchronous-Machine Sources

The PV-type grid-forming nonsynchronous-machine source is characterized by main-
taining Usm at U∗

sm and adjusting the phase angle θ to maintain Udc at its reference value
U∗

dc. The PV-type grid-forming nonsynchronous-machine source corresponds to the pho-
tovoltaic units or wind turbines. The following contents use the photovoltaic unit as an
illustration of the characteristics of the PV-type grid-forming nonsynchronous-machine
source. Assume that the nonsynchronous-machine source shown in Figure 1 is a photo-
voltaic unit. Under the Maximum Power Point Tracking (MPPT) control condition [35], the
reference value U∗

dc of Udc is determined by the requirement of the MPPT control; and if
the condition of Udc equaling U∗

dc is reached, the phase angle θ is set down, and the output
active power Ps of VSC is equal to the maximum generating power of the photovoltaic
unit. That is, the PV-type grid-forming nonsynchronous-machine source can maintain its
AC bus voltage amplitude at its reference value and set down its AC bus voltage phase
angle θ according to the value of Ps. However, Ps is changing continuously and equaling
the maximum generating power of the photovoltaic unit. Note that the fundamental dif-
ference between the PV-type grid-forming nonsynchronous-machine source and Vθ type
grid-forming nonsynchronous-machine source is whether it can be used as an independent
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support source for the passive power grid. The PV-type grid-forming nonsynchronous-
machine source can only operate when connected to the active power grid. If the external
characteristic of the PV-type grid-forming nonsynchronous-machine source is seen from
the PCC of the AC grid, it is analogous to the PV bus in the power flow calculation. In
other words, it supports voltage and outputting determinate active power in the grid. As
depicted in Figure 3, the general structure of the controller of the PV-type grid-forming
nonsynchronous-machine source is also a three-loop controller. The outermost controller
loop is the V/θ generator, which determines θ* by maintaining Udc at U∗

dc, and determines
U∗

sm based on the operating conditions of the AC grid. The rest dual-loop controller is the
same as that in Figure 2.
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{
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Figure 3. Three-loop controller diagram of the PV type grid-forming nonsynchronous-
machine source.

2.2. Classification and Controller Structure of Grid-Following Nonsynchronous-Machine Sources

According to whether the grid-following nonsynchronous-machine sources are capable of
supporting the AC bus voltage, they can be further subdivided into two types: the PV type grid-
following nonsynchronous-machine source and the PQ type grid-following nonsynchronous-
machine source. The fundamental difference between the grid-following nonsynchronous-
machine sources and the grid-forming nonsynchronous-machine sources is whether the phase-
locked loop (PLL) is adopted to keep synchronization with the grid [36–41]. Therefore, the
grid-following nonsynchronous-machine sources can only operate when connected to the
active power grid.

2.2.1. PV Type Grid-Following Nonsynchronous-Machine Sources

The first type of grid-following nonsynchronous-machine source is referred to as the
PV type grid-following nonsynchronous-machine source, where the grid synchronization
θ is obtained by PLL. The purpose of reactive power control is to maintain Usm at U∗

sm,
while the objective of active power control is to maintain Udc and Ps at their respective
reference values U∗

dc and P∗
s . If the external characteristic of the PV-type grid-following

nonsynchronous-machine source is seen from the PCC of the AC grid, it is analogous
to the PV bus in the power flow calculation. In other words, it plays the role of sup-
porting voltage and outputting determinate active power in the grid. The difference

73



Energies 2023, 16, 1842

between the PV-type grid-following nonsynchronous-machine source and the PV-type
grid-forming nonsynchronous-machine source is only the control strategy, so the same
photovoltaic unit or wind turbine can be constructed as either a PV-type grid-following
nonsynchronous-machine source or a PV type grid-forming nonsynchronous-machine
source. As depicted in Figure 4, the general structure of the controller of the PV-type grid-
following nonsynchronous-machine source is also a three-loop controller. The outermost
controller loop is the P/V generator, which determines P∗

s and U∗
sm based on the operating

conditions of the DC side of the VSC and the AC grid. The rest dual-loop controller consists
of the typical inner and outer loop controllers, which are very mature and widely accepted.
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Figure 4. Three-loop controller diagram of the PV type grid-following nonsynchronous-
machine source.

2.2.2. PQ Type Grid-Following Nonsynchronous-Machine Sources

The second type of grid-following nonsynchronous-machine source is referred to as the
PQ-type grid-following nonsynchronous-machine source, where the control strategy is the
same as that of the PV-type grid-following nonsynchronous-machine source. The difference
is only in the purpose of the reactive power control. The purpose of the reactive power
control of the PQ-type grid-following nonsynchronous-machine source is to maintain the
VSC output reactive power Qs at its reference value Q∗

s . If the external characteristic of
the PQ-type grid-following nonsynchronous-machine source is seen from the PCC of the
AC grid, it is analogous to the PQ bus in the power flow calculation and injects active and
reactive power to the grid. As depicted in Figure 5, the general structure of the controller of
the PQ-type grid-following nonsynchronous-machine source is also a three-loop controller.
The outermost controller loop is the P/Q generator, which determines P∗

s and Q∗
s based

on the operating conditions of the DC side of VSC and the AC grid. The rest dual-loop
controller is similar to that in Figure 4.
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Figure 5. Three loop controller diagram of the PQ type grid-following nonsynchronous-
machine source.

3. Operating State and External Characteristic Equivalent Circuits of
Nonsynchronous-Machine Sources

For the four types of nonsynchronous-machine sources described in Section 2, if
the three-loop controller shown in Figures 2–5 is used, the outermost loop controller
determines the synchronization signal θ* or the active power reference value (P∗

s or U∗
dc)

and the reactive power reference value (Q∗
s or U∗

sm). The actual control objective is then
accomplished by the conventional inner and outer loop controllers, and the final control
block adopts the inner loop current controller with direct current control [32–34]. Because
of the limiters of i∗vd and i∗vq in the inner loop current controller, once the limiter is activated,
the nonsynchronous-machine source enters the current saturation state; and the output
of the inner loop current controller can no longer achieve the outer loop controller’s
predetermined control target. Thus, the external characteristic of the nonsynchronous-
machine source depends on whether the inner loop current controller operates in the
limiter state. Clearly, the voltage amplitude at the PCC is the primary cause for the inner
loop current controller entering the limiter state. Based on the voltage drop range of
the PCC, the operating states of the nonsynchronous-machine sources can be classified
into two types: the normal state and the fault state. Under the normal state, the voltage
of the PCC is close to the rated value, and i∗vd and i∗vq will not exceed the limit values,
allowing the nonsynchronous-machine sources to reach the predetermined control target.
Under the fault state, the voltage drop of the PCC is relatively large, forcing i∗vd and i∗vq
equalling the current limit values. That is, the nonsynchronous-machine source enters
the current saturation state and is unable to attain the predetermined control target. The
following describes the external characteristic equivalent circuits of the aforementioned
four nonsynchronous-machine source types under their normal and fault states.

3.1. External Characteristic Equivalent Circuits of Nonsynchronous-Machine Sources under the
Normal State

Under the normal state, a Vθ type grid-forming nonsynchronous-machine source
can be equivalent to a voltage source with the constant voltage amplitude and frequency
connected to the PCC as viewed from the AC grid.
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Under the normal state, a PV-type grid-forming or grid-following nonsynchronous-
machine source can be equivalent to a voltage source with the constant voltage amplitude
and phase angle connected to the PCC.

Under the normal state, a PQ-type grid-following nonsynchronous-machine source
can be equivalent to a current source with a constant current amplitude and phase angle.

3.2. External Characteristic Equivalent Circuits of Nonsynchronous-Machine Sources under the
Fault State

Under the fault state, i∗vd and i∗vq equal to the current limit values, the nonsynchronous-
machine source enters the current saturation state. Therefore, the nonsynchronous-machine
source can be equivalent to a current source with a constant current amplitude and phase
angle.

4. Definition and Calculation of Voltage Support Strength at Any Point in the Grid

4.1. Relationship between Thevenin Equivalent Impedance and SCR at Any Bus in the Grid

When exploring the voltage support strength of the power grid, the positive-sequence
AC power grid operating at the fundamental frequency is the objective of the investigation.
Then, based on the Thevenin equivalence theorem [42,43], when viewed from any bus SYS
in the grid, the entire grid can be represented by a Thevenin equivalent circuit, as illustrated
in Figure 6. The Thevenin equivalent circuit is composed of the Thevenin equivalent
electromotive force Eth = Eth∠θth and the Thevenin equivalent impedance Zth = Zth∠ϕth
connected in series. (Note that this paper represents the complex number with a line at
the bottom of the variable). When the device is not connected to the grid, Eth equals the
no-load voltage at SYS Usys0 = Usys0∠θsys0. Zth equals the equivalent impedance when all
the independent sources in the fundamental-frequency positive-sequence grid are set to
zero, as seen from SYS to the grid.

SYS

Usys0

Device
 to be 

connecte
d

Zth SYS

E U=th sys0
UsysLook into Zdevice

(a) (b)

Fundamental 
positive

 sequence 
network

Look into

Figure 6. Thevenin equivalence principle of a power grid: (a) before the device is connected to the
grid; (b) after the device is connected to the grid.

The following discussion assumes that when the device is not connected to the grid,
the magnitude of the no-load voltage at SYS Usys0 is equal to the rated voltage UN.

Thus, according to Figure 6b, the short-circuit capacity Ssc at SYS can be calculated as
follows:

Ssc =
E2

th
Zth

=
U2

sys0

Zth
=

U2
N

Zth
(1)

If the impedance of the connected device is Zdevice = Zdevice∠ϕdevice, the capacity of
the connected device at the rated voltage Sdevice is calculated as (2).

Sdevice =
U2

N
Zdevice

(2)

Then, the short circuit ratio λSCR of bus SYS corresponding to Zdevice is:

λSCR =
Ssc

Sdevice
=

U2
N

Zth
· Zdevice

U2
N

=
Zdevice

Zth
(3)
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Next, we investigate how the device voltage, namely the voltage of bus SYS
Usys = Usys∠θsys, changes after the device is connected to the grid.

According to Figure 6b,

Usys = Zdevice
Zdevice+Zth

Usys0

= λSCR∠(ϕdevice−ϕth)
1+λSCR∠(ϕdevice−ϕth)

Usys0∠θsys0

(4)

According to (4), after the Zdevice is connected to the grid, the magnitude of the device
voltage Usys changes with λSCR, ϕdevice, and ϕth. Considering a typical case, the Thevenin
equivalent impedance of the grid is purely inductive, while the equivalent impedance of
the connected device is purely resistive, namely, ϕth = 90◦ and ϕdevice = 0◦, respectively.
Under such circumstances, the expression of Usys can be simplified to (5).

Usys =
λSCR√

1 + λ2
SCR

Usys0 =
λSCR√

1 + λ2
SCR

UN (5)

Based on (5), if λSCR >> 1, Usys ≈ UN. Otherwise, Usys is always less than UN. The
variation characteristic of Usys with λSCR is shown in Figure 7. When λSCR = 5, Usys = 0.98UN;
when λSCR = 3, Usys = 0.95UN; and when λSCR = 1, Usys = 0.71UN. Consequently, it is
commonly believed that when SCR is larger than 3, then SYS is a strong bus, as the voltage
drop after being loaded is less than 5% of the rated voltage.
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Figure 7. Variation of device voltage with the short-circuit ratio.

4.2. Definition of Voltage Support Strength of Any Bus in the Grid

Inspired by the concept of infinite power source, the voltage support strength of any
bus in the grid is defined as the ability to maintain the voltage magnitude close to the
no-load voltage. It is described by Usys/Usys0, which is called the voltage stiffness Kvtg.
Then according to (4),

Kvtg =
Usys
Usys0

=
∣∣∣ Zdevice

Zth+Zdevice

∣∣∣
=

∣∣∣ λSCR∠(ϕdevice−ϕth)
1+λSCR∠(ϕdevice−ϕth)

∣∣∣ (6)

Obviously, the range of Kvtg is [0, 1]. When Zth is zero, Kvtg is equal to 1; and when
Zth is infinity, Kvtg equals zero.

Comparing Kvtg to λSCR, Kvtg provides more grid information than λSCR. λSCR reflects
only the magnitude of Zth and Zdevice, but not their phase angles. In addition, the range
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of λSCR is [0, ∞], while the range of Kvtg is [0, 1]. Figure 7 can also be regarded as the
relationship between short circuit ratio and voltage stiffness under a specific condition.

4.3. Definition of Voltage Support Strength of Any Bus in the Grid

According to (6), Kvtg is uniquely determined by Zth and Zdevice. Due to the known
impedance of the connected device Zdevice, the calculation of Kvtg is equivalent to the
calculation of Zth.

The external characteristic equivalent circuit of a nonsynchronous-machine source is
closely related to its operating states, as determined by the analysis in Section 2. Conse-
quently, the calculation of Zth at any bus in the grid is closely related to the operating states
of the nonsynchronous-machine source. Therefore, each nonsynchronous-machine source
must be calculated by the equivalent circuit under the corresponding state.

In accordance with the calculation principle of the Thevenin equivalence impedance
Zth, each independent source in the fundamental-frequency positive-sequence grid is set
to zero. This indicates that a branch represents the voltage source is replaced with a short
circuit to the ground, and the current source is represented by a branch with an open circuit
to the ground. Thus, when calculating Zth, the synchronous generator is represented by
the impedance branch to ground, and the impedance value is typically set to the transient
reactance. However, the branch adopted by the nonsynchronous-machine source depends
on its operating states.

When the nonsynchronous-machine sources are under the normal states, the Vθ type
grid-forming nonsynchronous-machine source, the PV type grid-forming nonsynchronous-
machine source, and the PV type grid-following nonsynchronous-machine source can be
represented by branches with short circuits to the ground at their PCCs. In contrast, the
PQ-type grid-following nonsynchronous-machine source is represented by the branch with
an open circuit to ground at the PCC. When the nonsynchronous-machine sources are
under the fault states, all four types are represented by branches with open circuits to
ground at their PCCs.

During the actual calculation, due to different fault locations, the voltage drop degree
of each bus in the power grid is different. This indicates that for the same fault, the
operating state of the different nonsynchronous-machine sources may be different, with
some under the fault states and others under the normal states. Therefore, Zth changes
with different fault locations in principle. To simplify the analysis, two types of equivalent
impedance are defined for any bus in the grid, which is of great significance. The first is
called the normal-state Thevenin equivalent impedance Zth,nom, and the second is called
the fault-state Thevenin equivalent impedance Zth,flt. Thus, when calculating Zth,nom, it
is assumed that all the nonsynchronous-machine sources are under normal states. When
calculating Zth,flt, it is considered that all the nonsynchronous-machine sources are under
the fault states.

In addition, it must be pointed out that when the grid-forming nonsynchronous-
machine source does not adopt the conventional inner and outer loop controllers as shown
in Figures 2 and 3 but instead adopts the amplitude-phase angle controller without the
current inner loop control [44–46], the equivalent circuit of the nonsynchronous-machine
source under the fault state is roughly equivalent to the internal electromotive force in series
with the total current limiting impedance. The total current limiting impedance is composed
of the connected reactance and the virtual impedance, where the value is determined by
the controller structure of the nonsynchronous-machine source. The objective of current
limiting impedance is to prevent the output current of the nonsynchronous-machine source
from exceeding its overload current level under the fault state, which is typically 1.1 times
the rated current. Under such circumstances, the fault-state equivalent impedance of the
nonsynchronous-machine source is equal to the total current limiting impedance.
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4.4. Examples of Calculation of Voltage Stiffness and Short-Circuit Ratio

For the system with renewable energy and static synchronous compensator (STAT-
COM), as shown in Figure 8 [47], it is assumed that both wind turbines and photovoltaic
units adopt grid-following control. The impedance of the transmission line xLine is 40 Ω,
and its length is 100 km. The leakage reactance of the transformer uk is 10%, its ratio is
220 kV/500 kV, and its capacity is 300 MVA. xT represents the reactance of the transformer.
The transient reactance of the synchronous generator x′d is 10 Ω. The whole output active
power of renewable energy is 200 MW. Next, the voltage stiffness and short-circuit ratios
are calculated in the following when STATCOM is controlled by the constant AC voltage
amplitude control and the constant reactive power control, respectively.

PCC 220 kV220 kV 500 kV

x′dxTxLine

STATCOM

Esys

Figure 8. Schematic diagram of the system with new energy sources and STATCOM.

When the STATCOM adopts the constant AC voltage amplitude control and the
constant active power control, it is a PV-type grid-following nonsynchronous-machine
source. According to the rules stated in Section 3.1, the system’s Thevenin equivalent
circuits are depicted in Figure 9. For the PCC, the wind turbines and the photovoltaic units
are collectively regarded as connected devices. Firstly, the voltage stiffness and short circuit
ratio of the PCC are calculated when the STATCOM is in the normal state. The equivalent
circuit of the STATCOM is a constant voltage source. The independent voltage source is
represented by the branch with a short circuit to the ground when calculating the Thevenin
equivalent impedance. Therefore, as shown in Figure 9a, Zth,nom = xLine when seen from
the PCC to the AC system. Thus, Kvtg at the PCC is 0.858, whereas λSCR at the PCC is 6.05.

(a)

Zdevice

PCC Z x=th, nom Line

Eth
Look into

(b)

PCC Z x x x′= + +th, flt Line T d

Eth
Look into

Zdevice

Figure 9. Thevenin equivalent circuit of the system when STATCOM adopts the constant AC voltage
amplitude control and the constant active power control: (a) STATCOM is under the normal state;
(b) STATCOM is under the fault state.

Then, the voltage stiffness and short-circuit ratio of the PCC are calculated when an AC
fault occurs at the 500 kV network, which leads to a large drop in the Esys, and we assume
that the AC fault does not change x′d. At this time, due to the AC voltage drop, the STAT-
COM is under the fault state and operates under the current saturation state. The equivalent
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circuit of the STATCOM is a constant current source. When calculating the Thevenin equiv-
alent impedance, the independent current source is represented by the branch with an open
circuit to the ground. Therefore, as shown in Figure 9b, Zth, flt = xLine + xT + x′d. Therefore,
Kvtg at the PCC is 0.806, whereas λSCR at the PCC is 4.167.

When the STATCOM adopts the constant reactive power control and the constant
active power control, the system’s Thevenin equivalent circuits are depicted in Figure 10.
In both scenarios, the equivalent circuit of the STATCOM is a constant current source.
When calculating the Thevenin equivalent impedance, the independent current source
is represented by the branch with an open circuit to the ground. Therefore, as shown in
Figure 10a,b, Zth,nom = Zth, flt = xLine + xT + x′d. Therefore, Kvtg at the PCC is 0.806, whereas
λSCR at the PCC is 4.167.

(a)

Zdevice

PCC

Eth
Look into

(b)

PCC
Z x x x′= + +th, flt Line T d

Eth
Look into

Zdevice

Z x x x′= + +th, nom Line T d

Figure 10. Thevenin equivalent circuit of the system when STATCOM adopts the constant reactive
power control and the constant active power control: (a) STATCOM is under the normal state;
(b) STATCOM is under the fault state.

5. New Exploration of Single infeed SCR and Multi-Infeed SCR

The concept of short circuit ratio has been used in the early development stage of
HVDC transmission. In 1992 and 1997, the CIGRE working group on AC/DC interaction
and the IEEE working group on the interaction between DC transmission systems and AC
systems with low SCR jointly published research reports [4–6] and provided a compre-
hensive and in-depth description of SCR, which has led to its widespread recognition and
application in the field of HVDC transmission [48–52].

The concept of single-infeed SCR proposed by CIGRE and IEEE joint Working Group
in 1992 was defined based on the short circuit capacity [4]. When there are only synchronous
generators in the power grid, the SCR defined based on short circuit capacity is completely
consistent with the SCR defined by the Thevenin equivalent impedance, as the short circuit
current of the synchronous generator is entirely determined by its impedance, without any
current limiters. However, the SCR based on the short circuit capacity definition and the
SCR based on the Thevenin equivalent impedance definition is fundamentally different
for the nonsynchronous-machine source. Due to overcurrent limiters, it is useless to
describe SCR with the short circuit capacity for nonsynchronous-machine sources. In other
words, for nonsynchronous-machine sources, the short circuit capacity cannot characterize
the ability of a bus to maintain its loaded voltage close to its no-load voltage. When
nonsynchronous-machine sources exist, it is more appropriate to define the SCR by the
following expression.

λSCR =
Zdevice

Zth
(7)

Due to the uniform treatment of the synchronous generators and the nonsynchronous-
machine sources in this definition, the application of the SCR can be extended to the power
grid where synchronous generators and nonsynchronous-machine sources coexist.

In 2007, the CIGRE multiple DC infeed working group [53,54] introduced the notion
of effective short circuit ratio (ESCR) to describe the voltage support strength of multiple
DC infeed systems. Here we will give a new exploration of the voltage support strength
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of multiple DC infeed AC systems. The following example of the double DC infeed AC
system demonstrates the new exploration.

The investigated double DC infeed AC system is shown in Figure 11a. In accordance
with the Thevenin equivalence concept of the two-port network [55], Figure 11b depicts
the equivalent circuit of the double DC infeed AC system. In Figure 9, the infeed bus of
the double DC lines is represented by i and j, respectively, and Uio and Ujo represent the
voltage phasors (i.e., no-load voltages) when the double DC lines are not connected to
the power grid. Zii, Zjj, and Zij are the equivalent impedances of the two-port Thevenin
equivalent circuit for the fundamental-frequency positive-sequence AC grid. ZDCi and
ZDCj are the equivalent impedances of the double DC lines in their rated operating states.

ioU
jjZ

ioU

ijZ

i

j joU

iiZ

joU

jZ iZ

iU

jU

(a) (b)

Fundamental 
positive

 sequence 
network

Figure 11. Schematic diagram of a double DC infeed system: (a) the original structure of the double
DC infeed system; (b) the Thevenin equivalent circuit of the double DC infeed system.

Consider the DC line i as an example. Firstly, the Thevenin equivalent electromotive
force Eth and the Thevenin equivalent impedance Zth, seen from bus i to the grid when DC
line j is not connected, are studied. Then the Thevenin equivalent electromotive force Em

th
and the Thevenin equivalent impedance Zm

th are examined when the DC line j is connected
to the grid. The superscript “m” here represents the multiple DC infeed.

In the single DC infeed condition, that is, when the DC line j is not connected, the ZDCj
branch in Figure 9b is an open circuit, and Eth and Zth are calculated as (8).{

Eth = Uio
Zth = Zij + Zii

(8)

In the multiple DC infeed condition, that is, when DC line j is connected, Em
th and Zm

th
are calculated as (9). ⎧⎪⎨⎪⎩

Em
th = Um

io = Uio +
Zij

Zij+Zjj+ZDCj
Ujo

Zm
th = Zii +

Zij(Zjj+ZDCj)

Zij+Zjj+ZDCj

(9)

The ratios of the Thevenin equivalent electromotive forces and the Thevenin equivalent
impedances in the two conditions are shown in (10).⎧⎪⎨⎪⎩

Em
th

Eth
=

Um
io

Uio
= 1 +

Zij
Zij+Zjj+ZDCj

· Ujo
Uio

Zm
th

Zth
= Zii

Zij+Zii
+

Zij
Zij+Zii

· Zjj+ZDCj
Zij+Zjj+ZDCj

(10)

For the actual power grid parameters and operating states, the Thevenin equivalent
electromotive force changes greatly in the two conditions, while the Thevenin equivalent
impedance changes only slightly. Usually,

Rm
eth =

Em
th

Eth
=

Um
io

Uio
=

∣∣∣∣∣1 + Zij

Zij + Zjj + ZDCj
· Ujo

Uio

∣∣∣∣∣ ≤ 1 (11)

81



Energies 2023, 16, 1842

Rm
zth =

Zm
th

Zth
=

Zii
Zij + Zii

+
Zij

Zij + Zii
· Zjj + ZDCj

Zij + Zjj + ZDCj
≈ 1 (12)

λm
SCR =

ZDCi
Zm

th
≈ ZDCi

Zth
= λSCR (13)

Km
vtg =

Um
i

Uio
=

1
Uio

∣∣∣∣ Em
th · ZDCi

Zm
th + ZDCi

∣∣∣∣ ≈ Em
th

Uio
·
∣∣∣∣ ZDCi
Zth + ZDCi

∣∣∣∣ = Rm
ethKvtg (14)

in (11)–(14), Rm
eth is the ratio of the Thevenin equivalent electromotive forces seen from

bus i to the AC grid in the multiple DC infeed condition and in the single DC infeed
condition, which is called the multiple DC infeed no-load voltage drop factor. Uio is the
no-load voltage phasor of bus i in the single DC infeed condition and Um

io is the no-load
voltage phasor of bus i in the multiple DC infeed condition. Rm

zth is the ratio of the Thevenin
equivalent impedances seen from bus i to the AC grid in the multiple DC infeed condition
and the single DC infeed condition. λSCR is the SCR of DC line i in the single DC infeed
condition and λm

SCR is the SCR of DC line i in the multiple DC infeed condition. Kvtg is
the voltage stiffness of DC line i in the single DC infeed condition and Km

vtg is the voltage
stiffness of DC line i in the multiple DC infeed condition.

As shown in (13), it is insufficient to use the SCR index to characterize the voltage sup-
port strength in the multiple DC infeed condition because the values of SCR in single and
multiple DC infeed conditions change slightly. However, it is of greater index significance
to use voltage stiffness to characterize the voltage support strength in the multiple DC in-
feed condition because Km

vtg can reflect the change in the Thevenin equivalent electromotive
force in the multiple DC infeed condition and Km

vtg is equal to Kvtg multiplied by Rm
eth in the

multiple DC infeed condition.
It is meaningful to compare Km

vtg with the multiple DC infeed ESCR proposed by the
CIGRE working group [53,54]. It can be found that the multiple DC infeed ESCR cannot
directly reflect the drop in the no-load voltage due to multiple DC infeed and does not
convey the physical substance of the reduction in voltage support strength in the multiple
DC infeed scenario. ESCR, as a voltage support strength index, is difficult to create a unified
numerical criterion in practice.

If the DC infeed shown in Figure 9 is generalized by a PQ-type grid-following
nonsynchronous-machine source, such as a conventional PQ-type grid-following wind
farm or photovoltaic station, the voltage support strength of the AC power grid can also
use Km

vtg as an index.

6. Definition and Calculation Method of Frequency Support Strength in the New Type
Power System

The frequency support strength has two manifestations: the inertia support capabil-
ity and the primary frequency regulation capability. The synchronous generator has both
inertia support capability and primary frequency regulation capability. The inertia of the
synchronous generator is independent of its operating point and is a constant value [1–3].
The primary frequency regulation capability of the synchronous generator is closely related
to its operating point and the droop of its governor. The load possesses a small amount of
inertia support and frequency regulation effect. Different from the synchronous generator, the
inertia support capability and primary frequency regulation capability of the nonsynchronous-
machine source are entirely determined by its control modes and output power margin. The
nonsynchronous-machine source in the early stage is usually controlled by MPPT, and its out-
put power is decoupled from the frequency of the power grid. Under such circumstances, the
nonsynchronous-machine source has no support for the frequency stability of the power grid.
With the increasing proportion of the nonsynchronous-machine source, the control strategy
of the nonsynchronous-machine source must be changed to couple its output power with
the grid frequency so as to have inertia support capability and primary frequency regulation
capability.
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The inertia support and primary frequency regulation capabilities of the power grid
can be characterized by the dynamic response curve after a large disturbance [56,57], as
shown in Figure 12, in which the actual frequency dynamic response curve is represented
by segmented polylines. Line Section 1 represents the inertia response period, while line
Sections 2 and 3 represent the inertia response and primary frequency regulation joint
action period. Line Section 4 represents the primary frequency regulation period. Based
on the frequency dynamic response curve, three parameters are usually used to describe
the inertia support and the primary frequency regulation capability of the power grid. The
first parameter is the initial rate of change of frequency (RoCoF) of a disturbance, namely
the slope of the line Section 1. The second parameter is the highest or lowest frequency,
denoted by f zenith or f nadir, respectively. The third parameter is the steady-state frequency
deviation, denoted by Δf ∞.
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Figure 12. Frequency dynamic response curve describing inertia support and primary frequency
regulation capability: (a) in the overfrequency situation; (b) in the underfrequency situation.

6.1. Implementation of Inertia and Primary Frequency Regulation of
Nonsynchronous-Machine Sources

For the Vθ type grid-forming nonsynchronous-machine source shown in Figure 2, it
is the support source of the connected grid. Within the range of its current capacity, the
grid frequency is entirely determined by it and is unaffected by various grid disturbances.
Therefore, in the range of its current capacity, the inertia support provided by the Vθ

type grid-forming nonsynchronous-machine source is infinite. However, once it hits the
current limit as a result of the fault, the inertia support and primary frequency regulation
capabilities are no longer available.

For the PV-type grid-forming nonsynchronous-machine source shown in Figure 3,
the inertia support capability is determined by the outermost loop controller, namely the
V/θ generator, which usually adopts power synchronization control [57,58] or virtual
synchronous machine control [59–66]. It has been proved that power synchronization
control and virtual synchronous machine control are essentially consistent [67–69]; hence,
the distinction between the two is ignored in this article. After adopting the power synchro-
nization control, the V/θ generator is implemented in accordance with the Vθ decoupling
mode. The θ generator is the so-called power synchronization loop (PSL) [57,58], which
imitates the swing equation of the synchronous generator. The V generator is usually
implemented by a reactive power-voltage droop controller [34].

The principle of PSL is to mimic the nonsynchronous-machine source as a synchronous
generator, and the output of PSL is the rotor angle θ [34]. The swing equations of a
synchronous generator are:

2H
dΔω

dt
= Pm − Pe − DΔω (15)

dθ

dt
= ω · ω0 (16)
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where H is the inertia time constant of the generator (unit: s), which determines the inertia
support capability of the nonsynchronous-machine source. Δω = ω0 − ω is the generator
speed deviation. ω is the actual speed (per unit value), and ω0 is the rated speed (per unit
value). t represents the time, where the unit is s. Pm and Pe are the mechanical power and
electromagnetic power (in per unit value); D is the damping coefficient (in per unit value);
θ is the generator’s electrical rotor angle, where the unit is rad. By substituting the Pm of the
generator for the active power reference value P∗

s of the nonsynchronous-machine source
and Pe of the generator for the actual active power, Ps, of the nonsynchronous-machine
source, the control block diagram of PSL is illustrated in Figure 13 [34].

θ

Hs D+

ω

ω
1/s

abc/dq

P
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u i u i+1 5 1 2

PI

U

U
u

Figure 13. Power synchronization loop diagram of the PV-type grid-forming nonsynchronous-
machine source.

Notably, the PV-type grid-forming nonsynchronous-machine source achieves its pri-
mary frequency regulation by changing the reference value of the DC voltage U∗

dc. It must
have the ability to reduce power for frequency regulation but not necessarily have the
ability to increase power for frequency regulation. For example, the initial value of U∗

dc
corresponds to the maximum power output, but the frequency of the grid is too high, so the
active power output must be decreased. Consequently, the primary frequency regulation is
to make the nonsynchronous-machine source run away from the maximum power point
by changing the value of the U∗

dc so as to reduce the active output. Conversely, power
increase frequency regulation depends on whether the nonsynchronous-machine source
has sufficient power support.

The V generator usually adopts the reactive power-voltage droop control [34], and its
typical control strategy is shown as (17).

U∗
sm = U∗

sm0 + kp(Q∗
s − Qs) (17)

where U∗
sm is the reference value of the output voltage; U∗

sm0 is the base voltage; Q∗
s is the

reference value of the reactive power; Qs is the actual reactive power. Then, the diagram of
the V generator can be obtained in Figure 14.

k
U

Q

Q U

Figure 14. The V generator block diagram of the PV-type grid-forming nonsynchronous-machine
source.
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For the PV-type grid-following nonsynchronous-machine source in Figure 4, its inertia
support and primary frequency regulation capabilities are determined by the outermost
loop P/V generator. Still, the premise is that the nonsynchronous-machine source provides
adequate power reserve. The P/V generator is usually implemented in PV decoupling
mode, where the V generator is exactly the same as the V generator of the PV-type grid-
forming nonsynchronous-machine source. When the output power reference value P∗

s of
the P generator in the outermost loop in Figure 4 is decoupled from the grid frequency, the
nonsynchronous-machine source lacks inertia support and primary frequency regulation
capabilities. When P∗

s is proportional to the derivative of the power grid frequency, the
nonsynchronous-machine source has the inertia support capability. When P∗

s is related to
the frequency deviation of the power grid, the nonsynchronous-machine source has the
ability of primary frequency regulation.

When the nonsynchronous-machine source possesses both inertia support and primary
frequency regulation capabilities, the active power reference value generated by the P
generator is typically expressed as (18), where Ps0 is the constant power component; f 0 is
the rated frequency of the power grid; f is the actual frequency of the power grid; Mnon is
the equivalent inertial time constant of the nonsynchronous-machine source; and knon is
the proportional coefficient of the primary frequency regulation of the nonsynchronous-
machine source.

P∗
s = Ps0 + Mnon

d f
dt

+ knon( f0 − f ) (18)

For the PQ-type grid-following nonsynchronous-machine source in Figure 5, its inertia
support and primary frequency regulation capabilities are determined by the outermost
loop P/Q generator. Still, the premise is that the nonsynchronous-machine source provides
adequate power reserve. The P/Q generator is usually implemented separately according
to the PQ decoupling method, where the outermost P generator is the same as the PV-
type grid-following nonsynchronous-machine source. When the PQ-type grid-following
nonsynchronous-machine source has both inertia support and primary frequency regulation
capabilities, the active power reference value generated by the P generator is also typically
expressed as (18).

6.2. Definition and Calculation Method of the Inertia Support Strength of
Nonsynchronous-Machine Sources

The direct manifestation of inertia is the RoCoF. Specifically, the initial RoCoF under a
disturbance is exclusively associated with the inertia and the disturbance itself. Thus, the
calculation of inertia can be transformed into the calculation of the initial RoCoF.

For a specific power system, there is a maximum limit for RoCoF [56], such as limiting
the maximum RoCoF to 1 Hz/s, etc. The minimum inertia requirement is usually calculated
from the maximum limit value of the RoCoF and the anticipated maximum active power
disturbance. Different power grids have different standards regarding the maximum
anticipated active power disturbance. For instance, the maximum active power disturbance
specified by the European power grid is the loss of 3000 MW generation power [11], while
the maximum active disturbance specified by the Chinese power grid is generally the
bipolar blocking of a single maximum UHVDC transmission line [70,71].

In this paper, the Equivalent Inertia Lifting Factor (EILF) is utilized to characterize the
inertia support strength of the nonsynchronous-machine source. The derivation process is
as follows. Under the specified maximum active power disturbance, the initial RoCoF of a
node in the grid is (19) [12,16].

d fnode
dt

∣∣∣∣
t=0

= kconst
ΔPmax

Heq
(19)

where kconst is a constant related to the operation state of the system; Pmax is the unbalanced
power under the specified maximum active power disturbance; and Heq is the equivalent
inertial time constant of the system under the investigated operation state.
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For the investigated operation state of the system, we define d fnode
dt

∣∣∣0
t=0

to represent
d fnode

dt

∣∣∣
t=0

when all nonsynchronous-machine sources adopt the controllers without inertial
support abilities. The controllers without inertial support abilities can be realized by setting

H and Mnon to zero in Figure 10 and (18). Then we define d fnode
dt

∣∣∣1
t=0

to represent d fnode
dt

∣∣∣
t=0

when all nonsynchronous-machine sources adopt the controllers with inertial support
abilities. Then, the equivalent inertia lifting value contributed by the nonsynchronous-
machine sources with the inertial support controllers is defined as the Equivalent Inertia
Lifting Factor Hamp, as shown in (20).

Hamp =
H1

eq

H0
eq

=
d f
dt

∣∣∣∣0
t=0

/
d f
dt

∣∣∣∣1
t=0

(20)

In (20), H0
eq represents the equivalent inertia time constant of the whole power system

when all the nonsynchronous-machine sources are controlled without inertial support
abilities. H1

eq represents the equivalent inertia time constant of the whole power system
when all the nonsynchronous-machine sources are controlled with inertial support abilities.
Therefore, Hamp can represent the inertia support strength of the nonsynchronous-machine
sources. According to (20), Hamp is suitable for digital simulation calculations, and the

initial d fnode
dt

∣∣∣
t=0

of a disturbance can be obtained by numerical differentiation. In addition,
the grid nodes for evaluating the inertia support strength should be chosen based on the
actual situation of the grid, and multiple nodes can be chosen simultaneously. Generally,
the power grid regions with an insufficient number of synchronous generators are chosen
because their RoCoFs are usually the largest; that is, their inertia support strength is the
weakest.

6.3. Definition and Calculation Method of the Primary Frequency Regulation Capability of
Nonsynchronous-Machine Sources

The primary frequency regulation capability can be represented by the frequency
deviation factor [2,72]. In the new type of power system, the frequency deviation factor β
can be defined as (21).

β =
1

Rgen
+ Dload + Knon (21)

where Rgen is the equivalent droop of all synchronous generator governors, where the unit
is Hz/MW; Knon is the equivalent frequency regulation coefficient of all nonsynchronous-
machine sources, where the unit is MW/Hz; Dload is the frequency regulation coefficient of
the system active power load, and its unit is MW/Hz. The common unit of β is MW/0.1 Hz.

β represents the relationship between the active power disturbance ΔP and the steady-
state frequency deviation Δf ∞, as shown in (22).

Δ f∞ =
ΔP
β

(22)

Imitating the definition of inertia support strength, the steady-state frequency de-
viation decreasing factor Rdeltf is adopted to describe the primary frequency regulation
capability of the nonsynchronous-machine sources in this paper. Rdeltf is defined as (23).

Rdeltf =
Δ f 1

∞
Δ f 0

∞
=

β0

β1 (23)

where Δ f 0
∞ and β0 are the steady-state frequency deviation and the frequency deviation

factor when all the nonsynchronous-machine sources are controlled without primary
frequency regulation abilities. Δ f 1

∞ and β1 are the steady-state frequency deviation and
frequency deviation factors when all the nonsynchronous-machine sources are controlled
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with primary frequency regulation abilities. Therefore, Rdeltf can represent the primary
frequency regulation capabilities of the nonsynchronous-machine sources. According to
(23), Rdeltf can be calculated easily using digital simulation. It is worth noting that the
selected frequency monitoring point impacts both Hamp and Rdeltf because the frequency
of different nodes in the network varies during the transient process.

6.4. Simulation Validation

A modified IEEE 39-mode test system, as represented in Figure 15, is built to as-
sess the efficacy of the suggested frequency support strength indices. The installed ca-
pacity of the synchronous generator sources is 7600 MW, while the installed capacity
of the nonsynchronous-machine sources is 2072 MW. The average inertia of the syn-
chronous generator sources is 4.55, and the rotational reserve rate is 10%. In Figure 15, the
nonsynchronous-machine sources are connected to buses 4, 18, and 21 accordingly.

Figure 15. Modified IEEE 39-node test system.

The following two scenarios are considered to calculate the equivalent inertia lifting
factor and the steady-state frequency deviation decreasing factor. Firstly, when all the
nonsynchronous-machine sources adopt the constant active power control and the con-
stant reactive power control, they have no frequency support abilities. The RoCoF and the
steady-state frequency deviation can be obtained by the simulation. As shown in Figure 16,
d fnode

dt

∣∣∣0
t=0

= 0.303 Hz/s, and Δ f 0
∞ = −0.136 Hz. Then, when all the nonsynchronous-

machine sources adopt the PSL control and the constant reactive power control, they have both
inertia support and primary frequency regulation. Mnon of all the nonsynchronous-machine

sources is set to 6.8, and knon is set to 30. As shown in Figure 16, d fnode
dt

∣∣∣1
t=0

= 0.214 Hz/s, and

Δ f 1
∞ = −0.096 Hz. Therefore, Hamp is 1.416, and Rdeltf is 0.706.
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Figure 16. Frequency characteristic curves when all the nonsynchronous-machine sources are con-
trolled with and without frequency support abilities, respectively.

7. Conclusions

The fundamental characteristic of the new type of power system is that the dominant
sources have shifted from traditional synchronous generators to nonsynchronous-machine
sources. Accordingly, the definitions and calculation methods of power grid strength must
be revised. This paper has investigated these challenges, and the key conclusions are given
below.

(1) Nonsynchronous-machine sources can be categorized into four types at the macro
level: Vθ type grid-forming, PV-type grid-forming, PV-type grid-following, and
PQ-type grid-following.

(2) The external characteristics of nonsynchronous-machine sources are closely related
to their operating states. Once they reach the current saturation state, their control
objectives cannot be realized.

(3) The classical SCR index can be defined by the Thevenin equivalent impedance of the
power grid and the equivalent impedance of the connected device. This definition
is more suitable for describing the effect of nonsynchronous-machine sources on the
voltage support strength.

(4) The voltage stiffness index Kvtg presented in this paper reflects more comprehensive
information than SCR since it considers the respective impedance angles of both
the Thevenin equivalent impedance and the equivalent impedance of the connected
device.

(5) The physical significance of the multiple DC infeed SCR is further clarified by the
multi-port Thevenin equivalent circuit, where the essence is that when multiple nodes
in the grid simultaneously connect loads, the voltage drop on each node is larger than
when a single node connects a load alone.

(6) The inertia support capability of nonsynchronous-machine sources can be described
by the equivalent inertia lifting factor, while the primary frequency regulation ca-
pability of nonsynchronous-machine sources can be described by the steady-state
frequency deviation decreasing factor.
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Abstract: Many repeated manual feature adjustments and much heuristic parameter tuning are
required during the debugging of machine learning (ML)-based transient stability assessment (TSA)
of power systems. Furthermore, the results produced by ML-based TSA are often not explainable.
This paper handles both the automation and interpretability issues of ML-based TSA. An auto-
mated machine learning (AutoML) scheme is proposed which consists of auto-feature selection,
CatBoost, Bayesian optimization, and performance evaluation. CatBoost, as a new ensemble ML
method, is implemented to achieve fast, scalable, and high performance for online TSA. To enable
faster deployment and reduce the heavy dependence on human expertise, auto-feature selection
and Bayesian optimization, respectively, are introduced to automatically determine the best input
features and optimal hyperparameters. Furthermore, to help operators understand the prediction of
stable/unstable TSA, an interpretability analysis based on the Shapley additive explanation (SHAP),
is embedded into both offline and online phases of the AutoML framework. Test results on IEEE
39-bus system, IEEE 118-bus system, and a practical large-scale power system, demonstrate that the
proposed approach achieves more accurate and certain appropriate trust solutions while saving a
substantial amount of time in comparison to other methods.

Keywords: transient stability; automated machine learning; interpretability; Bayesian optimization;
SHAP; CatBoost; PMU

1. Introduction

With the ever-increasing penetration of uncertain renewable generation and bulk
HVDC infeed into power systems, a considerable number of coal-fired synchronous gener-
ation units are being displaced [1]. The dynamic characteristics of modern hybrid AC/DC
power systems become increasingly complicated, which have imposed unprecedented
challenges on transient stability assessment (TSA) in power system planning and operation.
A reduction in system inertia and insufficient dynamic grid support are the main factors
that could negatively affect the transient response of power systems [2]. The transient
stability of power systems is deteriorated by the integration of large amounts of uncertain
and intermittent renewable generation [3].

Currently, commonly used TSA tools rely on analytical model-based methods, such as
time-domain simulation (TDS) and direct methods [4]. TDS describes the transient response
of a power system with a set of high-dimensional nonlinear differential-algebraic equations,
and uses numerical integration methods to solve them. TDS is often considered the most
accurate method available for TSA. However, the intensively computational burden for
massive operation scenarios and credible contingencies make it intractable for online
applications. From the energy point of view, direct methods evaluate transient stability via
transient energy function (TEF) [5], extended equal area criterion (EEAC) [6,7], trajectory
analysis [8,9], etc. However, due to the model simplifications required, direct methods
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have major drawbacks of poor adaptability and conservative results when employed on
practical large-scale power systems.

Nowadays, with widespread deployed phasor measurement units (PMU) in power
systems, wide area measurement system (WAMS) and synchronous system measurement
data are available. Because the traditional TSA methods cannot meet the needs of real-time
TSA, it is urgent to develop a new data-driven scheme to support online TSA, i.e., making
fast and accurate evaluation decisions based on the real-time power system operating status
accessed from PMU measurements.

Owing to the rapid advancement of artificial intelligence (AI) techniques, it has been
identified that machine learning (ML) can be used to implement online TSA. Over the past
few years, the use of ML-based methods for TSA has been extensively explored, such as
long short-term memory (LSTM) [10], extreme learning machine (ELM) [11], convolutional
neural network (CNN) [12,13], decision tree (DT) [14], and hybrid ensemble learning [15].
A support vector machine (SVM)-based imbalanced correction method is proposed to
address the problem that unstable samples rarely appear in practical systems giving rise to
imbalanced samples [16]. To assess the transient stability of power systems by improving
classification accuracy, an artificial intelligence method based on sparse dictionary learning
is applied to transient stability assessment [17]. Because of the problem that differentiating
between short-term voltage instability and transient rotor angle instability is not an easy
task, a method based on graph attention networks (GATs) is proposed to solve it [18].
In [19], effective transient stability prediction in a data-driven manner is achieved by a
transient stability assessment method which is based on high expressibility and low-depth
quantum circuit.

Compared with conventional methods, ML-based methods do not need to model the
power system. Instead, they use predetermined transient stability datasets to derive the
relationship between system dynamic response and the corresponding stability conditions.
New unlearnt cases can be assessed with a minimum of computational effort with the
relationship established [10]. Therefore, ML-based methods are advantageous for real-time
fast TSA, lower data requirement, and the enhanced capability of knowledge discovery.

Despite ML-based TSA approaches having achieved certain developments, it is still
difficult to directly apply them in operational planning and dispatch of practical power
systems. The main reasons are two-fold:

(i) To realize successful application, human experts are heavily involved in the four steps
of ML, i.e., feature engineering, model selection, hyperparameter optimization, and
performance evaluation, especially hyperparameter optimization [20]. Existing work
on ML-based TSA assumes that the predefined input features and parameters of the
trained model are always optimal for application. However, this assumption may
not be true for power systems due to many practical issues, such as model updating,
topology change, and variation of operating conditions. Since human experts are usu-
ally limited, to improve the accuracy and adaptability, many repeated manual feature
adjustments and much heuristic parameter tuning are required during the debugging
of ML-based TSA. This is highly tedious, inefficient, and time-consuming [21].

(ii) On the other hand, the state-of-the-art ML-based TSA approaches have relatively poor
transparency, because their models establish the mapping capability through black-
box structures, such as deep learning and ensemble learning algorithms [12,13,15].
It is difficult for power system operators to interpret the behaviors of complex ML
models and understand how particular decisions are made by these models. Hence,
the uninterpretable results produced by ML-based TSA are often not actionable. This
lack of interpretability has thus limited the use of ML-based TSA approaches in
power industries.

In order to reduce the human effort needed for applying ML, this paper proposes an
automated machine learning (AutoML)-based TSA approach. AutoML is naturally the
intersection of automation and machine learning, aiming to achieve accurate decisions in a
data-driven, automated, and objective manner [22]. In AutoML, feature engineering, model
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learning, hyperparameter optimization, and performance evaluation can all be realized by
computer programs, which makes ML much more accessible for online TSA. Furthermore,
to make the AutoML-based method produce interpretable TSA predictions, we introduce
Shapley additive explanation (SHAP) [23] into AutoML to explain why a certain prediction
is made for a given case. Therefore, the proposed approach can be both automated and
explainable for online use.

This work handles both the automation and interpretability issues of ML-based TSA.
The main contributions of this paper are summarized as follows:

(i) An AutoML scheme is designed for online TSA, which consists of auto-feature selec-
tion, CatBoost, Bayesian optimization, and performance evaluation. To ensure the
best performance of the CatBoost-based ensemble learning, auto-feature selection
and Bayesian optimization are introduced to automatically determine the best input
features and optimal hyperparameters, respectively. By leveraging the adopted tech-
niques, performance improvement is achieved while saving a substantial amount of
time for manual feature adjustments and heuristic parameter tuning.

(ii) To address the interpretability issue, this paper introduces SHAP to interpret the
outputs of the proposed AutoML-based TSA. The impact of each input feature on
AutoML’s prediction is represented using SHAP values. The distribution of the SHAP
values about the feature with a significant impact on the obtained prediction can
provide additional insights into the decision interpretation.

The proposed interpretable AutoML-based TSA is tested on a provincial power system
in China, in addition to two IEEE systems. Simulation results compared to other methods
demonstrate the effectiveness and superiority of the proposed approach.

2. Automated Machine Learning

To enable faster deployment of ML-based TSA and reduce the heavy dependence
on human experts, an AutoML scheme is proposed to achieve real-time evaluation. The
proposed AutoML (shown in Figure 1) consists of auto-feature selection, CatBoost, Bayesian
optimization, and performance evaluation. Firstly, by combining the feature importance
and the corresponding threshold, input features with a high impact on the output are
automatically selected from raw input characteristics. Then, to mine the mapping rela-
tionship between the input characteristics and the postfault transient stability statuses,
CatBoost is introduced as a TSA classifier, which avoids the modeling of complex power
systems. Meanwhile, Bayesian optimization is applied to determine the hyperparameters
of the CatBoost-based learning model automatically. Finally, evaluation indices are built to
evaluate the effectiveness of the AutoML model.

 

Figure 1. The scheme of AutoML in TSA.

2.1. Auto-Feature Selection

The dimensionality of the original input dataset increases dramatically with the system
scale expansion, which could result in the dimension explosion issue. On the other hand,
the use of input features that are effective can enable the ML model to learn faster and
perform better in classification. Thus, we utilize an auto-feature selection technique to
strengthen the mapping relationship between input features and transient stability statuses.
To estimate the importance of each input feature, the split information during the offline
training of CatBoost is fully made use of via calculation (1) [24]. To automatically filter
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useless features, a threshold value p is defined. Only features with impact factor f IF larger
than p are selected as input data [25].

fIF = ∑
(

v1 − v1 · c1 + v2 · c2

c1 + c2

)2
· c1 +

(
v2 − v1 · c1 + v2 · c2

c1 + c2

)2
· c2 (1)

where c1 and c2 represent the total weight of objects in the left and right leaves, respectively;
v1 and v2 represent the formula value in the left and right leaves, respectively.

2.2. CatBoost

CatBoost is a new ensemble ML method based on gradient boosting over decision
trees [26]. With advantages of improved accuracy, categorical features support, multi-GPU
support for training, and reduced overfitting, CatBoost has shown fast, scalable, and high
performance for classification, regression, and other machine learning tasks [27].

Given a dataset D = {(xi, yi)}m
i=1, where xi is the input vector of sample i, yi denotes

the TSA result of credible contingency i, m denotes the number of samples. A series of
decision tree models are built up based on D, written as [26]:

h(x) = ∑J
j=1bj I{x∈Rj} (2)

where I( · ) is an indicator function; Rj is disjoint regions corresponding to leaves of the tree;
J is the number of disjoint regions; bj is the predicted value of Rj.

In the gradient boosting procedure, a sequence of approximations (Ft) is built itera-
tively in a greedy manner [26]:

Ft = Ft−1 + αht (3)

where ht is a tree in the t-th iteration process; α is the step size.
The loss function of CatBoost is given by [26]:

ht = argminh∈HE
(−τt(x, y)− h(x)

)2 (4)

where τ is the gradient value; The objective of a learning task is to train a series of functions
Ft to minimize the loss function. After T iterations, the final model can be obtained:

F(x) = ∑T
t=1ht (5)

To overcome the residual shift caused by the target leakage issue, ordered boosting [26]
is implemented in CatBoost. The principle of the ordered boosting has been described
in [28].

2.3. Bayesian Optimization

The most fundamental objective in AutoML is to set hyperparameters to optimize the
overall performance automatically. This paper introduces Bayesian optimization to realize
automatic hyperparameter tuning of the CatBoost-based learning model.

Bayesian optimization is an emerging optimization framework for the global optimiza-
tion of expensive black-box functions [29]. Acquisition function and probabilistic surrogate
model are its two key components [30].

Bayesian optimization is used to obtain the global maximum value X* of function
f (λ) in candidate hyperparameter set χ, and the corresponding optimal combination of
CatBoost’s hyperparameters is determined subsequently [31]:

λ∗ = argλ∈χmax f (λ) (6)
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Gaussian process (GP) is employed as the prior function to model the target function
due to its closed-form computability and well-calibrated uncertainty estimates [30]. In GP,
the combination of finite samples can be represented by [32]:

f (λ) ∼ GP
(
m(λ), k

(
λ, λ′)) (7)

k
(
λ, λ′) = exp

(
− 1

2θ
‖λ − λ′‖2

)
(8)

where m(λ) is the mean function of λ; k(λ, λ’) is the covariance function of λ; θ is the
length-scale parameter.

Having observed data {λ1:t, f 1:t}, the joint distribution of observed data f 1:t and
prediction f t+1 = f (λt+1) agrees with the multivariate Gaussian distribution as shown in
Equation (9): [

f1:t
ft+1

]
∼ N

(
0,
[

K k
kT k(λt+1, λt+1)

])
(9)

where k = [k(λt+1, λ1) k(λt+1, λ2) . . . k(λt+1, λt)]; K is a covariance matrix; N( · ) denotes the
joint Gaussian distribution.

The predictive distribution P( · ) at a new sampling point λt+1 can be expressed by:

P( ft+1|λt+1, λ1:t, f1:t ) = N
(

μt(λt+1), σt
2(λt+1)

)
(10)

where μt(λt+1) and σt
2(λt+1) denote the predictive mean and variance, respectively.

The acquisition function of Bayesian optimization is the probability of improvement
(POI):

PI(λ) = φ

(
u(λ)− f (λ+)− ε

δ(λ)

)
(11)

where φ( · ) is the normal cumulative distribution function; ε is a trade-off parameter;
function δ(λ) is the standard deviation. By maximizing the acquisition function, the most
prospective sampling points for the next search are computed.

2.4. Evaluation Indices

To reasonably evaluate the effectiveness of the proposed AutoML, Accuracy and Recall
are used as evaluation indices. Accuracy and Recall represent the ability of AutoML to
accurately identify all and unstable samples, respectively [33].

Accuracy =
f11 + f00

f11 + f00 + f01 + f10
(12)

Recall =
f00

f00 + f01
(13)

where f 11 and f 00 are the number of stable instances and unstable instances correctly
classified, respectively; f 10 and f 01 are the number of stable instances and unstable instances
falsely classified, respectively.

AUC, an important metric for measuring the classification performance under imbal-
anced conditions [34], is also used for the performance evaluation of the AutoML:

AUC =
1

n+n− ∑n+

i=1∑n−
j=1 I

(
f
(
x+i

)
> f

(
x−j

))
(14)

where n+ and n− are the number of instances predicted as stable and unstable, respectively;
xi

+ and xj
− are, respectively, the instance predicted as stable and unstable; f (x) is the

AutoML classifier; I(·) is the indicator function.
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3. Proposed AutoML-Based TSA with Interpretability Analysis

This paper establishes a nonlinear relationship between the system dynamic response
and the transient stability using the proposed AutoML as the assessment model. The
offline training stage and the online application stage form the entire framework of the
proposed method. To help operators understand why a stable/unstable status prediction is
made, interpretability analysis is embedded into both the offline and online stages of the
AutoML framework, which helps to engender appropriate trust in the AutoML-based TSA
predictions. Figure 2 provides an illustration of the flowchart of the proposed interpretable
AutoML-based TSA method.

Training Testing

 

Figure 2. Flowchart of the proposed interpretable AutoML-based TSA method.

3.1. Offline Training

The following are the main steps of the offline training stage:

(1) Historical PMU data and fault recordings are used as the dataset for offline training.
When historical data is insufficient, simulation can be conducted to obtain a certain
amount of dataset. The postfault system stability can be determined by the transient
stability index (TSI) [16]:

η = (360◦ − |Δδ|max)/(360◦ + |Δδ|max) (15)

where |Δδ|max denotes the absolute value of the maximum angle deviation of any two
generators. The system is considered stable only when η > 0. Combining historical
and offline simulation data, a sample dataset with diversity can be obtained.

(2) The comprehensive dataset is divided into a training set and a validation set to test
the performance of the AutoML-based TSA.

(3) During the offline training process of CatBoost, the individual impact factor f IF of
each original input feature (i.e., active and reactive power of transmission lines, phase
angle, voltage amplitude [11]) is calculated by Equation (1). Then, critical features
are automatically selected as input features based on impact factor f IF and threshold
value p.

(4) Bayesian optimization is used to automatically search the optimal hyperparameters of
the CatBoost learning model. Because TSA is a non-equilibrium classification problem,
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i.e., unstable samples rarely appear in practice, the AutoML’s capability to recognize
transient instability may be greatly affected if only one single indicator (i.e., accuracy)
is used as the objective. To obtain better performance of the CatBoost learning model,
we introduce multiple indices (i.e., Accuracy, Recall, AUC) into the objective function:

Maximize w1 · Accuracy + w2 · Recall + w3 · AUC (16)

pimin ≤ pi ≤ pimax (17)

where wj is the weight of the j-th evaluation index; p1, p2, p3, and p4 represent the
parameters of CatBoost, i.e., learning rate, l2 leaf regularization (l2_leaf_reg), the maxi-
mum depth of trees (max_depth), and the number of estimators (n_estimators). As the
unstable status judged to be stable will cause cascading failure or even widespread
blackout, the capability to accurately identify unstable samples (Recall) needs more
attention in the hyperparameter optimization. Hence, the weight of Recall in the objec-
tive function (16) should be set larger than those of Accuracy and AUC. Through the
GP and POI mechanism, Bayesian optimization iteratively validates hyperparameter
combinations to maximize the objective function with multiple indices.

3.2. Online Application

When the AutoML-based TSA is well trained, it can be implemented online to predict
system transient stability. Once a fault is detected, the critical features acquired from
real-time PMU measurements are fed into the learned AutoML to perform TSA. If the
system is insecure, operators will receive an early warning, and then they can quickly
take emergency control actions to maintain the stability of the system. To improve the
adaptability of AutoML, evaluated instances with accurate TSA assessment can be fed back
to the offline stage to enrich the training database.

3.3. Interpretability Analysis

The increasing tension between the accuracy and interpretability of ML-based pre-
dictions has motivated the development of approaches that help users understand the
predictions. SHAP [18] is a recently proposed novel unified framework for interpreting
model predictions. Leveraging SHAP, the proposed AutoML’s prediction can be explained
as a sum of SHAP values corresponding to each feature. As shown in Figure 2, the original
AutoML-based TSA model is approximated using an explanation model g, which is defined
as a linear function of binary variables [23]:

g
(
z′
)
= φ0 + ∑M

i=1φizi
′ (18)

where zi
′ represents a feature being observed (zi

′ = 1) or unobserved (zi
′ = 0); M is the num-

ber of input features; SHAP values φi (feature attribution values), explaining a prediction f,
can be computed by [23]:

φi = ∑
s⊆N\{i}

|S|!(M − |S| − 1)!
M!

Δi(S) (19)

Δi(S) = fx(S ∪ {i})− fx(S) (20)

As shown in Equation (19), SHAP values are evaluated by combining the conditional
expectation E[f (x)|xS] with the classic Shapley values, where fx(x) = E[f (x)|xS] corresponds
to the desired outcome of the function conditioned on a subset S; S is a subset of N with
non-zero indices in z′; N is the set of all input features; Δi(S) denotes the contribution of
feature i to S.
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Specifically, the attribution values of the explanation model g match the AutoML-based
TSA model for a specific input, which can be represented as [23]:

f (x) = φ0 + ∑M
i=1φi (21)

where φ0(f,x) = E[f (x)] is the desired value of the AutoML-based TSA model over the
transient stability dataset.

Aided by the explanation model g and SHAP values, the impacts of each input feature
on the transient stability prediction are evaluated. Then, the AutoML-based TSA prediction
can be explained based on the summation of SHAP values. Therefore, features with
significant impact on the stability prediction can be easily identified by comparing their
SHAP values. The process of the interpretability analysis of the AutoML-based TSA is
illustrated in Algorithm 1.

Algorithm 1. The process of interpretability analysis

Input: f (x)—Trained AutoML model; X_train—Trained data; X_e—A stable or unstable instance
that needs to be explained.
Output: SHAP values for each input system features
1: Train an explainer through (f (x), X_train)
2: for each i ∈ input features(X_train) do
3: Use EXPVALUE method to estimate E[f (x)|xS]
4: procedure EXPVALUE(x, S, tree)
5: procedure G(j, w)
6: if vj �= internal then

7: return w · vj
8: else

9: if dj ε S then

10: return G(aj, w) if xdj ≤ tj else G(bj, w)
11: else

12: return G(aj, wraj/rj) + G(bj, wrbj/rj)
13: return G(1,1)
14: end procedure

15: end procedure

14: Calculating attribute values φ i by (19)
15: Establishing an explanation model g by (18)
16: return g
17: Interpretability for X_e
18: for each i ∈ input system features(X_e) do
19: SHAP values [i] ← explainer.shapvalues(X_e, i)
20: return SHAP values [i]
21: A certain predicted status of the power system can be interpreted based on the sum of SHAP
values [i].

4. Case Study

To demonstrate the effectiveness of the proposed approach, two IEEE test systems
(IEEE 39-bus and 118-bus systems) and a large-scale provincial power system (PPG) in
China were utilized for simulation. The IEEE 39-bus system has 39 buses, 10 genera-
tors, 19 loads, and 46 branches. The IEEE 118-bus system has 118 buses, 54 thermal units,
91 loads, and 186 branches. The practical grid has 1154 buses, 208 generators, and 451 loads
in 2020. Furthermore, ten HVDC links are fed out to deliver electric power to other provin-
cial systems. PSD-BPA software is used for data generation. The proposed interpretable
AutoML-based TSA was deployed on the Python 3.7 platform. The SHAP values of AutoML
models were calculated and visualized with the help of a python-based SHAP library [35].
All testing was performed on a personal computer with Intel Core i5-10400F 2.9 GHz CPU,
16.0 GB RAM.

99



Energies 2023, 16, 1956

4.1. Database Generation

TDS was implemented on the PSD-BPA software to generate input dataset. As for the
IEEE 39-bus and IEEE 118-bus systems, ten load levels (75, 80, 85, 90, 95, 100, 105, 110, 115,
120%) were considered. All three-phase to ground faults at any bus were considered in
the contingency set, and the faults were assumed occurring on each transmission line at
four locations (at 0, 25, 50, and 70% of the length); Each fault was set to start at 1.0 s and
being cleared at two cases: 1.1 s and 1.2 s. The duration of each simulation was 20 s. For
the practical grid, four operation modes were considered, all three-phase to ground faults
and HVDC blockings were analyzed. The numbers of stable and unstable instances in each
dataset of the three test systems are listed in Table 1. For each test system, the dataset was
split into a training sample set and a testing sample set in a ratio of 8:2.

Table 1. Database of the three test systems.

System
No. of

Instances
Unstable
Instances

Stable
Instances

Raw
Features

Selected
Features

39-bus 3668 973 2695 170 36
118-bus 6781 1394 5387 586 37

PPG 9495 2705 7920 828 45

4.2. The Selection of Important Features

Necessary features were automatically selected by the AutoML using Equation (1),
in which the threshold p is set at 0.7. The fifth and sixth columns of Table 1 show the
dimensions of raw features and selected important features. One can observe that for
the IEEE 39-bus system, the dimensions of raw features were 170, but most of them
were useless, which posed great computational burden. By leveraging the auto-feature
selection mechanism, only 36-dimensional features were retained. Similarly, dimensions of
selected important input features for the IEEE 118-bus system and the practical grid were 37
(6.3% of the raw features) and 45 (5.4% of the raw features), respectively. Consequently, the
dimension explosion issue when applying AutoML to large-scale systems could be avoided.

4.3. Bayesian Optimization

The effectiveness of utilizing Bayesian optimization (BO) in the AutoML to find
optimal hyperparameters was compared with the other two traditional methods, which
were grid search (GS) and randomized search (RS). All tests were carried out using the
same training and testing dataset. The weights of Accuracy, Recall, and AUC in the objective
function of BO were set at 0.25, 0.5 and 0.25, respectively.

The hyperparameter tuning process of RS and BO on the IEEE 39-bus system is
shown in Figure 3. To visualize the process of the sequential selection of hyperparameters,
the impact of the combination of any two hyperparameters (learning rate, l2_leaf_reg,
and n_estimators) on the evaluation indices (Accuracy, Recall, AUC) was analyzed. The
background of Figure 3a–d are colored based on the values of Accuracy, Recall, and AUC,
respectively. It can be seen that hyperparameters determined by RS were irregularly dis-
tributed in Figure 3a–d, which results in the optimal hyperparameters being easily skipped.
BO determines hyperparameters through GP and POI, hence it is more persuasive. Com-
pared with RS, there were more hyperparameters determined by BO located in the optimal
space. According to Figure 3, the appropriate search space of learning rate, l2_leaf_reg, and
n_estimators could be set at [0.01, 0.3], [1, 10], and [40, 120], respectively.

The CPU time and evaluation indices produced by BO, GS, and RS optimized CatBoost
are compared and shown in Table 2. For the IEEE 39-bus system, the Bayesian optimized
CatBoost had an Accuracy of 98.77%, Recall of 98.44%, and AUC of 98.67%, which was
0.41, 1.57 and 1.04% higher than the RS optimized CatBoost, respectively. GS traverses all
parameter combinations to find the best hyperparameters, which makes it easy to encounter
the combination explosion issue. Although evaluation indices obtained by GS are closer to
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those obtained by BO, it is extremely time-consuming to run GS (the total time required is
25 h). The CPU time (93.1 s) of performing BO was only 0.1% of the GS. By mining the rules
on transient data, BO can efficiently find optimal hyperparameters, which saves substantial
amounts of time and avoids the inefficiency of heuristic parameter tuning.

Figure 3. (a) Distribution of Accuracy impacted by learning rate and l2_leaf_reg; (b) distribution of
Recall impacted by learning rate and l2_leaf_reg; (c) distribution of AUC impacted by learning rate
and l2_leaf_reg; (d) distribution of AUC impacted by learning rate and n_ estimators.

Table 2. Performance comparison of different parameter tuning methods.

Method System Tuning Time Accuracy/% Recall/% AUC/%

BO 39-bus 93.1 s 98.77 98.44 98.67
GS 39-bus 25 h 98.36 97.39 97.86
RS 39-bus 214.7 s 98.36 96.87 97.63
BO 118-bus 102.3 s 97.19 96.80 97.08
GS 118-bus 25 h 97.13 96.09 96.74
RS 118-bus 220.3 s 96.46 96.08 96.32
BO PPG 114.1 s 97.85 96.22 97.23
GS PPG 26 h 97.51 95.41 96.84
RS PPG 256.8 s 97.18 94.71 96.39

Tests concerning the effectiveness of BO were also performed on the IEEE 118-bus
system and the practical grid, and the results are provided in Figure 4 and Table 2 (rows 4–9).
As shown in Table 2, the CPU time of performing BO was significantly lower than that of
GS and BS, while the CatBoost can achieve the best performance based on hyperparameters
found by BO. Figure 4 shows that the highest range of the AUC index achieved by BO
optimized CatBoost was [96%, 97.5%] for both the 118-bus system and the practical grid.
The space of this range produced by BO (drawn with light color) is quite large in Figure 4a,b,
revealing that BO-optimized CatBoost can accurately classify TSA statuses when applied
to large-scale power systems.
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Figure 4. (a) Distribution of AUC impacted by learning rate and l2_leaf_reg on the 118-bus system;
(b) distribution of AUC impacted by learning rate and l2_leaf_reg on the practical grid.

4.4. Comparison of the Classifiers’ Performance

The proposed AutoML-based TSA has been compared with some other ML methods,
such as LSTM, XGBoost, RF, and DT. Table 3 shows the evaluation indices obtained by the
five methods in all test systems. For all three test systems, the proposed AutoML-based
TSA had the highest Accuracy, Recall, and AUC in comparison with the other four ML-
based TSA methods. For example, for the practical power system (Yunan power grid),
AutoML achieved an Accuracy of 97.77%, Recall of 96.22%, and AUC of 97.23%. Note
that, for the three systems, the Recall of the proposed AutoML-based TSA were all over
96%, demonstrating that AutoML can accurately identify the unstable operating status
immediately following a fault. Because of the simple structure, the DT-based TSA method
learns restrictedly and had the lowest level of Accuracy, Recall, and AUC for the three
systems. XGBoost and LSTM-based TSA approaches have better performance than DT, but
evaluation indices obtained by them are all lower than the proposed AutoML-based TSA.
As the scale of the system expanded, the Recall index produced by LSTM, XGBoost, RF, and
DT-based TSA decreased significantly. Taking the practical grid as an example, the Recall
index produced by LSTM and XGBoost were around 93%, while RF and DT both had a
Recall lower than 90%. Hence, the ability of these methods to identify unstable samples was
not satisfactory when applied to large-scale systems. The proposed AutoML-based TSA
still maintained good performance. The averages of the three evaluation indices produced
by AutoML on the two large systems exceeded 97%.

Table 3. Results obtained by different methods on the three power systems.

Method System Accuracy/% Recall/% AUC/%

AutoML 39-bus 98.77 98.44 98.67
LSTM 39-bus 97.57 95.92 97.04

XGBoost 39-bus 97.68 95.83 98.09
RF 39-bus 96.19 94.55 95.71
DT 39-bus 95.43 91.51 94.39

AutoML 118-bus 97.20 96.80 97.05
LSTM 118-bus 95.58 93.23 94.71

XGBoost 118-bus 95.51 95.30 95.45
RF 118-bus 94.85 94.67 94.78
DT 118-bus 93.37 90.75 92.40

AutoML PPG 97.85 96.22 97.23
LSTM PPG 96.57 92.94 95.42

XGBoost PPG 97.37 93.47 96.13
RF PPG 95.54 89.06 93.47
DT PPG 94.23 89.94 92.87

Figure 5 shows the 2D visualization of the predicted results obtained by AutoML,
XGBoost, and RF-based TSA methods on the IEEE 39-bus system. The background of
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Figure 5 is colored based on the probabilistic prediction of these methods. In the evaluation
results of CatBoost-based AutoML, the pink background of isolated unstable samples is
more obvious, indicating that compared with XGBoost and RF, the proposed approach
can better distinguish isolated unstable samples, which is helpful to avoid misjudging the
unstable operation state of the system after a disturbance accident.

Figure 5. Visualization of prediction results. Red square in the figure represents the isolated unstable
samples.

In real-time, the training time and testing time of ML-based TSA tools are of great
concern. Table 4 compares the CPU time of AutoML and TDS on the three test systems.
The proposed AutoML-based TSA is computationally efficient for both offline training
and online testing. Furthermore, the effect of system scale on the model training is not
significant, because redundant features are eliminated by using the AutoML. As for TDS,
the excessive computational time required prevents its online use. Specifically, the CPU
time of TDS is 17.7 h on the practical grid. However, the proposed AutoML-based TSA
only needs 2.27 s, which is only 0.003% of that required by TDS. Thus, AutoML is more
suitable for online TSA for large-scale power systems, which can help to save more time for
subsequent control actions.

Table 4. Solution time on the three power systems.

Systems Training Time of AutoML Testing Time of AutoML Time of TDS

39-bus system 1.18 s 0.02 s 0.69 h
118-bus system 2.16 s 0.02 s 1.13 h

PPG 2.27 s 0.01 s 17.71 h

4.5. Interpretability Analysis

SHAP was embedded into AutoML to interpret the behaviors of the AutoML-based
TSA method and understand how a particular decision (the system will be transient
stable/unstable) for a given case is made.

For clarity, transient stability prediction following a three-phase short-circuit fault
occurring at line 2-30 in the IEEE-39 bus system was taken as an example for interpretability
analysis. The fault lasted 0.1 s, and the system became unstable after clearing the fault.
Figure 6 explains why the system is classified as instability by the AutoML-based TSA
method based on SHAP values. The red-colored features in Figure 6 pushed the risk of
transient instability lower, while the blue-colored features pushed the risk higher. Because
the influence of the blue-colored features on the output prediction of the contingency was
higher, AutoML predicted that the system would lose transient stability after the fault. As
shown in Figure 6, input features θ3, θ2, P2-30, and Q2-25 had larger SHAP values, hence
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they had much more impact on the obtained prediction. These features were all directed to
bus 2, which was consistent with the fault.

Figure 6. Interpretability of a prediction produced by AutoML on the IEEE-39.

To further interpret the effect of these features on the prediction, the SHAP dependence
plots were used. Figure 7a–d show how SHAP values varied as a function of features θ3,
θ2, P2-30, and Q2-25, respectively. The color corresponds to the values of the feature from
low (blue) to high (red). The lower the SHAP values were, the higher risk of transient
instability. Coloring each dot by θ3 and θ2 revealed that transient instability was more
alarming when their values were low. When the value of P2-30 belonged to the normal
range ([−220, −110]) affected by the active power of generator G32, the risk of transient
instability was low. Furthermore, the system will lose stability when the value of Q2-30 is
higher than 70. Consequently, the values of θ3, θ2, P2-30, and Q2-25 were all in the range
where the risk of transient instability was high. Therefore, the unstable result obtained by
the AutoML-based TSA was reasonable and credible.

Figure 7. (a) SHAP dependence of θ3; (b) SHAP dependence of θ2; (c) SHAP dependence of P2-30;
(d) SHAP dependence of Q2-35.

Figure 8 explains why the practical grid was considered unstable after a specific fault,
i.e., lines 37 and 38 were disconnected following the three-phase short-circuit fault (N-2).
Since lines 37 and 38 were disconnected after the fault, the power flow values of P37 and
P38 became 0. Figure 8 reveals that P37 and P38 significantly pushed the risk of instability
higher, which reflected the credibility of the explanation model. Prior to the fault, the
values of P39 and P40 were −278.56 and −282.91, respectively, whereas, the values after the
fault for P39 and P40 were −774.1 (277% of the raw value) and −802.4 (283% of the raw
value), respectively. The values of P39 and P40 changed significantly after the fault was
removed. It can be inferred that this fault caused an enormous impact on the surrounding
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lines. Due to the seriousness of the fault, AutoML predicted that the practical grid was
unstable after the fault.

Figure 8. Interpretability of a prediction produced by AutoML on the Yunnan.

Figure 9 shows the distribution of SHAP values about P37 and P38. As we can see from
Figure 9, the risk of transient instability is high when the value of P37 or P38 is 0, reflecting
the vulnerability of the corresponding lines.

Figure 9. (a) SHAP dependence of P37; (b) SHAP dependence of P38. The red square means the risk
of transient instability is high when the value of P37 or P38 is 0.

5. Conclusions

An automated ML scheme (AutoML) was proposed to realize power system online
TSA. Under this framework, auto-feature selection and Bayesian optimization were re-
spectively introduced to automatically determine the crucial input features and optimal
hyperparameters of the CatBoost-based TSA learning model. Multiple evaluation indices
were considered to improve the performance of Bayesian optimization. By leveraging these
techniques, faster deployment of the ML-based TSA could be achieved, and the dependence
on human expertise is significantly reduced.

To help operators understand why a stable/unstable status prediction is made, in-
terpretability analysis was embedded into both offline and online stages of the AutoML
framework. By leveraging the SHAP technique, the proposed AutoML’s TSA prediction can
be explained as a sum of SHAP values corresponding to each input feature. Furthermore,
additional insight into the independent effects of important features can be gained by
analyzing the distribution of SHAP values.

Test results showed that the evaluation indices obtained by the proposed AutoML-
based TSA in all test systems were the best over the other methods, and appropriate trust in
the AutoML-based TSA predictions can be achieved. Furthermore, the proposed AutoML-
based TSA saves a great deal of solution time and is applicable to large-scale power systems.
In future work, an in-depth analysis of the impact of RES penetration on the transient
stability of the power system may be conducted.
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Abstract: With the gradual increases in the use of wind power and photovoltaic generation, the
penetration rate of power electronics has increased in recent years. The inertia characteristics of
power-electronic-based power sources are different from those of synchronous generators, making
the evaluation of inertia difficult. In this paper, the inertia characteristics of power-electronic-based
power sources are analyzed. A measurement-based inertia identification method for power-electronic-
based power sources, as well as for high-power-electronic-penetrated power systems, is proposed
by fitting the frequency and power data. The inertia characteristics of different control strategies
and corresponding control parameters are discussed in a case study. It was proven that the inertia
provided by power-electronic-based power sources can be much higher than that provided by a
synchronous generator of the same capacity. It was also proven that the inertia provided by power-
electronic-based power sources is not a constant value, but changes along with the output power of
the sources.

Keywords: power-electronic-based power source; virtual inertia; inertia identification

1. Introduction

The replacement of traditional fossil power generation by renewable power gener-
ation is the key to dealing with environmental concerns. In recent years, the capacity of
renewable energy sources (RESs), such as photovoltaics and wind power, has gradually
increased [1]. For instance, the photovoltaic capacity of China increased from 3.4 GW to
393 GW during the past decade. RESs integrate with power grids through power electronic
converters. Meanwhile, power-electronic-based devices, such as battery energy storage
systems (BESSs) and high-voltage direct current (HVDC) transmission systems, are applied
to promote renewable energy consumption. The abovementioned facts have resulted in
a high penetration of power electronics in modern power systems. For a receiving-end
power grid, RESs, HVDC systems, and BESSs can be considered power-electronic-based
power sources (PEPSs).

In traditional power systems, synchronous generators (SGs) can release the rotational
kinetic energy of the rotating shafts to impede frequency changes under power unbalances
caused by faults or large load switching [2]. This kind of energy is also known as inertia.
However, in high-power-electronic-penetrated modern power systems, PEPSs have no
shaft system to release inertia (such as in photovoltaics, BESSs, and HVDC systems), or
the shaft system is decoupled by converters (such as in wind power generators) [3]. These
PEPSs cannot automatically provide inertia to the system and are regarded as “zero-inertia”
power sources. High penetrations of “zero-inertia” power sources reduce the system inertia
levels, and this weakens the frequency stability [4]. The South Australia power outage
accident in 2016 is a typical example of such a situation. In this case, the penetration of
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RESs accounted for as high as 48.36% of the total capacity, leading to an insufficiency of
system inertia. The power frequency dropped at a rate of 6.25 Hz/s in this accident [5].

To deal with the challenge of frequency instability caused by the integration of “zero-
inertia” power sources, control techniques such as droop control, virtual inertia (VI) control,
and virtual synchronous generator (VSG) control have been proposed [6,7]. Electronic
converters can be controlled in two modes, known as the grid-forming mode and the
grid-following mode [8,9]. The grid-following control converter operates in the form of
current sources, and its output is controlled by the outer loop current reference. The
grid-following source can provide frequency support to the system if frequency regulation
control instructions are added [7]. Unlike the widely accepted and applied grid-following
control, grid-forming control, particularly VSG control, has gained more attention in recent
years and is still under discussion [10]. In grid-forming control, converters act as voltage
sources such that the converter can respond instantaneously to system changes. The main
control method for grid-forming sources is VSG control, which mimic the inertia and
damping characteristic of generators. Thus, VSG units behave as a virtual inertia emulation
when system frequency changes. Meanwhile, VSG control suffers the same issue of power
fluctuations as do the SGs [11]. In summary, PEPSs with appropriate control strategies can
provide inertia support for gird. In this paper, the PEPSs with additional inertia control are
called virtual inertia power sources, and the term ‘virtual inertia’ is used to represent the
energy released by virtual inertia power sources in inertia response.

Given the significant role of virtual inertia, it is essential to analyze the inertia char-
acteristics of PEPSs under different control strategies, and to quantitatively evaluate the
inertia level of the power-electronic-penetrated power system. At present, there is no
mature theoretical method for studying the inertia characteristics of PEPSs. The work
in [12] studied the dynamic performance of BESSs with different convertor controls and
compared their frequency containment capabilities using evaluation indicators. However,
Ref. [12] ignored the inertia characteristics analysis for BESSs and did not quantitatively
evaluate their inertia support capabilities. In Ref. [13], an equivalent inertia estimation
method for wind turbines was proposed on the basis of frequency dynamic response. Yet
the method was not verified in a realistic system. Ref. [14] analyzed the inertia characteris-
tics of photovoltaic converters based on generalized droop control by using the electrical
torque analysis method, and the influences of control parameters on inertia characteristics
were also analyzed in the study.

In addition, due to the application of wide-area measurement systems (WAMSs),
the inertia levels of the grid or generating units can be estimated using actual system
measurement data [15,16]. There has been some research on inertia estimation for power-
electronic-penetrated power systems. In Ref. [17], the influence of HVDC systems on the
inertia of power systems was considered. Refs. [18,19] considered the impact of wind
power on inertia estimation. However, the above studies did not consider the actual inertia
support of PEPSs under different control strategies and parameters.

Considering the aforementioned works, this paper analyzes the inertia characteristics
of PEPSs by identifying their virtual inertia. Drawing from the inertia response mechanism,
a system inertia identification method based on measurement data is proposed. The method
is verified in a BESS-connected IEEE 39 bus system in which the inertia support provided
by PEPSs has also been assessed.

The main contributions of this study are as follows:

1. It reveals the nature of the virtual inertia of PEPSs and provides a defined expression
for the equivalent inertia coefficient to reflect the actual inertia response of PEPSs.

2. The inertia characteristics of PEPSs under different control strategies and control
parameters are analyzed by the identification of equivalent inertia coefficients.

3. It quantitatively assesses the inertia support provided by PEPS based on the proposed
system inertia identification method.

The rest of the paper is organized as follows. Section 2 illustrates the similarities and
differences between the virtual inertia of PEPSs and the inertia of SGs, and proposes the
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inertia calculation methods for high-power-electronic-penetrated power systems. Section 3
proposes the inertia identification method based on the polynomial fitting of frequency and
power data curves. Section 4 subscribes the commonly used control strategies for PEPS
converters. In Section 5, the validation of the proposed method is verified, and the inertia
contribution of PEPSs is discussed. Conclusions are drawn in Section 6.

2. Inertia in High-Power-Electronic-Penetrated Power Systems

2.1. Inertia of a Synchronous Generator

In traditional power systems, inertia mainly comes from the rotational kinetic energy
of synchronous generators. The rotational kinetic energy (EG) of an SG is provided by the
following equation [20]:

EG =
1
2

JGωG
2 =

1
2

JG(2π fG)
2 (1)

where JG is the moment of inertia of the SG, ωG is the rotor speed, and fG is the rotor frequency.
The inertia time constant, also known as the inertia coefficient, is defined as the ratio

of the rotational kinetic energy at rated conditions to its rated apparent power. The inertia
time constant (HG) is expressed as follows:

HG =
EG,n

SG
=

JGωn
2

2SG
(2)

where EG,n is the rotational kinetic energy at rated conditions, SG is the rated apparent
power, and ωn is the rated rotor speed.

When the mechanical power and electrical power of a generator are unbalanced, the
generator’s rotor speed will change. Due to the effect of inertia, the kinetic energy stored
in the generator rotor is released, thus resisting the frequency change. Neglecting the
influence of damping torque, the dynamic response of an synchronous generator can be
expressed thus:

.
EG = JGωG· .

ωG =
2HGSG

ωG

.
ωG =

JGωn
2

2SG

.
f G = Pm − Pe (3)

where Pm is the mechanical power of the synchronous generator and Pe is the electri-
cal power. Typically, because frequency deviation is small, fG can be replaced by rated
frequency fn:

2HGSG
fG

.
f G =

2HGSG
fG

d fG
dt

= Pm − Pe (4)

Equation (4) is the swing equation, neglecting damping terms, which reflects the
inertia response of SGs. From Equation (4), the inertia coefficient (HG) can be derived from
its unbalanced power and RoCoF:

HG =
fn

2SG

ΔP
d fG
dt

(5)

where ΔP is the unbalanced power of the SG.
Although the generator rotor stores a large amount of rotational kinetic energy, only

a small portion of the stored rotational kinetic energy is released or absorbed during
the inertia response due to the frequency deviation limitation. The energy absorbed or
injected by the rotor of the generator into the system after a power disturbance (Eav) can be
calculated by the following equation [21]:

Eav = EG,n − EG,t =
1
2

JG

(
ωn

2 − ωt
2
)

(6)

where EG,n and EG,t represent the rotational kinetic energies of the SG under rated condi-
tions and at a certain time t during the inertia response, respectively.
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According to Equations (2) and (6), the expression for the energy released or absorbed
by the generator rotor into the power system can be expressed thus:

Eav =
fn

2 − ft
2

fn2 HGSG (7)

From Equation (7), it can be seen that the inertia released by the SG after a large
disturbance is not only determined by the inertia coefficient and rated capacity of the SG
but also affected by the actual frequency deviation.

2.2. Virtual Inertia of PEPSs

PEPSs do not have rotating shafts, and so they cannot provide physical inertia for
the power grid to which they are connected. However, PEPSs can provide frequency
support when frequency control strategies are adopted for their converters. The energy
provided by a PEPS does not come from the inertia of the actual rotor, so it is called virtual
inertia. Therefore, in a high-power-electronic-penetrated power system, not only can SGs
provide inertia, but PEPSs with additional inertia control can also provide inertia support
for the grid.

The equivalent inertia coefficient (Heq) of a PEPS is defined to quantitatively charac-
terize the suppression effect of the active output on frequency changes. Referring to the
measurement method of the SG’s inertia coefficient mentioned above, the equivalent inertia
coefficient (Heq) can be calculated using the following formula (8):

Heq =
fn

2SG

ΔPes
d fes
dt

(8)

where Heq is the equivalent inertia coefficient of the PEPS (measured in seconds), Ses is the
rated power of the PEPS, ΔPes is the unbalanced power of the PEPS, and fes is the virtual
electrical frequency of the PEPS, usually equal to the frequency at the connection bus of
the PEPS.

Analogous to Equations (2) and (7), the stored inertia and post-disturbance virtual
inertia output of the PEPS can be expressed thus:

Ees = HeqSes (9)

Eav = Ees,n − Ees,t =
fn

2 − ft
2

fn2 HeqSes (10)

where Ees is the stored virtual inertia of the PEPS, Ees,t is the virtual inertia of the PEPS at
time t, Heq is the equivalent inertia coefficient of the PEPS, Ses is the rated apparent power
of the PEPS, and ft is the frequency of the PEPS at time t.

The PEPS equipped with virtual inertia needs to output an additional amount of
power to impede frequency changes during disturbances. The energy output by the PEPS
to achieve inertia support can be obtained by integrating the active power, as shown below:

ΔEes =
∫ t

tc
(Pes − Pre f )dt =

∫ t

tc
ΔPesdt (11)

where ΔEes represents the energy output by the PEPS and ΔPes represents the post-
disturbance unbalanced power.

The equivalent inertia coefficient of a PEPS reflects the suppressive effect of its active
power output on RoCoF during the inertia response. The equivalent inertia coefficients of
PEPS are determined by the control strategies, control parameters, and circuit component
parameters of the converter and are subject to the maximum output power of the converter.
The equivalent inertia coefficient of a PEPS can be considered as the inertia coefficient of
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an SG with the same rated power. Additionally, the output energy of the PEPS should be
equal to its virtual inertia. In other words, the results of Equations (10) and (11) should be
consistent for the same time period.

2.3. Total Inertia of High-Power-Electronic-Penetrated Power Systems

The Center of Inertia (CoI) theory is mainly used for the transient stability analysis of
entire power systems. According to the CoI theory, all generators in such a system can be
represented as a large equivalent generator to describe the dynamic characteristics of the
entire system. The system equivalent inertia coefficient Hsys is commonly used to measure
the total inertia of the entire power system. In traditional power systems, inertia is mainly
provided by SGs. The system inertia coefficient Hsys of traditional power systems is defined
thus [22]:

Hsys =
∑N

i=1 SG,i HG,i

∑N
i=1 SG,i

(12)

where N is the number of SGs in the system, HG,i is the inertia constant of the i-th generator,
and SG,i is the rated apparent power of the i-th generator.

The CoI frequency (fcoi) is defined as the weighted average of the frequencies of all
generators in the system, with the inertia time constant as the weighting factor:

fcoi =
∑N

i=1 fG,i HG,i

∑N
i=1 HG,i

(13)

where fG,i and HG,i are the frequency and inertia time constant of the i-th SG, respectively.
When Equation (4) represents the swing equation of the equivalent generator, the

frequency dynamic behavior of the power system can be expressed as follows:

2HsysS
fn

d fcoi
dt

= ∑N
i=1(Pm,i − Pe,i) = ∑N

i=1 ΔPG,i (14)

where S is the total rated apparent power of the system’s generator, and Pm,i, Pe,i and
ΔPG,i are the mechanical power, electrical power, and unbalanced power of the i-th
SG, respectively.

The large-scale integration of PEPSs has changed the dynamic response of power
systems. On the one hand, the integration of zero-inertia power sources will cause a
decrease in system inertia, leading to frequency instability. On the other hand, control
strategies such as VSG control make the converter output have inertia characteristics, and
inject virtual inertia into the system, so that the system inertia has various forms such
as rotational inertia and virtual inertia. Considering the impact of PEPSs, the calculation
expression of the system equivalent inertia coefficient is modified. The equivalent inertia
coefficient of a power system with PEPSs can be expressed thus:

Hsys =
∑N

i=1 SG,i HG,i + ∑M
j=1 Ses,jHeq,j

∑N
i=1 SG,i + ∑M

j=1 Ses,j + ∑R
k=1 Pk

(15)

where N represents the number of SGs, M represents the number of virtual inertia power
sources, and R represents the number of zero-inertia power sources. HG,i and SG,i represent
the inertia coefficient and rated apparent power of the i-th SG, respectively, Heq,j and Ses,j
represent the inertia coefficient and rated apparent power of the j-th virtual inertia power
sources, respectively, and Pk represents the active power of k-th zero-inertia power sources.

Based on Equation (15) and the CoI theory, the relationship between system inertia
and CoI frequency can be expressed thus:

2HsysS
fn

d fcoi
dt

= ∑N
i=1 ΔPG,i + ∑M

j=1 ΔPes,j (16)
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where ΔPG,i and ΔPes,j represent the power unbalances of the i-th SG and the j-th virtual
inertia power source, respectively. S represents the total rated power of the system’s
generating equipment, as shown below:

S = ∑N
i=1 SG,i + ∑M

j=1 Ses,j + ∑R
k=1 Pk (17)

The CoI frequency of the high-power-electronic-penetrated power system is calcu-
lated by weighting the frequency of all generating equipment with inertia coefficients (or
equivalent inertia coefficients):

fcoi =
∑N

i=1 fG,i HG,i + ∑M
j=1 fes,jHeq,j

∑N
i=1 HG,i + ∑M

j=1 Heq,j
(18)

where fG,i and fes,j represent the frequencies of SGs and the electric frequencies of PEPSs in
the power system, respectively.

According to the Equation (16), the system inertia coefficient of high-power-electronic-
penetrated power systems can be calculated by applying the total power unbalance of all
generating equipment and the CoI frequency:

Hsys =
fn

2S
∑N

i=1 ΔPG,i + ∑M
j=1 ΔPes,j

d fcoi
dt

(19)

3. Inertia Identification Method Based on Polynomial Fitting of Measurement Data

Polynomial fitting is a simple and practical fitting method, and it helps to mitigate
the impact of measurement-data noise and oscillation [20]. In this paper, the polynomial
fitting is used to fit the active power and frequency measurement data, so as to identify
the equivalent inertia coefficient of the PEPS or the system inertia coefficient of the power
system. This study assumes that the required measurement data are available from the
phase measurement unit (PMU).

Before the fitting carried out, the onset of the grid disturbance is identified by examin-
ing whether the absolute value of the RoCoF exceeds a preset threshold (for example, the
threshold has been set to 0.05 Hz/s in [23]). This step is crucial in determining the starting
point of the polynomial fitting.

This study uses the fixed-order polynomial fitting method to identify the equivalent
inertia coefficients of PEPSs. The post-disturbance frequency measurement data is sub-
jected to n1-th-order polynomial fitting, and the frequency fitting polynomial fes(t) can be
expressed thus:

fes(t) = an1 tn1 + . . . + a1t + a0 (20)

where t is the time (t ≥ 0, assuming that t0 = 0) and a0, a1, . . . , an1 are the fitted polynomial
coefficients of the frequency data.

The power unbalance data of the PEPS is fitted with an n2-th-order polynomial to
obtain the power fitting polynomial ΔPes, as shown in Equation (21).

ΔPes(t) = bn2 tn2 + . . . + b1t + b0 (21)

where b0, b1, . . . , bn2 are the fitted polynomial coefficients of PEPS power.
Substituting the obtained fitting polynomial into Equation (8) yields the equivalent

inertia coefficient of the PEPS:

Heq(t) =
fn

2Ses

ΔPes(t)
d fes(t)

dt

(22)
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It is worth noting that the power-frequency dynamic characteristics of PEPSs are
influenced by the control and parameters of the converter. Therefore, the equivalent inertia
coefficient Heq(t) of the PEPS is a function that varies with time.

To improve the identification accuracy of Hsys, this study refers to the variable-order
polynomial fitting method proposed in [23]. Figure 1 shows the flowchart of the system
inertia identification with the variable-order polynomial fitting method.

 H
 n=

Hest

n=n

P  

P

nH H

n nH H

 
Figure 1. Flow chart of inertia identification based on variable-order polynomial fitting.

Firstly, the CoI frequency and the total power unbalance of the generating units are
calculated by processing the frequency and power measurements. The total active power
unbalance fitting polynomial ΔP(t) is obtained by n3-th-order polynomial fitting:

ΔP(t) = Bn3 tn3 + · · ·+ B1t + B0 (23)

where B0, B1, . . . , Bn3 are the coefficients of the power data fitting polynomial.
Typically, the instant of the disturbance (i.e., t = 0) is taken as the identification time.

Set t = 0 to obtain the identified value of total active power unbalance ΔP at the instant
of the disturbance. The maximum RoCoF is available from the measured frequency data.
After obtaining RoCoFmax and ΔP, a rough estimate of the system inertia coefficient HRoCoF
can be calculated using Equation (19). In case of low noise and low oscillation levels,
HRoCoF is close to the actual system inertia coefficient. Therefore, HRoCoF is used as the
benchmark value for the iterative convergence of the algorithms.

The next step is to initialize the starting order of the polynomial to n = 2. Then, a
variable-order polynomial is fitted to the CoI frequency data from the 2-th-order, and the
CoI frequency n-th-order polynomial can be expressed thus:

fcoi(t) = Antn + · · ·+ A1t + A0 (24)
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where A0, A1, . . . , An are the fitted polynomial coefficients of CoI frequency.
Based on the fitting curve, the post-disturbance RoCoF and active power unbalance

are identified. The system inertia coefficient can be calculated thus:

Hsys =
fn

2S
ΔP|t=0
d fcoi

dt

∣∣∣
t=0

=
fnB0

2SA1
(25)

Then, the calculated value (Hest,n) is compared with the rough estimated value (HRoCoF)
and the estimated value in the last literation (Hest,n-1) to ensure that the estimate is within a
reasonable limit. If the errors are smaller than their corresponding predefined tolerance
values ε1 and ε2, then the loop terminates. If not, the loop continues with an increment in
the order of the polynomial until convergence is met.

The order of polynomial fitting has a significant impact on the identification results. If
the order is too small, the curve-fitting effect is poor. If the order is too large, it may cause
overfitting, which also leads to poor identification results. Therefore, an upper limit nmax
needs to be set. If the loop reaches the upper limit of the order and the error still cannot
meet the requirements, the loop is terminated. The tolerance value can be increased until
the loop converges. In Refs. [24,25], fifth-order and seventh-order polynomials are used
to suppress the oscillatory components of frequency data, respectively. In this study, the
upper limit of the order nmax was set at 12, and the tolerance values ε1 and ε2 were set at
0.3 s and 0.01 s, respectively.

The specific steps of the proposed inertia identification method are as follows:

Step 1: Collect the frequency data and active power data of all generating units and
determine the onset of the large disturbance.

Step 2: Perform polynomial fitting on the frequency data and active power data of the
PEPS, and identify the PEPS equivalent inertia coefficient according to Equation
(22).

Step 3: According to the data collected from each generating unit, the CoI frequency
is calculated using Equation (18), and the total active power unbalance is also
calculated.

Step 4: The total active power unbalance and the CoI frequency are fitted by a variable-
order polynomial iterative process to identify the system inertia coefficient.

4. Common Control Strategies for PEPSs

The power output of PEPS is primarily determined by control strategies and control
parameters. This section introduces four typical converter control strategies and analyzes
the active-frequency dynamic characteristics of different control strategies. Given the
primary objective of this paper is to analyze the frequency characteristics of converters, the
active-frequency control loop in each control strategy is described in detail.

Grid-connected converter control is mainly classified into two types: grid-following
control and grid-forming control. In grid-following mode, the converter’s reference current
is controlled by a phase-locked loop (PLL) to ensure synchronization between the grid-
following source and the grid. The grid-following control method involves decoupling
the control of active and reactive power in the outer loop [26]. Grid-following sources
without additional frequency regulation control, such as in PQ control, can be approximated
as constant power sources. If frequency regulation control instructions are added to an
outer loop’s current reference, the concerned grid-following source can provide frequency
support to the system. The active power-frequency droop control realizes frequency
regulation by adding a frequency-deviation control instruction [7,8]. The VI control realizes
inertia support by adding an inertia gain control instruction [7,8]. As is shown in Table 1,
Kf represents the droop coefficient of droop control, and Tj represents the virtual inertia
coefficient of VI control.
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Table 1. Comparison of common control strategies for PEPSs.

Strategy Reference Control Block Diagram Frequency Characteristics

PQ
control [26]

_d refi

P

refP
No frequency support

capability

Droop
control [7,8] PIreff

f refdP _d refi

P

refP
fK

0P

Equipped with primary
frequency regulation feature

VI
control [7,8]

0P

_d refi

P

refP
f d

dt jT Equipped with inertia
emulation feature

VSG
control [27]

Pref

Pe

KD

0 g

1
2 HK s

n

s
Equipped with inertia and

damping emulation feature of
an SG

VSG control is a type of grid-forming control mode that introduces the swing equation
of an SG in the control algorithm. The dynamic behavior of a VSG control converter is
similar to that of an SG, involving inertia response and active power regulation. Mean-
while, VSG control has power oscillation issues in transient processes. The outer loop of
VSG control consists of active and reactive power control modules, which generate the
frequency (power angle) reference and voltage reference for the converter [27]. The inertia
control parameter KH and the damping control parameter KD correspond to the inertia
characteristics and damping characteristics of VSGs, respectively.

5. Case Study

The test system used in the study was the IEEE 39-bus power system, which is shown
in Figure 2, where “G” represents synchronous generator, and 1 to 39 represents different
buses. The system includes generators G1–G10. G2–G5 are equipped with IEEE G3
hydroturbine governor models, each with a governor gain of 2 and a deadband of 0.03 Hz;
G6–G9 are equipped with IEEE G3 hydroturbine governor models and have no primary
frequency control; G10 is equipped with the IEEE G1 steam-turbine governor model with a
governor gain of 2. The relevant parameters for each generator in the system are shown
in Table 2.

In this study, BESSs were used as representations for additional frequency control
PEPSs. A BESS with a rated capacity of 80 MW/100.2 MWh was connected in bus29. The
battery model used in the case study is provided in DIgSILENT/PowerFactory, and the
battery model’s description can be seen in [28]. The wind turbine generator (WTG) adopts
the Type 4 WTG generic model [29], which operates in a constant-power-output mode.
A large disturbance fault was set at time 1 s, where the active power of load21 suddenly
increased by 226 MW from 274 MW to 500 MW. This sudden active power increase caused
a power unbalance and resulted in a system frequency drop.
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Figure 2. Topology diagram of the 39-bus power system.

Table 2. Parameters of the generators of the 39-bus power system.

Generator 1 2 3 4 5 6 7 8 9 10 Total

P/MW 1000 520.8 650 632 508 650 560 540 830 250 6140.8
S/MVA 10,000 700 800 800 600 800 700 700 1000 1000 17,100

H/s 5.000 4.329 4.475 3.575 4.333 4.350 3.771 3.471 3.450 4.200 -

5.1. Virtual Inertia Identification of PEPSs
5.1.1. Verification of the Accuracy of Virtual Inertia Identification

For an individual PEPS, Equations (20)–(22) form the theoretical basis for the virtual
inertia identification of the PEPS. Therefore, the accuracy of the virtual inertia identification
method can be reflected by the fitting degree of frequency and power data. To verify the
accuracy and applicability of the virtual inertia identification method, taking the VSG-
controlled BESS as an example, the fitting frequency and active power were compared with
the corresponding measurements. The frequency-fitting curve and the power-fitting curve
are shown in Figure 3.

Fitting curve
Frequency curve
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Figure 3. Curve fitting of measured frequency and active power. (a) Frequency fitting; (b) Active
power fitting.

117



Energies 2023, 16, 4101

From Figure 3, it can be seen that the deviation between the actual frequency and
the fitting frequency is within 0.001 Hz. Additionally, the deviation of the power data is
within 0.05 MW. The fitting effect indicates that the method is able to accurately fit the
measurement data for the identification of the equivalent inertia coefficient.

5.1.2. Inertia under Different VSG Control Parameters

The identified equivalent inertia coefficient Heq(t) can be derived from fitting frequency
and fitting power. Figure 4 shows the curve of the VSG control equivalent inertia coefficient
over time. The Heq(t) exhibits oscillation characteristics similar to those of the output power,
fluctuating to some extent as the output power fluctuates but tending to stabilize as the
output power stabilizes. Heq(t) reaches the first peak after approximately 1 s following
a large disturbance and subsequently oscillates around the value of the inertia control
parameter KH = 100. Due to the effects of converter control delay, Heq(0) cannot accurately
reflect the inertia support capability of VSG control. Based on this reason, the obtained
Heq(t) is sampled every 0.01 s from the first peak to the last valley point, discarding the part
where the fault just occurred. The average value is taken as the identification value Heq of
the equivalent inertia coefficient to characterize the inertia support capability of the VSG-
controlled BESS. The identification value Heq of the VSG equivalent inertia coefficient is
101.33 s, which is slightly larger than the set value of the inertia control parameter KH = 100,
with a deviation percentage of 1.33%. The main reasons for the error are the influence of
power oscillation and errors in the fitting process. In addition, the frequency data of the
BESS connection bus is used instead of the virtual frequency of the BESS to calculate the
inertia identification value. In fact, the virtual frequency of the BESS and the connection
bus frequency may not be completely consistent, and this affects the identification result of
the equivalent inertia coefficient Heq(t).

H
eq

 (s
)

Time (s)  
Figure 4. Heq(t) curve of VSG control.

To investigate the impact of the control parameter on VSG inertia support, two cases
are set as follows:

Case 1: Set KD to 1000 and KH to 50, 100, and 150;
Case 2: Set KH to 100 and KD to 200, 600, and 1000.

It can be seen from Figure 5 that Heq(t) increases as KH increases, indicating that
KH plays a significant role in the converter’s inertia support. The VSG damping control
parameter KD has little influence on the equivalent inertia coefficient value, but increasing
KD can reduce the oscillation amplitude of Heq(t), because the damping control parameter
KD has a direct impact on the suppression of the active output oscillation.
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Figure 5. Heq(t) under different VSG control parameters: (a) changing KH and (b) changing KD.

The equivalent inertia coefficient identification value Heq, under different VSG control
parameter combinations, is obtained according to the above average calculation method.
The results are shown in Figure 6. It can be seen that KH plays a decisive role in inertia
support, while KD has a relatively small impact in inertia support.

Figure 6. The identification results of Heq under different VSG control parameters.

5.1.3. Inertia under Different Control Strategies

In order to analyze the inertia characteristics under different control strategies, the
equivalent inertia coefficients of the BESS under different controls are identified in this
section. Considering the constraints of BESS size [30], the control parameters are shown
in Table 3.

Table 3. Control parameters of various control.

Control Parameters Value

Inertia control parameter KH 100
Virtual inertia coefficient Tj 200

Droop coefficient Kf 40
Droop control deadband 0.3 Hz
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The equivalent inertia coefficients of the various control strategies are identified by the
proposed method, and the equivalent inertia coefficient Heq(t) curves of the corresponding
control parameters are obtained as shown in Figure 7.
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Figure 7. Heq(t) under different control strategies.

From Figure 7, it can be seen that the output of PQ control is not affected by frequency
changes. Thus, the Heq(t) of PQ control remains at zero. The Heq(t) of VI control responds
similarly to that of the VSG control when there is no deadband or delay-time loop and
the virtual inertia coefficient Tj is set to twice the inertia control coefficient KH. Droop
control does not provide power output within the frequency deadband. However, once the
frequency exceeds the deadband, it generates active power according to the frequency de-
viation, leading to a continuous increase in Heq(t). Therefore, it is difficult to quantitatively
characterize the inertial effect of droop control with a constant. This proves that the Heq(t)
of a PEPS is related to its control strategies. Even if the PEPS emulates the characteristics of
a synchronous generator by using VSG control, its Heq(t) may not be constant due to its
control period or control time-delay effect.

5.2. Inertia Identification of PEPS-Integrated Power Systems
5.2.1. Inertia under Different PEPS Compositions

When zero-inertia RESs are integrated with a power system, the inertia level of the
system will be reduced, posing a threat to system frequency stability. However, on the grid
side, a large-capacity VSG-controlled BESS can be directly connected to regulate the system
frequency and improve the system’s inertia level.

To verify the effectiveness of the proposed method and quantitatively analyze the
impact of PEPSs on system inertia, this section identifies the system inertia coefficients
under different PEPS compositions. The specific scenario settings are as follows:

The inertia coefficient of G9 is set to 15 s.

Scenario 1: All generating units are synchronous generators;
Scenario 2: Replace G9 with 166 WTGs with a rated power of 5 MW per unit;
Scenario 3: Replace G9 with 166 WTGs with a rated power of 5 MW per unit and configure

the VSG-controlled BESS with the inertia control parameter KH set to 187.

Figure 8 shows the system frequency response curves for the three scenarios. The
inertia identification results under different PEPS compositions are shown in Table 4.
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Figure 8. Frequency response before and after BESS is connected in a wind-power-integrated system.

Table 4. Inertia identification under different PEPS compositions.

Scenario RoCoFmax(Hz/s) f min (Hz) Hsys(s)

1 0.094 59.183 5.187
2 0.156 59.164 4.467
3 0.102 59.183 5.291

According to the results in Figure 8 and Table 4, it can be seen that after WTGs are
integrated into the system, the Hsys of the system decreases by about 0.7 s, and the RoCoFmax
increases. The integration of WTGs leads to a decrease in frequency stability. However, after
the configuration of the VSG-controlled BESS, the system inertia is effectively supplemented.
At this point, the system inertia coefficient is similar to that of the traditional system, and
the inertia level is restored to that of a system without WTGs. Therefore, VSG-controlled
BESSs has significant application value in power systems with high penetrations of RESs.
The frequency response curves in Figure 8 and the inertia identification results in Table 4
verify the effectiveness of the proposed system-inertia-identification method.

5.2.2. Inertia under Different VSG Control Parameters of BESSs

As mentioned earlier, the inertia control parameter KH is directly related to the inertia
support capability of the VSG-controlled BESS. Figure 9 displays the post-disturbance
frequency dynamic response of the power system with BESSs configured with different
inertia control parameters.
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Figure 9. Frequency response curves under different VSG control parameters KH.
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From Figure 9, it can be seen that increasing the inertia control parameter can im-
prove the system’s inertia support capability and thus improve the frequency stability of
the system.

In order to quantitatively assess the inertia support capability of BESSs with different
inertia control parameters, the power system inertia was identified by the proposed method
in this paper. The identification and evaluation results are shown in Table 5.

Table 5. Inertia identification under different VSG parameters.

KH Heq(s)
Stored Virtual Inertia Provided by

BESS(MW·s)
Hsys(s)

- 0 0 4.596
120 121.74 9739.2 5.193
240 244.57 19,565.6 5.876
360 369.91 29,592.8 6.603

In Table 5, the third column displays the “stored virtual inertia” provided by the BESS,
and this is calculated by multiplying the equivalent inertia coefficient Heq by the rated
apparent power of the BESS, according to Equation (11). From the perspective of system
planning, the stored virtual inertia represents the inertia stored by the BESS if it is viewed
as an equivalent generator. The stored virtual inertia of the VSG-controlled BESS is mainly
determined by the control parameters rather than by the BESS’ capacity. This proves that
the inertia provided by a BESS can be much higher than that of a synchronous generator of
the same capacity.

From the perspective of an individual generating unit, it is observed that a larger KH
results in a larger Heq. This indicates that if the BESS is viewed as an equivalent SG, its
inertia coefficient is larger and its inertia support capability is better. From the perspective of
the entire system, it can be seen from the results of Hsys identification that increasing the KH
can improve the overall system inertia level. The inertia identification results can provide
guidance for configuring control parameters according to system inertia requirements.

5.3. Energy Analysis of BESSs

In a VSG-controlled BESS-connected power system, both the generator and BESS
can absorb or inject energy into the system to provide inertia support when the system
frequency changes. In order to verify the equivalence of virtual inertia, the inertia coefficient
H9 of G9 is set to 15 s and 5 s to represent high-inertia and low-inertia systems, respectively.
In the low-inertia system, the VSG-controlled BESS was connected with certain parameter
configurations to make the frequency response curve as similar as possible to that of the
high-inertia system’s frequency response curve.

Figure 10 shows the frequency response of the 39-bus system before and after a VSG-
controlled BESS is configured. The inertia control parameter KH of the BESS is 125. It can
be seen that the low-inertia system has a greater RoCoF and a lower-frequency nadir in the
inertia response than the high-inertia system does. The yellow line shows that configuring
the VSG-controlled BESS can significantly improve the inertia level of the system. After the
VSG-controlled BESS is configured in the low-inertia system, the frequency response curve
of the system is basically consistent with that of the high-inertia system, and the frequency
nadir is very close: approximately 59.18 Hz for both systems.
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Figure 10. Frequency curve of the system with or without a VSG-controlled BESS.

Figure 11 shows that after the disturbance fault occurs, the VSG-controlled BESS
immediately issues instructions to release active power to contain the frequency drop.
Almost at the moment of disturbance, the active output of BESS reaches its maximum, and
then decreases until the inertia response basically ends. By integrating the active power
during the inertia response, the energy provided by the BESS can be obtained as follows:

Ees =
∫ 23.58

1
P(t)dt = 273.7634 MW · s

P 
(M

W
)

Time (s)

5

 
Figure 11. Active power curve of a VSG-controlled BESS.

According to Equation (7), the rotational kinetic energy provided by SGs in a high-
inertia system and a low-inertia system can be calculated separately. EG,av1 and EG,av2
represent the rotational kinetic energy released by the generator in a high-inertia and
low-inertia system, respectively. The reduction in rotational kinetic energy released by the
generators is calculated as follows:

ΔEG,av = EG,av1 − EG,av2 =
fn

2 − ft
2

fn2 ΔHGSG = 273.7634 MW · s

The reduction in rotational kinetic energy released by the synchronous generator
(ΔEG,av) is approximately equal to the energy released by the BESS (Ees); i.e., the virtual
inertia provided by the BESS just makes up for the reduction in the synchronous generator
inertia, so that the frequency response curve of the low-inertia system is basically the same
as the frequency response curve of the high-inertia system.

123



Energies 2023, 16, 4101

By utilizing the polynomial fitting method to identify the equivalent inertia coefficient
of a BESS, the Heq is obtained as 128.04 s. According to Equation (10), the virtual inertia
provided by a BESS in the inertia response is:

EBESS,av =
fn

2 − ft
2

fn2 HeqSes =
602 − 59.182

602 × 128.04 × 80 = 276.5664 MVA · s

It can be seen that Ees is approximately equal to EBESS,av. The above analysis and
calculations verify that VSG-controlled BESSs can provide inertia support like generators
during the inertia response. A VSG-controlled BESS can be regarded as an SG with an
inertia coefficient of Heq and a rated apparent power of Ses. The energy output from a BESS
can be considered as the rotational kinetic energy released by the virtual rotor.

In addition, it is observed that the energy released to the system during the inertia
response accounts for a small proportion of the actual capacity of a BESS. Therefore, the
impact of the changes in the state of charge (SOC) need not be considered during the
inertia response.

6. Conclusions

This paper starts from the physical viewpoint that power system inertia is the energy
for impeding frequency changes and defines the concepts of virtual inertia and the equiva-
lent inertia coefficient. Based on the theoretical analysis of inertia, an inertia identification
method for high-power-electronic-penetrated power systems is proposed. The inertia
characteristics of PEPSs under different strategies and parameters have been analyzed by
using the proposed inertia identification method. The following conclusions are drawn
based on the analyses in this paper.

Differing from what one might find in a synchronous generator, the virtual inertia
provided by a PEPS is primarily affected by its control strategies and parameters. Thus,
the inertia response effect of a PEPSs is time-varying. Even if the PEPS simulates the
output characteristics of synchronous generators under VSG control, its equivalent in-
ertia coefficient may not be a constant due to the impact of control periods or control
time-delay effects.

The equivalent inertia coefficient of VSG control has certain fluctuations during output
power fluctuations but tends to stabilize as output power stabilizes. Therefore, the inertia
response effect of VSG control can be characterized by a constant that is close to the inertia
control parameter. Additionally, the inertia control parameter KH plays a decisive role in
inertia support.

The virtual inertia provided by VSG-controlled BESSs is equivalent to the inertia
provided by synchronous generators. In high-power-electronic-penetrated power systems,
the integration of zero-inertia RESs reduces system inertia levels, while VSG-controlled
BESSs can compensate for the reduced inertia caused by integrating zero-inertia RESs.

The inertia identification method proposed in this paper can quantitatively assess
the impact of PEPSs on power system inertia. The conclusions drawn in this paper can
provide references for configuring power electronic equipment and its control parameters
according to system inertia requirements.
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Abstract: To address challenges in locating high-impedance grounding faults (HIGFs) and isolating
fault areas in resonant grounding systems, this paper proposes a novel fault identification method
based on coordinating a Peterson coil and a resistance grounding system. This method ensures
power supply reliability by extinguishing the fault arc during transient faults with the Peterson coil.
When a fault is determined to be permanent, the neutral point switches to a resistance grounding
mode, ensuring regular distribution of zero-sequence currents in the network, thereby addressing the
challenges of HIGF localization and fault area isolation. Fault calibration and nature determination
rely on recognizing neutral point displacement voltage waveforms and dynamic characteristics,
eliminating interference from asymmetric phase voltage variations. Fault area identification involves
assessing the polarity of zero-sequence current waveforms attenuation during grounding mode
switching, preventing misjudgments in grounding protection due to random initial fault angles and
Peterson coil compensation states. Field experiments validate the feasibility of this fault location
method and its control strategy.

Keywords: high-impedance grounding fault; fault area isolation; waveform characteristics; polarity
difference

1. Introduction

With the advancement of digital distribution systems, economically efficient and
self-healing distribution networks are widely recognized as primary development goals
for power systems. [1] Accurately detecting and isolating single-line-to-ground (SLG)
represents a critical research challenge that needs to be addressed in self-healing distribution
systems [2–4].

Traditional fault handling strategies often struggle to achieve fault isolation in resonant
grounded systems. Automatic Peterson coils, equipped with series-connected damping
resistors, can operate in various compensation states, including over-compensation, under-
compensation, or full compensation. Moreover, the tuning of automatic Peterson coils is
random, leading to unpredictable levels of output compensation current. These factors
result in the zero-sequence current distribution in the network becoming irregular under
fault conditions. Consequently, this irregularity complicates fault line selection and fault
area location [5]. Furthermore, due to the complex operating conditions of distribution
networks, traditional methods often employ broader fault detection thresholds to ensure
selectivity, leading to potential misidentification of HIGFs [6].

In small-resistance grounded systems, identifying HIGFs poses a critical challenge in
fault zone identification. During HIGF events, significant fault transition resistances are
connected in series within the fault zero-sequence circuit. This results in minimal changes
in zero-sequence current amplitude, which may not be sufficient to activate zero-sequence
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current protection. Even when fault handling procedures are initiated, these subtle vari-
ations in zero-sequence current amplitude typically do not offer adequate support for
precise fault zone identification. Moreover, in cases involving small-resistance or metallic
grounding faults, ground protection devices often lack the capability to determine if fault
point insulation can self-recover, thereby significantly affecting power supply continuity [7].
In summary, small-resistance grounded systems face challenges in meeting the power
supply reliability and fault identification accuracy requirements of distribution networks.

Although the single neutral point grounding method has unique advantages, it cannot
meet the multidimensional requirements related to the safety and reliability of distribution
networks. Both academia and industry are investigating fault handling approaches that
integrate various neutral point grounding methods, including ‘multi-mode grounding’
and ‘flexible grounding’, with the aim of addressing safety and reliability concerns within
power distribution systems [8,9].

Wan et al. proposed a fault line identification method for flexible grounding systems
where Peterson coils are connected in parallel with small-resistance grounding. This
method aims to mitigate the chaotic disturbances caused by the randomness of Peterson coil
compensation states by analyzing the trajectory of changes in the zero-sequence currents of
feeders and zero-sequence voltages of buses after the parallel resistors are engaged [10,11].
Zeng proposed a delay switching strategy utilizing Peterson coils and resistor grounding to
amplify fault electrical quantities for the identification of faulted feeders. The objective was
to ensure power supply reliability while simultaneously considering grid safety [12]. Wang
proposed an identification method for single-phase grounding faults using Neutral Point-
to-Ground Complex Impedance (EHPC) adaptive control based on Peterson coils. This
method ensures the amplification of zero-sequence parameters while preventing ground
arc reignition, thus achieving fault point identification [13,14]. However, due to changes in
the operation mode of distribution networks or the influence of unstable grounding factors
(such as tree obstructions and flashovers), previous methods generally lack the capability
to accurately identify grounding faults. This results in insufficient criteria for determining
whether the insulation at the grounding fault point can correctly recover and for accurately
identifying the faulted feeder.

Voltage and current waveform characteristics contain a wealth of fault information,
making the application of waveform features in fault identification and localization both
practical and feasible. Y. Xue et al. developed several methods, including the transient
zero-sequence current projection coefficient method, the transient energy method, and the
wavelet coefficient energy analysis method, to identify single-phase grounding faults under
complex conditions based on the resonance frequency proportion coefficient during the
fault process [15–18]. B. Wang et al. applied the dynamic trajectory of the volt-ampere
characteristics of zero-mode voltage and current to the identification of HIGFs [19,20]. M.A.
Barik et al. utilized the polarity characteristics of transient electrical quantities during
ground faults to quantitatively or qualitatively calculate fault location information [21–26].

While the above-mentioned methods have demonstrated the capability to identify
faulted feeders or fault regions and have shown satisfactory performance in handling
HIGFs under ideal conditions, complex factors including special fault phase angles and
the randomness of Peterson coil compensation states may lead to waveform characteristic
disturbances. Particularly under conditions of HIGFs, threshold-based methods relying on
waveform characteristics exhibit significant deficiencies due to the difficulty in capturing
characteristic quantities.

This paper proposes a collaborative control method involving Peterson coils and
resistor grounding to identify single-phase grounding fault regions. By establishing zero-
sequence circuit models for various grounding modes, the evolving mechanisms of fault
features during fault perception and segment identification with the concurrent application
of different grounding methods are revealed. The waveform characteristics of neutral point
displacement voltage during fault inception and zero-sequence current at node switching
when grounding methods change are extracted using empirical wavelet transform (EWT).
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The DC attenuation component in voltage waveform characteristics is utilized to detect
fault occurrence and eliminate interference from asymmetrical phase voltage changes, while
the current waveform characteristics are used to derive attenuation coefficients and identify
fault regions based on their polarity differences. The proposed method combines waveform
and frequency domain features for fault identification, enabling the identification of HIGFs
under any fault initial phase angle. Moreover, the method utilizes the polarity changes in
zero-sequence current attenuation at the fault node when a Peterson coil is disconnected,
thereby indicating the fault region independently of the Peterson coil compensation state.

2. Analysis of Challenges in Ground Fault Identification under Complex
Operating Conditions

There are difficulties in identifying SLGs in Peterson coil grounded systems, and issues
with unreliable power supply and HIGF identification in small-resistance grounded systems.
Although the combined application of both can leverage strengths and mitigate weaknesses
to some extent, the asymmetric voltage changes in the grid environment and the complex
operating conditions at fault points constrain their seamless integration. Consequently, this
paper establishes a fault zero-sequence circuit model to elucidate the evolving mechanism
of fault characteristic quantities during the collaborative processing of single-phase ground
faults. Figure 1 illustrates the equivalent model of the fault zero-sequence circuit during
the transition of neutral point grounding methods.
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Figure 1. Fault Zero-Sequence Circuit during Cooperative Control of Neutral Point Grounding
Methods.

Due to the relatively small unit inductance and resistance of distribution lines, the
primary component of impedance in the zero-sequence circuit is the distributed capacitance
to ground of the lines. To analyze the zero-sequence fault characteristics of SLG, we have
neglected the line’s inductance and resistance values, focusing solely on the effect of the
distributed capacitance to ground of the lines. In Figure 1, uf represents the virtual power
source at the fault point; switches KL and KR are, respectively, used to connect/disconnect
the Peterson coil LN and grounding resistor RN at the neutral point N; C1, C2, . . . , Cj, . . . , Cn
represent the ground capacitance of each feeder line. The closure of switch KF indicates the
occurrence of a ground fault; Yasy denotes the virtual asymmetrical admittance.

The mathematical expression for the virtual asymmetrical admittance Yasy is given by
Equation (1) [27],

Yasy = GA + jωCA + a2(GB + jωCB) + a(GC + jωCC) (1)

where a = ej120 is the rotation factor; GA, GB, GC represent the leakage conductance
to ground of the three phases; and CA, CB, CC denote the capacitance to ground of the
three phases.
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By using Equation (1), the asymmetrical voltages in the system can be expressed as
Equation (2),

•
UNN′ = −Uph

Yasy

GΣ + jωCΣ
(2)

where
•

UNN′ represents the virtual asymmetric voltage of the distribution system;
GΣ = GA + GB + GC represents the total system ground leakage conductance; CΣ = CA
+ CB + CC denotes the total system ground capacitance; Uph stands for the amplitude of
phase source voltage. The detailed derivation of Equation (2) can be found in Appendix A,
Equations (A1) and (A2).

Using Equation (2), the expression for the neutral point displacement voltage
•

UN0 can
be derived as shown in Equation (3),

•
UN0 =

YC
YC + YN

•
UNN′ (3)

where YC represents the system’s ground capacitance admittance; YN = 1/jωLN for resonant
grounded systems; YN = 1/RN for resistance grounded systems. The detailed derivation of
Equation (3) can be found in Appendix A, Equation (A3).

2.1. Voltage Asymmetry Leading to Misidentification of SLGs

When the neutral point is initially grounded through Peterson coils, the neutral point

displacement voltage
•

UN0 of the unbalanced power grid can be represented by Equation (4),

•
UN0 = − YC jωL

YC jωL + 1
Uph

n

∑
1

Yasy

GΣ + jωCΣ
(4)

where Uph represents the system phase voltage.
Analysis of Equation (4) reveals that the inductive current provided by Peterson coils

differs in direction from the current vector provided by the virtual asymmetrical admittance

in the unbalanced power grid. This leads to variations in the trend of
•

UN0. Considering
the ground resistance RS and the damping resistance RZ of the Peterson coil, the zero-
sequence circuit of the asymmetrical network and the voltage-current phasor diagram can
be depicted based on Equation (4), as illustrated in Figure 2.

 
 

(a) (b) 

Figure 2. (a) Zero-sequence circuit of the asymmetrical network with Peterson coil grounding system;
(b) Voltage-current vector model.

From the vector diagram, it is evident that the inductance and damping resistance of

the Peterson coil branch jointly cause the branch current to lag behind
•

UN0 and deviate.
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By synthesizing the current in the Peterson coil branch with the current in the virtual
admittance branch, the current in the loss resistance branch can be derived to determine

the voltage direction. Subsequently, the vector model of the asymmetrical voltage
•

UNN′
is synthesized.

Combining the above characteristics leads to the conclusion that the direction and

magnitude of
•

UN0 vary under the influence of the Peterson coil branch and the virtual
asymmetrical admittance. However, during HIGFs, the only observed change is in the

capacitive current leading
•

UN0, which overlaps with the range of
•

UN0 variation during
non-fault periods. The dispersion in the tuning range of the Peterson coil and the magni-
tude of the asymmetrical admittance leads to irregularities in the deviation direction of
the asymmetrical voltage. Consequently, it is not possible to utilize effective waveform

characteristic changes of
•

UN0 to judge the occurrence of faults.

2.2. Special Fault Initial Phase Causes Disappearance of Fault Characteristics

When a ground fault occurs, the waveform of
•

UN0 in the resistor grounding system
exhibits a significant DC attenuation component. Utilizing this waveform characteristic can
partly address the issue of asymmetric interference. However, the randomness of the fault
initial phase angle may lead to the disappearance of the voltage waveform attenuation
feature. In this paper, we establish differential Equation (5) at the moment of a single-phase
ground fault occurrence in the resistor grounding system to analyze this problem,

u f = uN0 + R f (CΣ
duN0

dt
+

uN0

RN
) (5)

where RN represents the neutral point grounding resistance; Rf denotes the fault point
transition resistance; uf represents the fault virtual voltage source uf = Uphcos(ωt + ϕ); and
uN0 represents the transient neutral point displacement voltage.

Solving the first-order differential Equation (5) yields Equation (6).

uN0(t) =
Uph√

R f
2CΣ

2ω2+(R f +RN)/RN
cos(ωt + ϕ

− tan−1 R f CΣω) + Ke
−(R f /RN+ t

R f CΣ
)

(6)

Under the assumption of ideal conditions with three-phase symmetry, the overall
response equation of the circuit can be derived as Equation (7).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

uN0(t) = (UN0ph cos θ1 − Uph cos(ϕ−tan−1 R f CΣω)√
R f

2CΣ
2ω2+(R f +RN)/RN

)k

+
Uph cos(ωt+ϕ−tan−1 R f CΣω)√

R f
2CΣ

2ω2+(R f +RN)/RN

k = e
−(

R f
RN

+ t
R f CΣ

)

(7)

From Equation (7), it is evident that during a ground fault, the alternating component

of the
•

UN0 increases, while a decaying direct current component also emerges. As the
transition resistance increases, the peak value of the DC offset decreases, and the decay time
increases, as illustrated in Figure 3a. Figure 3 shows the neutral point displacement voltage
waveforms under balanced phase voltage conditions for different transition resistances and
different initial fault angles.
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(a) (b) 

Figure 3. (a) UN0 under Different Transition Resistances; (b) UN0 under Different Initial Fault Angles.

Assuming the equilibrium value of the initial fault angle is θ2, the expression for θ2
can be derived from Equation (7) as shown in Equation (8).

θ2= cos−1(Uph
−1(UN0ph cos θ1

√
R f

2CΣ
2ω2 + (R f + RN)/RN

− tan−1 R f CΣω))
(8)

Considering the influence of the fault initial phase angle ϕ, the DC offset compo-
nent decay process indicates the following trends: when ϕ = θ2, the DC decay vanishes.
As ϕ moves away from θ2, the peaks of the DC decay rise, reaching their maximum at
ϕ = θ2 + π/2, as depicted in Figure 3b.

In summary, the random distribution characteristics of the initial fault angle can result
in the disappearance of the attenuation features in the neutral point displacement voltage
waveform. Therefore, when using waveform characteristics for fault identification, it is not
sufficient to rely solely on the attenuation component as an indicator of fault occurrence.

3. Coordinated Fault Identification Strategy Using Peterson Coil and Resistor

3.1. Structure and Principles of the Proposed Fault Identification Method

The structure of the Peterson coil-resistor collaborative fault handling device is shown
in Figure 4.

LNN

QFL

RN

QFR

TA

Figure 4. Structure of the Peterson Coil-Resistor Collaborative Fault Handling Device.

In the figure, LN represents the inductance of the Peterson coil, and RN represents the
neutral point grounding resistor. To distinguish from the theoretical analysis in Figure 1,
QFL is used here to represent the switch of the Peterson coil branch of the device and QFR
represents the switch of the resistance branch.
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In normal operation, the distribution network utilizes resistance grounding at the
neutral point. The criterion for detecting single-phase ground faults is based on the voltage
variation characteristics of the neutral point displacement. Peterson coil branches are acti-
vated upon detection of a single-phase ground fault to suppress capacitive fault currents.

After a specific delay ΔTX (the delay time corresponds to the duration for the fault
arc to extinguish, as detailed in reference [28]), the Peterson coil is deactivated. Then, the
resistance branch is reconnected. Since the time allocated for the fault arc to extinguish
is generally 2–3 s, the response speed of the switches can be neglected. Subsequently, the
nature of the faults is determined based on changes in UN0 and zero-sequence current
amplitude. If, upon switching back to the resistance grounding branch, differences in
characteristic quantities persist compared to the normal state, the faults are classified as
permanent. The fault line and section can then be determined through the zero-sequence
current fault characteristics when the Peterson coil branch switch is engaged.

Manual switching of the Peterson coil grounding mode is necessary to ensure the
reliability of the Peterson coil operation when there is a change in the operating mode of
the grid. After completing measurements of grid capacitance currents and performing
automatic tuning, the Peterson coil switches back to the resistance grounding mode to
dampen overvoltage in the grid.

3.2. Application of Electrical Quantity Waveform Feature Recognition in Coordinated Fault Handling

In the fault identification strategy proposed in this paper, waveform feature extraction
and attenuation component processing techniques are utilized to identify the occurrence
of ground faults and the fault regions. To address the challenge of difficult fault percep-
tion caused by high-resistance grounding faults in asymmetric power systems, this paper
introduces a method for identifying the attenuation characteristics of neutral point displace-
ment voltage waveforms. By combining this approach with mode frequency differences,
the proposed method achieves accurate detection of grounding faults. Furthermore, to
enhance precise fault area identification, the paper extracts attenuation coefficients from
zero-sequence current waveforms and utilizes polarity differences in these coefficients to
identify fault regions.

3.2.1. Analysis of Fault Attenuation Process in Neutral Point Displacement Voltage

The transient process of grounding faults occurring in resistance-grounded systems
has been analyzed through the zero-sequence circuitry in the preceding sections. Due
to the sinusoidal trajectory of UN0 during normal operation, θ2 varies with factors such
as the faulted phase and fault inception angle, leading to ineffective detection of DC
attenuation components.

However, higher transition resistances exert a more pronounced damping effect on the
oscillation process during fault occurrences, presenting a significant contrast to the voltage
asymmetry changes during normal grid operation.

This paper utilizes the Variational Mode Decomposition (VMD) method to decompose
the neutral point displacement waveforms under typical special fault phase angles during
HIGF and voltage asymmetry conditions. The VMD method was proposed by Dragomiret-
skiy et al. This method assumes that any signal is composed of a series of sub-signals with
specific center frequencies and finite bandwidths. By constructing and solving a variational
problem, it determines the center frequencies and bandwidth constraints and identifies
effective components corresponding to each center frequency in the frequency domain. The
decomposition steps of the VMD method are referenced from [29].

Figures 5 and 6 depict the decomposed modes for two different scenarios. By analyzing
the frequency characteristics of these decomposition modes using Fast Fourier Transform
(FFT), the resonant frequency bands of the original waveforms can be identified.
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Figure 5. Decomposition and FFT Analysis of Voltage Waveform under High-Resistance Ground-
ing Fault.

 
Figure 6. Decomposition and FFT Analysis of Voltage Waveform with Phase Voltage Asymmet-
ric Variations.

In the above figure, Vh represents the modal center frequency, and ξ denotes the
proportion of the center frequency within the fundamental wave.

A comparison between Figures 5 and 6 allows us to draw the following conclusion:
due to the damping effect of the transition resistance, the harmonic frequencies during high-
resistance grounding faults are concentrated near the fundamental frequency, with minimal
high-frequency harmonic content. In contrast, during dynamic changes in phase voltage
asymmetry, there is a distribution of both low-frequency and high-frequency harmonics.
The harmonic content during asymmetric voltage changes is related to the closing angle.
When the closing angle is 0◦, the harmonic frequency content is minimal, reaching its peak
at 90◦, as shown in Tables 1 and 2.

Table 1. The frequency band of the UN0 in HIGF.

HIGF
C Phase
ϕ = θ2

1 kΩ 2 kΩ 3 kΩ 4 kΩ 5 kΩ

Vh:
ξ:

125 Hz
5.66%

112 Hz
4.67%

87.5 Hz
4.02%

83.8 Hz
3.58%

65 Hz
1.99%

134



Energies 2024, 17, 3510

Table 2. The frequency band of the UN0 in asymmetric voltage variation.

UN0

Initial Value: 86.6 V

Change Value
80.83 V 75.06 V 69.28 V 63.51 V 57.74 V

0◦ Vh:
ξ:

2805 Hz
0.11%

2743 Hz
0.12%

2657 Hz
0.11%

2682 Hz
0.10%

2732 Hz
0.11%

90◦ Vh:
ξ:

996 Hz
0.55%

1001 Hz
0.45%

1042 Hz
0.36%

1050 Hz
0.44%

987 Hz
0.42%

A comparison between Tables 1 and 2 leads to the conclusion that when there is an
asymmetric variation, the resonant frequency of UN0 is higher, typically distributed within
the high-order modal frequency band. However, during high-resistance grounding faults,
the resonant frequency of UN0 is lower, situated within the lowest frequency band mode of
the decomposed modal frequencies.

During HIGF, the accurate detection of ground faults can be achieved utilizing the
aforementioned characteristics. When ϕ �= θ2, HIGF can be identified using the direct
current offset component. When ϕ = θ2, differentiation between HIGF and dynamic
changes in phase voltage asymmetry can be made based on the difference in high-frequency
harmonic content.

3.2.2. Analysis of Zero-Sequence Current Attenuation Process during Grounding
Method Switching

When the fault is permanent, switch QFL is opened at time T1, and the Peterson coil cir-
cuit exits operation. At this moment, the ground capacitance loses the compensating effect
of inductive current, regardless of whether the Peterson coil was in an under-compensation
or over-compensation state. This process can be equivalent to the closure of capacitor C in
an RC series-parallel circuit at time T1, as shown in Figure 7.

 
 

(a) (b) 

Figure 7. (a) Zero-Sequence Equivalent Circuit During Fault Coordination Process; (b) Voltage-
Current Vector Model.

Before the switching operation, UN0(0−) = RN IRN ; uC(0−) = UN0(0−). According to
the switching rule, after the switching operation, we obtain uC(0−) = uC(0+). According
to the KVL and KCL, the relationship between the voltages and currents of each component
after the switch is closed, as illustrated in Equation (9).⎧⎪⎪⎨⎪⎪⎩

•
Uph = R f (C

duC
dt + uC

RN
) + uC

iC =

•
Uph−uC

R f
− uC

RN

(9)
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Assuming the time constant of the capacitor circuit is τ, τ = RNC0. The voltage
total response equation of the capacitor circuit during this stage can be represented by
Equation (10).

uc =
RNUph

RN + R f
+ (RN IRN − RNUph

RN + R f
)e−

t
τ (10)

In Equation (10), the first half on the right-hand side represents the steady-state compo-
nent, while the second half represents the decaying free component. The decay component
is directly related to the transition resistance at the fault point and the neutral point re-
sistance. As the transition resistance increases, the peak value of the offset component
decreases, and the decay time increases. The decay process of the zero-sequence current
after capacitor closure is given by Equation (11).

•
IC = C0

duc

dt
= (−IRN +

Uph

RN + R f
)e−

t
τ (11)

In a resistance-grounded system, significant differences exist in the amplitude and
direction of zero-sequence currents between the upstream node (near the substation) and
the downstream node (far from the substation) at the fault point. Due to the shunting
effect of line-to-ground capacitance, the zero-sequence current gradually increases from the
substation feeder to the fault point, reaching its maximum value at the node just before
the fault point. Subsequently, the zero-sequence current gradually decreases at nodes
downstream of the fault point, as illustrated in Figure 8.
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F3
Cj1 Cj2 Cj3 Cj4

I01

F2I02

IRN

Cj5

I0j

S1 S2 S3 S4

S5

Zero-Sequence 
Current Flow Path

 

Figure 8. Zero-Sequence Current Network Distribution Structure.

Let Cj1, Cj2, . . ., Cjn denote the line-to-ground capacitances of the fault feeder sections,
and Gj1, Gj2, . . ., Gjn denote the line-to-ground conductance of the fault feeder sections.
The fault occurs at node i. Based on Kirchhoff’s Current Law (KCL), the relationship for
zero-sequence currents upstream and downstream of the fault point can be derived as
Equation (12), ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

•
Io

Power =
•

UN0 jω(CΣ − k
∑

i=1
Cji)−

•
Uf

R f +
k
∑

i=1
Gji

+

•
UN0

RN

•
Io

Load =

•
Uf

R f + Gjn
− •

UN0 jωCjn

(12)
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where I0
power represents the zero-sequence current at the upstream node of the fault point,

while I0
Load represents the zero-sequence current at the downstream node of the fault point.

The analysis above indicates that accurate localization of small-resistance grounding
faults can be achieved through the magnitude of zero-sequence currents at nodes. However,
due to the current-limiting effect of high-resistance grounding resistors, differentiating the
fault characteristics of zero-sequence currents at various nodes becomes challenging, mak-
ing it difficult to precisely locate HIGF areas using traditional methods. The zero-sequence
currents in the resistance-grounding system exhibit directional distribution within the
network. After the Peterson coil is removed from operation, the attenuation components of
zero-sequence currents at upstream and downstream nodes exhibit different attenuation
directions. Therefore, this paper proposes utilizing the disparity in the attenuation direc-
tions of zero-sequence currents as a supplementary method for detecting HIGFs. Figure 9
depicts the waveform differences between the upstream and downstream nodes upon the
removal of the Peterson coil.

 
Figure 9. Differences in Zero-Sequence Current Waveforms between Upstream and Downstream
Nodes during Faults.

3.3. Extracting and Analyzing Waveform Characteristics

Given the time-frequency characteristics of neutral point displacement voltage and
zero-sequence current in fault coordination processes, this paper employs EWT [30] to
decompose the feature quantities and construct modal components for each frequency
band. The EWT combines the adaptive capability of Empirical Mode Decomposition (EMD)
with the orthogonality of wavelet methods. It provides better physical interpretability
while avoiding the issues of mode mixing and over-decomposition [31]. The modal signals
obtained from this method exhibit good stability and robustness. The decomposition
process is described in detail in the literature [32].

3.3.1. Fault Detection Based on Voltage Attenuation Components and Modal Frequencies

We can detect ground faults based on the direct current modal component in the
modal components obtained through EWT decomposition of neutral point displacement
voltage. Figure 10 illustrates the modal components obtained through the EWT method
when a permanent HIGF occurs.
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Figure 10. Decomposition of Neutral Point Displacement Voltage Waveform in HIGF.

When a specific fault phase angle causes the disappearance of the DC component,
the resonance band distribution characteristics obtained from the previous analysis can
distinguish between HIGF and voltage asymmetry changes. The variance contribution
ratio can intuitively reflect the energy provided by the decomposition modes to the signal
fluctuation in the original waveform. The process of calculating the mode variance contri-
bution rate is as follows: after calculating the variance for each mode, the proportion in the
original signal variance is computed, as shown in Equation (13).

PCR =
si

2

σo2 =

∫
[ei

2(t)− ei]
2dt∫

[Y2(t)− y]2dt
(13)

The harmonic main frequencies VX of each mode are obtained through FFT. Weighted
averaging of the harmonic main frequencies is performed using PCR as the weighting
factor to calculate the maximum frequency value Vg in the energy spectrum, as shown in
Equation (14). The value Vg describes the harmonic frequency in the decomposition mode
that has the greatest impact on signal fluctuations.

Vg =

N
∑

i=1
Vi

XPCRi

N
∑

i=1
PCRi

(14)

The directional nature of Vg in the decomposition mode frequency bands can distin-
guish between HIGF and voltage asymmetry changes. If Vg points to the high-frequency
modal component, it is judged that a voltage asymmetry change has occurred; if Vg
points to the low-frequency modal component, it is considered that an HIGF has occurred.
Figure 11 visually illustrates the frequency characteristics of the neutral point displacement
voltage under different conditions.

As shown in Figure 11, under the condition of a specific initial fault angle, Vg suc-
cessfully indicated the frequency band characteristics in both HIGF and voltage asymme-
try changes. During high-resistance grounding faults, Vg pointed to the low-frequency
modal component, while in voltage asymmetry changes, Vg pointed to the high-frequency
modal component.
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(a) (b) 

Figure 11. (a) Modal Frequency Band Distribution During Voltage Asymmetry Changes; (b) Modal
Frequency Band Distribution During HIGF.

3.3.2. Fault Zone Localization Based on Zero-Sequence Current Attenuation Coefficient

Based on the analysis above, the fault zone can be determined using the attenuation
polarity of the zero-sequence current at feeder nodes when the Peterson coil is removed.
Firstly, EWT is applied to decompose the zero-sequence current waveforms at the beginning
of each feeder. The decomposed DC attenuation component characterizes the direction of
zero-sequence current attenuation. Then, the fault zone is identified based on the polarity
characteristics of zero-sequence current attenuation at the nodes of the faulted feeder.

The method for extracting the polarity characteristics of zero-sequence current attenu-
ation is as follows. First, the EWT is used to decompose the zero-sequence current at each
feeder and node, resulting in the nonlinear attenuation mode Eres(t). Then, the Nonlinear
Least Squares (NLS) method is applied to fit the attenuation term and obtain a nonlinear
attenuation model. The objective function is shown in Equation (15).

E(t) = δ f e−λ f t + α (15)

The fitting process includes minimizing the sum of squared residuals (Equation (16))
and iteratively solving for the optimal parameters using the Levenberg–Marquardt method.

S(θ) = ∑n
i=1 [eres − (δ f e−λ f t + α)]

2
(16)

The above process yields two variables: the attenuation coefficient λf and the at-
tenuation zero-point δf. The sign of the attenuation coefficient indicates the direction of
zero-sequence current attenuation, while the attenuation zero point represents the time
when attenuation terminates.

The identification of fault sections can be achieved by leveraging the opposite polarity
of the attenuation coefficients of zero-sequence currents at upstream and downstream fault
nodes. Specifically, the fault area can be located by examining the sign of the zero-sequence
current attenuation coefficient λf at each node before the attenuation zero-point δf.

3.4. Process Flow of Neutral Point Coordination Control Method for SLG

The fault characteristic identification stage of the neutral point grounding SLG coordi-
nation control method consists of five time sequences (T0–T4), as shown in Figure 12.

139



Energies 2024, 17, 3510

 
Figure 12. Flowchart of Neutral Point Coordinated Fault Handling Strategy.

Step 1: Upon detection of a fluctuation in UN0, grounding faults are diagnosed by
analyzing the decay of the direct current component of the neutral point displacement
voltage to identify HIGF while excluding asymmetrical disturbances in grid operation. The
calculation method is shown in Equations (13) and (14). Mark the occurrence of the fault as T0.

Step 2: At time T1, the Peterson coil is activated to suppress fault currents. During the
delay ΔT1, both the Peterson coil branch and the resistance branch operate simultaneously
in the grounding circuit, with the resistance branch rapidly suppressing the attenuation
component in the Peterson coil.

Step 3: At time T2, the resistance grounding branch is deactivated, allowing the
Peterson coil to extinguish the fault arc within the delay ΔTX.

Step 4: At time T3, the resistance branch is reactivated to suppress the electrical
quantity free oscillation process caused by disconnecting the Peterson coil.

Step 5: After a delay of ΔT2, the Peterson coil is disconnected. The fault nature is
determined by assessing whether the UN0 and zero-sequence current amplitudes of each
feeder have returned to normal.

Step 6: If all characteristics return to normal, the fault is classified as transient, and the
resistance branch continues to operate. If the fault characteristics do not return to normal,
the fault is deemed permanent.

Step 7: At time T4, the fault feeder is determined by analyzing the attenuation of the
zero-sequence current free component of each feeder, thereby completing the identification
of the fault region.

Step 8: At time T4, the calculation of the zero-sequence current attenuation coeffi-
cients at the starting end of the faulted line and at the line node is implemented using
Equations (15) and (16).

Step 9: By comparing the polarity of the zero-sequence current attenuation coefficients
between upstream and downstream nodes at the fault point, the identification of the fault
region is achieved.
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4. Experimental Analysis

4.1. Detection Experiment of HIGF and Voltage Asymmetry

To validate the accuracy of the proposed method for fault detection, we constructed a
typical 10 kV distribution system in the PSCAD 5.0 simulation environment, as illustrated
in Figure 13.

 
Figure 13. Simulation Experiment Distribution Network Structure.

Three lines (F1~F3) in the distribution network are set up using lumped parameter
line models. Specifically, F1 represents a cable line, F2 represents an overhead line, and F3
represents a hybrid overhead-cable line. Line F1 is equipped with a three-phase voltage
asymmetry offset testing module, which operates by adjusting the asymmetrical state of
the three-phase voltages through varying the capacitance to ground of each phase, and the
degree of asymmetry is defined by the displacement of the neutral point voltage u00(%).
The parameters of the cable and overhead lines are listed in Table 3. Line F3 is equipped
with a single-phase ground fault module, simulating a high-resistance ground fault by
varying the fault resistance value and the fault occurrence time.

Table 3. Cable and overhead line simulation parameters.

Line Impedance
(Ω/km)

Positive Sequence Parameter Zero Sequence Parameters

R(1) XL
(1) XC

(1) R(0) XL
(0) XC

(0)

Cable line 0.27 0.08 8469.9 2.7 0.3488 11,538.8

Overhead line 0.17 0.38 318,471.3 0.25 1.72 398,289.2

During normal operation, the effective value of UN0 is 86.6 V, with phase A having
the highest voltage and phase C having the lowest voltage. In line F1, the capacitance
parameters to ground of the three phases are adjusted to induce variations in UN0 within the
range of 1.0% to 2.0%. The value Δu represents the difference in these variations, simulating
changes in the asymmetry of the three-phase voltages in the distribution network. Under
the influence of the three-phase asymmetry, the behavior of the neutral point displacement
voltage during ground faults and normal operation is illustrated in Figure 14.

From Figure 14, it can be observed that when the HIGF occurs precisely at a specific
initial phase angle of the fault, the decay component of the UN0 disappears. Moreover, the
variation in the magnitude of UN0 is similar to that observed when voltage asymmetry
occurs. The results of applying the method proposed in this paper and the traditional
steady-state magnitude judgment method are shown in Tables 4 and 5, respectively.
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Figure 14. Variations in Neutral Point Displacement Voltage Waveform.

Table 4. UN0 on HIGF (ϕ = θ2).

Rf
(Ω)

Modal Frequency Band
(Hz)

Vg
(Hz)

Method in This Paper
Steady-State

Method

1 kΩ [2250~15,587, 1293~2662, 781~1637, 181~568] 226 Fault Fault
2 kΩ [2200~13,712, 1293~2100, 781~1637, 103~577] 171 Fault /
3 kΩ [1656~8675, 1056~1618, 856~1000, 91~603] 138 Fault /
4 kΩ [1068~5925, 1006~1093, 968~1018, 88~581] 116 Fault /
5 kΩ [756~5300, 581~748, 443~593, 68~426] 97 Fault /

Table 5. UN0 on voltage asymmetrical variations.

Δu
(V)

Modal Frequency Band
(Hz)

Vg
(Hz)

Method in This Paper
Steady-State

Method

−28.87 [3456~12,150, 1512~4031, 556~1818, 118~793] 1975 Non-fault /
−23.096 [3568~10,381, 1537~4068, 493~1818, 106~693] 2238 Non-fault /
−17.322 [4893~12,268, 3556~5675, 1656~3593, 218~1731] 2713 Non-fault /
−11.548 [3668~10,193, 1631~4081, 493~1806, 106~681] 3077 Non-fault /
−5.774 [3637~11,831, 1937~4062, 493~1756, 106~668] 4166 Non-fault /
5.774 [4131~16,156, 3306~4600, 1675~3225, 231~1700] 3972 Non-fault /

11.548 [4075~16,068, 3187~4506, 1700~3306, 231~1675] 3656 Non-fault /
17.322 [4931~15,993, 2931~5418, 1768~3368, 218~1633] 2713 Non-fault /
23.096 [4843~15,400, 2912~5431, 1743~3381, 234~1455] 2659 Non-fault /
28.87 [4781~14,518, 2918~5437, 1756~3393, 248~1662] 2021 Non-fault Fault

Analyzing the data from the charts, we can conclude that the average frequency based
on the energy spectrum shows excellent directionality across different modal frequency
bands, allowing for clear differentiation between faults and voltage asymmetry changes
even when the DC decay component disappears. Compared to other methods, the approach
presented in this paper accurately identifies ground faults for transition resistances below
5 kΩ and does not produce false positives during voltage asymmetry changes.

4.2. Fault Zone Localization Experiment

We used centralized capacitors to simulate the line-to-ground capacitance. The dis-
tribution test network was constructed using transformers, circuit breakers, primary and
secondary integrated intelligent circuit breakers, and oscillographs. To validate the ob-
servability of the attenuation component by the zero-sequence current transformer, we
utilized primary and secondary integrated intelligent switches as nodes to measure the
zero-sequence current variations according to the proposed method. Figure 15 shows the
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architecture of the experimental network. The fault point is simulated using several groups
of heat-dissipating resistors and a fast switch. The simulation method for the fault point
and the line is shown in Figure 16.

 
Figure 15. Architecture of the Distribution Experimental Network.

Figure 16. Layout of the Distribution Experimental Network.

The identification of fault areas was validated through comparative experiments by
setting fault points f 2 and f 3. Figure 17 shows the recorded zero-sequence currents at nodes
S2 and S3 when a 3000 Ω transition resistance ground fault occurs at fault point f 2.
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Figure 17. Experimental Network Waveform Data.

After extracting the recorded data, filtering was performed using a FIR filter. It was
observed that during the process of Peterson coil disconnection, each node correctly ob-
served the direction of zero-sequence current attenuation and the variation in its magnitude.
Figure 18 illustrates the variation of zero-sequence currents at nodes in the distribution
experimental network for fault points f 2 and f 3. Dashed lines in the figure indicate the
trend of waveform changes.

 

Figure 18. Zero-Sequence Current Waveform Analysis Chart.
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Comparing Figure 18a,b, it is evident that the nodes exhibit opposite directions of
zero-sequence current attenuation before and after the fault. Moreover, when branch line
node P1 is included as the upstream node of the fault, its zero-sequence current magnitude
notably increases, indicating the same waveform attenuation direction as the upstream
fault node.

After validating the observability of the zero-sequence current attenuation process, we
proceeded with ground fault experiments at fault points with transition resistances ranging
from 1 kΩ to 5 kΩ. The attenuation coefficients λf obtained from some experiments are
illustrated in Figure 19. Table 6 compares the judgment accuracy between our proposed
method and the transient fault current polarity comparison method [19].

  

(a) (b) 

Figure 19. (a) Fault Point f 2; (b) Fault Point f 3.

Table 6. Comparison of Fault Zone Criteria and Methods.

Rf
(Ω)

Fault Point
Attenuation Coefficient (λf) Method in

This Paper
Comparison

MethodS1 S2 S3 P1 P2

1 k
f 2 −308.23 −297.18 64.03 10.58 18.22 S2~S3 S2~S3
f 3 −311.05 −303.24 65.23 −323.30 12.24 P1~ S2~S3

3 k
f 2 −56.40 −49.29 12.11 4.22 6.02 S2~S3 S2~S3
f 3 −56.40 −49.29 10.33 −52.50 5.29 P1~ /

5 k
f 2 −30.23 −26.58 5.14 2.12 1.88 S2~S3 /
f 3 −28.39 −23.10 3.32 −30.21 1.21 P1~ /

The analysis of experimental results reveals the following: in the experiments con-
ducted at fault point f 2, the attenuation coefficients of nodes S1 and S2 upstream of the
fault are negative, while those of nodes S3, P1, and P2 downstream of the fault are positive.
Consequently, the fault area is determined to be between nodes S2 and S3. Similarly, in the
experiments at fault point f 3, the attenuation coefficients of nodes S1, S2, and P1 upstream
of the fault on the feeder are negative, whereas those of nodes P2 and S3 downstream of
the fault are positive, indicating that the fault area is at branch line P1.

In Table 6, the node criteria intuitively display the polarity differences of the attenu-
ation coefficients at fault nodes. The comparative method, influenced by the fault initial
phase angle and resonant compensation angle, resulted in misjudgments of the fault area
for high-resistance ground faults. The method proposed in this paper determines the fault
area based on the characteristic of the attenuation direction of the zero-sequence current
at each node when disconnecting the Peterson coil. It is not affected by the fault initial
phase angle or resonant compensation angle. In 10 fault area determination experiments,
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the accuracy rate of the comparative method was 30%, while the method proposed in this
paper achieved 100% accurate fault determination.

4.3. Engineering Application Validation

The methodology proposed in this paper has been applied in several distribution
networks in central China, yielding favorable outcomes in fault handling. Field experiments
were conducted on a distribution feeder located in Hubei Province, China, to assess fault
handling and fault area determination. Figure 20 illustrates the topological structure of the
feeder line. Under normal conditions, the grid is powered by transformer T1 with switch
B506 in the open position. When a fault is detected, switches on both sides of the fault
location (such as switches B309 and B022 on either side of fault location f 2) can be opened,
and switch B506 can be closed to restore power to the affected area via transformer T2.

RNLN
QFL QFR

T1 T2

 

Figure 20. Experimental Feeder Line Topological Structure.

The experiments were conducted at fault points f 1, f 2, and f 3 with increasing fault
resistance. The experimental data are shown in Table 7.

Table 7. Comparison of Fault Zone Criteria and Methods.

Point of Failure Fault Point Resistance (Ω) Fault Area Judgment Result

fault point 1
0 After B429 switch

1000 After B429 switch
4000 After B429 switch

fault point 2
0 B309–B022

1000 B309–B022
4000 B309–B022

fault point 3
0 B022–B807

1000 B022–B807
4000 B022–B807

The data indicate that in testing environments with fault transition resistances below
4 kΩ, the proposed method accurately identifies the fault region and demonstrates good
engineering practicality.

5. Conclusions

This paper proposes a novel fault identification method based on coordinated control
of a Peterson coil and resistance grounding, aimed at enhancing the safety of distribution
systems while ensuring power supply reliability. Furthermore, fault perception and fault
region identification methods based on waveform characteristics are introduced, effec-
tively improving the accuracy and sensitivity of identifying ground faults. The following
conclusions can be drawn:

(1) The approach proposed in this paper utilizes the Peterson coil to eliminate transient
faults and switches to resistance grounding during permanent faults. This method
alters the distribution pattern of zero-sequence currents between faulty and non-faulty
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feeders, addressing challenges in ground selection and fault region identification
associated with Peterson coil grounding. Moreover, it resolves issues concerning the
lack of power supply reliability associated with small-resistance grounding.

(2) Time-frequency variations in neutral displacement voltage waveforms accurately
detect ground faults. The temporal decay components of the voltage waveform can
discern HIGFs, while differences in harmonic frequency bands in the frequency do-
main can precisely differentiate voltage asymmetry changes from HIGFs. This paper
combines the time-frequency characteristics of voltage waveforms to achieve accurate
fault detection while eliminating interference from voltage asymmetry changes and
specific fault initial phase angles.

(3) Waveform characteristics of zero-sequence currents during the transition of neutral
grounding modes can identify fault regions. When disconnecting the Peterson coil,
the zero-sequence current waveforms exhibit opposite attenuation directions at the
upstream and downstream regions of the fault feeder, as well as at the head ends
of the fault feeder and the healthy feeder. The polarity difference in the attenuation
coefficients of zero-sequence currents can be utilized to identify the fault area, un-
affected by the compensation status of the Peterson coil. Compared to quantitative
methods based on threshold judgment, the qualitative analysis approach proposed in
this paper enhances the accuracy of identifying high-resistance ground faults.

Experimental data demonstrate that our proposed method can accurately identify the
fault area under a fault transition resistance of 5 kΩ. In practical engineering validation,
the method accurately identifies the fault area under conditions where the fault transition
resistance (Rf) is less than or equal to 4 kΩ.
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Appendix A

In ungrounded systems, the three-phase voltages satisfy Kirchhoff’s law. Therefore,
Equation (A1) can be derived,

•
UAYA +

•
UBYB +

•
UCYC = 0 (A1)

where YA, YB, and YC represent the admittances of the three phases of the power grid
to ground.

Due to inevitable operational differences among the three phases, these differences
are reflected in the virtual asymmetric admittance and ultimately manifest in the degree of
offset in the three-phase voltages. The voltage offset among the three phases adheres to the
principles of trigonometry. Thus, Equation (A2) can be derived.

•
UNN′ = −

•
UA(GA + jωCA) +

•
UB(GB + jωCB) +

•
UC(GC + jωCC)

GA + GB + GC + jωCA + jωCB + jωCC
(A2)
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Combining Equation (1) enables the rewriting of the asymmetric voltage
•

UNN′ as
expressed by Equation (2) in the paper.

Using the equivalent zero-sequence circuit shown in Figure 1, the relationship between

the neutral point displacement voltage
•

UN0 under non-fault conditions and the asymmetric

voltage
•

UNN′ can be expressed as Equation (A3),

•
UN0 = − jω(CA + a2CB + aCC)

jωCΣ + YN + 1/RS
Uph (A3)

where RS represents the resistive losses, which must be accounted for when the neutral
point is grounded through the Peterson coil.

Equation (3) in the paper can be derived from Equation (A3).
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Abstract: Power systems are naturally prone to numerous uncertainties. Power system functioning is
inherently unpredictable, which makes the networks susceptible to instability. Rotor-angle instability
is a critical problem that, if not effectively resolved, may result in a series of failures and perhaps
cause blackouts (collapse). The issue of state feedback sliding mode control (SMC) for the excitation
system is addressed in this work. Control is decentralized by splitting the global system into several
subsystems. The effect of the rest of the system on a particular subsystem is considered a disturbance.
The next step is to build the state feedback controller with the disturbance attenuation level in mind
to guarantee the asymptotic stability of the closed-loop system. The algorithm for SMC design is
introduced. It is predicated on choosing the sliding surface correctly using the invariant ellipsoid
approach. According to the control architecture, the system motion in the sliding mode is guaranteed
to only be minorly affected by mismatched disturbances in power systems. Furthermore, the proposed
controllers are expressed in terms of Linear Matrix Inequalities (LMIs) using the Lyapunov theory.
Lastly, an IEEE test system is used to illustrate how successful the suggested approach is.

Keywords: excitation control; sliding mode control; linear matrix inequalities optimization; invariant-
ellipsoid method; unmatched uncertainties

1. Introduction

1.1. Survey of the Related Publications

One of the most challenging difficulties with interconnected power networks is ensur-
ing the power system’s security and reliability [1]. Voltage instability, rotor-angle instability
and frequency instability are three types of instability that may occur when a power system
is in operation [1]. The load frequency control under magnitude and generation rate con-
straints imposed in practice are given in [2]. Rotor-angle instability occurs when the angle
difference between the rotors of distinct generators in a system exceeds a particular limit
owing to an unexpected transient occurrence (uncertainties), which may cause power oscil-
lations to rise and perhaps lead to a complete system failure [3]. Rotor-angle stability is of
paramount importance to power engineers to keep synchronous generators in synchronism.
The uncertainties can be internal (plant changes due to, e.g., load changes) or external,
represented by deterministic or stochastic models. The stochastic uncertainty can result
from, e.g., random wind speed (or temperature) changes which lead to changes in phase
conductors’ spacing and consequently random changes in the line reactance (resistance) of
a transmission line. There are generally four types of power system oscillations, the most
common of which is local-machine oscillation. This oscillation type happens when one or
more synchronous generators in a particular power station swing jointly against the entire
power system or load center, typically at a frequency of 0.7–3 Hz. Moreover, an inter-area
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oscillation takes place when a group of generators in one area swing against another group
of generators in a different area, typically at a frequency of 0.1–0.7 Hz [1–3].

Disruptions to both large and small signal stability may have a substantial impact
on the power system. Synchronous generators are supplied with an Automatic Voltage
Regulator (AVR) to regulate the terminal voltage of the generator [1,3]. Increasing the gain
in the loop of the excitation channel reduces the steady-state error while potentially intro-
ducing instability. When the AVR is properly calibrated, it can reduce system oscillation.
An additional stabilizing signal (generated by a power system stabilizer PSS [1,3]) can
also be added to the excitation channel to dampen systems’ oscillations. Several studies
have investigated the degree to which the Automatic Voltage Regulator (AVR) and Power
System Stabilizer (PSS) may significantly impact the stability of a power system. In essence,
the AVR and PSS have an inversely related relationship. The AVR’s high gain and quick
reaction harm power system stability while enhancing transient stability, and vice versa.
On the other hand, the Power System Stabilizer (PSS) decreases the capacity of the system
to maintain stability by over-riding the voltage signal to the exciter and increasing the
stability of oscillations [4]. Nevertheless, the coordination of AVR and PSS design may
be used to provide optimum power stability for the investigation of both transient and
oscillation stability [4]. Furthermore, the operations of both devices are intricately linked.

Power systems are by nature subject to low-frequency oscillations that may increase
to cause system separation which causes a great loss of the national economy if not prop-
erly quenched. The system’s uncertainty can be deterministic or stochastic. There are
many methods to design the PSS/AVR systems for deterministic uncertainties: (1) The
conventional PSS, which is commonly used in industry. Its structure can be single or
double-stage lead-lag with one or two inputs, proportional–integral–derivative (PID) [5],
or multi-band [6]. (2) Robust methods: Kharitonov’s theorem [7], Qualitative Feedback
Theorem (QFT) [8], Sliding Mode Control (SMC) [9], H∞ for disturbance attenuation [10],
(3) adaptive PSS [11], (4) intelligent-based PSS, in which many evolutionary techniques
exist, Genetic Algorithm (GA), Tabu search, particle swarm optimization (PSO), simulated
annealing [12], neural networks [13] and Fuzzy Logic for damping interarea oscillations [14].
Adaptive fuzzy SMC is given in [15]. Among many of the above techniques, SMC is a
nonlinear control and one of the most effective control methodologies for nonlinear power
system stabilization due to its outstanding robustness against uncertainties. The control
action of the SMC is discontinuous. On the other hand, the SMC is a well established control
method for applications in nonlinear plants because of its low sensitivity to parameter
variations and external disturbances. The SMC is applied in stabilizing a single machine
connected to an infinite bus as well as for multi-machine systems. Recently, the integral
SMC methodology is proposed for power systems stabilization. Note that the conven-
tional SMC is robust with respect to matched perturbation only while in practice, and
power systems can be affected by unmatched perturbations. The SMC against mismatched
uncertainties will be tackled in this paper.

The above discussion deals with power systems subject to deterministic uncertainties.
Stochastic uncertainties in power systems prevent the modeling of stochastic stability using
ordinary differential equations (ODEs) because of the rapid and abrupt changes in slope
at the corners of the external stochastic disturbance. This might lead to an indeterminate
derivative of the ODE. Stochastic differential or difference equations are used to explain
the behavior of system dynamics when subjected to random variations. There is a lack
of research on stochastic stability for power systems, as shown by the limited number of
studies conducted [16–18]. A Markov jump can be used to model the stochastic changes in
the topology (e.g., a power system’s transmission line hit by lightning strikes, associated
with the opening and closing of circuit breakers. The line reactance, which is influenced
by the distance between phase conductors, varies as a result of random variations in wind
speed). These fluctuations are considered to be a stochastic external disturbance. The
observer-based output feedback excitation control using the invariant ellipsoid method is
given in [19]. Ref. [20] considers the stochastic stability in power systems with time delay.
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Although controlling large power systems using one hub computer (centralized con-
trol) provides a firm control grip, it has the following limitations: (1) if the hub fails,
complete loss of control occurs, (2) it requires an expensive communication network to
transmit the states to the hub, and (3) it is affected by the data packet loss and time delay,
which degrades system performance or even cause instability. To avoid these limitations,
this paper adds the following challenges in the introduction of decentralized stabilization
of a multi-machine power system.

1.2. Contributions

• Control decentralization is achieved by splitting the multi-machine system into sub-
systems. For each machine, a controller is installed using only the local states. For a
specific machine, the influence of the rest of the system is seen as an external distur-
bance that must be minimized.

• The SMC design for power system excitation control is based on the methodology
described in [9]. It is predicated on choosing the sliding surface correctly using the
invariant ellipsoid approach. Unlike the conventional SMC, which cannot eliminate
the effects of unmatched disturbances, the proposed SMC ensures minimizing the
effects of the unmatched disturbances on system state trajectories in a sliding mode.

• The ellipsoidal SMC method in [9] is extended to a decentralized excitation stabiliza-
tion design. The proposed decentralized design is unlike the conventional centralized
control, which requires a costly communication network associated with its time-delay
that might cause system instability.

• The proposed design can be applied to large power systems because of its decentral-
ized structure. This is accomplished by decomposing the large system into small size
subsystems for which a controller can be easily obtained for each.

• A simple design process that does not call for costly computational techniques.
• Using the features of Lyapunov functions, the closed-loop stability is ensured.
• The theoretical conclusions are validated by the simulation results on a multi-machine

IEEE test system.

1.3. Notations

Standard notations are used. (.)′ indicates the transpose of a vector or matrix. A
symmetric positive (negative) definite matrix is denoted by p > 0 (< 0). (M + N + ∗) is
the notation for (M + N + M′ + N′). Furthermore, the symbol (*) in a matrix denotes the

symmetric portion, i.e.,
[

M N
* Z

]
means

[
M N
N′ Z

]
. The symbols 0 and I stand for the zero

matrix and the identity matrix, respectively. The time derivative of x is denoted by
.
x.

The order of the paper is as follows. The earlier research on power system stabilization
is presented in Section 1. The system modeling and problem are formulated in Section 2.
The ellipsoid approach of state feedback sliding mode control design is shown in Section 3.
Results of a benchmark example simulation are provided in Section 4. Section 5 contains
the conclusions.

2. Power System Model and Problem Formulation

For small perturbations, the dynamics of an N+1 machine system (with machine#N+1
taken as a reference) can be linearized around an operating point. The dynamics of the rest
N machines can be modeled by the state equation

.̂
x = Âx̂ + B̂û (1)

The selected test system is the four-machine, 11-bus two-area IEEE test power system,
Figure 1. The test system has two completely symmetrical areas connected by two 230 kV
transmission lines spanning 220 km. Every region is furnished with two identical round
rotor generators, each having a rating of 20 KV/900 MVA. The synchronous machines
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possess similar characteristics, with the exception of their inertia. In Area 1, the inertia is H
= 6.5 s, whereas in Area 2 it is H = 6.175 s. The loads are shown as constant impedances
and distributed across the two sections, as seen in Figure 1. The complete parameters are
provided in [1].

Figure 1. IEEE Two-areas four-machines, 11-bus test power system.

For the benchmark system N + 1 = 4, with machine # 4 taken as the reference, the dy-
namics of the three rest machines, Equation (1) becomes x̂ =

[
x′1 x′2 x′3

]′, similarly forû =[
u1 u2 u3

]′. The state vector and the control input of each machine is
[
Δδ Δw ΔE′

q

]
and Ef, respectively. Where Δδ: rotor-angle deviation, rad, Δω: speed deviation, pu, ΔEq′,:
deviation in the quadrature axis transient voltage, pu, ΔEf: deviations in the field voltage,
pu.

The matrices Â =

⎡⎣ A1 A12 A13

A21 A2 A23

A31 A32 A3

⎤⎦, B̂ = block diag
[
B1 B2 B3

]
The numerical

values of the above matrices are given in Appendix A. To achieve control decentralization,
system (1) is split into three subsystems, and the dynamics for each are as follows:

.
x = Ax + Bu + Dw, x(0) = x0, w = x̂, (2)

Note that, for a particular subsystem, the impact of the rest on it is considered an
external disturbance whose effect has to be attenuated. For machine# i, i = 1, 2, . . .N,
(N = three machines in our case)

A = Ai, B = Bi, D = Di =
[
Ai1 Ai2 . . . 0ii . . . .AiN

]
, w = x̂

where for each machine x(t), u(t), w(t) are the state, control input, and the external distur-
bance vectors of dimension n, m, and k (k = n. N) respectively. The pairs (A, B), and (A, C)
are assumed to be controllable and observable respectively. The disturbance is unknown
but bounded as follows:

w′Qww ≤ w0 + x′Qxx (3)

where the positive definite matrices Qw, Qx, and positive scalar w0 are given.
Note that the external disturbance for power systems is unmatched (the matrix D does

not lie in the range (B, i.e., D �= B.Φ, Φ = any matrix).
The decentralized state feedback control for each machine using its local states is

u = Kx (4)

The controller gain K must be designed to stabilize the benchmark system subject to
the constraint (3). SMC is selected for the controller (4) because of its paramount robustness
against system uncertainties.
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3. SMC by the Invariant Ellipsoid Method

The invariant ellipsoid method is a recently developed robust control method [9].
The method stabilizes linear and a class of nonlinear systems against plant uncertainties
and attenuates the external disturbance effects. It has many applications, e.g., microgrids
control [21] and synchronous motor position control [22].

The structure of SMC to stabilize perturbed systems is [23]

u(t) = −
(∼

CB)−1
∼
CAx(t)− M(x(t)).sign

[∼
Cx(t)

]
, M(x(t)) > 0 (5)

Here, the matrix
∼
C ∈ Rm×n is a sliding surface such that det(

∼
CB) �= 0 and the positive

control gain function M (x ) has the form

M(x) =
√
(α + x′Rx), (6)

where the scalar α and the positive definite matrix R are bounded control parameters as α
< αmax, ‖R‖ ≤ β, α, β are scalars > 0. Such control can eliminate the disturbance if it lies in
the range (B) and the is termed matched disturbance.

In power systems, the matching condition is not satisfied. In this scenario, the system
(2) may have mismatched disturbances which cannot be suppressed using the traditional
sliding mode control method. So, the primary challenge is creating a sliding mode con-
trol that uses the invariant ellipsoid approach to reduce (in a sense) the impacts of the
unmatched disturbance [9].

3.1. Invariant Ellipsoid Method [9]

Definition 1. The ellipsoid

E(P) =
{

x ∈ Rn : x′P−1x < 1
}

, P > 0 (7)

If any state trajectory of the system initialed inside the ellipsoid remains inside it
for all time instants t > 0, then the ellipsoid centered at the origin with a configuration
matrix P is said to be state-invariant for the system (2) with the disturbances (3); however,
a trajectory starting outside the ellipsoid is attracted to this ellipsoid as time evolves (so the
term attracting ellipsoid). Note that the Lyapunov function in (7) is so selected to allow for
obtaining the ellipsoidal design of the proposed control, as will be seen later.

One way to think about the invariant ellipsoid is as a feature of how unmatched
perturbations (3) affect the system (2). The smallest (in a sense) invariant ellipsoid (7) in the
SMC application offers a “minimum deviation of any possible trajectory from the origin in
a sliding mode”. The primary issue under consideration is creating a control that will allow
any system (2) trajectory to converge into the previously established “minimum invariant
ellipsoid”. For these kinds of optimization problems, the standard criterion is minimal
tr(P−1). The sum of the squares of the semi-axes of the ellipsoid is described by the trace of
the matrix P−1.

The invariant ellipsoid for the linear disturbed control system (using the Linear Matrix

Inequalities optimization) is used to obtain an appropriate sliding surface
∼
Cx = 0, [9].

3.2. System Decomposition and Main Result

Since rank(B) = m, the matrix B can be decomposed as follows:

B =

[
B1

B2

]
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where the dimensions of B1, B2 are (n−m).m, and m. m, respectively, with det(B2) �= 0. In
this case, there exists the nonsingular transformation [24][

x1

x2

]
= Gx, where G =

[
In−m −B1B−1

2

0 B−1
2

]
That reduces system (2) to the form

.
x1 = A11x1 + A12x2 + D1w

.
x2 = A21x2 + A22x2 + u + D2w

]
(8)

where the dimensions of x1, x2, are n−m, and m respectively. The matrices A11..A22 are
of appropriate dimensions, and there should be no confusion with those given in the
Appendix. Hence [

A11 A12

A21 A22

]
= GAG−1and

[
D1

D2

]
= GD

where the dimensions of D1, and D2 are (n−m).k, and m.k respectively. Note that if the
system (2) is controllable, then {A11, A12} is also controllable [24]. The following theorem is
derived in [9]

Theorem 1. The solution (α, τ, δ, L, Y, X, Z) of the minimization problem

minimize trace(Z)

Subject to the following inequality constraints[
β2In *

R In

]
≥ 0, R ≥ α

w0
Qx,

0 < α ≤ αmax,⎡⎢⎢⎣
(A 11X − A12Y + *) + τX * *

D′
1 − τ

w0
Qw *[

X
−Y

]
0 −w0

τ Q−1
x

⎤⎥⎥⎦ < 0,

⎡⎣ X *[
X
−Y

]
GZG’

⎤⎦ ≥ 0,⎡⎣ α
w0

Qw *

GD
[
δ.X *

0 L

]⎤⎦ > 0,[
1
δX *
Y Im − L

]
≥ 0

The solution of the above theorem provides the system’s minimum invariant ellipsoid

(7). Moreover, the SMC is given by (5), (6), where the sliding surface is
∼
C =

(
YX−1, Im

)
G.

The above minimization problem can be solved using any gradient-free algorithm, e.g., the
particle swarm optimization.

The above theorem is solved using the MATLAB LMI toolbox, yalmip interface, and
sedumi solvers [25–27] (assuming αmax = 100,βmax = 7, Qw0 = I, Qx = I, w0 = 0.1)
to obtain the decentralized excitation control with the sliding surfaces in Table 1. The
MATLAB LMI toolbox is selected for solving the above optimization because it is the easiest
and most productive software environment for engineers and scientists. For each machine,
u(t) is the scalar sliding mode controller of the form (5).
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Table 1. Proposed design.

Machine # α R Sliding surface
~
C

1 0.6592
[6.8119, −1.0325 × 10−13, 6.6887 × 10−13

−1.0325 × 10−13, 6.8119, −7.6312 × 10−13

6.6887 × 10−13, −7.6312 × 10−13, 6.8119]
[−0.98782 −99.5610 8]

2 0.58687
[6.4499, 6.4696 × 10−13, 8.0441 × 10−13

6.4696 × 10−13, 6.4499, −4.0267 × 10−13

8.0441 × 10−13, −4.0267 × 10−13, 6.4499]
[−24.71 −42.9985 8]

3 0.63266
[6.6725, 2.7361 × 10−12, −7.2498 × 10−12

2.7361 × 10−12, 6.6725, −3.1488 × 10−12

−7.2498 × 10−12, −3.1488 × 10−12, 6.6725]
[−72.22 −109.310 8]

Note that the merits of the proposed decentralized control are not without a price.
The severity of decentralization constraint may result in an infeasible solution to the above
LMI optimization problem. However, this does not imply system instability because the
theorem’s condition is only sufficient.

4. Simulation Validation

The simulation results are provided to verify the effectiveness and resilience of the
suggested technique in a comparison analysis conducted utilizing a conventional sliding
mode excitation control. All simulation results were performed in MATLAB using the
ode23 solver with a relative tolerance of 10−3. To avoid the chattering effect, the sign
function in (5) is substituted by a saturation function [24].

4.1. Simulation of Multi-Machine Power System

To verify the improvement in stability resulting from the suggested stabilizer, a cleared
three-phase fault test is conducted which results in rotor-angle deviation x0 = [0.87, 0, 0,0.6,
0, 0, 0.07, 0, 0]’.

The following three scenarios of operation were examined: the condition of a normal
load, a light load, and a heavy load. Once the fault is cleared, the controller efficiently
facilitates the system in rapidly attaining a stable operational state.

At nominal load, Figure 2 shows that the suggested approach provides superior
control performance than conventional SMC in terms of settling time and damping effect.
The proposed SMC also provides oscillations of fewer magnitudes and frequencies than
the conventional SMC. This results in less fatigue and longer life for the generators’ rotors.
Note that the control signal of the proposed design does not violate the permissible range,
±5 p.u, whereas the conventional signal does.
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Figure 2. Rotor-angle deviations and control input in nominal load case. (a,b) rotor angle and control
signal of machine 1 respectively, (c,d) rotor angle and control signal of machine 2 respectively, (e,f)
rotor angle and control signal of machine 3 respectively.

4.2. Robustness Assessment

To assess the robustness of the suggested stabilizer, the power system is tested during
heavy load operation (Figure 3) and light load operation (Figure 4). These tests demonstrate
the improved performance of the proposed controller in a multi-machine power system
compared to the traditional SMC controller.

Figure 3. Rotor-angle deviations and control input in heavy load case. (a,b) rotor angle and control
signal of machine 1 respectively, (c,d) rotor angle and control signal of machine 2 respectively, (e,f)
rotor angle and control signal of machine 3 respectively.
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Figure 4. Rotor-angle deviations and control input in light load case. (a,b) rotor angle and control
signal of machine 1 respectively, (c,d) rotor angle and control signal of machine 2 respectively, (e,f)
rotor angle and control signal of machine 3 respectively.

This article utilizes several operating points to showcase the efficacy of the suggested
control method in mitigating oscillations after a significant disturbance on a power system.
The proposed control method offers improved transient response and enhanced resilience
compared to traditional sliding mode control (SMC).

Note that the above simulations show the superiority of the proposed SMC stabiliza-
tion against unmatched disturbances over the conventional one. The idea of the ellipsoidal
SMC is to force the state trajectory x(t) to be attracted to a very small region (min ellipsoid
volume) around the origin and for x(t) to remain despite the existence of the external
disturbance.

5. Conclusions

This paper presents an innovative control approach for a decentralized power system
excitation control. Control decentralization is carried out by splitting the global system
into subsystems; for each subsystem, a controller is installed which uses its local states.
The effect of the rest of the system on a particular machine is considered as an external
disturbance, the effect of which must be minimized. The design is based on the SMC with
the invariant-ellipsoid method to attenuate the effects of unmatched external disturbances.
The effectiveness of the proposed control method is illustrated with simulations of the IEEE
test power system. Different loading conditions are utilized to evaluate the proposed de-
centralized excitation SMC efficiency, demonstrating superior performance to conventional
SMC.

For future work, the applicability of the proposed method to handle unbalanced
conditions and dampen oscillations in decentralized power systems is under investigation.
Note that the stabilization of distributed generators under unbalanced conditions is given
in [28].
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Appendix A. The Multi-Machine Model

The benchmark state equations at nominal load (tie-line power = 415 MW) is

(i) Machine # 1

A1 =

⎡⎣ 0 377 0
−0.045693 0 −0.089833
−0.14728 0 −0.32082

⎤⎦, B1 =
[
0 0 0.125

]′
D1 =

[
0 A12 A13

]
where, A12 =

⎡⎣ 0 0 0
0.045365 0 −0.0031733
0.11398 0 0.10123

⎤⎦, A13 =

⎡⎣ 0 0 0
−0.0026 0 −0.0126
0.0082 0 −0.0085

⎤⎦
(ii) Machine # 2

A2 =

⎡⎣ 0 377 0
−0.0626 0 −0.1129
−0.1597 0 −0.3632

⎤⎦, B2 =
[
0 0 0.125

]′
D2 =

[
A21 0 A23

]
where, A21 =

⎡⎣ 0 0 0
0.0566 0 0.0237
0.1024 0 0.1304

⎤⎦, A23 =

⎡⎣ 0 0 0
−0.001 0 −0.0129
0.0169 0 −0.0017

⎤⎦
(iii) Machine # 3

A3 =

⎡⎣ 0 377 0
−0.094 0 −0.1194
−0.2056 0 −0.4063

⎤⎦, B3 =
[
0 0 0.125

]′
D3 =

[
A31 A32 0

]
where, A31 =

⎡⎣ 0 0 0
0.0107 0 0.0028
0.0183 0 0.0171

⎤⎦, A32 =

⎡⎣ 0 0 0
0.0106 0 −.0002
0.024 0 0.0212

⎤⎦.
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Abstract: In order to solve the problems of traditional high-voltage power supply ignition protection
circuits, such as non-essential start–stop power supply, a slow response speed, the system needing
to be restarted manually, and so on, a high-voltage power supply system self-recovery ignition
protection circuit was designed using an IGWO (improved grey wolf optimization) and PID control
strategy designed to speed up the response speed, and improve the reliability and stability of the
system. In high-voltage power supply operation, the firing discharge phenomenon occurs. Current
transformers fire signal into a current signal through the firing voltage value and Zener diode
voltage comparison to set the safety threshold; when the threshold is exceeded, the fire protection
mechanism is activated, reducing the power supply voltage output to protect the high-voltage power
supply system. When the ignition signal disappears, based on the IGWO-PID control of the ignition
self-recovery circuit according to the feedback voltage, the DC supply voltage of the high-voltage
power supply is adjusted, inhibiting the ignition discharge and, according to the ignition signal,
“segmented” to restore the output of the initial voltage. MATLAB/Simulink was used to establish a
system simulation model and physical platform test. The results show that the protection effect of the
designed scheme is an improvement, in line with the needs of practical work.
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1. Introduction

With the progress of science and technology and industrial upgrading, the require-
ments of industrial equipment in power supply systems continue to increase. With the
rapid development of power electronics technology, the traditional low-efficiency and
large volume of DC power supplies have been unable to meet the high standards of
modern industry. High-voltage DC power supplies have gradually become the core of
modern industrial equipment due to their advantages of high efficiency, high reliability,
and high stability [1–3]. High-voltage DC power supplies adopt new power electronic
devices to optimize the design and improve the overall system performance, showing great
potential for application in the field of new energy and smart grids, improving energy
efficiency, reducing energy loss, and promoting the transformation of the global energy
structure. Ensuring efficient energy conversion at the same time as stability and safety in
high-voltage DC power supplies has become a key research area. In practical applications,
as a high-voltage power supply is generally in a high-voltage loading work state, the
operation process will produce surge voltage, sudden current changes, and firing discharge
phenomena, affecting the performance of power switching devices, and even burning out
the control system, thus triggering a series of safety hazards. In view of this, the design
of a set of efficient protection circuits is essential to enhance the reliability of high-voltage
power supply systems [4–9].
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In traditional high-voltage power supply systems, the design of the ignition protection
circuit usually uses a voltage comparator to sample and compare ignition events. When
an ignition discharge phenomenon is detected, the circuit immediately cuts off the power
supply and triggers an error report from the host computer, and the system needs to restart
the power supply to return to the normal operating state, which has obvious limitations
in practical applications [10,11]. On the one hand, conventional firing protection circuits
tend to unconditionally cut off the power supply when a firing event is detected. This
practice may lead to frequent power supply shutdown in the case of frequent occurrence
of minor ignition discharges, which not only shortens the life of the switching devices,
but also seriously affects the work efficiency. In many engineering applications, minor
firing discharges are considered part of normal system operation and do not always require
immediate power shutdown. On the other hand, the response speed and bandwidth of
voltage comparators limit their ability to quickly detect high-frequency firing events. In
high-frequency switching power supplies, firing events may occur very rapidly, and the
voltage comparator may not be able to capture these rapidly changing voltage variations
in time, resulting in the protection circuitry being unable to respond in a timely manner,
leading to insufficiently rapid handling of the firing event and increasing the risk of
system damage. In addition, once a firing event occurs, the high-voltage power supply
firing protection circuit should have self-recovery capability and be able to automatically
return to normal operation after the fault is cleared, which increases the maintenance
cost and reduces the reliability and automation of the system [12,13]. It can be said that
there are obvious limitations in the response speed, self-recovery ability, and handling
of minor ignition events in ignition protection circuits in traditional high-voltage power
supply systems.

Ref. [14], on the basis of the design of a traditional high-voltage power supply ignition
protection circuit, proposes a relay group and operational amplifier circuit based on the
realization of the instantaneous cut-off and delayed recovery of the voltage input in the
case of ignition. In addition, the voltage output is regulated by a high-voltage PID circuit
to realize the control of the high-voltage power supply. The PID algorithm is widely used
in the industrial field for its simple and efficient advantages, but when applied to special
systems such as high-voltage power supplies, the overshooting and stability problems are
more prominent. Ref. [15] studied a medical X-ray machine power supply system based on
an improved BP algorithm; the traditional BP algorithm has the problem of easily falling
into local optima during the training process, and an optimization strategy is proposed,
aiming to improve the global search ability and convergence speed of the algorithm. By
introducing a momentum term and an adaptive learning rate adjustment mechanism, the
complex nonlinear problem is effectively dealt with, so as to regulate the high-voltage
power supply and reduce the system ripple and voltage rise time. The generalization
ability and computational resource consumption of the algorithms in the study still need
to be further explored and optimized. Ref. [16] explores the type III loop compensation
optimization method for voltage-mode Buck circuits. An optimization strategy based on
zero-pole theory is proposed for the stability and dynamic response problems that Buck
circuits may encounter in practical applications. Through comparative experiments with
traditional compensation methods, the output voltage overshoot of the circuit during
sudden load changes is reduced, and the stabilization time of the system is shortened, thus
improving the overall performance. The parameter adjustment in the study is inflexible
and only holds under specific conditions, and is not universal. Ref. [17] is titled ‘Study
on the Improvement and Application of Grey Wolf Optimization Algorithm’ by Xing Li.
Aiming at the problems of accuracy, convergence speed, and the tendency to fall into local
optimality, this paper proposes two improvement strategies, which significantly enhance
the performance of the algorithm. The article proposes an improved GWO algorithm based
on the hunting behavior of spiral bubble nets, which enhances the global and local search
ability of the algorithm and improves the convergence speed and accuracy by means of
a nonlinearly decreasing convergence factor and the hunting behavior of spiral bubble

162



Energies 2024, 17, 6332

nets. In addition, for the constrained optimization problem, this paper uses the augmented
Lagrange multiplier method to transform the constrained problem into an unconstrained
problem and applies the improved GWO algorithm to solve it, verifying the effectiveness
of the algorithm. These improvements not only promote the development of the GWO
algorithm but also provide new solutions for engineering design, parameter optimization,
and other fields.

The IGWO algorithm is a group intelligence-based optimization algorithm that finds
optimal solutions by simulating the social hierarchy and hunting behavior of gray wolves.
Compared with modern optimization algorithms such as the musical chairs algorithm,
spider bee optimization algorithm, and gold panning optimization algorithm, the IGWO
algorithm has its unique advantages and limitations. The IGWO algorithm performs
well on multimodal and high-dimensional optimization problems, thanks to its ability
to simulate the global and local search of gray wolf hunting behavior. In contrast, for
the musical chairs algorithm, while it may perform well on some specific problems, its
performance is often limited by the spatial structure of the problem and parameter settings.
The spider bee optimization algorithm, on the other hand, performs better on continuous
space optimization problems, especially when the solution space is smoother. The gold
panning optimization algorithm, on the other hand, is known for its simulation of the search
behavior during gold panning and is particularly effective for optimization problems with
implicit patterns. In terms of efficiency, the IGWO algorithm is able to quickly converge to
the global optimal solution by dynamically adjusting the search strategy. The musical chairs
algorithm, on the other hand, may require more iterations to achieve the same result, which
may be a disadvantage in high-voltage power supply application scenarios. The speed
of convergence of the spider bee optimization algorithm and the gold rush optimization
algorithm, on the other hand, depends on the specific characteristics of the problem and the
tuning of the algorithm parameters. In terms of adaptability, the IGWO algorithm is capable
of adapting to different search environments and constraints, making it applicable to a
wide range of engineering and scientific problems. In contrast, the musical chairs algorithm
and the spider bee optimization algorithm may require algorithmic adaptation for specific
problems. The Gold Rush optimization algorithm may not be as widely adaptable as
the IGWO algorithm, although it performs well on some problems. However, the IGWO
algorithm is relatively complex in terms of parameter tuning and algorithm implementation,
which may increase the difficulty of using the algorithm in practical applications. The
musical chairs algorithm and the spider bee optimization algorithm usually have simpler
parameter structures that are easy to implement and tune. Although the Gold Rush
optimization algorithm also has simple parameter settings, its performance may be limited
by the problem characteristics. In conclusion, the musical chairs algorithm, the spider bee
optimization algorithm, and the gold panning optimization algorithm may provide simpler
solutions to particular problems, but they may not be as adaptable and efficient as the
IGWO algorithm.

The innovative and academic value of the high-voltage power supply firing device
developed in this paper compared with existing devices can be summarized as follows:
(1) In this paper, we design more intelligent protection strategies to distinguish between
minor firing and abnormal firing events in normal operation to avoid non-essential power
interruptions [18–22], in order to solve the non-essential shutdown of high-voltage power
supply by the traditional high-voltage power supply firing protection circuit. (2) In this
paper, we develop a more accurate and fast ignition detection technology to adapt to the
protection needs of high-frequency switching power supplies, and solve the problems of
slow and unresponsive response in ignition protection detection of high-frequency high-
voltage power supplies. (3) In this paper, we enhance the self-recovery function of the
protection circuit to ensure that after the firing fault is cleared, the normal operation of
the system can be quickly and automatically restored when the firing event protection
circuit shuts down the power supply, enabling the system to return to normal operating
conditions in a timely manner.
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The protection circuit can accurately identify the ignition phenomenon and achieve
uninterrupted operation under the safety threshold. When the safety threshold is exceeded,
the DC-side switching element of the front auxiliary power supply is quickly cut off to
protect the high-voltage power supply, and then, through the ‘segmented’ voltage start, it
is expected to achieve the effect that the output voltage ripple of the self-recovery circuit of
the ignition is less than 1%, and the accuracy of the output voltage and current is as high
as 99%.

The remainder of the paper is split into four sections. The first section outlines the gen-
eral design framework for the self-recovering firing protection circuit, describes the design
flow in detail, and highlights key considerations during the design of the IGWO-PID PWM
controller. The second section further delves into the subdivided design of the self-recovery
lightering protection circuit, including detailed design options for the safety threshold
judgment circuit and the control circuit. Meanwhile, this section focuses on the design prin-
ciples and implementation methods of the IGWO-PID PWM controller. The third section
simulates and analyzes the high-voltage power supply self-recovery circuit. Based on the
optimized controller parameters, this section demonstrates the voltage output curves and
evaluates the application effect and optimization performance of the IGWO optimization
algorithm in the high-voltage power supply system to verify its effectiveness in practical
engineering. The fourth section describes the process of building an experimental platform
on an 80 kV high-voltage power supply product to simulate the actual firing environment
and test the firing response and self-recovery performance. The experimental results in this
section provide empirical support for the practical application of the self-recovery ignition
protection circuit. Overall, the research work in this paper is not only innovative in theory
but also has important guiding significance in practical application.

2. High-Voltage Power Supply Self-Recovery Ignition Protection Circuit Overall
Design

The self-recovering ignition protection circuit overall design block diagram is shown
in Figure 1. The DC voltage input by the full-bridge inverter for the AC voltage output
flows into the corresponding turns ratio of the high-frequency transformer to obtain a
higher AC voltage, and then through the doubling circuit to obtain a high DC voltage; at
the same time, in the doubling rectifier module sampling the resistor sampling voltage,
current is sampled and transmitted to the MCU; the MCU compares the sampling value
with the set value of the feedback adjustment to control the PWM signal drive circuit. The
MCU compares the sampling value with the set value for feedback adjustment and controls
the PWM signal driving circuit, forming a closed-loop system to stabilize the output of the
high-voltage power supply. When the firing phenomenon occurs and the sampling signal
is within the normal voltage range, the high-voltage power supply works normally; once
the sampling signal exceeds the normal voltage value, the MCU accepts the signal to turn
off the high-voltage power supply, and when the firing discharge disappears, the hybrid
control circuit of IGWO and PID is turned on [23–25], and the output voltage of the system
is restored to the initial set value.

Figure 1. Block diagram of the overall design flow of the high-voltage power supply.
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To ensure the stability of the output voltage, this paper proposes a PID controller
design based on the IGWO of the lighter self-recovery circuit, which is combined with the
MCU to perform a “segmented” ramp output voltage [26–30] to achieve the lighter self-
recovery circuit of the regulated voltage regulation. This circuit is shown in Figure 2. The
circuit design covers several key aspects such as feedback gain, compensation amplification,
and PWM. The feedback gain module is responsible for establishing the proportionality
between the set voltage and the actual output voltage. By using a resistor divider, the
module can realize an accurate mapping between the set voltage and the output voltage,
and the position of the feedback point does not change with the output voltage Vout,
ensuring that the current in the lower resistor of the feedback module remains constant.
Considering the instability that the high-voltage power supply system may exhibit when
the frequency exceeds the output filter cut-off frequency, this paper introduces the IGWO-
PID controller as the compensation amplification module. Through frequency-domain
analysis, this controller not only realizes accurate voltage regulation but also ensures
that the total phase shift of the system is always less than 360° within the full operating
frequency range, which meets the dynamic response requirements, thus effectively meeting
the performance requirements of the system. In the pulse-width modulation link, the
proportionality between the duty cycle and the amplitude of the modulated sawtooth wave
voltage is precisely controlled. By setting the input and the amplitude of the sawtooth
wave voltage, the gain of the link is set to a fixed constant value, ensuring the stability and
accuracy of the PWM signal. Through precise feedback gain control, dynamic compensation
amplification, and stable pulse-width modulation, the stability and self-recovery capability
of the high-voltage power supply system in the face of fluctuations in the input power
supply are effectively enhanced.

The program also has some limitations. The gray wolf algorithm is able to adapt to
systems with different complexity and nonlinear characteristics by simulating the social
hierarchy and hunting behavior of wolves and optimizing the parameters of the PID
controller. However, the grey wolf optimization algorithm is a heuristic optimization
algorithm that produces an optimal solution that is only close to the original optimal
solution, which means that in PWM control, the PID parameters that are rectified using the
GWO may not be optimal, but are usually close enough to achieve good control.

Figure 2. Sketch of IGWO-PID PWM controller design.
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3. Self-Recovery Lightering Protection Circuit Design

3.1. Ignition Safety Threshold Judgment Circuit Design

To avoid non-essential shutdown, starting and stopping the power supply, the self-
recovery lightering protection circuit is divided into a lightering threshold judgment
circuit and a lightering self-recovery circuit. As shown in Figure 3, the ignition threshold
judgment circuit uses a current transformer to monitor the induced current in the circuit
as an indication of the ignition phenomenon. When the current detected by the current
transformer exceeds the set safety threshold, the voltage value on the sampling resistor R1
reaches or exceeds the rated breakdown voltage of the Zener diode Z1. At this point, Z1
reverses breakdown and conducts, resulting in current flowing through Z1. This change
triggers the base potential of the NPN-type transistor Q1 to rise to a high level, causing
Q1 to conduct and output a clear firing signal. If no ignition phenomenon is detected, the
circuit remains in a non-activated state with no signal output. The design is simple in
structure, stable in performance, and economically efficient.

Figure 3. Threshold judgment circuit.

The selected current transformer model is the ZMCT103C, which, according to its
supplied datasheet, has an operating temperature range of −40 °C to +85 °C. This means
that the device can operate stably within the specified operating temperature range. In
addition, it has an isolation withstand voltage of 4500 V, indicating that it has good electrical
isolation performance, which reduces the risk of damage due to voltage shocks. The selected
diode, SZMMSZ5231BT1G, manufactured by ON Semiconductor, Phoenix City, AZ, USA
has an operating temperature range of −55 °C to +150 °C and complies with the automotive-
grade standard AEC-Q101, meaning that it is designed to operate stably for long periods of
time in harsh environments, where the life expectancy of this type of device is typically
years or even decades depending on its operating conditions and environmental factors.

3.2. Control Circuit Design

In the study of the self-recovery lightering protection mechanism of the high-voltage
power supply system, the design of the control circuit is crucial. In this paper, a self-
recovery strategy is designed to perform an instantaneous cut-off of the power output
through the MCU when an abnormal signal is detected by the ignition safety threshold
judgment circuit. Subsequently, the MCU restarts the high-voltage power supply after a
preset delay period to ensure a smooth transition of the system to the normal operating
state. For the output voltage instability caused by input power fluctuations, this paper
designs a PID controller based on the improved grey wolf optimization (IGWO) algorithm,
combined with the MCU to perform a “segmented” ramp output voltage. For larger firing
events, the “three-stage” ramp output voltage is adopted, while for general firing events,
the self-recovery circuit adopts the “two-stage” ramp output voltage to realize voltage
regulation of the firing self-recovery circuit [31,32].

As shown in Figure 4, the feedback block diagram of the self-recovery circuit demon-
strates the realization process of this control strategy. The design not only improves the
dynamic response capability of the system but also ensures that the system can quickly
recover to the predetermined rated output voltage in the face of changes in the input power
supply through precise feedback control, effectively solving the voltage oscillation problem
that may occur in traditional high-voltage power supply systems when the input power
supply fluctuates.
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Figure 4. Block diagram of regulated voltage regulation feedback based on IGWO-PID controller.

High-voltage power supply designs use more type II and type III controllers for loop
compensation, introducing additional high-frequency poles to attenuate high-frequency
noise, variants of the PID controller. In order to make the loop more stable, the phase
margin of the switching power supply is more than 45°, the gain margin of the switching
power supply is more than 10 dB, and the bandwidth of the switching power supply after
compensation reaches 1/5–1/10 of the switching frequency, which is used to keep away
from the switching noise of the switching power supply. In our design we selected a type
III controller. Figure 5 shows the circuit topology of the PID controller, first analyzed from
the frequency-domain point of view. The circuit composed of R1, R3, and C3 is regarded as
an impedance Z1; the circuit composed of R2 , C2, and C1 is regarded as another impedance
Z2. The two impedances can be calculated as follows:⎧⎨⎩ Z1 = R1// 1

jwC1

Z2 =
(

R2 +
1

jwC2

)
// 1

jwC3

(1)

Figure 5. PID controller.

According to the integrated op amp circuit false short and false break characteristics,
it can be obtained that

U1 − 0
Z1

=
0 − U0

Z2
(2)

Then, the transfer function is

H(s) =
R1 + R3

R1R3C1
×

(
S + 1

R2C2

)(
S + 1

(R1+R3)C3

)
S
(

S + C1+C2
R2C1C2

)(
S + 1

R3C3

) (3)

where S = jw.
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Analyzing it from the time-domain perspective, R1 and C1 form the proportional
part, R2 and C2 form the integral part, and R3 and C3 form the differential part; they can
be obtained as follows: ⎧⎪⎪⎨⎪⎪⎩

UP = U1·R1
R1+R2

UI =
1

R2C2

∫
U1dt

UD = 1
R3C3

· dU1
dt

(4)

The output U0 of the operational amplifier is connected to the proportional portion
UP through the feedback network R4 to obtain the relationship between the output voltage
and the input voltage:

U0 = UP − UI − UD (5)

That is
U0 =

R1

R1 + R2
·U1 − 1

R2C2

∫
U1dt − 1

R3C3
· dU1

dt
(6)

From Equation (6), set the proportional, integral and differential coefficients:⎧⎪⎪⎨⎪⎪⎩
KP = R1

R1+R2

KI = − 1
R2C2

KD = − 1
R3C3

(7)

In order to accurately regulate the type III controller, the IGWO algorithm is introduced
to determine the proportional, integral, and differential coefficients of the PID controller, to
avoid local optimization, to speed up the response speed, and to enhance the stability of
the system, and the main workflow is shown in Figure 6.

Figure 6. Flow chart of the improved grey wolf optimization algorithm.
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The main workflow is divided into four steps: Step 1: Set appropriate parameters,
such as the population size, the maximum number of iterations, and the location of the
initialized generated gray wolf population; then use the chaotic initialization method to
generate the initial gray wolf population and set the number of iterations to 1. Step 2: For
each iteration, calculate the fitness value of each individual gray wolf, sort the resulting
fitness values from smallest to largest, select the location of the first three gray wolves
with the smallest fitness values and note them as gray wolf α, gray wolf β, and gray wolf
δ, respectively. Step 3: Update the gray wolf positions based on the adaptation values of
the current intelligent gray wolf individuals. Step 4: If the end condition of the algorithm
is satisfied (reaching the specified accuracy or the maximum number of iterations), the
algorithm stops iterating and outputs the optimal solution; otherwise, go to step 2.

3.3. IGWO Algorithm Based on the Self-Recovery of High-Voltage Power Supply Firing

The IGWO algorithm mainly focuses on two aspects: on the one hand, it improves
the algorithm update iteration mechanism; on the other hand, it uses the optimization of
inter-algorithm complementary combinations of other algorithms. This paper optimizes
the gray wolf algorithm by the former, and uses the size of

−→|A| and 1 to separate the gray
wolf and the prey, and to find the better prey. When applying the grey wolf optimization
algorithm, it is not difficult to find that the results are perfect when the optimal solution
position is close to the origin. Explaining the flow of the algorithm, the behavior in the gray
wolf algorithm is symmetric, with the head wolf as the center, and there is no anomaly in
the movement of individual gray wolves; but as a whole, it produces a weak tendency to
move closer to the origin.

With an increase in iteration number t, the value of A converges linearly from 2 to 0.
In the whole iteration process of the grey wolf optimization algorithm, the probability of A
randomly falling in the interval of [−1, 1] is larger, which leads to the over-representation
of the local search, thus causing the algorithm to fall into a local optimum and affecting the
solution of the global optimum. Based on this finding, this paper proposes the following
scheme: in the pre-iteration A > 1, the individual gray wolves are mainly global search, and
in the late iteration, local search is carried out, i.e., controlling the position of A randomly
falling in the interval [−2, 2], so that the group first spreads to the whole solution space,
and then converges to the center of the group. An improvement of the tracking–hunting
phase formula is shown in Equations (8) and (9):⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

−→
D =

∣∣∣−→C · −→Xi (t)−−→
X (t)

∣∣∣
−→
X (t + 1) =

−→
Xi (t)−−→

A · −→D
a = 2 − 2t/Maxt−→
A = 2a · −→r 1 − a−→

C = 2a−→r2

(8)

A =

{
ar1 +

t
Maxt

(2r1 + 1)− 2, r1 ≤ 0.5;

ar1 +
t

Maxt
(2r1 − 1), r1 > 0.5.

(9)

where
−→
D denotes the distance between the individual gray wolf and the prey, and

−→
Xi (t),−→

X (t), and
−→
X (t + 1) are the prey position, the gray wolf position, and the updated position

of the gray wolf, respectively.
−→
A and

−→
C denote the coefficient vectors; the size of C is

positively correlated with the stochastic weights of the gray wolf’s position on the prey’s
influence. t denotes the number of iterations, a denotes the convergence factor, Maxt
denotes the maximum number of iterations, and −→r1 and −→r2 denote the stochastic vectors in
the interval [0, 1].

In the improved algorithm, the probability that the value of A is in the interval [−1, 1]
increases gradually from 0 to 1, i.e., the global search accounts for a smaller and smaller
proportion and the local search accounts for a larger and larger proportion to avoid falling
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into a local optimum, helping to quickly converge to the global optimum solution or the
approximate global optimum solution; and because C is nonlinearly decreasing, stochastic,
and provides the decision space for the global search in the iterative process, the algorithm
does not easily fall into a local optimum, the accuracy of the global optimal solution is
greatly improved, and the algorithm can be optimized theoretically.

4. Simulation

4.1. Simulink Simulation of Voltage Rise to 80 kV

Simulating the high-voltage power supply environment in MATLAB2021A with all
the devices in an ideal environment may not be able to fully simulate all the non-ideal
factors that may occur in the actual hardware, such as temperature variations, power
supply fluctuations, component aging, etc., which leads to the test results being more
favorable than the actual situation. Second, in the simulation process, we approximate
certain component characteristics and system dynamics to simplify the problem. While
this simplification helps to improve the simulation efficiency, it may also overlook some
subtle but important system behaviors. We assume that the IGWO-PID-based high-voltage
power supply circuit is built in an ideal environment to test its performance. As shown
in Figure 7, a high-voltage power supply circuit is built based on IGWO-PID, including
an inverter circuit, high-frequency transformer, and voltage doubler circuit, and its main
device parameters are shown in Table 1.

Table 1. Important parameters of the simulation model.

Parameter Value

Input voltage 100 V
Output voltage 80 kV
Coil turns ratio 8:800
Capacitance, C 2.2 × 10−6 F

In the MOSFET, the coil is the ideal device environment. The ignition-triggered high-
voltage power supply shutdown is simulated, and the power supply is re-boosted to restore
it to the initial voltage, and once again work normally. For setting 80 kV as the target voltage
value, running the M file, and then running the model, the output voltage response graph
is shown in Figure 8. The output voltage reaches the target voltage value in about 2 ms, the
system response speed is fast, and the stability of the output voltage rising waveform is
strong, which meets the requirements of the high-voltage power supply design.

Figure 7. Simulink simulation model of high-voltage power supply based on IGWO-PID.
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Figure 8. Output voltage response of high-voltage power supply system based on IGWO-PID.

4.2. PID Controller Parameter Adjustment

Parameter adjustment has always been a difficult problem for PID controllers; the three
coefficients of the PID controller parameters are independent of each other, affecting the
response speed of the system, steady-state error, and overshooting. However, in practice,
the three coefficients produce coupling between the three coefficients, and the use of a
trial-and-error method makes it difficult to obtain a more optimized value. It is common in
academia to use a stool, a design tool for system compensators in MATLAB, to add zeros
and poles to adjust the system performance, visualize the time- and frequency-domain
performance metrics, and update the root trajectory, obtaining a Bode plot and response
curve in real time.

As shown in Figure 9, according to the simulation model-related parameters in Table 2,
the MATLAB Bode plot compensation tool sisotool is utilized to add the zero-pole point for
direct compensation, and the parameters are derived, showing that a better compensation
effect can be obtained.

Where the transfer function is

G(s) =
Vg

Vm(1 − D)2 ·
1 − Ls

R(1−D)2

1 + Ls
R(1−D)2 +

LCs2

(1−D)2

(10)

Figure 9. Bode plot of transfer function after sisotool adjustment.
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Table 2. Important parameters of the simulation model.

Parameter Value

Input voltage, Vg 100 V
Output voltage, V0 300 V

Triangular wave carrier amplitude 200 V
Capacitance, C 33 × 10−6 F

Inductor, L 470 × 10−6 H
Load 30 R

Duty cycle, D 2/3

In practical engineering applications, the control system often presents nonlinear
and time-varying characteristics. sisotool tuning of PID controller parameters is suitable
for single-input single-output systems, and there are limitations in its applicability and
effectiveness when dealing with multiple-input multiple-output or complex systems with
highly nonlinear and time-varying characteristics. Therefore, the PID controller parameters
are regulated and optimized according to IGWO, and the global search of the parameter
space is carried out by simulating the social behavior and hunting strategy of gray wolves,
with a view to finding the optimal PID parameter configurations. In practical engineer-
ing applications such as high-voltage power supply systems, the IGWO-optimized PID
controller shows significant performance improvement. The Bird’s plot of the optimized
system is shown in Figure 10, and its gain margins and phase margins are in line with the
engineering requirements, and the system meets the expected design criteria in terms of
stability and performance.

Figure 10. PID Bode plot after optimization of IGWO regulation.

4.3. Comparative Analysis of the Mustiness of Improved Gray Wolf Algorithms
4.3.1. Comparison of PSO, IGWO, and SWO Performance

To verify the feasibility of the improved GWO algorithm, one each of the unimodal,
multimodal, and composite benchmark functions, F4, F11, and F20, was randomly selected
and compared with the PSO algorithm and the Spider Wasp Optimization (SWO) algorithm.
To ensure the accuracy of the comparison results and the persuasiveness of the data, we
set the same parameters for all the algorithms: the population size was 30, the number of
iterations was 500, and each algorithm was run independently 20 times to calculate the
average performance. The randomly selected CEC test functions and the comparison of the
best values of the objective functions of the different algorithms are shown in Tables 3 and 4.

Table 3. Randomly selected CEC test functions.

Function Dimensionality Range Theoretical Minimum

f4(x) 30 R1 0
f11(x) 30 R2 0
f20(x) 6 R3 −3
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Table 4. Comparison of the optimal values of the objective functions of different algorithms.

F4 F11 F20

GWO 5.92 × 10−7 0 −3.311
SWO 5.5238 × 10−7 0 −3.312

IGWO 1.7434 × 10−16 0 −3.1624

The corresponding functional equations in the table are as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f4(x) = maxi{|xi|, 1 ≤ i ≤ n}
f11(x) = 1

4000

n
∑

i=1
xi

2 − n
∏
i=1

cos
(

xi√
i

)
+ 1

f20(x) = −∑4
i=1 ci exp

(
−∑6

j=1 aij
(
xj − pij

)2
) (11)

Convergence through analysis Figure 11, we can clearly observe the superior per-
formance of the improved grey wolf optimization (GWO) algorithm. The number of
iterations required by the improved GWO algorithm is significantly lower than that of
other algorithms when the optimal solutions of the objective function are close; and when
the number of iterations is similar, the optimal solution obtained by the improved GWO
algorithm is closer to the theoretical optimal value. Therefore, it can be confirmed that
the improved GWO algorithm is not only feasible but also has significant improvement
in convergence speed and solution accuracy. Applying this algorithm to real engineering
cases can effectively solve a variety of problems, thus improving the effectiveness of the
work and the quality of the results.

4.3.2. Comparison of GWO, IGWO, and PSO Performance

A PID engine involving the desired research algorithm was created using M-files,
and a model of the PID regulation transfer function was built in Simulink to verify the
feasibility of the algorithm. The transfer function Gs = − 10

s+10 was selected as the test
function to evaluate the tracking performance of the PID controller parameters optimized
by the genetic algorithm on the step response of the system. The experimental setup was
as follows: the population size of the genetic algorithm was set to 100, the number of
iterations was set to 200, the number of repetitive tests was set to 30, and the traditional
GWO and PSO regulate the effect of the PID controller in the IGWO regulation effect
comparison experiment.

Figure 12 shows the step function response graphs of the three algorithms to regulate
PID, focusing on the steady-state value, rise time, and overshoot amount of the three indi-
cators. The results show that although the GWO regulation PID has a faster response speed,
it is accompanied by a larger amount of overshooting; the PSO regulation PID does not
produce an overshoot, but the response speed is relatively slower, compared to the IGWO
regulation PID, which demonstrates superiority in the response speed and the steady-state
performance, and has a greater potential to improve the system control performance.
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Figure 11. Convergence curves of the 3 comparison algorithms on the F4, F11, and F20 test functions.

Figure 12. Comparison of step response curves.

174



Energies 2024, 17, 6332

5. Setting Up the Experimental Platform

As shown in Figure 13, the experimental platform based on the 80 kV high-voltage
power supply developed by Xintlong Technology (Wuxi) Co., Ltd. (Wuxi, China) was set
up, and the test prototype was subjected to a firing test and self-recovery test, and the
relevant parameters of the test prototype are shown in Table 5.

Figure 13. Experimental platform for high-voltage power supply firing test.

Table 5. Test power supply parameters and PID controller optimization parameter values.

Parameter Value Parameter Value

Load 10 M R1 20 kΩ
Output current 8 mA R2 4.7 kΩ
Output voltage 80 kV R3 1 kΩ
Coil turns ratio 8:800 C1 3.3 nF

Power 640 W C2 100 nF
Voltage doubler capacitor, C 2.2 × 10−6 F C3 10 nF

Figure 14 shows the flow chart of the high-voltage power supply ignition test experi-
mental platform. Using a 48 V/1000 W switching power supply to supply power to the
control board, the control board drives the high-voltage power supply and receives the
high-voltage power supply output voltage, output current, and the signal of the ignition,
and then connects to the PC through the RS232 serial line, and interacts with the upper com-
puter signals. A Tektronix TBS2074B, Biverton, OR, USA oscilloscope is used to measure
the signals, and the electrode spacing is controlled to simulate the ignition environment
under the 80 kV/8 mA working condition of the high-voltage power supply, and the load
is placed in insulating oil to draw out the high voltage, which ensures the security of the
test environment and maintains professionalism. Experimental method tests, micro-firing
tests, firing discharge tests, and firing self-recovery tests are performed.

Figure 14. Flow chart of the high-voltage power supply firing test experiment platform.
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5.1. Experimental Method Validation

An experimental method of approaching and then distancing the electrodes was used
to test the feasibility of the method of controlling the electrode spacing to simulate the
lighting environment. The two electrodes were gradually brought together until a firing
signal was detected, after which the displacement system was immediately operated to
pull the electrodes further apart. As shown in Figure 15, the current waveform showed
multiple spikes during the electrode proximity process, which belonged to the micro-firing
discharge phenomenon. When the electrode spacing was reduced to a certain degree,
the electric field strength increased, causing the breakdown voltage of the air or other
medium to decrease, resulting in a discharge and a steep rise in current. At this time, the
distance between the electrodes, power supply normal operation, and micro-fire discharge
phenomenon also slowly disappear. Obviously, the electrode spacing has a close influence
on the power supply current signal and the weak firing discharge can be detected, meaning
the test method is feasible.

Figure 15. Feasibility verification of high-voltage power supply ignition program.

5.2. Ignition Test

In performing the current signal measurement of the high-voltage power supply
system, a Tektronix TBS2074B oscilloscope was used to measure the current response
during firing, as shown in Figure 16a. In the case of slight firing, the current signal
exhibited a rapid rise, peaked after about 3 microseconds, and quickly recovered to a level
close to the initial state. The high-voltage power supply still operated normally. Although
the high-voltage power supply system remained in normal operation during this process,
the instantaneous peak value of the output current increased significantly, reaching more
than three times the value of the normal operating current, and the firing produced greater
damage to the high-voltage power supply system and internal devices. The slight ignition
current did not exceed the set safety threshold, the system did not trigger the ignition signal,
thus avoiding the non-essential start-stop cycle, which helped to maintain the stability of
the system and extend the service life of the equipment. Figure 16b shows the waveform of
the high-voltage power supply shutting down and stopping operation after a large firing
discharge has occurred. When the high-voltage power supply system is subjected to a
larger firing discharge event, the current signal shows an extreme rise, with a peak current
of up to 48 mA, far exceeding the current level of the system during normal operation.
This situation indicates that the larger firing event poses a serious threat to the system and
requires immediate action to prevent further damage. The entire process from ignition to
system shutdown lasts only 10 microseconds, and this rapid response mechanism is critical
in protecting the high-voltage power system from catastrophic failure.
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(a)

(b)

Figure 16. Current waveform of high-voltage power supply during ignition.

5.3. Ignition Self-Recovery Test

The ignition self-recovery circuit employs an intelligent MCU-based control method
to optimize the power supply startup process and reduce the risk of an ignition event. The
MCU executes a preset delay program after detecting the disappearance of the ignition
signal to ensure a stable system environment for a smooth power supply startup.

The MCU selects an appropriate ramp startup strategy based on the spike current
value detected during ignition. The peak current value serves as a benchmark for the
selection of the startup strategy, ensuring that the current control during the power supply
startup process is accurate and complies with safety standards. When the peak current
value is less than or equal to 30 mA, a “two-stage” ramp output voltage strategy is adopted,
involving two stages of voltage rise;

When the spike current value is greater than 30 mA, a “three-stage” ramp output
voltage strategy is adopted, with an intermediate stage added to further refine the voltage
rise process, in order to reduce the risk of firing under high current conditions. The “two-
stage” ramp output voltage is shown in Figure 17: the voltage in the first 30 ms quickly
rises to 20 kV, and then continues to rise to the normal operating voltage of the high-voltage
power supply 80 kV, the whole process takes 170 ms, the waveform is stable, the segmented
ramp output voltage can make the high-voltage power supply output steady. It is not prone
to sparking discharge.

Figure 17. Flame-on recovery “two-stage” voltage start waveforms.
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As shown in Figure 18, the “three-stage” voltage ramp is initiated when a large spike
current is generated by the firing. The first stage of the voltage ramp takes 30 ms, increasing
to 20 kV; in the second stage, the voltage continues to rise, but the rate has slowed down,
from 20 kV to 50 kV; this process lasted 90 ms. Finally, the voltage enters the third stage,
from 50 kV to 80 kV, a process that takes 80 ms. In this stage, the rate of rise of the voltage
is further reduced until it reaches a steady state. During the whole process, there is no
overshoot in the voltage rise curve, and the system control strategy effectively suppresses
the overshoot and ensures the smooth transition and output of the voltage.

Figure 18. Flame-on recovery “three-stage” voltage start waveforms.

The high-voltage power supply system shows excellent performance in the process of
self-recovery to the normal working state, the measured output value reaches 80.2 kV with
the analog output set to 80 kV, and the accuracy of the output voltage is 99.875%. The high-
voltage power supply system is stable, with good self-adaptive ability and anti-interference
performance, and in the process effectively avoids the occurrence of firing discharge.

6. Conclusions

In this paper, a self-recovery firing protection circuit based on IGWO and PID control
strategy for high-voltage power supply system is designed to protect the high-voltage
power supply by quickly cutting off the switching elements on the DC side of the front-stage
auxiliary power supply; it is suitable for high-voltage power supply with a wide voltage
range of 60 kV–160 kV. After repeated experimental tests, we found that this protection
circuit is able to detect the lightering event efficiently and to ensure that it continues to
operate in a safe range. Once the set safety threshold is detected to be exceeded, the circuit
automatically activates the firing protection function to protect the high-voltage power
supply system from damage by reducing the voltage output of the power supply. This
research methodology and solution are innovative. On the one hand, compared with
the traditional PID parameter setting, the improved grey wolf algorithm can effectively
avoid voltage overshoot, and the “segmented” voltage start effectively solves the voltage
start fluctuation problem. On the other hand, the improved grey wolf algorithm has a
faster system response, shorter regulation time, smaller fluctuations, and achieves a value
closer to the reference value than other intelligent algorithms. Together with the example
of a self-recovery ignition protection circuit of a high-voltage power supply system, it
can effectively solve the ignition problem that causes non-essential starts and stops, and
significantly improve the efficiency and quality of work. In short, the circuit has low static
power consumption, stable operation, a rapid response time, and other characteristics to
solve the problems that traditional high-voltage power supply ignition protection circuits
have of non-essential starting and stopping of the power supply, slow response speeds,
the system needing to be restarted manually, and other issues. It provides a reference for
the relevant high-voltage power supply protection circuit design. In the future, there are
still areas where the circuit can be improved, such as choosing switching tubes with higher
precision. In the future, the design of the protection circuit will be further improved to
make the design versatile and better improve the safety performance of the power supply.

178



Energies 2024, 17, 6332

Author Contributions: Conceptualization, J.Z. and W.Z.; methodology, J.Z.; software, J.Z.; validation,
W.Z., H.W. and Y.Z.; formal analysis, J.Z.; investigation, W.Z.; resources, H.W.; data curation, Y.Z.;
writing—original draft preparation, J.Z.; writing—review and editing, J.Z.; visualization, W.Z.;
supervision, H.W.; project administration, Y.Z.; funding acquisition, W.Z. All authors have read and
agreed to the published version of the manuscript.

Funding: This research was funded by the Natural Science Foundation of Jiangsu Province No.
BK20221297, BK20231257, the National Natural Science Foundation of China under Grant No.
51977101, and the Zhenjiang City Industrial Prospective and Common Key Technology Research and
Development Project under Grant No. GY2023003.

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Zhang, B. Development of 100 kV/25 mA low ripple high voltage DC power supply. High Power Laser Part. Beams 2023, 35,
135–139.

2. He, K.; Li, Q.; Xia, Y. Control strategy based on a 200 kV/15 A inverter-type DC high-voltage power supply. High Power Laser Part.
Beams 2023, 35, 148–153.

3. Sahoo, B.; Panda, S. Improved grey wolf optimization technique for fuzzy aided PID controller design for power system frequency
control. Sustain. Energy Grids Netw. 2018, 16, 278–299. [CrossRef]

4. Zheng, L.; Zhu, Y.; Ren, J.; Chang, C.; Ye, J. High-voltage DC–DC converter based on adaptive frequency conversion modulation.
J. Power Electron. 2024, 24, 339–348. [CrossRef]

5. Schlatter, S.; Illenberger, P.; Rosset, S. Peta-pico-Voltron: An open-source high voltage power supply. HardwareX 2018, 4, e00039.
[CrossRef]

6. Liu, J.; Zhong, S.; Zhang, J. Auxiliary power supply for medium-/high-voltage and high-power solid-state transformers. IEEE
Trans. Power Electron. 2019, 35, 4791–4803. [CrossRef]

7. Zhang, L.; Ji, S.; Gu, S. Design considerations for high-voltage insulated gate drive power supply for 10-kV SiC MOSFET applied
in medium-voltage converter. IEEE Trans. Power Electron. 2020, 38, 5712–5724. [CrossRef]

8. Bandeira, D.; Lazzarin, T.; Barbi, I. High voltage power supply using a T-type parallel resonant DC–DC converter. IEEE Trans. Ind.
Appl. 2018, 54, 2459–2470. [CrossRef]

9. Liu, Y.; He, Z.; Hou, R. A Multi-Mode Wide Output Range High Voltage Power Supply for Magnetrons. IEEE Trans. Ind. Electron.
2022, 70, 11153–11162. [CrossRef]

10. Meng, Z.; Duan, J.; Sun, L. Voltage Drop Compensation Technology for High-Voltage and High-Power DC Energy Storage Power
Supply System. IEEE Trans. Ind. Electron. 2023, 71, 549–559. [CrossRef]

11. Jafari, H.; Habibi, M. High-voltage charging power supply based on an LCC-type resonant converter operating at continuous
conduction mode. IEEE Trans. Power Appl. 2019, 35, 5461–5478. [CrossRef]

12. Luo, Z.; Ker, M. A high-voltage-tolerant and power-efficient stimulator with adaptive power supply realized in low-voltage
CMOS process for implantable biomedical applications. IEEE J. Emerg. Sel. Top. Circuits Syst. 2018, 8, 178–186. [CrossRef]

13. Takaki, K.; Hayashi, N.; Wang, D. High-voltage technologies for agriculture and food processing. J. Phys. D Appl. Phys. 2019,
52, 473001. [CrossRef]

14. Zhou, R. DC High Voltage Power Supply Protection Circuit Design. Master’s Thesis, Shenyang Normal University, Shenyang,
China, 2023.

15. Chen, Y.; Wang, Y.; Yu, Y. Research on power supply of medical X-ray machine based on improved BP algorithm. Foreign Electron.
Meas. Technol. 2021, 40, 77–81.

16. Hong, Y.; Chen, B.; Wang, Q. Optimization method of Type III loop compensation in voltage-mode Buck circuits. Power Supply
Technol. 2021, 45, 1209–1212+1226.

17. Li, X. Research on the Improvement and Application of Gray Wolf Optimization Algorithm. Ph.D. Thesis, Beijing Architecture
University, Beijing, China, 2022.

18. Kang, P.; Jin, J.; Yan, W. Brushless DC motor control strategy based on improved GWO-PID. Manuf. Autom. 2023, 45, 147–152.
19. Bai, J.; Li, Z.; Ma, X. Application of PID controller optimized by Gray Wolf algorithm in temperature control of experimental coke

oven. Metall. Energy 2023, 42, 55–59.
20. Neretti, G.; Ricco, M. Self-tuning high-voltage and high-frequency sinusoidal power supply for dielectric barrier discharge

plasma generation. Electronics 2019, 8, 1137. [CrossRef]
21. Abood, L. Optimal modified PID controller for automatic voltage regulation system. AIP Conf. Proc. 2022, 2415, 030007.
22. Aziz, G.; Shneen, S.; Abdullah, F. Advanced optimal GWO-PID controller for DC motor. Int. J. Adv. Appl. Sci. 2022, 11, 263–276.

[CrossRef]
23. Jagatheesan, K.; Boopathi, D.; Samanta, S. Grey wolf optimization algorithm-based PID controller for frequency stabilization of

interconnected power generating system. Soft Comput. 2024, 28, 5057–5070. [CrossRef]

179



Energies 2024, 17, 6332

24. Padhy, S.; Panda, S. Application of a simplified Grey Wolf optimization technique for adaptive fuzzy PID controller design for
frequency regulation of a distributed power generation system. Prot. Control Mod. Power Syst. 2021, 6, 1–16. [CrossRef]

25. Ghanamijaber, M. A hybrid fuzzy-PID controller based on gray wolf optimization algorithm in power system. Evol. Syst. 2019,
10, 273–284. [CrossRef]

26. Burkard, J.; Biela, J. Design of a protection concept for a 100-kVA hybrid transformer. IEEE Trans. Power Electron. 2019, 35,
3543–3557. [CrossRef]

27. Zhang, H. Modeling and loop compensation design of switching mode power supplies. Linear Technol. 2015.
28. Bibian, S.; Jin, H. Time delay compensation of digital control for DC switchmode power supplies using prediction techniques.

IEEE Trans. Power Electron. 2000, 15, 835–842. [CrossRef]
29. Ghosh, A.; Banerjee, S. Design and implementation of Type-II compensator in DC-DC switch-mode step-up power supply. In

Proceedings of the 2015 Third International Conference on Computer, Communication, Control and Information Technology,
West Bengal, India, 7–8 February 2015; pp. 1–5.

30. Ren, R.; Zhang, F.; Liu, B. A closed-loop modulation scheme for duty cycle compensation of PWM voltage distortion at high
switching frequency inverter. IEEE Trans. Ind. Electron. 2019, 67, 1475–1486. [CrossRef]

31. Choi, H. Practical feedback loop design considerations for switched mode power supplies. Fairchild Semicond. Power Semin. 2010,
2011, 489–498.

32. Sheehan, R.; Diana, L. Switch-Mode Power Converter Compensation Made Easy; Texas Instruments: Dallas, TX, USA, 2016.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

180



MDPI AG
Grosspeteranlage 5

4052 Basel
Switzerland

Tel.: +41 61 683 77 34

Energies Editorial Office
E-mail: energies@mdpi.com

www.mdpi.com/journal/energies

Disclaimer/Publisher’s Note: The title and front matter of this reprint are at the discretion of the Guest

Editors. The publisher is not responsible for their content or any associated concerns. The statements,

opinions and data contained in all individual articles are solely those of the individual Editors and

contributors and not of MDPI. MDPI disclaims responsibility for any injury to people or property

resulting from any ideas, methods, instructions or products referred to in the content.





Academic Open 

Access Publishing

mdpi.com ISBN 978-3-7258-3326-9


