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Lüneburg
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Adaptive Active Disturbance Rejection Control of Solar Tracking Systems with Partially Known
Model
Reprinted from: Mathematics 2021, 9, 2871, https://doi.org/10.3390/math9222871 . . . . . . . . 4

Oleksandr Tsymbal, Paolo Mercorelli and Oleg Sergiyenko

Predicate-Based Model of Problem-Solving for Robotic Actions Planning
Reprinted from: Mathematics 2021, 9, 3044, https://doi.org/10.3390/math9233044 . . . . . . . . 24

Mikhail Babenko, Andrei Tchernykh, Bernardo Pulido-Gaytan, Arutyun Avetisyan, Sergio

Nesmachnow, Xinheng Wang and Fabrizio Granelli

Towards the Sign Function Best Approximation for Secure Outsourced Computations and
Control
Reprinted from: Mathematics 2022, 10, 2006, https://doi.org/10.3390/math10122006 . . . . . . . 37

Diego Cerrillo, Antonio Barrientos and Jaime Del Cerro

Kinematic Modelling for Hyper-Redundant Robots—A Structured Guide
Reprinted from: Mathematics 2022, 10, 2891, https://doi.org/10.3390/math10162891 . . . . . . . 59
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Preface

Industrial robotic systems have already achieved wide consolidation in various sectors.

Today, they are commonly used in paint shops, welding, the assembly of semi-finished and

finished components, and the inspection and repair of failures in nuclear facilities or underwater

environments, as well as having numerous applications in agriculture. Robotics presents both

theoretical and practical challenges, particularly in replacing or augmenting physically demanding

tasks, thus benefitting certain categories of at-risk workers. The endeavor to alleviate human burdens

such as physical pain and fatigue has long been a driving force in science and technology, considered

by some scholars as foundational to epistemology.

The history of robotics, up to the present day, is not a superfluous subject. It is intriguing to

explore the original meaning of the word “robot.” Some philologists suggest its derivation from the

Latin root “robor-roboris,” meaning “force.” Regardless, the term “robot” was first introduced in

1921 by the Czech writer Karel Capek in his satirical work titled ”Rossum’s Universal Robots,” where

“robota” in Czech means “work.” Capek’s satire underscores the distinction between machines and

humans, highlighting that robots never tire. Post-World War II, the necessity to handle radioactive

materials led to the development of the first remotely controlled mechanical manipulators, known

as Master–Slave systems, pioneered in laboratories such as Argonne and Oak Ridge (USA). These

manipulators were operated by human controllers, whose movements were replicated on the

manipulator through mechanical linkages. General Electric, in collaboration with General Mills,

replaced these mechanical linkages with electrical couplings, coining the term “teleoperators.”

This reprint contains 13 articles accepted for publication in the Special Issue “Mathematics in

Robot Control for Theoretical and Applied Problems 2023” of the MDPI journal Mathematics. These

chapters cover a broad spectrum of topics related to the theory and applications of robotic systems.

It is hoped that this reprint will be of interest and utility to those working in the field of

robot control, as well as to those with a suitable mathematical background who wish to familiarize

themselves with recent advances in engineering mathematics, particularly in mathematics for robot

control, which has permeated nearly all sectors of human life and activity.

As Guest Editors of the Special Issue, we express our gratitude to the authors for their

high-quality contributions, the reviewers for their valuable feedback that enhanced the submitted

works, and the administrative staff of MDPI publications for their support in completing this project.

Special thanks are due to the Managing Editor of this Special Issue, Ms. Emma He, for her excellent

collaboration and valuable assistance.

Paolo Mercorelli, Oleg Sergiyenko, and Oleksandr Tsymbal

Guest Editors
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1. Introduction to the Special Issue

Technological development has not only boosted the use of mechanical systems for
industrial uses but above all has made it possible for them to be used in areas and sectors
unimaginable until a few years ago. Mechatronics is the neologism which now indicates in
general modern robotic systems which are to be equipped with sophisticated electronic
control devices. Such devices are capable of helping systems to achieve high performance
and allowing their use and disparate aspects of our daily life. It is a synergy set which
can radically change some aspects of the production world. A growing interest toward
robots, a special class of mechanical systems, as well as fear and perplexity in relation to
the impact that these systems have in the world of productivity, and then ultimately their
social impact, has be witnessed in recent years. Future robotics represent a tremendous
challenge in the field of mathematics because of the central role their control plays in the
context of this field. In fact, robot control is one of the most important and challenging
topics for mathematicians, engineers, physicians, and practitioners. Mathematical issues
are the kernel of the design of control of movements and performance of robots. This
Special Issue aims to collect the latest advancements of mathematical methods for solving
not only theoretical but also applied problems of classical and also modern robot structures,
such as robotic manipulators, walking robots, flexible robots, haptic robots, and any kind
of old and new mechanisms with all possible tasks, in grasp, manipulation, and motion
for any kind of their possible issues and applications. Advances in robot control, tackling
theoretical complexity as well as practical applications, have been given a considerable
boost by the use of mathematical methodologies. The Special Issue titled "Mathematics
in Robot Control for Theoretical and Applied Problems" where researchers share their
discoveries summarizes the latest results of the application of mathematical insights in
robotic field.

2. Presentation of the Research Papers

Trajectory tracking control of a solar tracking system is tackled by means of an adaptive
active disturbance rejection control scheme as shown in Contribution 1. The state and
disturbance estimation system is based on the combination of a time varying identification
system and an adaptive observer.

To facilitate robotic problem-solving, especially in industrial settings, the authors of
Contribution 2 develop a predicate-based logical paradigm. In addition to improving
automation processes, this model also aids in the study of applications designed for
problem-solving and intelligent agent-based manufacturing systems.

Mathematics 2024, 12, 2240. https://doi.org/10.3390/math12142240 https://www.mdpi.com/journal/mathematics1
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Using homomorphic encryption, in Contribution 3 authors discuss safe computing
and control in robots. The ramifications of their approach to improving robot control system
security are substantial, especially in settings where access to critical data is restricted.

For hyper-redundant robots, Contribution 4 provides a methodical manual for kine-
matic modeling. The evolution of hyper-redundant robot design and control is aided by
this contribution’s assistance in modeling these complex robots.

A Robust distance and orientation synchronization for differential-drive mobile robots
is a topic explored in Contribution 5. As a result, the control accuracy and performance of
mobile robotic systems may be greatly enhanced by using the proposed active disturbance
rejection control technique.

To mitigate the effects of inaccurate distance estimations, the authors of Contribution 6
describe a cooperative control method for vehicle platoons. Their method improves the sta-
bility and dependability of platoon control systems, leading to more secure and productive
vehicle traffic flow.

In Contribution 7 the authors discuss issues with tracked mobile robots and terrain naviga-
tion. To improve trajectory tracking and overall performance in difficult terrains, their kinematic
technique incorporates speed adjustment based on pointwise terrain gradients.

In Contribution 8 2D Lidar technology is applied to the problem of improving au-
tonomous navigation within buildings. This approach enhances the usefulness of au-
tonomous mobile robots in confined locations by increasing the precision with which maps
are constructed and routes are planned.

In their investigation into automation and construction, the authors of Contribution 9,
as highlighted in references, place a significant emphasis on process control, monitoring,
and diagnostics. Their focus revolves around the application of these principles in the
context of concrete 3D printing. The study’s findings shed light on the effective integration
of mathematical techniques to improve robotic applications within the construction sector.

Contribution 10 deals with the lack of data in computer vision and offers a context
replacement technique. The method illustrated in the contribution makes it possible for
robotic systems to outsource calculations and control safely by making use of homomor-
phic encryption. This work offers crucial guidance for protecting robot control systems,
especially in low-information environments.

A new method for regulating four-bar mechanisms with varied input velocities is
presented in Contribution 11. The authors’ approach is dynamic, allowing for fine-grained
control over the movements that are produced. This development expands robotic sys-
tems’ applicability and thereby increases their adaptability. All these aspects are very
well analyzed.

The authors of Contribution 12 discuss how robotic telescopes can more reliably
identify the sky. The quality of astronomical observations is enhanced as a result of their
use of mathematical approaches to improve the navigation process. This work makes
a major improvement to astronomical research by enhancing the automated telescopes’
ability to navigate their surroundings.

The problem of centralized control of coverage in multi-quadrotor systems is in-
vestigated in Contribution 13. The authors provide a strategy for achieving finite-time
convergence by adapting the goal function to meet consensus requirements. With this novel
method, multi-quadrotor systems may function in a wide variety of network architectures
without sacrificing economy or performance.

3. Conclusions

In summary, the Special Issue “Mathematics in Robot Control for Theoretical and
Applied Problems” has presented a wide variety of research papers that together highlight
the central importance of mathematics in defining the subject of robot control. Multi-
quadrotor systems, telescopes, manipulators, computer vision, navigation, and building are
only some of the areas covered in these publications. These works show how mathematics

2
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may be used to solve difficult problems and propel progress in our theoretical knowledge
and practical use of robotic systems.

Conflicts of Interest: The authors declare no conflicts of interest.
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Abstract: In this article, the trajectory tracking control of a solar tracking system is tackled by means
of an adaptive active disturbance rejection control scheme. The state and disturbance estimation
system is based on the combination of a time varying identification system and an adaptive observer.
The stability and robustness of the controller is mathematically tested by means of the second method
of Lyapunov, and its effectiveness is experimentally tested in a robotic test bed, achieving both lower
energy consumption and better tracking results with respect to a PID-based controller.

Keywords: trajectory tracking control; solar tracking systems; adaptive control; active disturbance
rejection

1. Introduction

The tendency of using alternative energy sources has led to the solution of problems
concerning a wide variety of collecting technologies, storage and management systems.
In the case of solar energy, the increased efficiency of the collected energy has a close
relation with the capacity to manipulate the collecting device (photovoltaic module, con-
centrating lens, etc.) such that the light incidence is normal to a specific area of interest (tilt
angle control). The last aspect is especially important in Fresnel-lens-based concentration
systems [1–3].

The aim to increase the benefits of energy collecting systems has led to the develop-
ment of solar trackers [4,5], the efficiency of which can be improved through the use of
optimal design technologies [6–9] and concurrent engineering tools [10] as well as highly
accurate positioning control systems such as solar sensors [11–15].

The accuracy and energy consumption in the positioning policy are considered to
be among the main aspects of the performance of a solar tracker. Both problems are
directly related to the nature of the mechanism of the tracker, which can have uncertain
dynamics or nonlinearities, and the operation may be affected by external disturbance
elements such as wind disturbances, which can produce tracking errors, or high energy
compensation actions reducing the energetic efficiency of the controller. Addressing both
features concurrently demands robustness and an energy management adaptation.

Several control approaches are reported in the literature, and some comprehensive
studies and reviews provide further information and specific features regarding existing
control studies and implementations [16–19], in which the application may lead to specific
precision demands (see [20]). Among recent studies, in [21], a comprehensive practical
classification of active solar tracking systems is presented, focusing on the importance of
the control law and the sensing technology used to achieve appropriate results in solar
concentration tasks. In this sense, proportional integral derivative-based control (PID) is
the most popular closed-loop strategy in active solar tracking systems (see [22,23]). This

Mathematics 2021, 9, 2871. https://doi.org/10.3390/math9222871 https://www.mdpi.com/journal/mathematics4
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scheme is suitable for solar trackers that include a gear train transmission with a high gear
ratio [24]. The strategy has a wide variety of tuning strategies, including optimal gain
selection, that make this scheme the natural choice for practitioners [25].

Due to the high-gain nature of PID control, diverse tuning schemes to avoid over-
shooting effects are used. On one hand, some schemes based on set points or the internal
model control principle have been developed [26,27]. Although these approaches are a
precise alternative, some tests and several criteria are necessary to obtain the best results
with the approach. In contrast, some adaptive variations of PID have been developed to
ease the drawbacks of high gain by means of time-varying gain dynamics [28–31]. In [32],
an adaptive gain PID controller is implemented for dual-axis sun tracker applications.
The gains are normalized in terms of the tracking error, improving upon the classic PID
control. However, most of the reported schemes lack time derivative measurements, which
may affect the final result by using computationally costly platforms (for instance, matlab)
or dirty derivative-based computation with high computational and energetic costs and
possible measurement noise problems. Moreover, low gear ratio transmissions or the possi-
ble presence of nonlinearities in the mechanism or the actuator motivate robust adaptive
strategies that deal with the original multivariable nonlinear tracker model.

Other control strategies include model predictive control [33,34], sliding mode con-
trol [35,36] and neural and fuzzy control [37–40]. Most of these schemes solve one of
the aforementioned problems effectively, while the other important aspects are partially
achieved due to the fact that optimizing strategies usually need exact information of the
system and they usually work for linear models; on the other hand, robust strategies
usually demand high energetic costs. This motivates the development of a control scheme
that can strike a balance between robustness and adaptivity.

Active disturbance rejection control (ADRC) [41–46] represents a control paradigm in
which the system can be simplified such that the main external disturbances and unknown
dynamics are lumped into a generalized disturbance input to be estimated and further
cancelled. This scheme provides some of the advantages of classic PID control while
enhancing the performance by means of the use of extended state observers [47]. The pos-
sibility of estimating the generalized disturbance simplifies the control actions, obtaining
accurate results in trajectory tracking tasks. One of the most popular approaches to active
disturbance rejection is linear active disturbance rejection (LADRC) [48], which consists
of the use of an extended state observer of the Luenberger type. This scheme is highly
effective for the estimation of a large class of additive disturbances, and the high-gain
nature of the strategy results in an easy-to-tune procedure. The high-gain nature of classic
LADRC may be sensitive to noises and can increase the energy consumption in the control
applications, and the compromise between robustness and low energy consumption can
be improved by proposing alternative schemes that keep the estimation advantages of
LADRC with some restrictions in the high-gain nature. To achieve robustness and low
energy consumption, adaptive designs for the ADRC [49,50] provide accurate tracking,
robustness and adaptivity, which make them suitable for solar tracking applications.

In this article, an adaptive active disturbance rejection control design is proposed to
solve the problem of the trajectory tracking system in a two-axis solar tracking system. The
proposed observer is based on the combination of a time-varying identification system
and an adaptive observer. This combination is used for online generalized disturbance
estimation, which is used in the control loop. The main contributions are listed as follows:

1. In contrast with the disturbance estimation approach proposed in [49], in this arti-
cle, the disturbance is estimated in terms of both states and an additional constant
term used to compensate possible offset errors and external components that are
independent of the states.

2. The stability and robustness of the controller is mathematically tested by means of the
second method of Lyapunov, and its effectiveness is experimentally tested in a robotic
test bed.
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3. Some numerical and experimental tests show that the proposed controller demands
a low energy consumption, in contrast to a classic ADRC scheme, while keeping
appropriate estimation and tracking results for the solar tracking application.

The remainder of the article is given as follows. Section 2 presents the class of systems
and the control problem. Section 3 provides the adaptive observer design and the stability
test. Then, Section 4 presents the experimental results in the tracking of a numerically
generated solar trajectory. Finally, Section 5 provides some concluding remarks and a
general discussion of the contribution.

2. Controller Design

Consider the model which describes a class of open kinematic chain robotic manipulators:

D(q)q̈ + C(q, q̇)q̇ + g(q) = u + η(t) (1)

where D(q) ∈ Rn×n is the inertia matrix (positive definite), C(q, q̇) ∈ Rn×n is the coriolis
matrix, g(q) ∈ Rn is the gravity vector, u ∈ Rn denotes the control input vector, and
η(t) ∈ Rn denotes a vector of bounded external disturbances of unknown nature.

The last model can be represented as follows:

ẋa = xb

ẋb = f (x) + G(xa)u + η(t) (2)

where xa(t) := q(t), xb(t) := q̇(t), x ∈ R2n, x =
[
xᵀa xᵀb

]ᵀ is the state vector, G(xa) :=
D(q)−1, which is always well defined from the positive definiteness condition on D(q).

A direct consequence of the inertia matrix bounds property is the following inequality:

0 < g− ≤ ‖G(·)‖ ≤ g+, g−, g+ ∈ R
+ (3)

Assuming a lack of knowledge of the terms f and η, both terms can be lumped into a
generalized disturbance input ξ(x, t) := f (x) + η(t). Then, system (2) can be rewritten as

ẋ(t) = Ax(t) + B[G(xa)u(t) + ξ(x, t)]
y(t) = Cx(t) (4)

where y ∈ Rn×1, y = xa denotes the measurable output. A ∈ R2n×2n, B ∈ R2n×n,
C ∈ Rn×2n with values given by

A =

[
0n×n In×n
0n×n 0n×n

]
, B =

[
0n×n
In×n

]
, C :=

[
In×n 0n×n

]
(5)

Disturbance approximation: In this article, the generalized disturbance input is
proposed to be approximated by the time varying combination of the system states and an
additionally constant term (to incorporate arising offset contributions):

ξ(x, t) = Λ1(t)x(t) + Λ2(t) + ξ̃(x, t)

= Λ(t)X(t) + ξ̃(x, t) (6)

where Λ(t) ∈ Rn×2n+1 is the time varying approximation matrix, Λ(t) =
[
Λ1(t) Λ2(t)

]
,

with Λ1(t) ∈ Rn×2n denoting the approximation based on the state vector and Λ2(t) ∈
Rn×1 representing the offset adjustment. The vector X ∈ R2n+1×1 is defined as X :=[
xᵀ 1

]ᵀ, and ξ̃ ∈ Rn denotes the approximation error.
In this article, the approximation error is proposed to be minimized through a time

window least squares criterion (see [49] for the single input-single output unbiased case).
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3. Observer Design

The adaptive observer for the system (4) is proposed as

˙̂x = Â(t)x̂(t) + B
[
Λ̂2(t) + G(xa)u

]
+ L(t)ε(t)

ε(t) = C(x(t)− x̂(t))

Â(t) =
[

0n×n In×n
Λ̂1(t)

]
(7)

where G(xa) is used instead of G(x̂a) since xa is a measurable state. The term x̂ ∈ R2n

denotes the estimate of x, the matrix C ∈ Rn×2n maps the state vector to the measurable
states xa, ε(t) ∈ Rn denotes the injection error, and L(t) ∈ R2n×n is the time varying
injection gain subject to an adaptation law of the form:

L̇(t) = l1S(t)(L∗ − L(t)) (8)

where l1 ∈ R+ is a positive constant, and S(t) ∈ R2n×2n, P(t) ∈ R2n×2n positive definite
time varying matrices which satisfy the following Riccati equations:

Aᵀ
o (t)P(t) + P(t)Ao(t) + Ṗ(t) + P(t)N4P(t) + CᵀLᵀ(t)N2L(t)C + Q1 = 0 (9)

Aᵀ
c S(t) + S(t)Ac + Ṡ(t) + S(t)N−1

2 S(t) + AᵀN1 A + Q2 = 0 (10)

where Ac = A− BKᵀ, Ao := A− L(t)C, and N2 ∈ R2n×2n, N2 = Nᵀ
2 > 0. The term L∗ is a

user defined parameter such that the matrix A− L∗C is Hurwitz.

Control Law

Let x∗ ∈ R2n be a smooth reference trajectory for the state vector x. From the nominal
dynamics (4) without the presence of disturbances, the feedforward input u∗ can be defined
such that the following relation is satisfied:

ẋ∗(t) = Ax∗(t) + BG(xa)u∗(t) (11)

which leads to

u∗(t) = G(xa)
−1 ẋ∗b (12)

The output-based control is proposed as

u(t) = u∗(t)− G(xa)
−1[Kᵀ(x̂− x∗) + Λ̂(t)X̂(t)] (13)

where K ∈ Rn×2n is the control gain matrix and the last term of the control law stands
for the estimate of the generalized disturbance input ξ(x, t); that is, ξ̂(x, t) = Λ̂(t)X̂(t).
Figure 1 shows a block diagram of the proposed control structure.

The following result states the convergence of the tracking and estimation errors, in
an ultimate bound sense, of the output based adaptive control law:

7
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Figure 1. Schematic of the proposed adaptive active disturbance rejection controller.

Theorem 1. Consider the class of partially known robotic systems (4), where the lumped distur-
bance input ξ(x, t) satisfies the condition of being absolutely bounded given a reference trajectory
x∗(t) and an output feedback control (13) based on a linear time varying identification of the
disturbance input, given by (16), and an adaptive observer (7), such that the control gain K forces the
matrix A− BKᵀ to be Hurwitz. If there exist positive definite matrices P(t), S(t)N1, N2, N4, Q1, Q2 ∈
R2n×2n, such that the time varying Riccati Equations (9) and (10) have positive definitive solutions,
the state estimation and tracking errors Δ(t) and δ(t) are uniformly ultimate bounded.

Proof. The estimation error obeys the following dynamics:

Δ̇(t) = (A− L(t)C)Δ(t) + Ax̂(t) + Bξ̃(x, t)

= (A− L(t)C)Δ(t) + Aδ(t) + Ax∗(t) + Bξ̃(x, t) (14)

Let define the difference between the estimate state x̂ and the desired trajectory x∗ as
δ(t). The dynamics of δ(t) are computed as

δ̇(t) = (A− BKᵀ)δ(t) + L(t)CΔ(t) (15)

From the observer dynamics (7) and the disturbance approximation proposal (6),
the time varying approximation matrix Λ̂(t) is proposed as the solution of the following
optimization problem:

Λ̂∗(t) = arg min
Λ̂∈Rn×(2n+1)

[∫ t

t−ν
ω(τ)− Λ̂(τ)X(τ)dτ

]2
(16)

where

ω(t) = Bᵀ[x̂(t)− x̂(t− ν)]−
[∫ t

t−ν
G(xa)u(τ) + BᵀL(τ)ε(τ)dτ

]
(17)

whose solution leads to the following dynamics [51]:

Λ̂ᵀ(t) = [
∫ t

t−ν
X̂(τ)X̂ᵀ(τ)dτ]−1[

∫ t

t−ν
ω(τ)X̂ᵀ(τ)dτ]ᵀ (18)

Now, let us propose the following quadratic Lyapunov candidate function:

V(Δ, δ, L, ρ, Kᵀ, t) = ΔᵀP(t)Δ + δᵀS(t)δ + tr
{

1
2

l−1
1 L̃ᵀ(t)L̃(t)

}
+ tr

{
1
2

ρᵀ(t)ρ(t)
}

(19)
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where

ρ(t) =
∫ t

0

[ ∫ τ

τ−ν
x̂(σ)ω(σ)−

∫ τ

τ−ν
x̂(σ)x̂ᵀ(σ)dσΛ̂(τ)

]
dτ (20)

L̃(t) = L∗ − L(t) (21)

The time derivative of the Lyapunov candidate function (19) is given by

V̇(Δ, δ, L, ρ, Kᵀ, t) = Δᵀ
[

Aᵀ
o (t)P(t) + P(t)Ao(t) + Ṗ(t)

]
Δ + tr{L̃ᵀ(t) ˙̃L(t)}+

+ δᵀ
[

Aᵀ
c S(t) + S(t)Ac + Ṡ(t)

]
δ + δᵀAᵀP(t)Δ + ΔᵀP(t)Aδ + ΔᵀCᵀLᵀ(t)S(t)δ

+ δᵀSᵀ(t)L(t)CΔ + (Ax∗ + Bε̃)ᵀP(t)Δ + ΔᵀP(t)(Ax∗ + Bε̃) + tr{ρᵀ(t)ρ̇(t)} (22)

From the lambda inequality [52], there exists a set of symmetric positive definite
matrices Ni ∈ R2n×2n, i = 1, 2, 3, such that

δᵀAᵀP(t)Δ + ΔᵀP(t)Aδ ≤δᵀAᵀN1 Aδ+

+ ΔᵀP(t)N−1
1 P(t)Δ (23)

ΔᵀCᵀLᵀ(t)S(t)δ + δᵀS(t)L(t)CΔ ≤ΔᵀCᵀLᵀ(t)N2L(t)CΔ+

+ δᵀS(t)N−1
2 S(t)δ (24)

(Ax∗ + Bε̃)ᵀP(t)Δ + ΔᵀP(t)(Ax∗ + Bε̃) ≤(Ax∗ + Bε̃)ᵀN3(Ax∗ + Bε̃)+

+ ΔᵀP(t)N−1
3 P(t)Δ (25)

Using (23)–(25) in (22),

V̇(Δ, δ, L, ρ, Kᵀ, t) = Δᵀ
[

Aᵀ
o (t)P(t) + P(t)Ao(t) + Ṗ(t) + P(t)N−1

1 P(t)+

+ CᵀLᵀ(t)N2L(t)C + P(t)N−1
3 P(t)

]
Δ+

+ δᵀ
[

Aᵀ
c S(t) + S(t)Ac + Ṡ(t) + AᵀN1 A + S(t)N−1

2 S(t)
]
δ+

+ (Ax∗ + Bε̃)ᵀN3(Ax∗ + Bε̃) + tr{ρᵀ(t)ρ̇(t)}+ tr
{

L̃ᵀ(t) ˙̃L(t)
}

(26)

Since N1, N2 are positive definite, the terms AᵀN1 A, CᵀLᵀ(t)N2L(t)C are positive
definite (see Section 7.1 of [53]). Then, to complete the time varying Riccati equations
while ensuring the negative definiteness condition of the time derivative of V, let us add
±Δᵀ(t)Q1Δ ± δᵀQ2δ, for symmetric positive definite matrices Q1, Q2 ∈ R2n×2n. Then,
we obtain

V̇(Δ,δ, L, ρ, Kᵀ, t) = Δᵀ
[

Aᵀ
o (t)P(t) + P(t)Ao(t) + Ṗ(t) + P(t)N4P(t)+

+ CᵀLᵀ(t)N2L(t)C + Q1

]
Δ + δᵀ

[
Aᵀ

c S(t) + S(t)Ac + Ṡ(t) + S(t)N−1
2 S(t)+

+ AᵀN1 A + Q2

]
δ + (Ax∗ + Bε̃)ᵀN3(Ax∗ + Bε̃) + tr{ρᵀ(t)ρ̇(t)}+

+ tr
{

L̃ᵀ(t) ˙̃L(t)
}
− ΔᵀQ1Δ− δᵀQ2δ (27)

where N4 = N−1
1 + N−1

3 . Using the dynamics (18), the following equality is obtained:

∫ t

t−ν
x̂(τ)ω(τ)dτ −

∫ t

t−ν
x̂(τ)x̂ᵀ(τ)dτΛ̂(t) = 0 (28)

9
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which implies that ηᵀ(t)η̇(t) = 0 (see [49]). From (8),

tr
{

L̃ᵀ(t) ˙̃L(t)
}
= −tr

{
L̃ᵀ(t)S(t)L̃(t)

}
(29)

Since L̃ᵀ(t)S(t)L̃(t) is at least positive semidefinite (positive definite if L̃(t) is full
rank in columns), then (29) is negative or zero. Using (28) and (29) in (26), the following
expression is obtained:

V̇(Δ, δ,L, ρ, Kᵀ, t) = Δᵀ
[

Aᵀ
o (t)P(t) + P(t)Ao(t) + Ṗ(t) + P(t)N4P(t)+

+ CᵀLᵀ(t)N2L(t)C + Q1

]
Δ + δᵀ

[
Aᵀ

c S(t) + S(t)Ac + Ṡ(t)+

+ S(t)N−1
2 S(t) + AᵀN1 A + Q2

]
δ + (Ax∗ + Bε̃)ᵀN3(Ax∗ + Bε̃)−

− tr
{

L̃ᵀ(t)S(t)L̃(t)
}− ΔᵀQ1Δ− δᵀQ2δ (30)

Using the assumption of the positive definiteness of the solutions of the Equations (9)
and (10),

V̇(Δ, δ, L, ρ, Kᵀ, t) = (Ax∗ + Bε̃)ᵀN3(Ax∗ + Bε̃)− tr
{

L̃ᵀ(t)S(t)L̃(t)
}− ΔᵀQ1Δ− δᵀQ2δ (31)

Let define the vectors z and z̃ as

z :=
[

Δ
δ

]
(32)

z̃ := Ax∗ + Bε̃ (33)

From the last definitions, (31) becomes

V̇(z, L, Kᵀ, t) = z̃ᵀN3z̃− tr
{

L̃ᵀ(t)S(t)L̃(t)
}− zᵀQ3z (34)

with

Q3 :=
[

Q1 0
0 Q2

]
(35)

Using the Rayleigh inequality

V̇(z, L, Kᵀ, t) ≤ −λmin(Q3)‖z‖2 − tr
{

L̃ᵀ(t)S(t)L̃(t)
}
+ λmax(N3)‖z̃‖2 (36)

Let us introduce the auxiliary term θ ∈ (0, 1). Rewriting (36),

V̇(z, L, Kᵀ, t) ≤− (1− θ)λmin(Q3)‖z‖2 − θλmin(Q3)‖z‖2−
− tr

{
L̃ᵀ(t)S(t)L̃(t)

}
+ λmax(N3)‖z̃‖2 (37)

Then,

V̇(z, L, Kᵀ, t) ≤ −(1− θ)λmin(Q3)‖z‖2 − tr
{

L̃ᵀ(t)S(t)L̃(t)
}
< 0;

for all ‖z‖2 ≥ λmax(N3)‖z̃‖2

θλmin(Q3)

From the last expression and using Definition 4.6 from [54], it is proven that the
tracking and estimation errors are uniformly ultimately bounded.

4. Case Study: A Two Degrees of Freedom Solar Tracker

Consider a two degrees of freedom solar tracking system in an azimuthal elevation
configuration, the axis representation of which is given in Figure 2. The frames {0}, {1},
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and {2} denote the inertia, the azimuth link, and the end effector frame, respectively.
Variables mi, Ii = diag{Ixi, Iyi, Izi} stand for the mass and Inertia tensor of the i− th link
(it is assumed to be diagonal since the links are assumed to besymmetric with respect to
their center of mass). ḡ denotes the gravity vector, lcmi is the distance from the previous
frame (i− 1) to the center of mass of the i− th link, and li is the length of the i− th link,
respectively.

Figure 2. Schematic of the robotic system.

Using the Euler Lagrange procedure, the dynamic model of the system in the form (1)
is given as follows [55]:[

d11(q2) 0
0 d22

][
q̈1
q̈2

]
+

[
c11(q2, q̇2) c12(q2, q̇1)
c21(q2, q̇1) 0

][
q̇1
q̇2

]
+

[
0

g2(q2)

]
=

[
u1
u2

]
(38)

d11(q2) :=
(

m2l2
cm2 + Iy2

)
cos2(q2) + Ix2 sin2(q2) + Iy1

d22 := m2l2
cm2 + Iz2

c11(q2, q̇2) := cos(q2) sin(q2)
(

m2l2
cm2 + Iy2 − Ix2

)
q̇2

c12(q2, q̇1) :=
(

Ix2 − Iy2 −m2l2
cm2

)
cos(q2) sin(q2)q̇1

c21(q2, q̇1) := −c12(q2, q̇1)

g2(q2) := m2grlcm2 cos(q2)

where gr stands for the gravity constant.
Let define the variables xa =

[
xa1 xa2

]ᵀ :=
[
q1 q2

]ᵀ, xb =
[
xb1 xb2

]ᵀ :=
[
q̇1 q̇2

]ᵀ.
Then, the system (38) can be expressed as the class of systems (2) as follows:

ẋa = xb (39)

ẋb = f (x) + G(xa)u (40)

where
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f (x) =

⎡⎢⎣−
1

d11(xa2)
[c11(xa2, xb2)xb1 + c12(xa2, xb1)xb2]

− 1
d22

[c21(xa2, xb1)xb1 + g2(xa2)]

⎤⎥⎦,

G(xa) =

⎡⎢⎣
1

d11(xa2)
0

0
1

d22

⎤⎥⎦
4.1. System and Control Parameters

Since system (38) satisfies the class of systems to be controlled by the adaptive scheme (13),
for this application, the following conditions were proposed:

• The parameters of the robotic system are provided in Table 1.

Table 1. Physical parameters of the robotic system.

Parameter Value

l1 100 mm
l2 120 mm

lcm1 61 mm
lcm2 104 mm
m1 0.908 Kg
m2 0.290 Kg
Iy1 0.01 g·mm2

Ix2 0.04 g·mm2

Iy2 0.01 g·mm2

Iz2 0.95 g·mm2

gr 9.81 Kg·m/s2

• The reference trajectory is defined by the Cooper’s algorithm [56], given by

δr = 23.45◦ sin
(

360
(

284 + n
365

))
q∗2 = arcsin(cos(φr cos(δr) cos(σr)) + sin(φr) sin(δr))

q∗1 = arccos
(

sin(q∗1) sin(φr)− sin(δr)

cos(q∗2) cos(φr)

)
where σr = (12− t)(15◦), δr is the solar declination, φr, Lrc are the longitude and
latitude coordinates of the robot, n is the day number (1 < n < 365), and σr denotes
the hour angle. In this case, n = 93, φr = −99.12◦, Lrc = 19.12◦. The time interval, t,
was set to be from 8 a.m. to 8 p.m.

• The controller gain parameters were set to be

l1 = 0.1; Kᵀ =

[
69 0 0.9 0
0 69 0 0.9

]
;

(L∗)ᵀ =

[
400 0 1.4× 104 0
0 400 0 4.5× 104

]
The choice of L∗, l1, Kᵀ was in the context of a set of a model matching with two
decoupled, stable, second-order linear model references of the form s2 + 2ζiωnis+ω2

ni,
i = 1, 2, ζi, ωni > 0. That is,
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Kᵀ =

[
2ζ1cωn1c 0 ω2

n1c 0
0 2ζ2cωn2c 0 ω2

n2c

]
(L∗)ᵀ = l1

[
2ζ1oωn1o 0 ω2

n1o 0
0 2ζ2oωn2o 0 ω2

n2o

]
where ζ1c = ζ2c = 36.3662, ωn1c = ωn2c = 0.9487, ζ1c = ζ2c = 0.5345, ωn1c = ωn2c =
37.4166. This choice can be enhanced by optimization procedures [57], but this aspect
is out of the scope of this work and will be considered in future research.

4.2. Numerical Results

To assess the behavior of the proposed controller, the trajectory tracking test was
carried out in two conditions: without external disturbance and with a load on the end
effector. Besides, in order to compare the results against reported active disturbance
rejection controllers, two approaches were used for the test:

• A linear active disturbance rejection controller with an extended state observer was
proposed [47];

• An adaptive active disturbance rejection control with disturbance approximation
based on a linear state space combination (ASSC) [49].

Two different tests were carried out. The first test considered the robotic system
without external disturbances, where the non-modeled dynamics were the only variable
to compensate. The second test involved the application of a disturbance load of chaotic
nature taken from the first state of a Chen system [58] with a normalization factor of 0.01.
The observer injection gains of the LADRC were set such that the linear dominant dynamics
were of the form (s2 + 2ζaiωanis+ω2

ani)(s+ pai), i = 1, 2 with ζa1 = ζa21, ωan1 = ωan2 = 14,
pa1 = pa2 = 0.5, and the control gains of the LADRC were set to match the linear stable
dynamics of the form s2 + 2ζaciωacnis + ω2

acni, with ζac = ζac2 = 0.08, ωacn1 = ωacn2 = 120.
In the case of the ASSC, the same parameters as the proposal in both the controller and
observer were used. Figure 3 shows the trajectory tracking error of the proposals for
the unperturbed case. Notice that the LADRC achieves a smaller error but the adaptive
proposals keep a competitive error bound in the context of solar tracking applications.
Figure 4 depicts the effect of the disturbance in the controllers; in this case, the LADRC is
shown to be more robust than the other schemes. However, this action demands a larger
energy consumption, as shown in Figures 5–8. The aggressive behavior of the control
inputs in the LADRC, as shown in Figures 5 and 6, implies larger amplitude values, in
contrast with the proposal. Figures 7 and 8 depict the energy consumption per actuator.
Notice that the LADRC has around a five times larger consumption with respect to the
proposal. The ASSC has a larger energy consumption (to a lesser extent) with respect to
the proposal, which may be caused by the improvement in the generalized disturbance
input. Finally, a cost function of the form

J(x, x̂) =
∫ t

0
‖Δ(τ)‖2dτ

is proposed to assess the quality of the state estimation by the observers. The behavior of
the estimation error in the three cases denotes an ultimate bound behavior, which shows
that the three strategies achieve good estimation results; in the case of the LADRC, it has
the largest growing rate, which can be related to the high-gain nature, which has good
results but some fluctuations that are accumulated in the integral term. Even so, the three
schemes are, in general, good choices in the tracking task, and the proposal shows good
estimation/tracking results and low energy consumption, and the LADRC shows the best
robustness of the evaluated strategies. State estimation as Figure 9.
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Figure 3. Tracking error behavior comparison (non-disturbed case) for azimuthal axis (q1) and
elevation axis (q2). LADRC stands for linear active disturbance rejection control and ASSC for
adaptive state space combination.

Figure 4. Tracking error behavior comparison (disturbed case) for azimuthal axis (q1) and elevation
axis (q2). LADRC stands for linear active disturbance rejection control and ASSC for adaptive state
space combination.

14



Mathematics 2021, 9, 2871

Figure 5. Control input behavior comparison (non-disturbed case).

Figure 6. Control input behavior comparison (disturbed case).
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Figure 7. Energy consumption per actuator (unperturbed case).

Figure 8. Energy consumption per actuator (perturbed case).
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Figure 9. Performance index behavior of the state estimation. The graphics on the left side denote
the case without disturbance and the graphics on the right side show the performance in presence
of disturbance.

4.3. Experimental Results

Figure 10 shows the experimental robotic platform, whose parameters are listed in
Table 1 and Figure 11 shows a general block diagram of the experimental platform including
the user interface and the embedded system. The robotic system was actuated by means of
two DC motors (Dongzen model 28JX20K139G/2838-1250S), with a nominal power of 2.9 W
(12 V, 0.24 A), a geared transmission with a gear ratio of 1:139, and nominal torque of 9 Nm.
The position sensors were incremental encoders with 1440 pulses per revolution. This
information was sent to the microcontroller and decoded by means of two digital inputs
implementing a gray code reading routine. The main control algorithm was programmed
in a PC through the Waijung blockset simulink interface [59] and implemented through a
STM32 Nucleo-F411RE microcontroller. The control law was implemented in the actuators
by a PWM signal applied through a motor driver pololu model VNH5019. The numerical
method used to implement the control was a fourth-order Runge–Kutta method with
a sample time of 1 ms. In this case, the external disturbance η(t) was due to the end
effector consisting of a luminosity sensor with a nominal mass value of 0.12 Kg, which was
not considered in the mathematical model, and the external wind load which presented
variations from 0 to 12 Km/h according to the local weather report. Both signals were
assumed as unknown external disturbances.

Figure 12 shows the tracking results for the azimuthal axis while Figure 13 shows
the respective results for the elevation axis; the figures include the desired and actual
trajectories and the error evolutions (with absolute bounds around 0.5 degrees). In order to
assess the energy consumption with respect to the existing control approaches, a PID control
was tuned such that it reached similar tracking results (see Figures 14 and 15 to observe
the tracking behavior); then, the energy consumption of the controllers was measured
to evaluate if there was an energetic consumption advantage of the proposed controller.
To measure the controller energy during the tracking task, an HER-423 Wattmeter was
used for the complete cycle, with the following results: for the adaptive controller, the
azimuthal axis expenditure was 95.35 Wh, and for the elevation angle, the expenditure
was 94.68 Wh. That is, the total control consumption was 189.46 Wh. In the same test, the
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energy consumption of the PID control for the azimuthal axis was 104.65 Wh, and for the
elevation axis, the energy consumption of the control actions was 105.88 Wh, leading to a
total energy consumption of 210.53 Wh. That is, the proposal achieves about a 10% energy
saving with respect to a high-gain controller. Finally, Figures 16 and 17 show the time
varying behavior of the observer gains associated with the azimuthal and elevation axes.

Figure 10. Experimental test bed of the solar tracking system.

Figure 11. Block diagram of the experimental robotic system.

From the numerical and experimental results, the following advantages and draw-
backs of the strategy can be stated:

• As advantages, the proposal provides low energy consumption, achieving acceptable
results in trajectory tracking for solar tracking. It showed low energy consumption
with respect to both classic PID control and robust control of the LADRC nature.
The adaptation rule is suitable for an implementation in embedded systems, which
ensures low energy consumption in contrast with other strategies that are tested in
a PC-based controller. The adaptive nature of the system may be suitable for noisy
measurements with respect to high-gain state estimators.

• As possible drawbacks, even when the proposed tuning process is of the same nature
as the classic PID and LADRC controllers, the process is not as natural as the former
controllers. The robustness of the scheme is lower than that shown by the LADRC,
but in the case of solar trackers, the mechanism design can contribute to avoiding
aggressive robust actions. Besides, even when the system was successfully imple-
mented in an embedded processor, the computational cost of the scheme was larger
in comparison to classic schemes.
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Figure 12. Tracking behavior for the azimuthal axis.
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Figure 13. Tracking behavior for the elevation axis.
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Figure 14. Tracking behavior for the azimuthal axis (PID control).
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Figure 15. Tracking behavior for the elevation axis (PID control).
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Figure 16. Observer gain behavior for the azimuthal axis injection.
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Figure 17. Observer gain behavior for the elevation axis injection.

5. Conclusions

The proposed controller is a robust, low energy consuming alternative for trajectory
tracking control in solar tracking systems, but the general structure allows this approach
to be implemented in a general family of robotic systems modeled by Euler Lagrange
equations. Besides, this approach respects the multivariable nature of the system, which
is suitable for low gear ratio transmissions. Future implementations are planned for
other robotic structures for solar tracking systems such as parallel configurations. On
the other hand, the proposed class of controllers can be used for mobile robots which
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need low energetic cost controls in order to improve their global autonomy, enhancing the
operation time.
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Abstract: The aim of the article is to describe a predicate-based logical model for the problem-
solving of robots. The proposed article deals with analyses of trends of problem-solving robotic
applications for manufacturing, especially for transportations and manipulations. Intelligent agent-
based manufacturing systems with robotic agents are observed. The intelligent cores of them are
considered from point of view of ability to propose the plans of problem-solving in the form of
strategies. The logical model of adaptive strategies planning for the intelligent robotic system is
composed in the form of predicates with a presentation of data processing on a base of set theory.
The dynamic structures of workspaces, and a possible change of goals are considered as reasons for
functional strategies adaptation.

Keywords: adaptation; problem-solving; robotics; predicates; manufacturing system

1. Introduction

Mobile robots are remarkable cases of highly developed technology and systems. The
robot community has developed a complex analysis to meet the increased demands of the
control challenges pertaining to the movement of robots. The research on mobile robots
has attracted many researchers in recent years. In practical application, very often, the
robot operating system (ROS) is used for the communication between the robot and its
control system. Different control systems are applied in Robotino. For instance, in [1,2], a
linear model predictive control is used for optimal motion control, with a great advantage
obtained in terms of global optimality and in computational load.

This paper is an extension of work originally presented in SPEEDAM 2020 [3], which
proposed an analysis of a computer-integrated system of mobile robots application for
transportation and the manipulation of goods inside manufacturing workspaces, and
connected to works of P. Mercorelli and O. Sergiyenko: the consideration of a set theory-
based dynamic model to describe problem-solving processes in the execution of mobile
robots’ paths or manipulation tasks. The description of a logical model as a key element of
the decision-making system for robotic applications was connected to works of O. Tsymbal.

Modern manufacturing systems are described by an intensive application of infor-
mation technologies on the base of computer networks, artificial intelligence, and digital
technologies, and must correspond to requirements of mobility, of fast responses to the
changing quality of products, of small sizes, specific, individual, customer, and environ-
mental demands. In the last two decades, industrial engineers and scientists have spent a
substantial amount of time and effort in researching the advanced production systems and
their influence in the global market [4,5].

Mathematics 2021, 9, 3044. https://doi.org/10.3390/math9233044 https://www.mdpi.com/journal/mathematics24



Mathematics 2021, 9, 3044

The parts of the mentioned concepts of manufacturing systems are already widely
applied in practice, and result in an essential decrease of designer time. Others are still at
the research and conceptualization stage. In any case, the core element of manufacturing
systems control is in the introduction of the manufacturing intelligence. The participation
of numerous units of equipment, including technological, transportation, and warehouse
units, as well as humans acting in workspaces, makes it possible to describe and simulate
manufacturing systems as multi-agents, as well as their origins and functioning.

Robotic systems of the transportation and manipulation types are key points of
manufacturing and other automated systems. The intelligence of robots is defined by
their ability to observe the workspaces, to analyze them, to make decisions concerning the
problems, and to execute transportation movements/manipulations to reach the proposed
goals in industrials areas. In this view, decision-making systems for robotics are important
for both theory and experiments.

The aim of this article is to propose the logical approach to the decision-making of
robots for manufacturing workspaces, added with adaptation solutions to respond to the
dynamics of industrial areas.

2. Agent-Based Systems and Role of Robots

The open architecture of multi-agent systems (MAS) has become the basic direction of
distributed artificial intelligence development. From a practical point of view, these agents
are considered as self-controlled software objects with self-estimation systems and inde-
pendent problem-solving tools for their own needs, and for other agents (by requests) [4].

The conceptual agent model consists of four components:

• perception, which is a source for information about the external world;
• effector, which is the agent’s interface to change the world or the agent’s community;
• communication system, which is the tool for information exchange between other

members of the agent’s community;
• aims, which are the list of goals for the agent’s execution.

Any manufacturing system can be considered as a sort of MAS because they consist
of various kinds of technological equipment (with/without intelligent features), possibly
including manipulation and transportation robots, and human personnel, which are united
by an automated control system. Modern manufacturing systems (which are mainly
decentralized) are typical applications of MAS. There are many benefits of such applications
for manufacturing systems: distributed processing of information, in a way which is
different from united big systems; quality increase, supplied by learning and interaction
with objects; support of system integration.

For the condition of manufacturing, the agent is an object with a certain intelligent
level, which can be considered as physical (worker, machine) or a logical object (task,
directive, order). In this way, a robot with manipulation and transportation functions looks
as an ideal manufacturing agent (MA). In [5,6], we can see presentation of such an agent.

The model of MA usually includes the library of procedures (the experience of the
system in the form of actions) [6–8], inference drive (problem-solver) [9–12], knowledge
base (more general than procedures), ana a perception processor with the possibility to
communicate with the sensors of robots [11,13]. MA concepts have found their implemen-
tations for robotic group tasks [13–17], for manufacturing problems [18–22], and also for
social and collaborative robotic problems [23–27]. The simulation component allows the
estimation of possible results for the activity of MA [13,14]. Like any computing systems,
MA includes memory and communication units [15,16]. The coordination subsystem
checks the internal functions of MA, and receives the queries for coordination from other
MA [3]. According to the general structure of manufacturing, [7] proposes the architecture
of the manufacturing system on an agent-based concept, whereas the core of the system
can be based on a number of technologies, presented in [25,26,28–37]. Decision-making
systems became an object of software development design in the works [38,39].
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From the point of view of multi-agent manufacturing systems functioning, the in-
teraction of agents at every level is not the only key point. Another important thing is
the implementation of agents. Other important tasks are resource planning, technological
processes design, and schedules development [10,13,18]. MA can be implemented in the
forms of virtual (as an automated control system function set) or physical (as industrial or
transport robot) agents, able to analyze the constructive and technological specifications
of manufacturing for specific workplaces of the flexible manufacturing system (FMS), to
monitor the production process, to check-up the manufacturing technology acceptance,
to respond to predicted or unpredicted manufacturing situations, and to supply the se-
lected functions of operative manufacturing control [10,11]. The paper is organized in
the following way: Part 3 is dedicated to the formal description of strategies planning;
Part 4 describes the decision-making model, based on predicates; in Part 5, the adaptation
technique of the assembling planning is shown; Part 6 describes practical implementations.
The paper closes with a discussion of the results.

3. Formal Description of Strategies Planning

From an analysis of the manufacturing agent conception, we can see the need to
describe the creation and activity of the problem-solving component. Such a component
must include: the set of operative procedures (actions) with common knowledge support;
an inference engine as the core of problem-solving; and a dynamic database with informa-
tion on the surrounding workspace of the manufacturing system [8]. The actions of the
manufacturing robotic agent can be described in the form of procedures, which allow the
transformation of states of the robotic platform and of the external workspace (WS) [9].

The robotic agent (RA) can be described by: number of sets, X,D,S; of platform states;
of robotic system decisions; and of WS.

Correspondently, xi∈X,di∈D,si∈S can be introduced as atoms for the model, which de-
scribes robotic agents and their WS. We can also introduce standard operations ¬,∧,∨,→,↔
and well-formed formulas on the base of them:

¬x,x∧y,x∨y,x→y,x↔y

To describe the theory, sets X,D,S, the functions, and the predicates are introduced.
Transition of states for RA: xi=f(x0,. . . ,xi−1), for i-th element of set X.
Transition of states for WS: si=ψ(s0,. . . ,si−1).
To define the logics of the problem-solving system, the set of predicates (pt) is introduced:

pt(xi), pt(si), pt(di),pt(xi, si), pt(xi, di), pt(di, si), pt(xi, di, si)

These predicates define:

pr(xi,si)⊂pt—states of the RA in the workspace (WS),
ps(xi,si)⊂pt—states of the WS in the system of the RA,
pa(xi,si)⊂pt—actions of the RA inside the WS,
pg(pr,ps)⊂pt—goals of the RA inside the WS.

Every goal of the RA is formulated as a new (or existing) state of the RA or WS:

pg(pr,ps)←(pr(xi,si)∨ps(xi,si))

The database of the RA is combined from:

pr(xi),pr(xi,si),ps(si),ps(xi,si)

The knowledge base of the RA includes possible action pa(xi,si)s of the RA in the WS.
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Predicate pa(xi,si) is a strategy, which solves goal (pr(xi,si),ps(xi,si)), if there exists
such a conjunction of RA actions pa(xi,si) (with n—total number of actions), which supplies
pg(pr(xi,si), ps(xi,si)):

pg(pr(xi, si), ps(xi, si))←pa0(xi, si)∧pa1(xi, si)∧. . .∧pan−1(xi,si),or
pg(pr(xi, si), ps(xi, si))←∧n−1

i=0 pai(xi, si),
(1)

which defines, that for every robotic platform state xi and state of workspace si, the
goal state pr(xi,si) of the robotic agent or the state ps(xi,si) of the workspace can be
reached by n-number of actions (upper indexes) and besides: ∃f,f∈F:xi=fi(xi−1,si−1),
∃ψ,ψ∈Ψ:xi=ψi(xi−1,si−1), with F and Ψ—general sets of RA and WS transitions.

Therefore, pa(xi,si)=tr‖ fi+ψi ‖ and presents trace of norm.
The problem-solving process is the sequence of m-alternatives to reach the goals of

the RA:
pg0(pr,ps)←pg0

0(pr0,ps0,pa0)∧pg0
1(pr1,ps1,pa1)∧. . .

∧pg0
n−1(prn−1,psn−1,pan−1)=∧n−1

i=0 pg0
i (pri,psi,pai)

pgm(pr,ps)←pgm
0 (pr0,ps0,pa0)∧pgm

1 (pr1,ps1,pa1)∧. . .
∧pgm

n−1(prn−1,psn−1,pan−1)=∧n−1
i=0 pgm

i (pri,psi,pai).

(2)

As a result, the global (final) goal is defined as follows:

pgtotal(pr, ps)← ∨m−1
j=0 ∧n−1

i=0 pgm
i (pri, psi, pai). (3)

Every RA starts planning from the development of the initial plan of actions in the
WS. It includes the next transitions:

pr(x1,s1)←pa0
0(pr(x0,s0)∨ps(x0,s0))

pr(x2,s2)←pa0
1(pr(x1,s1)∨ps(x1,s1))

pr(xn=Y,sn)←pa0
n−1(pr(xn−1,sn−1)∨ps(xn−1,sn−1)).

(4)

Such transitions can be correct for a static WS, but become practically wrong if the WS
is dynamic, with an impossibility to reach the desired state:

pr(xi, si) �= pa0
i (pr(xi−1, si−1) ∨ ps(xi−1, si−1)). (5)

In this case, the strategy must be modified (signed with *):

pr(xi,si)←pa*
i (pr(xi−1,si−1)∨ps(xi−1,si−1)),

pr(xi+1,si+1)←pa*
i+1(pr(xi,si)∨ps(xi,si)),

(6)

with the general result for m* (modified) strategy:

pgm∗(pr, ps)← pgm∗
0 (pr0, ps0, pa0) ∧ pgm∗

1 (pr1, ps1, pa1) ∧ . . .
∧pgm∗

n−1(prn−1, psn−1, pan−1) = ∧n−1
i=0 pgm∗

i (pri, psi, pai).
(7)

4. Model of Robotic System Planning on Base of Predicates

Let’s define RA states as set X=
{

X0,X1,. . . ,Xn−1
}

. In the process of the execution of
the decision, the automated control system of the RA provides transformation of the initial
state state

(
x0

0,x0
1,x0

2,. . . ,x0
n−1

)
into a specific goal state state

(
xm

0 ,xm
1 ,xm

2 ,. . . ,xm
n−1

)
, with upper

indexes for states, and lower indexes for different objects of the RA.
If the system (the RA and the WS around it) at the initial time is a set of argu-

ments x0
0,. . . ,x0

n−1 and is characterized by a state state
(
x0

0,x0
1,x0

2,. . . ,x0
n−1

)
, then consid-

ering the discrete process of planning strategies, which consists of individual actions
action0,. . . , actionk, we can indicate that the transition from one discrete state to another is
a certain relationship between objects:

state
(

x1
0, x1

1, . . . , x1
n−1

)
← action0

(
state

(
x0

0, x0
1, . . . , x0

n−1

))
. (8)
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Here, state is a relationship (predicate) that characterizes the state of the system as a whole,
and action (state) means the action of transition from one state to another.

All activities related to the transitions from one state of the system to another (by
executing a list of solutions) are sets of predicates:

state
(
X1
)←action0

(
state

(
X0
))

,
state

(
X2
)←action1

(
state

(
X1
))

,
state

(
Xn−1=Y

)←actionn−2

(
state

(
Xn−2

))
.

(9)

Thus, the goal of a strategy planning system is to find the appropriate number of
actioni that would satisfy the statei conditions of the system. The choice of the actioni
action to convert the state(Xi) to state state(Xi+1) is made to ensure compatibility of the
action arguments and the corresponding state Xi+1, which, in practice, will mean the
possibility of implementing the state (local goal) Xi+1 by the performing of action:

Xi+1←action
(

Xi
)

,

with Xi+1 as a possible result of action action for the condition of state Xi.
The predicate scheme is adaptive if the components of the antecedent (right part of

the predicate expression) and the result of the scheme (consequent) change depending on
changes in the state of the robotic system (RS) and the workspace (WS):

state(Y)← action(S0), action(S1), . . . , action(Sn−1) , (10)

Here, Y—final goal of RA; S0, S1, . . . Sn−1—the sequential states of the control system.
However, in case of the dynamics of the WS (world of robot), the state of the robot

can also be transformed (such changes are not obligatory, but probable), and there are
possible situations when, for some, state state(Xi−1) action actioni−1

(
state

(
Xi−1

))
will

not transform the system to state state(Xi), thus:

state
(

Xi
)
�=actioni−1

(
state

(
Xi−1

))
. (11)

For this case, the initial solution is in the determination of predicate action, which
satisfies the condition. However, the actual number of real actions is limited (unlike the

number of states), and the solution can be found in search of the predicate vector
→

action,
which satisfies the goal of system.

Therefore, if there is set X of the world’s objects, and X0 is a set of their initial states,
then to supply goal state X, it is needed to compose a plan consisting of sequences of
actions, expressed by predicate action, and with states of the system—by predicate state:

state
(
X0),

state
(
X1)← action0

(
state

(
X0)),

state(Y)← actionn−1
(
state

(
Xn−1)). (12)

If, at some step i, the state Xi is unobtainable, that state
(

Xi
)
�=actioni−1

(
state

(
Xi−1

))
,

then the adaptive strategies planning system must generate the new order of action predi-

cates
→

action, that will satisfy the changes of the WS:

state
(

Xi1
)
← action1

n−1

(
state

(
Xi−1

))
, state(Y)← actionm−1

n−1

(
state

(
Xn−1

))
. (13)

A similar situation is when the decision-making system (DMS) has information that
the goal of system is changed. It means that the goal state state(Y) will be changed to some
state(Yi). Here, two variants are possible:
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(a) the information on the change of the goal comes at the moment when the system

is in the state i—state(xi), and it is possible to generate plan
→

action to transit from xi to
state yi;

(b) the information on the change of the goal comes at the moment when the system

is in the state i—state(xi), but the generation of plan
→

action is possible only from state
state(xi−k), where k≤i, so to generate the plan, the system must return to previous states,
possibly up to state state(x0).

Again, it will need the generation of a new order of predicate actions.
According to definition, the plan of decision will consist of sets {action0, action1, . . . ,

actionn}, and the entire plan (of all the plans), developed during the problem-solving. The
adapted decision plan will be the expression:

planadaptive(Y)←action0(state
(
X0
)
,

action1

(
state

(
X1
)
,. . . ,actionn−1

(
state

(
Xn−1

)))
)

(14)

Such a plan is in the final decision of the adaptive DMS.
The developed plan will be changed up to the execution of the last subgoal of planned

order, and the plan’s adaptation can be considered as its essential specification.
Also, note the need to evaluate the actions proposed by the DMS in a sequence of

predicates.
As is known, a predicate has verity value. In classics, it is a mapping of n arguments

to verity value. Though the fuzzy sets theory directs to the possible introduction of a fuzzy
predicate term [10,11], the classic predicate has only two values: true and false. At this
point, the DMS transition from one state state(Xi−1) to state state(Xi) also has values of
true or false, so the system transfers to a new state or does not. Probably, it is difficult to
predict the state of the whole system even in ideal cases, and more to give the simple system
evaluation in binary values of true or false. Rather, the verity or falsity will describe the
particular system parameters. As to predicated theory, the robot’s world can be described
as a relation set between the world’s objects, for instance, is_a—membership to the object’s
type, is_at—one object positioning near the other, stands—object’s being in some state, etc.

5. Planning for Assembling System and Its Adaptation

The flexible integrated assembling system (FIAS) contains assembling automatic (sol-
dering) machines, assembling-transport robots, storehouses, defining set qi∈Eq, i=0. . . n−1.
The aim of FIAS is the execution of assembling technological process (modules) of radio-
electronic devices, in particular, for the printed circuit board M.

Here M=< B,Ch,T,R,C,L,. . . >, where B—the printed circuit board, Ch—microchips,
T—semiconductor devices, R—resistors, C—capacitors, L—inductances.

The configuration of the device is determined by its construction design MG, which
defines the purpose location of elements at the printed circuit board. Actually, the module
(board) is a rectangular matrix, filled by elements of set M (shown at Figure 1).

Figure 1. Workspace for manipulation task.
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Initially, M0 is zero matrix. FIAS generates decisions dk∈D,k=0,. . .,l−1, which are imple-

mented by actions (technological transitions): ak∈A,k=0,. . .,l−1. Decision
→
D for the order of

assembling operations execution is a sequence of operations ai∈A,i=0. . .l−1, which are in the
settings to board B of some elements from sets Ch, T, R, C, L . . . , for example:

→
D={Ch0, Ch1,T0,T1,R0,Ch3,C0,L0,. . . }

To reach the goal state MG, there are transformations Mi= fi(Eq, Di, Mi−1):

M0→M1→M2→. . .→MG

The filling of M is defined by the order of assembling operations. Such an order is set
by design project MG, technological rules Tr, and the abilities of technological equipment

E. Therefore,
→
D=g

(
MG, Tr, E

)
. The purpose of the search is to find such a sequence of

transitions f1,. . . ,fn, that provides transformation from initial state M0 to goal MG.
The strategies planning process is an act of constant comparison of the system’s goal

to the current state and current possibilities. The strategies planning process according
to the discontinuity of operations also must be discrete, be correspondent to the goal’s
achievement, and implement the particular technological operations.

In general, the strategies planning process is a mapping of such a view:

F : D × X → Y , (15)

that is, strategies planning process means an application of decision set D = {D0, D1, . . . ,Dn}
to the set X0, . . . , Xn−1, that formally is considered as a Cartesian product of sets D×X→Y,
where Y is the set which defines ACS at the moment of goal achievement.

The transition of the robotic system (RS) from its initial state to goal is a sequence of
the state’s transformations, and has the view:⎡⎢⎢⎣

x0
0

x0
1

. . .
x0

n0

⎤⎥⎥⎦⇒
⎡⎢⎢⎣

x1
0

x1
1

. . .
x1

n1

⎤⎥⎥⎦⇒
⎡⎢⎢⎣

x2
0

x2
1

. . .
x2

n2

⎤⎥⎥⎦⇒ . . . ⇒

⎡⎢⎢⎣
xn

0
xn

1
. . .
xn

nn

⎤⎥⎥⎦ ≡
⎡⎢⎢⎣

y0
y1
. . .
ynn

⎤⎥⎥⎦ (16)

It corresponds to a real situation, when, in the process of generation and execution of
the solution, there is an evolution of RS states.

However, the mentioned sequence of changes describes not only the problem-solving
process, but also the dynamics of the system’s changes in time. On strategies planning, the
system’s state changes in active mode, so, at every step, the strategies planning may change
the characteristics of the RS. To consider the sequence of actions on strategies planning,

there is need to define the function (vector) of problem-solving
→
D = {D0,D1,. . . ,Dn−1}.

Therefore, the application of decision Di for every step of ACS functioning leads to a
transformation of vector column Xj

i →Xj
i+1 of RS states.⎡⎢⎢⎣

x0
0

x0
1

. . .
x0

n0

⎤⎥⎥⎦*D0⇒

⎡⎢⎢⎣
x1

0
x1

1
. . .
x1

n1

⎤⎥⎥⎦*D1⇒. . .

⎡⎢⎢⎣
xn−1

0

xn−1
1
. . .

xn−1
nn−1

⎤⎥⎥⎦*Dn−1⇒

⎡⎢⎢⎣
xn

0
xn

1
. . .
xn

nn

⎤⎥⎥⎦≡
⎡⎢⎢⎣

y0

y1

. . .
ynn

⎤⎥⎥⎦ (17)

Note, that the case of adaptive strategies planning needs to take into account the effect
of “third side”, for example, of external world objects or rivals, which affects (positively
or negatively) the strategies planning process. From one side, the effect of the external
workspace may be direct, and, to take into account its existence and effect on the strategies
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planning process, we need to introduce the additional factor S of external WS states,
containing the objects’ set Si=

{
si

0, si
1, . . . ,si

m
}

, with index i for discrete states of external WS:

⎡⎢⎢⎣
x0

0
x0

1
. . .
x0

n0

⎤⎥⎥⎦ ∗
⎡⎢⎢⎣

s1
0

s1
1

. . .
s1

m0

⎤⎥⎥⎦ ∗ D0 ⇒ . . .

⎡⎢⎢⎣
xn−1

0
xn−1

1
. . .

xn−1
nn−1

⎤⎥⎥⎦ ∗
⎡⎢⎢⎣

sn−1
0

sn−1
1
. . .

sn−1
mm

⎤⎥⎥⎦ ∗ Dn−1 ⇒

⎡⎢⎢⎣
xn

0
xn

1
. . .
xn

nn

⎤⎥⎥⎦ ≡
⎡⎢⎢⎣

y0
y1
. . .
ynn

⎤⎥⎥⎦ (18)

The other way is in the introduction of functional dependence for particular acts of
strategies planning of workspace’s states:

F : D(S)× X → Y, (19)

and, correspondingly:

⎡⎢⎢⎣
x0

0
x0

1
. . .
x0

n0

⎤⎥⎥⎦ ∗ D0

⎛⎜⎜⎝
⎡⎢⎢⎣

s1
0

s1
1

. . .
s1

m0

⎤⎥⎥⎦
⎞⎟⎟⎠⇒ . . .

⎡⎢⎢⎣
xn−1

0
xn−1

1
. . .

xn−1
nn−1

⎤⎥⎥⎦ ∗ Dn−1

⎛⎜⎜⎝
⎡⎢⎢⎣

sn−1
0

sn−1
1
. . .

sn−1
mm

⎤⎥⎥⎦
⎞⎟⎟⎠⇒

⎡⎢⎢⎣
x0

n
x1

n
. . .
xnn

n

⎤⎥⎥⎦ ≡
⎡⎢⎢⎣

y0
y1
. . .
ynn

⎤⎥⎥⎦ (20)

Therefore, Di, as the strategies planning act, depends on the state of external workspace objects.
The difference of both the ways is not very expressive, but the explanation can be

inequal. In the first case, the strategies planning system directly interacts with WS, and
such an interaction leads to changes on RTS states, and, therefore, the act of strategies
planning relates to the system’s state, affected by the WS. For the second case, the planning
act depends on the WS state, and must take into account its effect during the definition
of the decision’s procedures (strategies), and the decision executor transforms the state of
RTS being WS-dependent.

Therefore, the ACS goal at the stage of strategies planning for the given task is in

determination of ordered set (vector)
→
D ⊂ D, as a set of problem-solving acts, implement-

ing the transition of the robot’s ACS from initial state X0 to the goal Y as to expression
F : D × X → Y.

The importance of adaptive problem-solving arises in the case of essential changes
on the conditions of decision implementation. For cases of the robot’s static workspace,
the goal Y, as a state of RTS, is reached by the application of the possible action’s set
→
D = {D0,D1,. . . ,Dn−1}, which transfers the systems from initial state X0 to the goal Xn−1 =

Y. The set of selected actions
→
D is considered as a decision plan.

For a static WS, an initial decision plan
→
D =

{
D0

0,D0
1,. . . ,D0

n−1

}
is developed, where

the particular decision acts (strategies) are directly connected, and the application of local
problem-solving act Di to the current state Xi will transfer the system to the state Xi+1,
which is, correspondingly, the goal for the decision act Di. In its turn, the state Xi+1 is initial
for the new state Di+1, which will transfer the system from state Xi+1 to Xi+2, etc.

In the case of a WS dynamic state, the problem-solving system application of decision
acts Di can transfer the system to state Xi+1, which can be insufficient to implement action
Di+1, and will acquire the additional decision acts D′

i+1, D′
i+1, etc. Therefore, the changes

of WS will lead to an indetermination of possible problem-solving tools.

6. Practical Implementations

Proposed mathematical models are used as a basis for development of decision-
making systems for mobile and manipulation robots.

Initially implemented with Prolog language, the decision-making system (DMS),
based on principles of proposed models, was added by graphical simulation procedures,
and translated to C++/MFC. It had view of a classic STRIPS-like system, which describes
the robotic workspace (such as for a transportation robot), consisting of rooms with boxes
inside, and connected by opening/closing doors. The user’s interface allows the selection
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of the agent of action (robot or boxes), the type of action (go/push (for boxes); open/close
(for doors)), and, in this way, to set the task (goal) for the system. According to the
formulated goal (if formulated correctly), the DMS finds the action scheme which satisfies
the goal, automatically sets subgoals, and reaches them. Structurally, the DMS consists of a
decision-maker procedure and action scheme procedures descriptions.

The decision-making procedure includes the stages:

- selection of the action scheme, compatible to the goal (subgoal);
- satisfaction of pre-conditions for the selected action scheme, possibly with recursive

execution of subgoals;
- execution of post-conditions (for lists of deleted and added facts).

Correspondingly, every action scheme includes the parts of the action result, and of
precondition and post-condition facts lists. Implementation of the DMS is shown in Figure 2.

Figure 2. Decision-making system implementation.

This DMS deals with elements of sets, mentioned in Sections 3 and 4 of this article.
Here, X includes the positions and states of the robot (such as is_at(robot, door45, now); or
is_with(robot, box1, now)), S contains states of WS (such as stands(door12, closed, now);
or is_in(box1, room1. now)), whereas D consists of a list of actions: “go_to”;“open_door”;
“take_box”; “push_box”; etc.

Later implementations of the DMS, based on the predicate’s models, were included to
projects with the NXT MindStorms mobile robot with a visual-guided control system, and,
currently, with the Festo Robotino (version 2). These projects consider the predicate-based
DMS as the upper level of decision making to plan actions within distributed workspaces,
or for manipulations (if robots are equipped with manipulators), whereas lower decision-
making levels are mostly based on path-optimized methods to plan movements within
the discrete workspace of a particular work cell (e.g., as shown in Figure 3 for the Festo
Robotino Robot).

The Festo Robotino is controlled by a two-level RPC (remote procedure call) protocol,
which allows a program running on one computer to access the functions (procedures) of a
program running on another computer.

To test the developed decision-making models, there is created a program to control
the movements of the Festo Robotino. In this program, the task of the robot is set in the form
of the final (target) robot position in 2D-space, for example, P (x, y). The possibility to reach
the target position is analyzed, taking into account the information about the occupied and
free areas of the robotic workspace provided by the visual monitoring system, implemented
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using a set of web-cameras. The check of the robot’s position is provided by global cameras
mounted above the workspace, and a local camera on board with the robot.

Figure 3. Example of discrete workspace for the Festo Robotino.

In a command mode, the developed program provides a number of modes, including
determination of the robot’s current position, a stop command, a setting of a target point, a
setting of vector of long-distance movement, and opening and closing the robot’s gripper.

In strategy planning mode, the user can set tasks for the robot. In particular, the next
options can be specified: action agent–robot; current action, for example, “take object” or
“take”; subject (or subjects) of action, such as “instrument”.

DMS in this program is provided in the manner described in Section 3 of the article.
The generation of the robot’s route is supported by analyses of the objects and obstacles
allocation in the robotic workspace with computer vision methods. After the decision is
made, it is implemented by the control system of the Robotino robot.

The developed software allows the consideration of the robot as a multi-agent system,
which includes: motion agent (robot motion control subsystem); vision agent (computer
vision system robot); sensory agent (implemented by the sensor system of the mobile robot
and information processing means); agent navigation (associated with the robot’s motion
control system and computer vision system); strategy planning agent.

7. Discussion

Therefore, the proposed article describes the formalization of strategies planning for
the problem-solving component of a robotic control system. Such formalization includes
the setting of a theory basis, the definition of predicates to describe the workspace, and the
states, actions, and goals for the robotic system. Here, goals are reached as conjunctions of
actions, with recursive definitions as sub-goals. The selection of the sequence of actions
to reach the desired goal is defined as strategy, selected from several alternative plans.
Such a definition makes it possible to implement a decision-making system in the form
of an automatic problem-solver, efficient for closed workspaces or areas with advanced
monitoring. This set of strategies can be considered as a knowledge base for particular
robots or groups of robots, acting as manufacturing agents.

From the formal description of problem solving, the article shifts to the implemen-
tation of Prolog-similar predicate notation (Section 4), while also supporting the idea of
a decision-making engine based on logics. The dynamics of the robotic workspace can
lead to the re-formalization of strategies, which is also discussed as a requirement for plan
modification. The proposed formalization of decision-making can be applied for trans-
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portation tasks of mobile robots, and for manipulations (Section 5 contains an example of
the assembling system).

8. Conclusions

Action planning for robotic systems can be introduced into transportation and manip-
ulation problems, and applied for the solution of manufacturing tasks [18–21], and also
for social and collaboration tasks of robots [23,25,26,30]. For transportation problems in
static workspaces, a solution can be effectively reached by computation methods. But, if
the system has knowledge how to solve the problem, AI-methods become more effective,
especially with the application of neural networks and genetic algorithms. More complex
transportation problems appear for 3D systems of the warehouse type with vertical shelves,
or for container terminals for seaports. However, with a different scale, the latter tasks look
very similar to the 3D problems of robotic manipulators, especially if they make actions
in a narrow space of obstacles [18,39]. Here, the knowledge of the system becomes more
critical, and helps to solve the problems.

However, for conditions of dynamic space, the situation is more complicated. The motion
of other objects (equipment, robots, vehicles, humans) can easily stop the execution of the best
calculated plan (or strategy—in the terms of the proposed paper). In this case, the system
must be adaptive to solve its problems, or come back to previous steps of the solution, to
previous key points, or even to starting points [11,12]. In this case, robots, like humans, must
be more logically intelligent (with experience in a greater number of operator’s schemes), while
combining computations, AI-methods, and group methods [13–16]. Possibly, in this way, we
can find the combined solution for robots which aim to be intelligent.

In future works, the authors will try to expand the proposed model with the consider-
ation of uncertain factors of robotic workspaces, with more detailed descriptions of robotic
manipulations, and by modelling the group work of robots.
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Abstract: Homomorphic encryption with the ability to compute over encrypted data without access
to the secret key provides benefits for the secure and powerful computation, storage, and commu-
nication of resources in the cloud. One of its important applications is fast-growing robot control
systems for building lightweight, low-cost, smarter robots with intelligent brains consisting of data
centers, knowledge bases, task planners, deep learning, information processing, environment models,
communication support, synchronous map construction and positioning, etc. It enables robots to be
endowed with secure, powerful capabilities while reducing sizes and costs. Processing encrypted
information using homomorphic ciphers uses the sign function polynomial approximation, which is
a widely studied research field with many practical results. State-of-the-art works are mainly focused
on finding the polynomial of best approximation of the sign function (PBAS) with the improved
errors on the union of the intervals [−1,−ε]∪ [ε, 1]. However, even though the existence of the single
PBAS with the minimum deviation is well known, its construction method on the complete interval
[−1, 1] is still an open problem. In this paper, we provide the PBAS construction method on the
interval [−1, 1], using as a norm the area between the sign function and the polynomial and showing
that for a polynomial degree n ≥ 1, there is (1) unique PBAS of the odd sign function, (2) no PBAS of
the general form sign function if n is odd, and (3) an uncountable set of PBAS, if n is even.

Keywords: minimax approximate polynomial; Chebyshev polynomials of the second kind; Bernstein
polynomial; sign function

MSC: 90C23; 12-08

1. Introduction

Comparing numbers in a homomorphic cipher causes the problem of finding the
polynomial of best approximation of the sign function (PBAS). To approximate it, vari-
ous approaches are used: rational functions [1], Bernstein polynomials [2], Chebyshev
polynomials of the first kind [3,4], Fourier series expansions, artificial neural networks [5],
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least-squares [6–9], Newton–Raphson [10], etc. In these approaches, the noncontinuous
sign function is replaced by a continuous function s(x) equal to:

s(x) =

⎧⎨⎩
1 i f x > ε,

x
ε , i f x ∈ [−ε, ε].
−1 otherwise

The main issue is that the approximation is considered on the union of two intervals
[−1,−ε] ∪ [ε, 1]. The smallest deviation of a polynomial from the sign function is used as a
measure of quality. However, this measure has a maximum error close to 0.5 in the zero
neighborhood regardless of the degree of the polynomial, which makes it inapplicable for
approximating a polynomial on the complete interval [−1, 1].

According to Chebyshev theory, there exists a single polynomial f (x) for continuous
function s(x) with the minimum deviation min max

x∈[−1,1]
|s(x)− f (x)| [11], also known as

minimax approximate polynomial or polynomial of best approximation.
The form of the minimax polynomial for the sign function approximation depends

on ε. Various strategies for choosing ε for polynomial approximate s(x) are proposed.
However, the problem of constructing PBAS remains open.

In this paper, we consider the classical definition of the sign function:

sign(x) =

⎧⎨⎩
1 i f x > 0,
0 i f x = 0,
−1 i f x < 0.

To construct the PBAS, we use the norm as the area between the sign function and the
polynomial f (x), determined by the following formula.

‖ f (x)‖ =
∫ 0

−1
|−1− f (x)|dx +

∫ 1

0
|1− f (x)|dx =

∫ 0

−1
|1 + f (x)|dx +

∫ 1

0
|1− f (x)|dx

This norm allows us to avoid dramatically increasing the least deviation of the polyno-
mial from the sign function as a result in the zero neighborhood.

Let us formulate the problem of the PBAS construction.

It is required to find the polynomial Qn(x) =
n
∑

i=0
aixi, where ∀ i = 0, n: aixi is the i-th

term, ai ∈ R is a coefficient, x is a variable, and degQn(x) ≤ n.
It is formally defined as follows:

‖
n

∑
i=0

a(0)i xi‖ = Δ = inf
a0,a1,...,an

‖
n

∑
i=0

aixi‖

If Qn(x) exists, it is called the PBAS. In [11], p. 160, the theorem is proved that the
PBAS exists. However, the number of PBAS and their form remains open. In this paper, we
study these two problems.

The rest of the paper is organized as follows: Section 2 discusses the properties of
the norm, which are then used in the proof. Section 3 discusses approximation of the sign
function by Bernstein polynomials. It is shown that if n ≥ 1 and Qn(x) is the PBAS, then
‖Qn(x)‖ ≤ 1. Section 4 discusses the PBAS properties. Section 5 discusses the number of
the PBAS odd functions. Section 6 investigates the problem of the existence of the PBAS of
general form. Section 7 contains a conclusion.

2. Norm and Its Properties

The section discusses the main properties of the norm used for the proof.

Property 1. If f (x) is an even function, then ‖ f (x)‖ ≥ 2.
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Proof. Since f (x) is an even function, then
∫ 0
−1|1 + f (x)|dx =

∫ 1
0 |1 + f (x)|dx; therefore:

‖ f (x)‖ =
∫ 1

0 |1 + f (x)|dx +
∫ 1

0 |1− f (x)|dx
=
∫ 1

0 |1 + f (x)|+ |1− f (x)|dx

considering that ∀x ∈ R : |1 + f (x)|+ |1− f (x)| ≥ 2, then

‖ f (x)‖ ≥
∫ 1

0
2dx = 2

The property is proven. �

Let us consider an example of calculating the norm for n = 0.

Example 1.

(a) Calculate ‖a0‖; if |a0| ≤ 1, then
∫ 1

0 |1 + a0|+ |1− a0|dx = 2.

(b) Calculate ‖a0‖; if |a0| > 1, then
∫ 1

0 |1 + a0|+ |1− a0|dx = 2|a0| > 2.

From the data presented in Example 1, we can conclude that for n = 0, there is an uncountable
number of PBAS, and they are given by f (x) = a0, where |a0| ≤ 1.

Property 2. If f (x) is an odd function, then ‖ f (x)‖ = 2
∫ 1

0 |1− f (x)|dx.

Proof. Since f (x) is an odd function, then
∫ 0
−1|1 + f (x)|dx =

∫ 1
0 |1− f (x)|dx; therefore:

‖ f (x)‖ = 2
∫ 1

0
|1− f (x)|dx

The property is proven. �

Property 3. If f (x) = e(x) + o(x) is a general function, then ‖ f (x)‖ ≥ ‖o(x)‖, where e(x) is
an even function and o(x) is an odd function.

Proof.

‖ f (x)‖ =
∫ 0

−1
|1 + e(x) + o(x)|dx +

∫ 1

0
|1− e(x)− o(x)|dx

Let x = −t, then:∫ 0
−1|1 + e(x) + o(x)|dx = − ∫ 0

1 |1 + e(−t) + o(−t)|dt
=
∫ 1

0 |1 + e(t)− o(t)|dt

Therefore,

‖ f (x)‖ =
∫ 1

0
|1− e(x)− o(x)|+ |1 + e(x)− o(x)|dx≥

∫ 1

0
|2− 2 · o(x)|dx = 2

∫ 1

0
|1− o(x)|dx

According to Property 2 ‖o(x)‖ = 2
∫ 1

0 |1− o(x)|dx, we find:

‖ f (x)‖ ≥ ‖o(x)‖

The property is proven. �

Property 4. ∀ φ ∈ (0, π
2
)

:

‖ f (x) + g(x)‖ ≤ sin2 φ‖ 1
sin2 φ

· f (x)‖+ cos2 φ‖ 1
cos2 φ

· g(x)‖.
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Proof. By the definition,

‖ f (x) + g(x)‖ =
∫ 0

−1
|1 + f (x) + g(x)|dx +

∫ 1

0
|1− f (x)− g(x)|dx

According to the basic trigonometric identity sin2 φ + cos2 φ = 1, then

|1 + f (x) + g(x)| = ∣∣sin2 φ + f (x) + cos2 φ + g(x)
∣∣ ≤ ∣∣sin2 φ + f (x)

∣∣+ ∣∣cos2 φ + g(x)
∣∣

= sin2 φ
∣∣∣1 + 1

sin2 φ
· f (x)

∣∣∣+ cos2 φ
∣∣∣1 + 1

cos2 φ
· g(x)

∣∣∣
|1− f (x)− g(x)| = ∣∣sin2 φ− f (x) + cos2 φ− g(x)

∣∣ ≤ ∣∣sin2 φ− f (x)
∣∣+ ∣∣cos2 φ− g(x)

∣∣
= sin2 φ

∣∣∣1− 1
sin2 φ

· f (x)
∣∣∣+ cos2 φ

∣∣∣1− 1
cos2 φ

· g(x)
∣∣∣.

Therefore:

‖ f (x) + g(x)‖ ≤ sin2 φ‖ 1
sin2 φ

· f (x)‖+ cos2 φ‖ 1
cos2 φ

· g(x)‖

The property is proven. �

Corollary 1. ∀ φ ∈ [0, π
2
]

:

‖ sin2 φ · f (x) + cos2 φ · g(x)‖ ≤ sin2 φ‖ f (x)‖+ cos2 φ‖g(x)‖.

Proof. According to Property 4 ∀ φ ∈ (0, π
2
)

: ‖ sin2 φ · f (x)+ cos2 φ · g(x)‖ ≤ sin2 φ‖ f (x)‖
+ cos2 φ‖g(x)‖. Let us show that the inequality holds in the case φ = 0, then ‖g(x)‖ ≤
‖g(x)‖ in the case φ = π

2 , then ‖ f (x)‖ ≤ ‖ f (x)‖.
The corollary is proven. �

Corollary 2. If ‖ f (x)‖ = ‖g(x)‖ = a, then ∀ φ ∈ [0, π
2
]

:

‖ sin2 φ · f (x) + cos2 φ · g(x)‖ ≤ a

Proof. According to Corollary 1, we get:

‖ sin2 φ · f (x) + cos2 φ · g(x)‖ ≤ sin2 φ‖ f (x)‖+ cos2 φ‖g(x)‖= a · sin2 φ + a · cos2 φ = a

The corollary is proven. �

From Example 1, it follows that if n = 0, then there are infinitely many PBAS of the
zero degree. If f (x) = −1 and g(x) = 1, then Q0(x) = sin2 φ · f (x) + cos2 φ · g(x) = cos 2φ
defines every PBAS of degree zero.

Let us investigate the problem of the number of PBAS of degrees greater than or equal
to one.

3. Approximation of the Sign Function by Bernstein Polynomials

Let us apply the Bernstein polynomials for an approximation of the sign function
fn(x).

fn(x) =
2n + 1

4n

(
2n
n

) n

∑
i=0

(−1)i · 1
2i + 1

·
(

n
i

)
· x2i+1 (1)

Since the function fn(x) is odd, using Property 2, we can calculate ‖ fn(x)‖ using
‖ fn(x)‖ = 2

∫ 1
0 |1− fn(x)|dx. Let us calculate the value

∫ 1
0 |1− fn(x)|dx, proving the fol-

lowing statement.
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Statement 1. ∀ n ∈ Z+ :
∫ 1

0 |1− fn(x)|dx = 2n+1
(2n+2)4n

(
2n
n

)
Proof. Since the Bernstein polynomials on the interval [−1, 1] have the property that
∀ n ∈ Z+, x ∈ [−1, 1] : | fn(x)| ≤ 1,∫ 1

0
|1− fn(x)|dx =

∫ 1

0
1− fn(x)dx

Substituting—instead of fn(x)—expression (1), we find

∫ 1
0 |1− fn(x)|dx =

∫ 1
0 1− 2n+1

4n

(
2n
n

)
n
∑

i=0
(−1)i · 1

2i+1 ·
(

n
i

)
· x2i+1dx

=

(
x− 2n+1

4n

(
2n
n

)
n
∑

i=0
(−1)i · 1

(2i+1)(2i+2) ·
(

n
i

)
· x2i+2

)∣∣∣∣1
0

= 1− 2n+1
4n

(
2n
n

)
n
∑

i=0
(−1)i · 1

(2i+1)(2i+2) ·
(

n
i

)
We represent 1

(2i+1)(2i+2) in the form 1
(2i+1)(2i+2) =

1
2 i+1 − 1

2i+2 , and we find:

∫ 1

0
|1− fn(x)|dx = 1− 2n + 1

4n

(
2n
n

) n

∑
i=0

(−1)i · 1
2i + 1

·
(

n
i

)
+

2n + 1
4n

(
2n
n

) n

∑
i=0

(−1)i · 1
2i + 2

·
(

n
i

)
Substitute

n

∑
i=0

(−1)i · 1
2i + 1

·
(

n
i

)
=

4n

(2n + 1)
(

2n
n

) n

∑
i=0

(−1)i · 1
2i + 2

·
(

n
i

)
=

1
2n + 2

Hence, ∫ 1

0
|1− fn(x)|dx =

2n + 1
(2n + 2)4n

(
2n
n

)
The statement is proven. �

Corollary 3. ∀ n ∈ Z+ : ‖ fn(x)‖ ≤ min
(

1, 2√
3n+1

)
Proof. Since fn(x) is an odd function, according to Property 2:

‖ f (x)‖ = 2
∫ 1

0
|1− f (x)|dx

Let n ≥ 1 :

‖ fn(x)‖ = 2 · 2n + 1
(2n + 2)4n

(
2n
n

)
<

2
4n

(
2n
n

)
≤ 2√

3n + 1
≤ 1

if n = 0, then ‖x‖ = 1; therefore ∀ n ∈ Z+: ‖ fn(x)‖ ≤ 1.
The corollary is proven. �

From Property 1 and Corollary 3, we can conclude that if n ≥ 1, the PBAS is not an
even function.

4. Properties of the PBAS

Since the polynomial Qn(x) is a continuous function on the interval [−1, 1], accord-
ing to the Weierstrass theorem, it is bounded by this in interval and reaches the mini-
mum and maximum values—that is, there are xm, xM ∈ [−1, 1] such that ∀ x ∈ [−1, 1] :
Qn(xm) ≤ Qn(x) ≤ Qn(xM). Let us denote mQ = Qn(xm) and MQ = Qn(xM), and
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mQ ≤ MQ. Let us investigate the values of mQ and MQ for the PBAS Qn(x). The result is
presented in the form of the following lemma.

Lemma 1. If n ≥ 1 and Qn(x) is the PBAS, then mQ ≤ −1 and MQ ≥ 1.

Proof. We split the two-dimensional space R2 into subspaces using the curves mQ = ±1
and MQ = ±1 (see Figure 1).

4 

1 

3 
2 

5 8 

Figure 1. The set of possible values mQ and MQ.

In the following, we consider each subspace separately.
Subspace 1. Let us assume that PBAS Qn(x) satisfies the condition: mQ ≤ MQ ≤ −1

(see Figure 1, Subspace 1), then ∀x ∈ [−1, 1] : Qn(x) ≤ −1, 1 + Qn(x) ≤ 0, 1−Qn(x) ≥ 0;
therefore:

‖Qn(x)‖ = ∫ 0
−1|1 + Qn(x)|dx +

∫ 1
0 |1−Qn(x)|dx

=
∫ 0
−1−1−Qn(x)dx +

∫ 1
0 1−Qn(x)dx = − ∫ 1

−1 Qn(x)dx ≥ − ∫ 1
−1−1dx = 2

From Corollary 3, it follows that for n ≥ 1 the PBAS has the property ‖Qn(x)‖ ≤ 1.
Therefore, we came to a contradiction and our assumption is not correct.

Subspace 2. Let us assume that the PBAS Qn(x) satisfies the condition: mQ < −1
and −1 < MQ < 1 (see Figure 1, Subspace 2), then ∀x ∈ [−1, 1] : 1− Qn(x) ≥ 0 and
1−Qn(x) ≥ 0:

‖Qn(x)‖ =
∫ 0

−1
|1 + Qn(x)|dx +

∫ 1

0
1−Qn(x)dx

We calculate ‖Qn(x) + 1−MQ‖ and find

‖Qn(x) + 1−MQ‖ =
∫ 0

−1

∣∣2 + Qn(x)−MQ
∣∣dx +

∫ 1

0
MQ −Qn(x)dx

We subtract from ‖Qn(x)‖ the value ‖Qn(x) + 1−MQ‖ and find:

‖Qn(x)‖ − ‖Qn(x) + 1−MQ‖ =
∫ 0
−1|1 + Qn(x)| − ∣∣2 + Qn(x)−MQ

∣∣dx + 1−MQ

=
∫ 0
−1|1 + Qn(x)| − ∣∣2 + Qn(x)−MQ

∣∣+ 1−MQdx
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Considering that

∀x ∈ [−1, 0] :
∣∣2 + Qn(x)−MQ

∣∣ ≤ |1 + Qn(x)|+ ∣∣1−MQ
∣∣ = |1 + Qn(x)|+ 1− MQ,

then
|1 + Qn(x)| − ∣∣2 + Qn(x)−MQ

∣∣+ 1− MQ ≥ 0

Therefore, ‖Qn(x)‖ − ‖Qn(x) + 1− MQ‖ ≥ 0. If ‖Qn(x)‖ − ‖Qn(x) + 1− MQ‖ > 0,
then Qn(x) is not a PBAS, so ‖Qn(x)‖ − ‖Qn(x) + 1 − MQ‖ = 0; then, ∀x ∈ [−1, 0] :
1 + Qn(x) ≥ 0 and

‖Qn(x)‖ =
∫ 0

−1
|1 + Qn(x)|dx +

∫ 1

0
1−Qn(x)dx = 2 +

∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

Let λ = 2
1+MQ

> 1, then

∀ x ∈ [−1, 0] : λQn(x) + 1−MQ
1+MQ

+ 1 = λQn(x) + λ = λ(Qn(x) + 1) ≥ 0

∀ x ∈ [−1, 0] : 1− λQn(x)− 1−MQ
1+MQ

= λMQ − λQn(x) = λ
(

MQ −Qn(x)
) ≥ 0

Therefore,

‖λQn(x) + 1−MQ
1+MQ

‖ = λ
∫ 0
−1 1 + Qn(x)dx + λ

∫ 1
0 MQ −Qn(x)dx

= λ · (1 + MQ
)
+ λ
(∫ 0
−1 Qn(x)dx− ∫ 1

0 Qn(x)dx
)
= 2 + λ

(∫ 0
−1 Qn(x)dx− ∫ 1

0 Qn(x)dx
)

since λ > 1 и
∫ 0
−1 Qn(x)dx− ∫ 1

0 Qn(x)dx ≤ −1, then

λ

(∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

)
<
∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

Therefore,

‖λQn(x) +
1−MQ

1 + MQ
‖ < ‖Qn(x)‖

it means that Qn(x) is not a PBAS. We came to a contradiction.
Subspace 3. Let us assume that the PBAS Qn(x) satisfies the condition:

−1 < mQ < MQ < 1 (see Figure 1, Subspace 3), then ∀x ∈ [−1, 1] : −1 < Qn(x) < 1,
1 + Qn(x) > 0, 1−Qn(x) > 0. Let M = max

(∣∣mQ
∣∣, ∣∣MQ

∣∣) < 1. If M = 0, then Qn(x) = 0
and ‖Qn(x)‖ = 2; from the other side, ∀n ≥ 1 : ‖Qn(x)‖ ≤ 1. Therefore, we came to
a contradiction and M �= 0. Let λ = 1

M > 1 and ∀x ∈ [−1, 1] : −1 ≤ λQn(x) ≤ 1,
1 + λQn(x) > 0, 1− λQn(x) > 0. We calculate the value ‖Qn(x)‖ and find:

‖Qn(x)‖ =
∫ 0

−1
1 + Qn(x)dx +

∫ 1

0
1−Qn(x)dx = 2 +

(∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

)
Since, according to the conditions of Theorem 1 and Corollary 3, n ≥ 1 and ‖Qn(x)‖ ≤ 1.

Hence, ∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx ≤ −1.

We calculate ‖λ ·Qn(x)‖ and find

‖λ ·Qn(x)‖ =
∫ 0

−1
1 + λ ·Qn(x)dx +

∫ 1

0
1− λ ·Qn(x)dx= 2 + λ

(∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

)
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Since λ > 1 и
∫ 0
−1 Qn(x)dx− ∫ 1

0 Qn(x)dx ≤ −1,

λ

(∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

)
<
∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

Therefore,

2 + λ

(∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

)
< 2 +

(∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

)
and

‖λ ·Qn(x)‖ < ‖Qn(x)‖
Therefore, we came to a contradiction and our assumption is not correct.
Subspace 4. Let us assume that the PBAS Qn(x) satisfies the condition: MQ > 1 and

−1 < mQ < 1 (see Figure 1, Subspace 4).

‖Qn(x)‖ =
∫ 0

−1
1 + Qn(x)dx +

∫ 1

0
|1−Qn(x)|dx

we calculate ‖Qn(x)− 1−mQ‖ and get

‖Qn(x)− 1−mQ‖ =
∫ 0

−1
Qn(x)−mQdx +

∫ 1

0

∣∣2−Qn(x) + mQ
∣∣dx

we subtract from ‖Qn(x)‖ the value ‖Qn(x)− 1−mQ‖ and get:

‖Qn(x)‖ − ‖Qn(x)− 1−mQ‖ = 1 + mQ +
∫ 1

0 |1−Qn(x)| − ∣∣2−Qn(x) + mQ
∣∣dx

=
∫ 1

0 |1−Qn(x)| − ∣∣2−Qn(x) + mQ
∣∣+ 1 + mQdx

Consideringthat∀x ∈ [0, 1] :
∣∣2−Qn(x) + mQ

∣∣ ≤ |1−Qn(x)|+ ∣∣1 + mQ
∣∣ = |1−Qn(x)|

+ 1 + mQ, then ∀x ∈ [0, 1] : |1−Qn(x)| − ∣∣2−Qn(x) + mQ
∣∣ + 1 + mQ ≥ 0; therefore,

‖Qn(x)‖ − ‖Qn(x)− 1−mQ‖ ≥ 0. If ‖Qn(x)‖ − ‖Qn(x)− 1−mQ‖ > 0, then Qn(x) is not
a PBAS, so ‖Qn(x)‖ − ‖Qn(x)− 1−mQ‖ = 0 and ∀x ∈ [0, 1] : 1−Qn(x) ≥ 0 and

‖Qn(x)‖ = 2 +
∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

let λ = 2
1−mQ

> 1, then

∀ x ∈ [−1, 0] : λQn(x)− 1+mQ
1−mQ

+ 1 = λQn(x)− λmQ = λ
(
Qn(x)−mQ

) ≥ 0

∀ x ∈ [0, 1] : 1− λQn(x) + 1+mQ
1−mQ

= λ− λQn(x) = λ(1−Qn(x)) ≥ 0

Therefore,

‖λQn(x)− 1+mQ
1−mQ

‖ = λ
∫ 0
−1 Qn(x)−mQdx + λ

∫ 1
0 1−Qn(x)dx

= 2 + λ
(∫ 0
−1 Qn(x)dx− ∫ 1

0 Qn(x)dx
)

since λ > 1 and
∫ 0
−1 Qn(x)dx− ∫ 1

0 Qn(x)dx ≤ −1, then(∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

)
<
∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

Therefore,

‖λQn(x)− 1 + mQ

1−mQ
‖ < Qn(x)
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it means that Qn(x) is not a PBAS. We came to a contradiction.
Subspace 5. Let us assume that the PBAS Qn(x) satisfies the condition: MQ ≥ mQ ≥ 1

(see Figure 1, Subspace 5); therefore, ∀x ∈ [−1, 1] : Qn(x) ≥ 1,
1 + Qn(x) ≥ 0, 1 − Qn(x) ≤ 0 means

‖Qn(x)‖ = ∫ 0
−1|1 + Qn(x)|dx +

∫ 1
0 |1−Qn(x)|dx

=
∫ 0
−1 1 + Qn(x)dx +

∫ 1
0 Qn(x)− 1dx =

∫ 1
−1 Qn(x)dx ≥ ∫ 1

−1 1dx = 2

From Corollary 3, it follows that for n ≥ 1, the PBAS has the property ‖Qn(x)‖ ≤ 1.
This means that we have come to a contradiction and our assumption is not correct.

Subspace 6. Let us assume that the PBAS Qn(x) satisfies the condition: mQ = −1 and
−1 < MQ < 1 (see Figure 1, Subspace 6), then

‖Qn(x)‖ =
∫ 0

−1
1 + Qn(x)dx +

∫ 1

0
1−Qn(x)dx= 2 +

∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

Let λ = 2
1+MQ

> 1, then

∀ x ∈ [−1, 0] : λQn(x) + 1−MQ
1+MQ

+ 1 = λ + λQn(x) = λ(1 + Qn(x)) ≥ 0

∀ x ∈ [0, 1] : 1− λQn(x)− 1−MQ
1+MQ

= λMQ − λQn(x) = λ
(

MQ −Qn(x)
) ≥ 0

Therefore,

‖λQn(x) + 1−MQ
1+MQ

‖ = ∫ 0
−1 λ + λQn(x)dx +

∫ 1
0 λMQ − λQn(x)dx

= 2 + λ
(∫ 0
−1 Qn(x)dx− ∫ 1

0 Qn(x)dx
)

Since λ > 1 и
∫ 0
−1 Qn(x)dx− ∫ 1

0 Qn(x)dx ≤ −1,

λ

(∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

)
<
∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

Therefore,

‖λQn(x) +
1−MQ

1 + MQ
‖ < Qn(x)

This means that Qn(x) is not a PBAS.
Subspace 7. Let us assume that Qn(x) satisfies the condition: MQ = 1 and−1 < mQ < 1

(see Figure 1, Subspace 7). Then,

‖Qn(x)‖ =
∫ 0

−1
1 + Qn(x)dx +

∫ 1

0
1−Qn(x)dx= 2 +

∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

Let λ = 2
1−mQ

> 1, then

∀ x ∈ [−1, 0] : λQn(x)− 1+mQ
1−mQ

+ 1 = λQn(x)− λmQ = λ
(
Qn(x)−mQ

) ≥ 0

∀ x ∈ [0, 1] : 1− λQn(x) + 1+mQ
1−mQ

= λ− λQn(x) = λ(1−Qn(x)) ≥ 0

Therefore,

‖λQn(x)− 1+mQ
1−mQ

‖ = λ
∫ 0
−1 Qn(x)−mQdx + λ

∫ 1
0 1−Qn(x)dx

= 2 + λ
(∫ 0
−1 Qn(x)dx− ∫ 1

0 Qn(x)dx
)
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Since λ > 1 and
∫ 0
−1 Qn(x)dx− ∫ 1

0 Qn(x)dx ≤ −1,

λ

(∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

)
<
∫ 0

−1
Qn(x)dx−

∫ 1

0
Qn(x)dx

Therefore,

‖λQn(x)− 1 + mQ

1−mQ
‖ < Qn(x)

This means that Qn(x) is not a PBAS.
Subspace 8. Since in all seven cases we have come to a contradiction, if Qn(x) is a

PBAS, it satisfies the boundary conditions defining Subspace 8 (See, Figure 1).
Lemma 1 is proven. �

Lemma 2. For n ≥ 1, there exists the PBAS odd function Q1
n(x).

Proof. The existence of the PBAS Qn(x) follows from Theorem [11] p. 160. Since for
n ≥ 1, the PBAS Qn(x) is not an even function, so Qn(x) is either a general function or an
odd function.

Let us assume that Qn(x) is a general function; it can be represented in the form
Qn(x) = Q0

n(x) + Q1
n(x), where Q0

n(x) is an even function and Q1
n(x) is an odd function.

It follows from Property 3 that ‖Qn(x)‖ ≥ ‖Q1
n(x)‖. Considering that Qn(x) is the PBAS,

‖Qn(x)‖ = ‖Q1
n(x)‖, so the odd function Q1

n(x) is the PBAS. Therefore, for any n ≥ 1,
there is the PBAS Qn(x), which is an odd function.

Lemma 2 is proven. �

Corollary 4. Let n ≥ 1, Q1
n(x) be a PBAS odd function, MQ > 1, and mQ < −1.

Proof. We assume that PBAS is the odd function Q1
n(x) and MQ = −mQ = 1.

Let us consider the function R(x) = λQ1
n(x), where λ ∈ R. Since Q1

n(x) is an odd
function, R(x) is also an odd function. We calculate ‖Q1

n(x)‖ and ‖R(x)‖ using Property 2
and find:

‖Q1
n(x)‖ = 2

∫ 1

0
1−Q1

n(x)dx‖R(x)‖ = 2
∫ 1

0

∣∣∣1− λQ1
n(x)

∣∣∣dx

Let us show that there exists λ > 1, for which the inequality ‖Q1
n(x)‖ > ‖R(x)‖

is satisfied.∫ 1

0
1−Q1

n(x)dx >
∫ 1

0

∣∣∣1− λQ1
n(x)

∣∣∣dx
∫ 1

0
1−Q1

n(x)−
∣∣∣1− λQ1

n(x)
∣∣∣dx > 0

We denote as G+ a set of all x ∈ [0, 1] for which the inequality 1− λQ1
n(x) ≥ 0 holds

and G− for which the inequality 1− λQ1
n(x) ≤ 0 holds. We then find:
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∫ 1
0 1−Q1

n(x)− ∣∣1− λQ1
n(x)

∣∣dx =
∫

G+

λQ1
n(x)−Q1

n(x)dx +
∫

G−
2−Q1

n(x)− λQ1
n(x)dx

= (λ− 1)
∫

G+

Q1
n(x)dx +

∫
G−

2−Q1
n(x)− λQ1

n(x)dx

= (λ− 1)
∫

G+

Q1
n(x)dx +

∫
G−

2dx− ∫
G−

Q1
n(x) + λQ1

n(x)dx

= (λ− 1)
∫

G+

Q1
n(x)dx + 2|G−| − (1 + λ)

∫
G−

Q1
n(x)dx

= λ

( ∫
G+

Q1
n(x)dx− ∫

G−
Q1

n(x)dx

)
+ 2|G−| −

∫ 1
0 Q1

n(x)dx

= λ

(∫ 1
0 Q1

n(x)dx− 2
∫

G−
Q1

n(x)dx

)
+ 2|G−| −

∫ 1
0 Q1

n(x)dx

≥ λ
∫ 1

0 Q1
n(x)dx− 2λ|G−|+ 2|G−| −

∫ 1
0 Q1

n(x)dx = (λ− 1)
(∫ 1

0 Q1
n(x)dx− 2|G−|

)
where |G−| is the length of the set G−.

We denote g(λ) =
{|G−|∣∣G− =

{
x
∣∣1− λQ1

n(x) ≤ 0& 0 ≤ x ≤ 1
}}

.
Since n ≥ 1 and ∀x ∈ [0, 1] : Q1

n(x) ≤ 1, then g(1) = 0 and ∀λ > 1 : g(λ) < 1.
Let us consider two cases.
Case 1: If ∀x ∈ [0, 1] : Q1

n(x) < 1, then there is such a number xa ∈ [0, 1] for
which ∀x ∈ [0, 1] : Q1

n(x) ≤ Q1
n(xa) = Ma

Q holds. If Ma
Q ≤ 0, then

∫ 1
0 1− Q1

n(x)dx ≥ 1;
therefore, ‖Q1

n(x)‖ ≥ 2 > 1 so Q1
n(x) is not the PBAS. If Ma

Q > 0, we choose as λ the value
λ = 1

Ma
Q
> 1, for which the inequality ‖Q1

n(x)‖ > ‖R(x)‖ holds, and Q1
n(x) is not a PBAS.

Therefore, we came to a contradiction.
Case 2: If Ma

Q = 1, then g(λ) is an increasing function; that is, ξ > 1, for which the

inequality
∫ 1

0 Q1
n(x)dx − 2|G−| = 0 holds. Therefore, for any λ ∈ (1, ξ), the following

inequality holds: ∫ 1

0
1−Q1

n(x)−
∣∣∣1− λQ1

n(x)
∣∣∣dx > 0

Therefore, we came to a contradiction. If MQ = 1 and mQ = −1, then ∀n ≥ 1 : Q1
n(x),

which is not the PBAS.
The corollary is proven. �

5. The Number of PBAS Odd Functions

In Lemma 2, it is proved that for n ≥ 1, the PBAS is an odd function, but the question
of their number remains open. The following theorem will answer this question.

Theorem 1. If n ≥ 1, then there is only one odd function Q1
n(x) that is the PBAS. Depending on

the n, the function Q1
n(x) is determined as follows:

If n is odd, then

Q1
n(x) = x

n+1
2

∑
i=1

1
sin i·π

n+3

n+1
2

∏
j=1, j �=i

x2 − sin2 j·π
n+3

sin2 i·π
n+3 − sin2 j·π

n+3

and
‖Q1

n(x)‖ = 2 tan
π

2n + 6
;

If n is even, then

Q1
n(x) = x

n
2

∑
i=1

1
sin i·π

n+2

n
2

∏
j=1, j �=i

x2 − sin2 j·π
n+2

sin2 i·π
n+2 − sin2 j·π

n+2
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and
‖Q1

n(x)‖ = 2 tan
π

2n + 4
.

Proof. Let us consider two cases.
Case 1. n is an odd number.
We consider the points 0 < x1 < x2 < . . . < xu ≤ 1 such that ∀i = 1, u : Q1

n(xi) = 1.
According to Corollary, 4 the value Ma

Q satisfies the condition Ma
Q > 1. Considering that

the function Q1
n(x) is an odd continuous function, then at least one point x1 ∈ [0, 1] is such

that Q1
n(x) = 1 exists.

Let us consider the question of the number of zeroes of the function F(x) = dQ1
n(xi)
dx .

Since the function Q1
n(x) is an odd continuous function, then F(x) is an even function. The

number of zeroes of F(x) is less or equal to n − 1, of which non-negative numbers are
less than or equal to n−1

2 . Therefore, the number of solutions to the equation Q1
n(x) = 1

satisfying the question x ∈ (0, 1] is less than or equal to n−1
2 + 1 = n+1

2 . That is, u ≤ n+1
2 .

Let us consider the points 0 = y0 < y1 < y2 < . . . < yv < yv+1 = 1. In each of the

points y1, y2, . . . , yv the value of the function f (x) = 1− Q1
2v−1(x) = 1− v−1

∑
i=0

a2i+1x2i+1

changes its sign.

Iv =
‖Q1

2v−1(x)‖
2 =

∫ 1
0

∣∣1−Q1
n(x)

∣∣dx =
v
∑

i=0
(−1)i ∫ yi+1

yi
f (x)dx

= 2
v
∑

i=1
(−1)i+1F(yi) + (−1)vF(yv+1)

where F(x) = x−∑v−1
i=0

a2i+1
2i+2 x2i+2.

We calculate the values of the partial derivatives ∀i = 1, v:

∂F(yi)

∂yi
= 1−

v−1

∑
i=0

a2i+1y2i+1
i −

v−1

∑
i=0

∂a2i+1

∂yi
· y2i+2

i
2i + 2

Since 1−∑v−1
i=0 a2i+1y2i+1

i = 0 by the definition, then:

∂F(yi)

∂yi
= −

v−1

∑
i=0

∂a2i+1

∂yi
· y2i+2

i
2i + 2

We calculate the values of the partial derivatives ∀i �= j:

∂F(yi)

∂yj
= −

v−1

∑
i=0

∂a2i+1

∂yj
· y2i+2

i
2i + 2

The necessary condition for the value ‖Q1
2v+1(x)‖ to be minimal is: ∀i = 1, v : ∂Iv

∂yi
= 0;

therefore,

∂Iv
∂yi

= −2
v
∑

j=1
(−1)j+1 v−1

∑
k=0

∂a2k+1
∂yi

· y2k+2
j

2k+2 − (−1)v v−1
∑

k=0

∂a2k+1
∂yi

· 1
2k+2

= − v−1
∑

k=0

∂a2k+1
∂yi

· 1
2k+2

(
2

v
∑

j=1
(−1)j+1y2k+2

j + (−1)v

)

Solving the system ∂Iv
∂yi

= 0 [12], we find that ∀k = 0, v− 1 :

2
v

∑
j=1

(−1)j+1y2k+2
j + (−1)v = 0
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Considering that ∀ i = 1, v : yi > 0; therefore, ∀ i = 1, v : yi = sin i·π
2v+2 [12].

Using the Lagrange interpolation formula, we calculate the value Q1
2v−1(x), and we

find Q1
2v−1(x) = ∑v

i=1 li(x)−∑v
i=1 li(x), where

li(x) =
v

∏
j=1

x + yj

yi + yj
·

v

∏
j=1, j �=i

x− yj

yi − yj
li(x) = −

v

∏
j=1, j �=i

x + yj

yi − yj
·

v

∏
j=1

x− yj

yi + yj

Then,

Q1
2v−1(x) =

v
∑

i=1

(
v

∏
j=1

x+yj
yi+yj

· v
∏

j=1, j �=i

x−yj
yi−yj

+
v

∏
j=1, j �=i

x+yj
yi−yj

· v
∏
j=1

x−yj
yi+yj

)
=

v
∑

i=1

v
∏

j=1, j �=i

x−yj
yi−yj

v
∏

j=1, j �=i

x+yj
yi+yj

·
(

x+yi
2yi

+
x−yj
2yi

)
= x

v
∑

i=1

1
yi

v
∏

j=1, j �=i

x−yj
yi−yj

v
∏

j=1, j �=i

x+yj
yi+yj

= x
v
∑

i=1

1
yi

v
∏

j=1, j �=i

x2−2
y
j

y2
i −y2

j

Let F(x) = ∑v
i=1

ai
2i x2i and dF(x)

dx = Q1
2v−1(x), so Iv is equal to

Iv =
∫ 1

0

∣∣1−Q1
2v−1(x)

∣∣dx =
v
∑

i=0
(−1)i ∫ sin (i+1)·π

2v+2

sin i·π
2v+2

1−Q1
2v−1(x)dx

= 2
v
∑

i=1
(−1)i+1 sin i·π

2v+2 + (−1)v + 2
v
∑

j=1
(−1)jF

(
sin j·π

2v+2

)
+ (−1)v+1F(1)

We calculate the value 2 ∑v
j=1(−1)jF

(
sin j·π

2v+2

)
+ (−1)v+1F(1), and we obtain:

2
v
∑

j=1
(−1)jF

(
sin j·π

2v+2

)
+ (−1)v+1F(1) = 2

v
∑

j=1
(−1)j v

∑
i=1

ai
2i sin2i j·π

2v+2 + (−1)v+1 v
∑

i=1

ai
2i

=
v
∑

i=1

ai
2i

(
2

v
∑

j=1
(−1)j sin2i j·π

2v+2 + (−1)v+1

)

Considering that (2) holds, ∀ i = 1, v : 2 ∑v
j=1(−1)j sin2i j·π

2v+2 + (−1)v+1

= −
(

2 ∑v
j=1(−1)j+1 sin2i j·π

2v+2 + (−1)v
)
= 0, then

2
v

∑
j=1

(−1)jF
(

sin
j · π

2v + 2

)
+ (−1)v+1F(x) = 0

and

Iv =
∫ 1

0

∣∣∣1−Q1
2v−1(x)

∣∣∣dx = 2
v

∑
i=1

(−1)i+1 sin
i · π

2v + 2
+ (−1)v

If v is even, then

Iv = 2
v/2

∑
i=1

sin
(2i− 1) · π

2v + 2
− 2

v/2

∑
i=1

sin
i · π

v + 1
+ 1
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Using the formula sin(α− β) = sin α cos β− sin β cos α, where α = 2iπ
2v+2 = iπ

v+1 and
β = π

2v+2 , we have

v/2
∑

i=1
sin (2i−1)·π

2v+2 =
v/2
∑

i=1

(
sin iπ

v+1 cos π
2v+2 − sin π

2v+2 cos iπ
v+1

)
= cos π

2v+2

v/2
∑

i=1
sin iπ

v+1 − sin π
2v+2

v/2
∑

i=1
cos iπ

v+1

Since 1
2 + ∑n

i=1 cos ix =
sin(n+ 1

2 )x
2 sin 1

2 x
and ∑n

i=1 sin ix =
cos x

2−cos(n+ 1
2 )x

2 sin 1
2 x

([13] p. 2), where

n = v
2 and x = π

v+1 , we have:

v/2

∑
i=1

cos
iπ

v + 1
=

sin
(

v
2 + 1

2

)
π

v+1

2 sin π
2v+2

− 1
2
=

1
2 sin π

2v+2
− 1

2

v/2

∑
i=1

sin
i · π

v + 1
=

cos π
2v+2 − cos

(
v
2 + 1

2

)
π

v+1

2 sin π
2v+2

=
cos π

2v+2
2 sin π

2v+2

Therefore,

Iv = 2

(
cos

π

2v + 2
· cos π

2v+2
2 sin π

2v+2
− sin

π

2v + 2

(
1

2 sin π
2v+2

− 1
2

))
− cos π

2v+2
sin π

2v+2
+ 1=

cos2 π
2v+2 + sin2 π

2v+2
sin π

2v+2
− cos π

2v+2
sin π

2v+2

Using the basic trigonometric identities cos2 2α + sin2 2α = 1 and 1− cos 2α = 2 sin2 α,
sin 2α = 2 sin α cos α, where α = π

4v+4 we obtain:

Iv =
1− cos π

2v+2
sin π

2v+2
=

2 sin2 π
4v+4

2 sin π
4v+4 cos π

4v+4
= tan

π

4v + 4

If v is odd, then

Iv = 2

v+1
2

∑
i=1

sin
(2i− 1) · π

2v + 2
− 2

v−1
2

∑
i=1

sin
i · π

v + 1
− 1

Using the formula sin(α− β) = sin α cos β− sin β cos α, where α = 2iπ
2v+2 = iπ

v+1 and
β = π

2v+2 , we have

v+1
2
∑

i=1
sin (2i−1)·π

2v+2 =

v+1
2
∑

i=1

(
sin iπ

v+1 cos π
2v+2 − sin π

2v+2 cos iπ
v+1

)
= cos π

2v+2

v+1
2
∑

i=1
sin iπ

v+1 − sin π
2v+2

v+1
2
∑

i=1
cos iπ

v+1

Since ∑n
i=1 sin ix =

cos x
2−cos(n+ 1

2 )x
2 sin 1

2 x
[13] p. 2, where n = v+1

2 and x = π
v+1 we find:

v+1
2

∑
i=1

sin
iπ

v + 1
=

cos π
2v+2 − cos

(
v+1

2 + 1
2

)
π

v+1

2 sin π
2v+2

=
cos π

2v+2 − cos
(

π
2 + π

2v+2
)

2 sin π
2v+2

According to the reduction formula cos
(

π
2 + π

2v+2
)
= − sin π

2v+2 , we have:

v+1
2

∑
i=1

sin
iπ

v + 1
=

cos π
2v+2 + sin π

2v+2
2 sin π

2v+2
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Using the formula 1
2 + ∑n

i=1 cos ix =
sin(n+ 1

2 )x
2 sin 1

2 x
[13] p. 2, where n = v+1

2 and x = π
v+1

we find:
v+1

2

∑
i=1

cos
iπ

v + 1
=

sin
(

v+1
2 + 1

2

)
π

v+1

2 sin π
2v+2

− 1
2
=

sin
(

π
2 + π

2v+2
)

2 sin π
2v+2

− 1
2

According to the reduction formula sin
(

π
2 + π

2v+2
)
= cos π

2v+2 , we obtain:

v+1
2

∑
i=1

cos
iπ

v + 1
=

cos π
2v+2

2 sin π
2v+2

− 1
2

Since ∑n
i=1 sin ix =

cos x
2−cos(n+ 1

2 )x
2 sin 1

2 x
[13] p. 2, where n = v−1

2 and x = π
v+1 we find:

v−1
2

∑
i=1

sin
i · π

v + 1
=

cos π
2v+2 − cos

(
v−1

2 + 1
2

)
π

v+1

2 sin π
2v+2

=
cos π

2v+2 − cos
(

π
2 − π

2v+2
)

2 sin π
2v+2

According to the reduction formula cos
(

π
2 − π

2v+2
)
= sin π

2v+2 , we find:

v−1
2

∑
i=1

sin
i · π

v + 1
=

cos π
2v+2 − sin π

2v+2
2 sin π

2v+2

Therefore,

Iv = 2
(

cos π
2v+2 ·

cos π
2v+2+sin π

2v+2
2 sin π

2v+2
− sin π

2v+2

(
cos π

2v+2
2 sin π

2v+2
− 1

2

))
−2

cos π
2v+2−sin π

2v+2
2 sin π

2v+2
− 1 =

1−cos π
2v+2

sin π
2v+2

= tan π
4v+4

Therefore, ∀ v ∈ N : ‖Q1
2v−1(x)‖ = 2Iv = 2 tan π

4v+4 .
Since ∀v ∈ N : Iv−1 > Iv, then the smallest value ‖Q1

2v−1(x)‖ at the maximum v,
considering that v ≤ u ≤ n+1

2 , then v = n+1
2 and 2v + 2 = n + 3.

Case 2. If n is an even number, then the result is obtained similarly to case 1, except
v = n

2 and 2v + 2 = n + 2.
The theorem is proved. �

From Theorem 1, it follows that for n ≥ 1, there is a unique odd function that is the
PBAS, which is constructed using the Lagrange interpolation formula, and the interpolation
nodes are an alternative to Chebyshev for Chebyshev polynomials of the second kind.

Example 2. Construct the PBAS for n = 3 and n = 4, which are odd functions.
Solution
If n = 3, then, according to Theorem 1, the PBAS is given by the following formula:

Q1
3(x) = x

2
∑

i=1

1
sin i·π

6

2
∏

j=1, j �=i

x2−sin2 j·π
6

sin2 i·π
6 −sin2 j·π

6

= x
(

1
sin π

6
· x2−sin2 π

3
sin2 π

6 −sin2 π
3
+ 1

sin π
3
· x2−sin2 π

6
sin2 π

3 −sin2 π
6

)
= 2x

(
−2x2 + 3

2 + 2
√

3
3 x2 −

√
3

6

)
= 4

√
3−12
3 x3 + 9−√3

3 x

If n = 4, then, according to Theorem 1, the PBAS is given by the following formula:

Q1
4(x) = x

2

∑
i=1

1
sin i·π

6

2

∏
j=1, j �=i

x2 − sin2 j·π
6

sin2 i·π
6 − sin2 j·π

6

=
4
√

3− 12
3

x3 +
9−√3

3
x
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Let us pay attention to the fact that Q1
3(x) = Q1

4(x). This fact can be generalized: if n is even
and n ≥ 2, then Q1

n(x) = Q1
n−1(x).

6. The Number of PBAS of the Neither Function

Let us investigate the problem of the existence of PBAS Qn(x).

Theorem 2. If n ≥ 1, then the following statements are true:

1. If n is an odd number, then there is no PBAS Qn(x).
2. If n is an even number, then there is an infinite number of PBAS Qn(x).

Proof. From Theorem 1, it follows that there is a unique odd function Q1
n(x) that is a PBAS.

Let us show that there exists an even function Q0
n(x) �= 0, such that: ‖Qn(x) = Q1

n(x)‖. For
this, we calculate ‖Qn(x)‖ − ‖Q1

n(x)‖ and find:

‖Qn(x)‖ − ‖Q1
n(x)‖ =

∫ 1

0

∣∣∣1−Q0
n(x)−Q1

n(x)
∣∣∣+ ∣∣∣1 + Q0

n(x)−Q1
n(x)

∣∣∣− 2
∣∣∣1−Q1

n(x)
∣∣∣dx

where Qn(x) = Q0
n(x) + Q1

n(x), Q0
n(x) is an even function, and Q1

n(x) is an odd function.
‖Qn(x)‖ − ‖Q1

n(x)‖ is equal to zero only if the condition
∀x ∈ [0, 1] :

∣∣1−Q0
n(x)−Q1

n(x)
∣∣+ ∣∣1 + Q0

n(x)−Q1
n(x)

∣∣− 2
∣∣1−Q1

n(x)
∣∣ = 0

holds, equivalent to:

∀x ∈ [0, 1] и Q1
n(x) ≤ 1 :

{
1−Q0

n(x)−Q1
n(x) ≥ 0,

1 + Q0
n(x)−Q1

n(x) ≥ 0;
⇔ Q1

n(x)− 1 ≤ Q0
n(x) ≤ 1−Q1

n(x)

and

∀x ∈ [0, 1] и Q1
n(x) ≥ 1 :

{
1−Q0

n(x)−Q1
n(x) ≤ 0,

1 + Q0
n(x)−Q1

n(x) ≤ 0;
⇔ 1−Q1

n(x) ≤ Q0
n(x) ≤ Q1

n(x)− 1

Therefore: ∀x ∈ [0, 1] : −∣∣1−Q1
n(x)

∣∣ ≤ Q0
n(x) ≤ ∣∣1−Q1

n(x)
∣∣.

Since Q1
n(xi) is an odd-function PBAS, it follows from Theorem 1 that there are points

x1, x2, . . . , xu ∈ (0, 1] such that ∀i = 1, u : Q1
n(xi) = 1. Since Q1

n(xi) is an odd-function
PBAS, it follows from the proof of Theorem 1 that if n is an odd number, then u = n+1

2 .
Otherwise, u = n

2 .
Substituting x1, x2, . . . , xu into the inequalities −∣∣1−Q1

n(x)
∣∣ ≤ Q0

n(x) ≤ ∣∣1−Q1
n(x)

∣∣
we find ∀i = 1, u : 0 ≤ Q0

n(xi) ≤ 0; therefore, the necessary condition is ∀i = 1, u :
Q0

n(xi) = 0. Since the function Q0
n(x) is an even function, ∀i = 1, u : Q0

n(−xi) = 0;
therefore, Q0

n(x) is divisible by the polynomial ∏u
i=1
(
x2 − x2

i
)

and degQ0
n(x) ≥ 2u. Let us

consider two cases.
Case 1. If n is an odd number, then degQ0

n(x) ≥ 2u = n + 1. Therefore, there is no
even polynomial satisfying the condition degQ0

n(x) ≤ n. Hence, if n is an odd number,
there is no PBAS that is a function of general form.

Case 2. If n is an even number, then degQ0
n(x) ≥ 2u = n. From the other side,

degQ0
n(x) ≤ n; therefore, degQ0

n(x) = n. To construct the polynomial Q0
n(x) we consider

the polynomial of the form:

Zn(x) =
Q1

n(x)− 1

∏n/2
i=1(x− xi)

where ∀i = 1, n
2 : xi = sin iπ

n+2 .
We consider the equation Q1

n(x)− 1 = 0, ∀i = 1, n
2 : Q1

n(xi)− 1 = 0; therefore, accord-
ing to Rolle’s theorem, in each of the intervals (xi, xi+1), at least one point ξi ∈ ( xi, xi+1 )

exists for which F(ξi) = 0, where F(x) =
d(Q1

n(x)−1)
dx = dQ1

n(x)
dx and i ∈ 1, n

2 − 1. Since
Q1

n(x) is an odd function, F(x) is an even function; therefore, ∀ i ∈ 1, n
2 − 1 : F(−ξi) = 0.
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Considering that degF(x) = n− 2, then, according to the main theorem of algebra, the
equation F(x) = 0 over the field of real numbers can have at most n− 2 roots—considering
their multiplicity—so ±ξi are roots of multiplicity one. Since ±ξi are roots of multiplicity
one, the function F(x) passing through ±ξi changes its sign; therefore,

(
−∞,−ξ n

2−1

)
,(

−ξ n
2−1,−ξ n

2−2

)
, . . . , (−ξ2,−ξ1 ), (−ξ1, ξ1 ), (ξ1, ξ2 ), . . . ,

(
ξ n

2−2, ξ n
2−1

)
,
(

ξ n
2−1,+∞

)
are the intervals of the increase or decrease in the function Q1

n(x). Therefore, the equation
Q1

n(x) − 1 = 0 has at most one solution for each of the intervals. Taking into account
that the intervals (−ξ1, ξ1 ), (ξ1, ξ2 ), . . . ,

(
ξ n

2−2, ξ n
2−1

)
,
(

ξ n
2−1,+∞

)
, solutions of the

equation Q1
n(x)− 1 = 0 are respectively x1, x2, . . . , x n

2
; therefore, ψ ≥ 0 does not exist, and

∀i = 1, n
2 : ψ �= xi and Q1

n(ψ)− 1 = 0.
Let us show that xi is a root of multiplicity one of the equation Q1

n(x)− 1 = 0. We
suppose that there exists k, for which xk is a root of multiplicity greater than one of
Q1

n(x)− 1 = 0; therefore, xk is also a root of the equation ∀i = 1, n
2 − 1 : ±ξi and xk.

Provided that degF(x) = n − 2, we have come to a contradiction. Therefore xi is
a root of multiplicity one of the equation Q1

n(x) − 1 = 0, so if there exists γ ∈ R for
which the condition Zn(γ) = 0 is satisfied, then γ < 0 and one of the two conditions
∀x ≥ 0 : Zn(x) > 0 or ∀x ≥ 0 : Zn(x) < 0 hold.

Since Zn(0) = Q1
n(0)−1

∏
n
2
i=1(−xi)

= (−1)
n
2 +1

∏
n
2
i=1 xi

, then if n
2 is an even number, then ∀x ≥ 0 :

Zn(x) < 0, otherwise ∀x ≥ 0 : Zn(x) > 0.
Let us consider the function Rn(x), given by the following formula:

Rn(x) =
Zn(x)

n
2

∏
j=1

(
x + xj

)
The function Rn(x) is continuous on the interval [0, 1]. According to the Weier-

strass theorem, it is bounded; that is, there exist xR
m, xR

M ∈ [0, 1] such that ∀x ∈ [0, 1] :

Rn
(
xR

m
) ≤ R(x) ≤ Rn

(
xR

M
)
. Considering that ∀x ∈ [0, 1] : ∏

n
2
j=1

(
x + xj

)
> 0, we find

that if n
2 is even number, then Rn

(
xR

m
)
< Rn

(
xR

M
)
< 0. Otherwise, 0 < Rn

(
xR

m
)
< Rn

(
xR

M
)
.

If n
2 is even number, τ = −Rn

(
xR

M
)
; otherwise, τ = Rn

(
xR

m
)

and we find the function
Q0

n(x) = τ ∏n/2
i=1

(
x2 − x2

i
)

satisfying ∀x ∈ [0, 1] : −∣∣1−Q1
n(x)

∣∣ ≤ Q0
n(x) ≤ ∣∣1−Q1

n(x)
∣∣.

Since Qn(x) = Q0
n(x) + Q1

n(x), it follows from Corollary 2 that ∀φ ∈ [0, π
2
]

: sin2 φ ·
Qn(x) + cos2 φ ·Q1

n(x) = Q1
n(x), so Qφ,n(x) = sin2 φ ·Qn(x) + cos2 φ ·Q1

n(x) is the PBAS
and Qφ,n(x) = sin2 φ · Qn(x) + cos2 φ · Q1

n(x) = sin2 φ · Q0
n(x) + Q1

n(x). It is also worth
noting that Qn(x) = −Q0

n(x) + Q1
n(x) is a PBAS, so Qφ,n(x) = sin2 φ · Qn(x) + cos2 φ ·

Q1
n(x) = − sin2 φ ·Q0

n(x) + Q1
n(x) is the PBAS.

The theorem is proven. �

Example 3. Construct the general form PBAS for n = 4.
Solution follows from Example 2 that Q1

4(x) = 4
√

3−12
3 x3 + 9−√3

3 x. Calculating Z4(x),
we have

Z4(x) =
Q1

4(x)− 1(
x− 1

2

)(
x−

√
3

2

) =
4
√

3− 12
3

x− 4
√

3
3

We calculate R4(x) and find:

R4(x) =
Z4(x)(

x + 1
2

)(
x +

√
3

2

) =
4
√

3−12
3 x− 4

√
3

3(
x + 1

2

)(
x +

√
3

2

) =

4
√

3
3

(
x + 1

2

)
− 4
(

x +
√

3
2

)
(

x + 1
2

)(
x +

√
3

2

) =
4
√

3
3

x +
√

3
2

− 4
x + 1

2
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We calculate the derivative of the function R4(x) and find:

dR4(x)
dx

= −
4
√

3
3(

x +
√

3
2

)2 +
4(

x + 1
2

)2

Since there are no critical points on the segment [0, 1], the function R4(x) takes the maximum
and minimum values at the ends of the segment. If we calculate R4(0) and R4(1), respectively, we
have: R4(0) = − 16

3 and

R4(1) =
4
√

3−12
3 − 4

√
3

3(
1 + 1

2

)(
1 +

√
3

2

) = − 16
6 + 3

√
3

Therefore, τ = 16
6+3

√
3

and

Q0
4,μ = μ

(
x2 − 1

4

)(
x2 − 3

4

)
= μ

(
x4 − x2 +

3
16

)
= μ · U5(x)

32 · x

where μ is any number satisfying the condition μ ∈ [−τ, τ], and U5(x) is a Chebyshev polynomial of
the second kind. Thus, the PBAS has the form Q4,μ(x) = μx4 + 4

√
3−12
3 x3− μx2 + 9−√3

3 x + 3
16 μ.

Lemma 3. If n is an even number, then

∀ i = 1,
n
2

: αi =

n
2

∏
j=1, j �=i

(
sin2 i · π

n + 2
− sin2 j · π

n + 2

)
=

(−1)
n
2−i

n+2
2n · sin2 2i·π

n+2

Proof. As ∀x, y ∈ R : sin2 x− sin2 y = sin(x− y) · sin(x + y), then

αi =
n/2

∏
j=1,i �=j

sin
(i + j)π

n + 2
sin

(i− j)π
n + 2

Consider two cases.
Case 1: If i = n

2 then

α n
2
=

n
2−1

∏
j=1

sin

( n
2 + j

)
π

n + 2
sin

( n
2 − j

)
π

n + 2
=

n−1
∏
j=1

sin j·π
n+2

sin n·π
2n+4

Because ∏n+1
j=1 sin j·π

n+2 = n+2
2n+1 , we have

α n
2
=

n + 2
2n sin2 2π

n+2

Case 2. If i �= n
2 then

αi =
1

sin 2iπ
n+2 sin iπ

n+2

−1

∏
j=i− n

2

sin
jπ

n + 2

i+ n
2

∏
j=1

sin
jπ

n + 2
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Because sin jπ
n+2 = − sin (n+2+j)π

n+2 , we obtain

αi =
(−1)

n
2 −i

sin 2i·π
n+2 sin i·π

n+2

−1
∏

j=i− n
2

sin (n+2+j)π
n+2

i+ n
2

∏
j=1

sin j·π
n+2

= (−1)
n
2 −i

sin 2i·π
n+2 sin i·π

n+2

n+1
∏

j= n
2 +i+2

sin j·π
n+2

i+ n
2

∏
j=1

sin j·π
n+2

= (−1)
n
2 −i

sin 2i·π
n+2 sin i·π

n+2 sin
( n

2 +i+1)π

n+2

n+1
∏
j=1

sin j·π
n+2

As ∏n+1
j=1 sin j·π

n+2 = n+2
2n+1 , sin ( n

2 +i+1)π

n+2 = cos i·π
n+2 , and 2 · cos i·π

n+2 · sin i·π
n+2 = sin 2i·π

n+2 ,

αi =
(−1)

n
2−i

sin2 2i·π
n+2

· 2n

n + 2

Lemma 3 is proven. �

Theorem 3. If n is an even number, then PBAS is defined as

Qμ,n(x) = μ
n/2

∏
i=1

(
x2 − x2

i

)
+ Q1

n(x),

where μ ∈ [−τ, τ], xi = sin i·π
n+2 , and τ = 2n+1

n+2 tan π
2n+4 .

Proof. Using the theorem on the expansion of rational functions in the case of different
roots [14], we represent Rn(x) as partial fraction decomposition:

Rn(x) =
Zn(x)

n/2
∏
j=1

(
x + xj

) =
n/2

∑
j=1

bj

x + xj
,

where ∀j = 1, n
2 : bj ∈ R. Therefore, we have

Zn(x) =
n/2

∑
j=1

bj

n/2

∏
i=1,i �=j

(x + xi)

Calculating the values of Zn(x) at the point x = −xj, we obtain:

Zn
(−xj

)
= bj

n/2

∏
i=1,i �=j

(
xi − xj

)
On the other hand, Zn(x) = Q1

n(x)−1
∏n/2

i=1 (x−xi)
, hence

Zn
(−xj

)
=

−2

∏n/2
i=1

(−xj − xi
) = (−1)

n
2 +1 · 2

∏n/2
i=1

(
xj + xi

)
Since Zn

(−xj
)
= bj ∏n/2

i=1,i �=j
(
xi − xj

)
= (−1)

n
2 +1 · 2

∏n/2
i=1(xj+xi)

, it follows that

bj = (−1)
n
2 +1 · 1

xj ∏
n
2
i=1,i �=j

(
x2

i − x2
j

) =
1

xj ∏
n
2
i=1,i �=j

(
x2

j − x2
i

) .
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Using Lemma 3, we find

bj = (−1)
n
2 +j ·

.
2n

n + 2
·

x2
2j

xj
.

Therefore,

Rn(x) = (−1)
n
2 · 2n

n + 2
·

n
2

∑
j=1

(−1)j ·
x2

2j

xj
· 1

x + xj
= (−1)

n
2 · 2n+2

n + 2
·

n
2

∑
j=1

(−1)j ·
xj − x3

j

x + xj
.

Calculating dRn(x)
dx , we have

dRn(x)
dx

= −
n
2

∑
j=1

bj(
x + xj

)2 .

Let us show that ∀x ∈ [0, 1] : dRn(x)
dx �= 0. Using the corollary of the Cauchy–Schwarz

inequality (∑n
i=1 uivi)

2 ≤ (∑n
i=1 vi)

(
∑n

i=1 u2
i vi
)
, we have⎛⎝∑

bj>0

bj

x + xj

⎞⎠2

≤
⎛⎝∑

bj>0
bj

⎞⎠⎛⎝ ∑
bj>0

bj(
x + xj

)2

⎞⎠⎛⎝∑
bj<0

bj

x + xj

⎞⎠2

≤ −
⎛⎝∑

bj<0
bj

⎞⎠⎛⎝ ∑
bj<0

bj(
x + xj

)2

⎞⎠
Therefore,(

∑bj>0
bj

x+xj

)2

∑bj>0 bj
≤ ∑

bj>0

bj(
x + xj

)2

(
∑bj<0

bj
x+xj

)2

−∑bj<0 bj
≤ ∑

bj<0

bj(
x + xj

)2

Let us add two inequalities:(
∑bj>0

bj
x+xj

)2

∑bj>0 bj
+

(
∑bj<0

bj
x+xj

)2

−∑bj<0 bj
≤

n/2

∑
j=1

bj(
x + xj

)2

As ∀x ∈ [0, 1] :

(
∑bj>0

bj
x+xj

)2

∑bj>0 bj
> 0 and

(
∑bj<0

bj
x+xj

)2

−∑bj<0 bj
> 0 then ∑n/2

j=1
bj

(x+xj)
2 > 0.

Therefore, dRn(x)
dx does not change sign on the interval [0, 1]. The minimum and maximum

of the function Rn(x) will be reached at the ends of the interval. Let us calculate the value
of the function Rn(x) at the points x = 0 and x = 1:

Rn(0) = (−1)
n
2 · 2n+2

n + 2

n/2

∑
j=1

(−1)j
(

1− x2
j

)
Rn(1) = (−1)

n
2 · 2n+2

n + 2

n/2

∑
j=1

(−1)j
(

xj − x2
j

)
Considering that

n/2

∑
j=1

(−1)j =
−1 + (−1)n/2

2
,
n/2

∑
j=1

(−1)jxj =
(−1)n/2

2
− 1

2
tan

π

2n + 4
,
n/2

∑
j=1

(−1)jx2
j =

(−1)n/2

2
,

we have

Rn(0) = (−1)
n
2 +1 · 2n+1

n + 2
Rn(1) = (−1)

n
2 +1 · 2n+1

n + 2
tan

π

2n + 4
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As ∀n ≥ 2 and |n|2 = 0 : |Rn(0)| > |Rn(1)|, considering Theorem 2, we obtain

τ = |Rn(1)| = 2n+1

n + 2
tan

π

2n + 4
.

The theorem is proven. �

7. Conclusions

Homomorphic encryption enables the computing of encrypted data without access
to the secret key. It has become a promising mechanism for the secure computation, stor-
age, and communication of confidential data in cloud services [15]. Practical scenarios
include robot control systems, machine learning models, image processing, and many
others [6–10,16–18]. A challenge of processing encrypted information is finding a crypto-
graphically compatible sign function approximation.

State-of-the-art works have mainly focused on constructing the polynomial of best
approximation of the sign function (PBAS) on the union of the intervals [−1,−ε] ∪ [ε, 1].
In this paper, we provide a construction of the PBAS on the complete interval [−1, 1] and
prove that:

If n = 0, then PBAS has the form Qn(x) = a0, where |a0|≤ 1 .
If n ≥ 1, then there is a unique PBAS odd function, which can be calculated using the

zeros of the Chebyshev polynomial of the second kind.
If n ≥ 1 and n is an odd number, then there are no PBAS of the general form.
If n ≥ 1 and n is an even number, then there is an uncountable set of PBAS of the

general form.
Future studies include assessing the accuracy and efficiency of PBAS on real systems,

e.g., over privacy-preserving neural networks with homomorphic encryption, where the
non-linear activation function is replaced with a PBAS to operate with encrypted data.
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Abstract: Obtaining mathematical equations to model the kinematics of a hyper-redundant robot is
not intuitive and of greater difficulty than for traditional robots. Depending on the characteristics of
the robot, the most appropriate methodology to approach the modelling may be one or another. This
article provides a general overview of the different approaches there are when modelling a hyper-
redundant cable-driven robot, while proposing a guide to help the novel researcher that approaches
this field decide which methodology to apply when modelling a robot. After providing some
definitions, a simple framework to understand all the underlying models is presented. Afterwards,
the mathematical equations for the most important methods of modelling are developed. Finally,
the proposal for a step-by-step tutorial is included, and it is exemplified by applying it to three
real robots.

Keywords: hyper-redundant robots; kinematic modelling; forward and inverse kinematic; piecewise
constant curvature

MSC: 70B15

1. Introduction, Motivation and Definitions

In the 1960s, works with large robotic kinematic chains that involve a high number of
degrees of freedom, also named hyper-redundant robots, had already started. The increase
in the number of degrees of freedom allowed new configurations and innovative solutions
for tasks. An example of the beginnings of hyper-redundant robotics was the Scripps
Tensor Arm (1968) [1]. However, the increased difficulty in the control algorithms caused
the investigation inside the field to stop in the 1970s. Once again, in the 1980s, Professor
Hirose started developing new techniques and robots [2]. In 1990, the modal approximation
method (based on approximating the robot’s backbone to a mathematically describable
curve) appeared [3].

Between the years 2000 and 2010, the investigation continued, both in the theoretical
approach (for example, some works of Walker: [4–6]) and the applications, which can be
found in the bibliography revisions made by Webster, Jones and Bryan [7]. Currently, the
work that is being conducted in the hyper-redundant robotics field continues with this
tendency. For example, new algorithms are being searched in order to efficiently solve their
kinematics [8–12] while new applications are also being proposed [13,14].

The number of publications for the novel researcher in this field may be overwhelming.
Some concepts might be confusing, due to the wide range of configurations that exist.
There are many mathematical proposals to obtain different models, either spread around
publications or treated without any apparent similarities. It is not difficult to imagine
that some might wonder where to begin when modelling a hyper-redundant robotic arm.
Some efforts are being made to provide a classification of the different kinematic models,
comparing them through some benchmark studies [15] or providing a brief comparison
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between kinematic models for soft robots [16]. However, a framework for novel researchers
is not provided, and they rely on some previous knowledge of how modelling is tackled.

Therefore, this article tries to give an overview of the most relevant and efficient
techniques that currently exist and to provide a certain general framework to approach this
task. It also proposes some criteria to select the most appropriate modelling methodology
and applies them in some real examples.

To do so, a simple classification of hyper-redundant robots is adopted as one of the
main criteria for choosing a certain method. Afterwards, some generalities on cable-driven
hyper-redundant modelling are described. Then, these generalities are analysed on certain
algorithms: Denavit–Hartenberg, the PCC (Piecewise Constant Curvature) method or the
LSK (Linearised Segment Kinematics) equations. Additionally, and for completeness, a
possible algorithm for solving the inverse kinematics is also explained: the Natural-CCD
algorithm. Finally, the proposal of the flow diagram is explained and validated.

1.1. Definitions

In order to establish a kinematic model for “hyper-redundant robots”, it must first be
established what is considered as such. For this tutorial, the criterion proposed by Martin
et al. [8] is accepted, which distinguishes between discreet robots, redundant robots and
hyper-redundant robots. Other authors do not offer a numerical difference between such
cases [17].

To completely define the position and orientation of a rigid body in a vector space
defined in Rm, the number of degrees of freedom required is given by Equation (1).

DOFRm =
m(m + 1)

2
(1)

In particular, for the 2D space R2, m = 2 =⇒ DOF = 3, and for the 3D space R3, in
which most robots work, m = 3 =⇒ DOF = 6.

Taking this into account, a possible classification of robots can be established:

• Nonredundant robot: Any robot whose degrees of freedom are fewer than or equal
to DOFRm , that is, the minimal number of degrees of freedom to completely define the
position and orientation of the robot endpoint.

• Redundant robot: A robot with more than DOFRm degrees of freedom. They are
ensured to be capable of reaching a certain state through different joint configurations
since there are infinite solutions for each state.

• Hyper-redundant robots: A robot with more than twice the minimal degrees of
freedom required to completely define the endpoint state (DOF ≥ 2 · DOFRm ).

This work focuses exclusively on hyper-redundant robots. However, given the excep-
tional breadth of this field, it exclusively refers to cable-driven hyper-redundant robots
(from now on, CDHR). These particular robotic arms are formed by a series of sections
delimited by discs, to some of which several cables are fixated. The modification of the
cables’ length, mostly achieved by motors, are the actuators responsible for the robot’s
movement. Hyper-redundancy is achieved by combining different sections with several
cables attached to them.

1.2. Classification of CDHR

Once the concept of hyper-redundant cable-driven robots can be clearly delimited, it
is desirable to establish a classification of which types can be found inside this set. To do so,
several approaches could be adopted. Nevertheless, due to the final objective of achieving
a step-by-step methodology to obtain a model for the robot, the following classification is
used, which later makes it easier to find the desired equations for each case.

To do so, the concept of backbone should be introduced. The backbone of a CDHR
is the internal support that joins the different discs together and that holds the weight of
the robot itself. Using this new definition, three big sets of robots are suggested: discreet
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hyper-redundant robots, constant curvature continuous robots and other continuous robots.
The features that distinguish each group are:

1. Discreet Hyper-Redundant Robots: The classical set of hyper-redundant robots and
the most used in the origins of this field. Its main characteristic is that discreet robots
are composed of a succession of rigid sections, joined together by, normally, one or
two degree-of-freedom joints. The rigidity of the sections makes it possible to use
traditional robotics techniques to obtain their kinematic model. MACH-I [14] (see
Figure 1a) or Series II, X125 System from OC Robotics [18] are two examples of discreet
hyper-redundant robots.

(a)

(b)
(c)

Figure 1. Three examples of CDHR exemplifying each category. (a) MACH-I: a discrete CDHR.
(b) Pilory: a constant curvature CDHR. (c) Ruan: a soft CDHR.

2. Constant Curvature Continuous Robots: in this group, we include any robot whose
sections’ backbone can be mathematically modelled as a constant curvature segment.
Therefore, actual continuous robots (soft robots, for example) might be included in
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this group, but also robots with discreet joints and deformable sections that form
a curve. They are mathematically more challenging, but due to the assumption of
constant curvature, their equations can be analytically obtained. Examples of this
group of robots are the Elephant Trunk by Hannan and Walker [19] or Pylori-I (see
Figure 1b), a pivotal discs CDHR [20].

3. Other Continuous Robots: In some cases, due to an excess of forces either in the
backbone of the robot (excessive distributed weight) or in the endpoint, the constant
curvature hypothesis cannot be applied. These cases are more difficult to manage,
and they often imply using numerical methods to solve the constitutive equations
of the robot. However, since this is a dynamic condition, they are morphologically
equivalent to constant curvature robots (either with joints and deformable sections or
soft robots). Most soft robots (such as Ruan [21], see Figure 1c, or Kyma [22]), specially
those made by polymeric materials, need this kind of kinematic model.

2. Kinematic Modelling Stages for CDHR

In order to have an adequate base for CDHR robots’ kinematic modelling, several gen-
eral aspects must be taken into account. Robot kinematics are affected by the characteristics
they have. Once the previous classification is clear, general knowledge of the different steps
for kinematic modelling is given so as to ease the introduction to the topic for newcomers.

2.1. Definitions and Nomenclature for the Kinematic Problem

The final objective of kinematic modelling is establishing the mathematical relationship
between the state of the global robot’s structure at time t with the cable lengths at the same
time instant. In the end, the degrees of freedom that can be managed are the lengths of
these cables, and through them, the robot is positioned.

Some basic definitions are needed for developing the mathematical equations for
hyper-redundant robots:

• The definition of the whole robot’s structure (the position of each of its points in space)
is named the robot configuration.

• The discs (or equivalent physical structures) of the robot to which the cables are fixed
are called active discs.

• The discs with no cables attached but that are crossed by them are called passive discs.
• Except as otherwise specified, the section of the robot is considered as the portion of

the robot between two consecutive active discs.
• The determination of the position of each one of the infinite points of a certain section

is named the section’s state. It can be represented in different ways depending on the
type of robot or the chosen model (a vector, a matrix, etc.).

• The endpoint of a section is the theoretical point that represents the ending of a
certain section of the robot. Although it could be arbitrarily defined, in this work the
usual convention of the geometric centre of the ending disc is chosen. The endpoint

of the robot would then be the last section’s endpoint.

Using these basic concepts, the kinematic problem can be mathematically presented as
a transformation between reference systems. One global reference frame can be defined at
the centre of the robot’s first disc, with its z axis perpendicular to it and pointing towards
the next disc. Afterwards, a reference frame can be defined for each active disc, as well
as for the endpoint of the robot. As sections are delimited by active discs, these reference
frames represent the beginning and the end of a certain section.

The transformation between these reference frames is the essential tool to solve the
kinematics: the simplifying hypotheses of many models, by approximating the robot to a
defined shape, enables representing the state of the whole section through the information
of its endpoint relative to its origin.

In addition to these concepts and definitions, a general naming convention is presented
here, which is maintained throughout the whole article:
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• The total number of sections of the robot is named n.
• The index k is used when referring to any particular section.
• The total number of cables or tendons the robot uses is named f .
• The endpoint of the robot is indicated with a subindex e.

2.2. Direct Kinematics

Direct kinematics in CDHR robots tries to find the relationship between the existing
degrees of freedom (cables’ length) with the complete robot state at each moment. Let
�x1, �x2, . . . , �xn be the states of each of the sections for a CDHR, represented as vectors
of parameters. Due to hyper-redundancy, finding a direct solution in one step (from
l1, l2, . . . , ln to �x1, �x2, . . . , �xn) is a very complex task. Often, either simplification hypotheses
must be assumed or numerical methods are applied [8]. Therefore, in most cases, the
simplification hypotheses allow dividing the model into several steps.

These simplifications usually make it possible to represent the state of the section with
a finite set of intermediate parameters. For example, sometimes the pose (position and
orientation) of the endpoint of a section is enough, considering a certain hypothesis, to
represent the position of all its infinite points. The intermediate parameters can finally
be inserted into a Homogeneous Transformation Matrix (HTM) between the origin of the
section and its endpoint to have the mathematical representation of such section’s state.
The set of all the HTMs for each section then represents the robot configuration. Therefore,
this is the system used throughout the paper (unless specifically stated otherwise), i Aj
being the HTM for section j referenced to section i.

For this article, the schematic found in Figure 2 is used as a basis to classify the different
direct-kinematic models. As stated, the last step of this theoretical framework is based on
multiplying Homogeneous Transformation Matrices (HTMs) to obtain each section’s state
referenced to the global frame. The other two steps are conditioned by the simplification
hypothesis applied to the robot.

Figure 2. Summary of the different steps for direct kinematics.

Usually, the first step is completely dependent on the robot being modelled (and as
such, it relies on the engineer’s skills to obtain a mathematical relationship). The second step
is frequently standard, and equations are already available in the bibliography. Throughout
this paper, it is explained how each one of the mathematical hypothesis are fitted into this
view of hyper-redundant kinematics.

2.3. Inverse Kinematics

The inverse kinematic problem consists in obtaining the necessary cable lengths
required to achieve a certain robot configuration. As far as this article is concerned, inverse
kinematics also involve determining a possible configuration for the robot when only the
endpoint’s position, given certain spatial coordinates, is known. Inverse kinematics are
inherently complex in robots with a high number of serial degrees of freedom: the state or
configuration of each joint (that is, the angle rotated by each DOF about a certain origin)
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affects the configuration of all subsequent joints. Due to the nature of hyper-redundant
robots, which have many degrees of freedom, inverse kinematics is a challenge [7].

The first question that might be asked is which spatial coordinates should be used
for the inverse kinematics. Representing the pose (position and orientation) of a rigid
solid in space requires six degrees of freedom. However, most models presented here use
certain hypotheses that reduce the number of degrees of freedom per section. Moreover, the
most common robotic morphologies currently studied used, at most, three or four cables
per section.

In this work, we use a three degrees of freedom standard as the input of the inverse
kinematics. Many morphologies use three independent cables, and those who use four
cables usually involve redundancies between them, effectively reducing this number. For
simplicity, the three Cartesian coordinates are used (

[
x y z

]t), but orientation parameters
could also be considered. Geometric relationships could then be applied to transform the
equations between these two cases. In robots with fewer degrees of freedom per section,
further restrictions have to be applied, as addressed in Section 7.

To obtain the inverse kinematic equations, an equivalent process to that of the direct
kinematics is followed. The global problem is divided into various steps, which are
particularised depending on the chosen simplifying hypothesis (See Figure 3). Once again,
this diagram is used as the main guideline throughout the article for inverse kinematics.

Figure 3. Summary of the different steps for inverse kinematics.

The first step, the optimisation algorithm, is completely independent of the other tasks.
It has been thoroughly studied in many papers, using many different techniques ([23–25]).
The objective is to obtain a series of orientations and positions for each robot section that
allows the robot to reach the endpoint goal.

In general, this step uses algorithms that work independently of the robot’s configura-
tion definition (how the generalised coordinates are defined), since they model sections
as reference systems and do not need specific information. Since the problem has infinite
solutions, these algorithms typically try to optimise a certain value iteratively to obtain one
solution. One example of such algorithms is the CCD algorithm or its improved version,
the Natural-CCD [26], which is described further on. If the robot configuration is already
given for a certain problem, this first step can be omitted.

The further steps depend on the chosen model for each particular robot. They are
detailed for each hypothesis but include a transformation from the section’s state (usually
the endpoint’s pose is enough, as stated in Section 2.1), to certain intermediate parameters.
By using them, the cable lengths are found.

3. Discreet Hypothesis: Denavit–Hartenberg Method

3.1. Applying the Hypothesis

The first simplification hypothesis that is introduced is the discreet hypothesis. It is
based on modelling the robot as a succession of perfectly distinguished 1 DOF or 2 DOF
joints. It is the simplest of models, but it can be applied to many hyper-redundant robots.
In particular, whenever the discreet hypothesis is acceptable, the Denavit–Hartenberg
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method is a very useful tool to obtain the equations: it is a systematic and well-known
technique [27].

The method, which is briefly explained below, directly affects the second step for direct
kinematics (see Figure 4). It fixes each of the joints’ DOF as the section parameters, and it
gives a relationship from state parameters to HTMs. Only the first step is left unspecified:
as stated in Section 2.2, it is highly dependent on the specific geometry of the robot, and
cannot be presented in a completely general method.

Figure 4. Direct kinematics for the discreet hypothesis.

Inverse kinematics are also affected by the discreet hypothesis, and the Denavit–Hartenberg
method can also be used to obtain a procedure for inverse kinematics (see Figure 5). In this
case, the relationship from states to parameters has to be obtained for the particular robot.
However, once the parameters are available, the HTMs can be obtained for each section
using the Denavit–Hartenberg method. Applying successive transformations to the cables’
endpoints in each section gives their position in space, which can be used to deduce their
lengths. This procedure is applied to an example in Section 8.1.

Figure 5. Inverse Kinematics for the discreet hypothesis.

3.2. Method Explanation

The Denavit–Hartenberg algorithm was proposed by Denavit and Hartenberg in the
20th century and used matrix linear algebra to obtain a kinematic model for a joint chain [27].
It is based on selecting a series of reference systems that have a simple relationship between
them, reducing the six DOF of a 3-D space into four basic transformations. Using this
method, a direct kinematic model can easily be found for a discreet succession of joints.

The key to applying this method is defining several reference systems: one for the
robot’s base and one for each of the links between joints. Then, the transformation between
successive reference systems is obtained by the combination of four movements: rotation
of θ around the z axis, translation of d along the z axis, translation of a along the x axis and
rotation of α around the x axis. The variable affected by the joint would be θ in the case of a
rotation joint or d for a translation joint, the other three parameters being dependent on the
robot’s geometry.

This algorithm is very popular in industrial robots, as serial configurations are very
frequent in this field. The application to discreet hyper-redundant robots is direct since
they are usually built as several serial one or two DOF joints. The method is independent
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of the final number of joints, and thus can be considered a general methodology for such
discreet robots.

For the two DOF joints, it is common to divide it into two Denavit–Hartenberg
reference systems but with the same origin (only the orientation would change). For each
one DOF joint, a transformation matrix would then be obtained:

k−1Ak = Rotz(θk)T(0, 0, dk)T(ak, 0, 0)Rotx(αk)

=

⎡⎢⎢⎣
cos θk − cos αk sin θk sin (αk) sin θk ak cos θk
sin θk cos αk cos θk − sin αk cos θk ak sin θk

0 sin αk cos αk dk
0 0 0 1

⎤⎥⎥⎦ (2)

Afterwards, by multiplying the matrices for each joint one after the other, the various
endpoints would be achieved. This is very useful since it allows to combine these matrices
in different ways, so that positions or velocities might be directly transformed from an
arbitrary joint to another one, only multiplying by the desired transformations.

Since the Denavit–Hartenberg method is extensively described in the academic world
(for example, in Ref. [28] or in Ref. [7]), the method is not thoroughly explained here.
However, a simple example is shown, and it could be easily extended for discreet hyper-
redundant robots. A robot with two joints, each of them with two DOF, would be then
modelled as seen in Figures 6a,b.

(a)

θ d a α
q1 0 0 −π/2
q2 0 l π/2
q3 0 0 −π/2
q4 0 l/2 0

(b)
Figure 6. Example of Denavit–Hartenberg application for a two 2-DOF joint robot. (a) Schematic
figure for the application of the Denavit–Hartenberg algorithm to a simple kinematic joint chain.
(b) Denavit–Hartenberg parameters for such robot.

With these parameters, the different equations for the reference systems would be
obtained as:

BA0 = T(0, 0, l/2)Roty(−π/2)

0A1 = Rotz(q1)T(0, 0, 0)T(0, 0, 0)Rotx(−π/2)
1A2 = Rotz(q2)T(0, 0, l)T(0, 0, 0)Rotx(π/2)

2A3 = Rotz(q3)T(0, 0, 0)T(0, 0, 0)Rotx(−π/2)
3A4 = Rotz(q4)T(0, 0, l)T(0, 0, 0)Rotx(0)

BA4 =B A0 ·0 A1 ·1 A2 ·2 A3 ·3 A4 (3)

As stated before, this method is perfectly valid when joints can be easily distinguished,
therefore classifying the robot as a discreet hyper-redundant robot. However, continuous
robots such as Ruan [22] need further mathematical mechanisms to model their state.

4. PCC Hypothesis—Piecewise Constant Curvature

Piecewise Constant Curvature (PCC) kinematics is based on the assumption that
the robot can be divided into a finite number of constant curvature arcs [7]. This is
a desirable hypothesis in continuous hyper-redundant robots and can be successfully
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applied to many of them. Generally, the conditions for accepting such a hypothesis are,
firstly, negligible effects of the gravity force and secondly, assuming the sections to which
cables are attached are fixed to the backbone, allowing the robot to bend and producing a
negligible friction [29].

Each of the robot’s constant curvature arcs is called the robot’s sections (as opposed
to slices, which refer to the area defined by the slice of the robot at a certain point of
the backbone). These sections usually correspond to the extent of the robot between two
active slices.

4.1. Direct Kinematics

In Figure 7, the application of the PCC hypothesis to the theoretical framework pre-
viously established for direct kinematics is presented. The first determination that can
be made is the parameters for the hypothesis. When accepting the constant curvature
hypothesis, each of the robot’s sections can be modelled through three values: curvature κ,
azimuthal angle φ and the arc length l.

Having determined the section parameters, the two transformations that are left are a
robot-dependent transformation (from cable lengths to section parameters), highly depen-
dent on the morphology, and some robot-independent equations (from state parameters to
HTM) that are valid for any robot. Both are examined in more detail.

Figure 7. Direct kinematics for PCC.

4.1.1. Independent Transformation—Geometric Method

In this section, the second transformation is obtained: the mathematical equations for
the kinematic model of a single section k are found by using geometrical relationships [7,30],
even though alternative methods could be used to reach the same mathematical result (as
seen in the next section). For clarity, given these formulae refer to a single section, the
subindex k is omitted in the equations.

A 3-D arc can be defined in space, with the origin O of the reference system located
in the centre of its inferior base (see Figure 8). The z axis is defined as orthogonal to such
section, tangent to the curve of the arc. It would be desirable that the x axis is pointed to the
centre of the arc, as in the Srotate reference frame in Figure 8, but this is not always possible
in all instances. Therefore, to not lose generality, the x axis can be arbitrarily defined, as
long as it is orthogonal to the z axis. The y axis is then obtained by the cross product,
maintaining the requirements of orthogonality.

67



Mathematics 2022, 10, 2891

Figure 8. Schematic drawing for direct kinematics calculations—PCC.

The arch itself uses geometric parameters: its length l, the curvature κ (which is easily
transformed into the angle θ) and the orientation of the plane that contains the arch defined
by the angle φ. The problem consists of obtaining the relationships between curvature
parameters κ, φ and l and the endpoint of the arc xe, ye and ze.

This objective may be achieved by combining two movements (see Equation (4)):
firstly, a rotation of φ degrees around the Z axis can be applied, therefore obtaining the
desired Srotate reference frame. Afterwards, the second transformation includes both a
translation and a rotation alongside the arch. The translation sets the endpoint in the final
point of the section, while the rotation leaves the Z axis tangent to the section and the X
axis pointing to the centre of rotation.

k−1 Ak = Trotate(φ) · T2d_arch(φ, κ, l) (4)

Obtaining Trotate(φ) is simple, since it is a rotation matrix around the z axis of
φk degrees:

Trotate =

⎡⎢⎢⎣
cos φ − sin φ 0 0
sin φ cos φ 0 0

0 0 1 0
0 0 0 1

⎤⎥⎥⎦ (5)

As far as the plane arch representation is concerned, a homogeneous transformation
between two reference frames can be used. Following the arch means translating the origin
of the transformed reference frame to its endpoint, while also rotating the axis so that z is
kept parallel to the arch’s tangent and x points to its centre. In order to represent the whole
arch, and not only its endpoint, a new variable s is defined: s ∈ [0, l].

68



Mathematics 2022, 10, 2891

The arch contained in the plane has a radius that can be obtained from its curvature
(r = 1

κ ), and the total angle it rotates around the positive axis y (see θ in Figure 9) would be
defined as in Equation (6).

θ = κs (6)

Using these two parameters, and seeing the geometry in Figure 9, the total translation
could then be geometrically obtained:

Figure 9. Deduction of translation movement for the endpoint.

t =
[
r(1− cos θ) 0 r sin θ

]
=
[ 1−cos κs

κ 0 sin κs
κ

]
(7)

Combining both the translation and the rotation in the same homogeneous transfor-
mation matrix:

T2d_arch =

⎡⎢⎢⎣
cos κs 0 sin κs 1−cos κs

κ
0 1 0 0

− sin κs 0 cos κs sin κs
κ

0 0 0 1

⎤⎥⎥⎦ (8)

The resulting kinematic equations are then given by multiplying matrices resulting
from Equations (7) and (8), giving a general matrix k−1 Ak, that can be particularised at l:

k−1 Ak(l) =

⎡⎢⎢⎢⎣
cos φ cos κl − sin φ cos φk sin κl cos φ(1−cos κl)

κ

sin φ cos κl cos φ sin φ sin κl sin φ(1−cos κl)
κ

− sin κl 0 cos κl sin κl
κ

0 0 0 1

⎤⎥⎥⎥⎦ (9)

4.1.2. Alternatives to Geometric Method

When assuming the PCC hypothesis, it is possible to apply the Denavit–Hartenberg
method in order to obtain the equations, even though there are no discreet joints in the
kinematic chain [7]. A recent example from the National University of Singapore has
successfully used the Denavit–Hartenberg algorithm to estimate a flexible and continuous
robot’s kinematic model actuated by cables [9]. In this work, MATLAB was used to
calculate the mathematical equations through this method, demonstrating its efficiency
and simplicity.
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To do so, it is necessary to define a series of virtual joints that, altogether, allow to
express the same mathematical model as the geometric method. Using these fictitious joints,
it is possible to find a group of transformations following the rules of Denavit–Hartenberg
which, through a finite number of parameters, represent the robotic section. As an example,
several alternatives can be studied [5,7].

In order to show some continuity, and since this parameter definition allows the
obtention of the same transformation as Equation (9), this section presents the Walker and
Hannan proposal [31], modified by Webster [7] to match the previously stated reference
systems. In it, five virtual joints are defined per section, which in Figure 10 are represented
as different reference systems:

1. The first transformation is used to transform the problem in a two-dimensional curve,
using the rotation φ.

2. The second transformation represents a rotation of θ2 = 1
2 κs degrees, which is used to

obtain a reference system pointing to the section’s endpoint.
3. The third transformation introduces the translation from the origin to the endpoint of

the section curve d3 = 2
κ sin κs

2 .
4. The fourth transformation rotates again θ4 = 1

2 κs degrees to return the tangency to
the curve in the endpoint.

5. Finally, the fifth transformation undoes the first transformation, returning to a three-
dimensional problem.

Having defined these transformations, the Denavit–Hartenberg table can easily be
filled, as seen in Figure 10f. Afterwards, the mathematical equations (the full transformation
matrix) can be obtained by applying these parameters to the same method explained
in Section 3.

In addition to this method, several additional algorithms can be used to obtain the
same result: using differential geometry [19], Frenet’s curvature [7], the integral method [3],
etc. In each of these methods, an equivalent matrix transformation would be obtained, as
Webster’s article presents [7], which is why they can also be considered as PCC methods.
Afterwards, the same relationship between cables and section curvature parameters as
previously obtained must be added, in order to obtain a complete kinematic model.

This perfect equivalency between methods when obtaining the equations implies that
choosing the deduction method is indifferent. The mathematical equations that conform
the kinematic model are all valid, and the only difference when studying all these processes
may be the reference systems. Therefore, it is possible to choose the most intuitive method
for the designer.

(a) (b)

Figure 10. Cont.
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(c)

(d)

(e)

Transf. θ d a α
T1 φ 0 0 −π/2
T2 κs/2 0 0 π/2
T3 0 2/κ sin κs/2 0 −π/2
T4 κs/2 0 0 π/2
T5 −φ 0 0 0

(f)
Figure 10. Application of Denavit–Hartenberg’s method to a robotic section of constant curvature.
(a) T1. (b) T2. (c) T3. (d) T4. (e) T5. (f) Section’s parameter for Denavit–Hartenberg’s method.

4.1.3. Dependent Transformation

The other required transformation is the one dependent on the robot’s geometry, that is,
the transformation from the cables’ length to the curvature parameters, which is particular
for each robot. This means that a completely general method for any hyper-redundant
continuous robot cannot be given. However, for some of the most frequent cases, such as
three or four cables per section robots (a higher number would not allow additional DOF)
symmetrically distributed around the section; the equations have already been thoroughly
studied and obtained in various articles. For example, the three-cable section placed
equidistant to the backbone (forming an equilateral triangle) can be obtained following [5].
In ref. [7], this is explained for three and four cables with a similar mathematical process.

In this section, this last procedure is explained. Let us suppose a robot in which every
section has three active cables, homogeneously and equidistantly distributed around the
section’s centre, with a radius d (see Figure 11a). In that same robot’s section, several
passive discs are used to guide the cables alongside the backbone (which follows the
constant curvature hypothesis; therefore, the PCC model provides the position of each
of the discs’ centres). These cables are modelled with the hypothesis that they join these
passive discs with a straight line (see Figure 11b).
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(a)

(b)

(c)
Figure 11. Auxiliary figures for the cables’ kinematic relationships. (a) Three-dimensional image
of the proposed robot. (d) Geometric hypothesis to obtain the kinematic equations for the cables.
(c) Bird’s-eye view of the robot’s section, including the curvature plane projection.

In Figure 11c, the projection in the plane of one of the section’s discs can be observed.
In it, the curvature plane (which contains the circumference sector the backbone draws in
space) can be seen, as well as the parallel plane that contains the curve that cable 1 follows
(both in orange). If the three cables (grey) are equidistant to the section centre with a radius
d, and homogeneously distributed, each of the cables i can be positioned by the angle φi. It
can be easily deduced from the figure that:

ri = r− d cos φi (10)

The demonstration that these relationships are valid independently of the number of
cables is simple, as long as the robot is compliant with the hypothesis of equidistant and
homogeneous distribution.

Turning back to Figure 11b, the expressions for the hypothetical length of the section’s
backbone (lc) as well as the length of each of the cables li can be derived; p being the number
of passive discs in a section:

lc = 2 · p · r sin(θ/2p) (11)

li = 2 · p · ri sin(θ/2p) (12)
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Multiplying Equation (10) by 2p sin(θ/2p), substituting in Equations (11) and (12),
and solving it, the following expression is obtained:

lc = li + d2p · sin(θ/2p) · cos(φi) (13)

From this last expression, an important property can be deduced. Since cables are
homogeneously distributed around the circumference, the total sum of angles φi is zero.
Using trigonometric relations, if Equation (13) is added for each of the cables, then the
total length of the backbone could be calculated as the arithmetic average of the real cables’
lengths (independently of the number of cables that section has fk).

lc =
fk

∑
i=1

li
fk

(14)

Going back to the three-cable example, applying Equation (13) to two cables and given
that they must give the same lc, then Equation (15) is obtained.

d2p sin(θ/2p) = (l2 − l1)/(cos φ1 − cos φ2) (15)

This same step can be applied to cables two and three. Afterwards, joining together
both expressions:

φ = tan−1

(√
3(l2 + l3 − 2l1)

3(l2 − l3)

)
(16)

Finally, the curvature parameters are obtained through Equations (11) and (12) by which:

sin(θ/2p) = lc/2pr = li/2pri (17)

Then, for each cable i:

ri =
li

κlc
(18)

If Equation (10) is applied, then:

κ =
(lc − li)

lcd cos(φi)
(19)

Given the reference that has previously been defined:

κ =
l2 + l3 − 2l1

(l1 + l2 + l3)d sin(φ)
(20)

An expression that calculates κ using the problem’s data can be deduced if substituting
φ with Equation (16) and the trigonometric expression sin(tan−1(y/x)) = y/

√
x2 + y2

is applied:

κ =
2
√

l12 + l22 + l32 − l1l2 − l1l3 − l2l3
d(l1 + l2 + l3)

(21)

To obtain the actual length of the curve (only the cable length has been calculated),
applying the geometric definitions to Equation (11):

l =
2p
κ

sin−1
(

lcκ

2p

)
(22)
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Finally, applying Equations (21) and (14):

l =
pd(l1 + l2 + l3)

2
√

l2
1 + l2

2 + l2
3 − l1l2 − l1l3 − l2l3

sin−1

⎛⎝
√

l2
1 + l2

2 + l2
3 − l1l2 − l1l3 − l2l3

3pd

⎞⎠ (23)

Combining the two steps (cables→ curvature parameters and curvature parameters
→ robot state), a direct kinematic model is completely defined for a hyper-redundant
continuous robot with PCC hypothesis. If the expression for a multisection robot is desired,
then the different transformations for the series of sections should be combined. Never-
theless, it must be taken into account that some corrections may be needed in these cases,
since some sections may affect the others. Iterative algorithms [32] or optimisation may be
used to improve the model [33].

4.2. Inverse Kinematics

In this section, a possible approach to inverse kinematics is explained. The method-
ology assumes that the state for each section is already fixed (that is, the optimisation
algorithm has already been applied). The objective when applying these equations is,
therefore, once the sections have been positioned in space for a certain configuration, to
obtain the geometric parameters and translate them to cable lengths that each section
requires.

Mathematically this is translated as obtaining l1, l2, . . . , l f when introducing
[
x y z

]t
into the equations. The reason for using the Cartesian coordinates was discussed in
Section 2.3: the PCC hypothesis describes the configuration of a section using three curva-
ture parameters. Therefore, there are three degrees of freedom with which both the position
and the orientation are perfectly defined. Choosing the Cartesian coordinates is an arbitrary
decision, but the orientation could also be used (and the geometric transformations could
be found analytically).

As in previous models, once the section state has been defined, two transformations are
needed (see Figure 12). One of them is the geometric definition of the curvature parameters
to extract them from the sections’ states. Afterwards, a robot-dependent transformation
is needed, equivalent to that in direct kinematics. The relationship between curvature
parameters and cable lengths is not general for all cases and must be examined individually.

Figure 12. Inverse kinematics for PCC.

Firstly, and given the assumption of the constant curvature hypothesis, it is necessary
to obtain the curvature parameters given a certain endpoint

[
x y z

]t for each robot
section. Orientation is fixed when three parameters are given, as curvature parameters
imply the robot only has three degrees of freedom per section. To do so, the method in [30] is
followed. Beginning with the azimuthal angle φ, it can be obtained by a simple relationship:

φ = tan−1
( y

x

)
(24)
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Curvature is then obtained by analysing the robot’s arch in the vertical plane that
contains it and searching for its radius (because κ = 1/r). In this case, the endpoint of the
section can be found in coordinates x′ =

√
x2 + y2, z′ = z. Then, the radius can be equalled

to the distance from the centre of the arch to its endpoint.

(
√

x2 + y2 − r)2 + z2 = r2

Finding r and inverting:

κ =
2
√

x2 + y2

x2 + y2 + z2 (25)

Finally, to obtain the value of the arch’s length l, the θ angle must be used. Analysing
again the arch contained in a plane, the following values can be extracted:

θ =

{
cos−1(1− κ

√
x2 + y2), z > 0

2π − cos−1(1− κ
√

x2 + y2), z ≤ 0
(26)

Lastly, the transformation to obtain l is purely geometrical: l = rθ = θ/κ.
When obtaining an inverse kinematic model, it is essential to pay attention to the

possible singularities such a model might have, which may cause further problems when
trying to apply the equations. In this case, singularities for both κ and φ appear when the
endpoint is located in the vertical axis [30]:

• φ: Vertical axis z corresponds to the set of points in which x = 0 and y = 0, so that in
those cases when the robot’s endpoint is in the z axis, any value of φ can be set.

• κ: In this case, two possibilities must be taken into account. Whenever z �= 0, then
κ = 0 and l = z can be used, as long as the robot’s length can be varied and z has
a positive value (other cases should be studied individually). On the other hand, if
z = 0, then the robot’s endpoint should be located precisely in the origin, thus forming
a perfect circle. There could be many mathematical solutions to do so, choosing, as an
example, κ = 0, φ = 0 and θ = 2π. It should be noted, though, that this situation is, in
most cases, mechanically impossible to reach.

After obtaining the curvature parameters of a section, the following step would be to
obtain the cables’ length that are required to achieve such configuration. As said before,
it is a robot-dependant transformation, so the following equations must not be taken as
true for every robot. However, in order to complete the kinematic model, the three-cable
robot is studied. To do so, it is enough to combine Equations (12) and (13), presented in
Section 4.1, which defined the cables’ length. Doing so, it is obtained that:

li = 2 · p · ri sin(θ/2p) (27)

In the bibliography, other approaches to obtain this equation can be found through a
different geometric deduction, which can afterwards be transformed into this expression
through the definition of ri [5]:

li = 2 · p · sin
(

θ

2p

)
·
(

1
κ
− d sin(φ + φi)

)
(28)

Another aspect that should be taken into account when working with the inverse
kinematic model is relative to multisection robots. The extension of these equations of the
cables’ length can be made with those relationships, as long as the strict order of the sections
is followed when calculating the cables’ lengths. This is due to the fact that, whenever a
cable crosses a certain section, its length through it should also be obtained (as a passive
cable) with such sections’ curvature parameters.

This is justified when looking at Figure 13. In it, a two-section robot is modelled.
The second section S2 has a slightly reduced radius, while its cables have been rotated
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about those in section S1 to allow their simultaneity. Clearly, if the second section is to be
positioned, in order to establish the cables’ length, both the segment of cable that is active
in section S2 and the passive segment that goes through S1 should be taken into account.

Figure 13. Cables’ length for multisection robots.

As an example, for the robot in Figure 13, with lik being the length of cable i for
section k:

li1 = 2 · p1 · sin
(

θ1

2p1

)
·
(

1
κ1
− d1 sin(φ + φi)

)
(29)

li′2 = 2 · p1 · sin
(

θ1

2p1

)
·
(

1
κ1
− d1 sin(φ + φi′)

)
+ 2 · p2 · sin

(
θ2

2p2

)
·
(

1
κ2
− d2 sin(φ + φi′)

)
(30)

In particular, the previous formulae should be applied thrice. Once to calculate the S1
cables’ length, directly as it was explained above (as a single-section robot). Then, and still
using curvature parameters for S1 but changing d and φi, they should be applied again to
the S2 cables. Finally, to that length, the values obtained by applying the formulae to an
“isolated” S2 must be added.

Generalising for n sections, it can be easily verified that, in the first section of the robot,
the formulae must be applied for each of the cables that manage the whole n sections. In
the second section, they must be applied again to all but one section. Extrapolating this to
all sections and assuming fk cables per section, the total number of operations that must be
computed for n sections is:

fk(n + (n− 1) + · · ·+ 2 + 1) = fk

n

∑
j=1

j = fk
n(n + 1)

2

It should be noted, though, that even if these equations have been obtained geometri-
cally (and therefore should be applicable to any robot that follows the constant curvature
hypothesis) they cannot be directly applied to all robots. Currently, much work is being put
into variable-length robots, that is, that can grow larger or become smaller depending on
the task being done. Other robots, such as soft continuous robots, can retract to diminish
their length. In these cases, it may be possible to work with the inverse kinematics hereby
presented but with some adjustments being made.

On the other hand, most current continuous robots have a rigid backbone, which
implies that the length between sections must be practically constant. In these cases, it
must be taken into account that the state space is not completely controllable. One of its
degrees of freedom (the length between sections) is already fixed, and therefore the 3-D
space is not completely reachable. As a result, these restrictions must be included in the
kinematic equations for similar reasons to those explained in Section 2.2.

Finally, another effect should be considered. The coupling of sections may affect
changes in shape in sections next to the base when trying to modify further segments of the
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robot. Although they may sometimes be neglected, a tangle/untangle algorithm designed
by Jones and Walker may be used to improve accuracy [32].

4.3. Differential Kinematics

The differential model is the one that relates the velocities of the global reference
system with those for each of the actionable degrees of freedom. That is, it would relate the
change rate of the cables’ lengths to the velocities of the robot’s joints. It is an alternative to
the direct kinematic model, as its integration would also give the position and orientation
of the robot.

The obtention of a differential kinematic model can be achieved in two different
ways. The first option could be deriving the direct kinematic model equations. However,
it is frequently not desirable to use this method, as derivation is not computationally
efficient. This could be solved with a similar method as the ones already explained, which
separates the independent kinematics and those equations that explicitly depend on the
robot being used.

Therefore, the most common solution is to derive separately the two transformations
already described in Figure 7. This would lead to a specific expression of the relationship
between the curvature’s parameters rate change and the section’s curvature parameter
velocities, and another one between the curvature and the joints’ speeds.

There are several ways of obtaining the first Jacobian matrix. Some works, such as [31],
do so by using the direct transformation matrices of the Denavit–Hartenberg method.
The main problem with using traditional calculations (see [34]) for differential real-time
kinematics is the extremely high number of operations they involve, especially when the
reference points of the robot are constantly changing (due to its reconfigurable feature) [35].
The most common alternative approach uses screw theory to obtain a more computationally
efficient representation [36].

However, in a work by Chembrammel and Kesavadas [35], a novel algorithm for cal-
culating the Jacobian of a manipulator is proposed while applying it to a hyper-redundant
robot. It is based on decomposing the Jacobian as the product of two matrices: L and P.
Although it is directly applied to discreet robots, it can easily be adjusted to be useful in
our PCC method. The article demonstrates the algorithm and applies it to a 2-DOF robot.
In this work, the needed adaptation is explained.

In order to use the algorithm, the Kronecker product for matrices must be defined:

A⊗ B =

⎡⎣ a11 . . . a1n
. . . . . . . . .
am1 . . . amn

⎤⎦⊗
⎡⎣ b11 . . . b1n′

. . . . . . . . .
bm′1 . . . bm′n′

⎤⎦ =

⎡⎣ a11B . . . a1nB
. . . . . . . . .

am1B . . . amnB

⎤⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

a11b11 . . . a11b1n′ . . . a1nb11 . . . a1nb1n′
. . . . . . . . . . . . . . . . . . . . .

a11bm′1 . . . a11bm′n′ . . . a1nbm′1 . . . a1nbm′n′
. . . . . . . . . . . . . . . . . . . . .

am1b11 . . . am1b1n′ . . . amnb11 . . . amnb1n′
. . . . . . . . . . . . . . . . . . . . .

am1bm′1 . . . am1bm′n′ . . . amnbm′1 . . . amnbm′n′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(31)

To be more clear, I2 being the identity of dimension 2 × 2 and A another 2 × 2 matrix:

I2 ⊗ A =

⎡⎢⎢⎣
1 · a11 1 · a12 0 · a11 0 · a12
1 · a21 1 · a22 0 · a21 0 · a22
0 · a11 0 · a12 1 · a11 0 · a12
0 · a21 0 · a22 1 · a21 0 · a22

⎤⎥⎥⎦ =

⎡⎢⎢⎣
a11 a12 0 0
a21 a22 0 0
0 0 a11 a12
0 0 a21 a22

⎤⎥⎥⎦ (32)

Having defined the Kronecker product, to begin the algorithm, the transformation ma-
trix from the base to the endpoint of the section is needed. It was calculated in Equation (9).
The three variables that are used to calculate the differential equations are l, φ and κ.
Afterwards, the matrices Li are calculated using:

Li =
∂Tindep(q)

∂qi
(33)
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qi being the generalised coordinates already mentioned. The three matrices are:

Ll =

⎡⎢⎢⎣
−κ cos φ sin κl 0 κ cos φ cos κl cos φ sin κl
−κ sin φ sin κl 0 κ sin φ cos κl sin φ cos κl
−κ cos κl 0 −κ sin κl cos κl

0 0 0 0

⎤⎥⎥⎦ (34)

Lφ =

⎡⎢⎢⎣
− sin φ cos κl − cos φ − sin φ sin κl ((cos κl − 1) sin φ)/κ
cos φ cos κl − sin φ cos φ sin κl −((cos κl − 1) cos φ)/κ

0 0 0 0
0 0 0 0

⎤⎥⎥⎦ (35)

Lκ =

⎡⎢⎢⎣
−l cos φ sin κl 0 l cos φ sin κl (cos φ(cos κl − 1))/κ2 + l cos φ sin κl/κ
−l sin φ sin κl 0 l sin φ sin κl (sin φ(cos κl − 1))/κ2 + l sin φ sin κl/κ
−l cos κl 0 −l sin κl (l cos κl)/κ − sin κl/κ2

0 0 0 0

⎤⎥⎥⎦ (36)

Then, the matrix L is built by joining the three submatrices:

L =
[
Ll Lφ Lκ

]
(37)

In the work by Chembrammel and Kesavadas [35], the algorithm is general for any
point in the reference frame. In this case, the endpoint is used, defined as the origin vector
when transformed by Tindep:

p =
[
0 0 0 1

]T (38)

The algorithm proposed divides the Jacobian into two parts: the linear velocity Jaco-
bian and the angular velocity Jacobian. To start with the linear part, the matrix Plinear is
obtained using the Kronecker product with the identity:

Plin = I3 · p =

⎡⎣0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1

⎤⎦T

(39)

For the angular part, another Pang must be obtained as the inverse of the original
transformation matrix (or Tindep). Finally, each of the Jacobians (both linear and angular)
can be found by multiplying both matrices for each part:

Jlin = LPlin =

⎡⎣cos φ sin κl (sin φ(cos κl − 1))/κ (cos φ(cos κl − 1))/κ2 + l cos φ sin κl/κ
sin φ sin κl −(cos φ(cos κl − 1))/κ (sin φ(cos κl − 1))/κ2 + l sin φ sin κl/κ

cos κl 0 (l cos κl)/κ − sin κl/κ2

⎤⎦ (40)

The angular Jacobian is obtained somewhat differently. For each generalised coordi-
nate qi, the product LiP is calculated. For each coordinate, a different component of the
product LiP is obtained:

Jω =

⎡⎣(L1P)(3,2) (L2P)(3,2) (L3P)(3,2)
(L1P)(1,3) (L2P)(1,3) (L3P)(1,3)
(L1P)(2,1) (L2P)(2,1) (L3P)(2,1)

⎤⎦ =

⎡⎣−κ sin φ 0 −l sin φ
κ cos φ 0 l cos φ

0 1 0

⎤⎦ (41)

With this, the conventional Jacobian could be obtained by combining the two matrices
in one:

J =
[

Jlin
Jω

]
(42)

This represents the differential model for the curvature parameters, that is, the inde-
pendent part of the robot. The work by Chembrammel and Kesavadas [35] also uses further
expressions to calculate the derivative of the Jacobian, allowing for numeric integration
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over time. These expressions are not particularised for the example that was developed
here but can be easily calculated:

L̇ =
∂L
∂qi

(43)

˙Jlin =
n

∑
i=1

∂Jlin
∂qi

q̇i =
n

∑
i=1

∂L
∂qi

Pq̇i (44)

˙Jω =
n

∑
i=1

∂Jω

∂qi
q̇i (45)

∂Jω,i

∂qj
(
[
(LiP)(3,2) (LiP)(1,3) (LiP)(2,1)

]
)T (46)

∂LiP
qj

=

(
∂Li
∂qj

− LiT−1
indepLj

)
T−1

indep (47)

As said, this would be a partial differential model: it would only take into account the
independent part of the robot, and thus it is completely general for any PCC-compliant
robot. However, this method for obtaining Jacobians would also be plausible using the com-
plete equations. The only necessary steps would be substituting the relationships between
cables and curvature parameters (such as Equations (21) and (16)) in the transformation
matrix (Equation (9)). Then, the process would be repeated using l1, l2, . . . , ln as generalised
coordinates. This would return a complete differential model.

5. LSK—Linearised Segment Kinematics

PCC kinematics presents some problems when applied to certain applications. One of
them is the great computational cost it represents when enlarging the number of sections
of a robot, due to the number of operations already seen in the inverse kinematics. This
means that using it for real-time applications in robots might not be enough, so work is
being conducted to find alternative methods that evade these limitations. One example is
Linearised Segment Kinematics, which also eliminates the PCC singularities [37].

As a derived method from the PCC, its general diagram is quite similar (see Figure 14).
The main change the LSK method provides is the linearisation equations for cable lengths.
It is indeed a dependent method on the geometry of the robot. However, the fact that many
of the hyper-redundant robots are quite similar in their functional morphology makes
it easy to find linearised equations for many robots. Only the inverse kinematics figure
is shown, but linearised equations for cable lengths can be applied both to direct and
inverse kinematics.

Figure 14. Inverse kinematics for LSK.

This method is based on linearising the kinematic equations for each cable, simplifying
the equations of each section, and therefore, the robot’s kinematic model. To do so, an
adapted expression of the PCC formulae is used, combining Equations (10) and (13) and
applying trigonometric relationships:
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li = 2 · sin
(

θ

2p

)
·
(

lc p
θ
− rc sin(φ + φi)

)
(48)

To avoid the computational cost of calculating sines, to eliminate the dividing by zero
(θ = 0) singularity, and in order to reduce the number of necessary iterations when the
number of sections increases, linearisation can be applied to this equation.

In the work presented in [37], whether this linearisation is necessary or not is firstly
justified. To do so, it begins by calculating the neutral fibre of the robot, which becomes an
example for further calculations:

l ≥ 2 · sin
(

θ

2p

)
·
(

lc p
θ
− rc sin(φ)

)
Cables are considered to work with tensile stress and do not offer resistance to com-

pression. This way, any point that requires less cable length could be potentially reached,
which forces the apparition of an inequality. Afterwards, the Maclaurin series for θ is
applied (Taylor series when θ = 0), and as a result:

l ≈ l′ ≥ lc − rc
θ

p
(49)

If linearisation were to be applied to the whole range of possible angles of the robot,
it could be verified that linearising for a certain point (such as the origin), in those points
excessively far apart from those points, would present excessive errors in the equations.
However, assuming several segments exist in a single section (passive discs), this total
turning angle is divided among them, therefore reducing the subsequent error, which
becomes acceptable. From this perspective, Barrientos and Dong demonstrate that the
maximum error this development shows is 0.7%.

Linearising the equations for each cable li and applying the Maclaurin series again,
the following relationship appears:

l′i ≥ −p · rc · θ · (cos(φi) · cos(φ) + sin(φi) · sin(φ)) + lc (50)

Since what is actually needed is the increment of cable length with reference to a neutral
position, the constant can be eliminated, thus expressing the equation as a difference of
lengths. Apart from that, it can be observed that the system is left as a product between a
certain scale factor K(θ), a matrix that only depends on the robot geometry A(φi) and the
trigonometric variables that use φ:⎡⎢⎢⎣

Δl1
Δl2
. . .
Δl f

⎤⎥⎥⎦ � K(θ)A(φi)

[
cos(φi)
sin(φi)

]
= −rcθ

⎡⎢⎢⎣
cos(φ1) sin(φ1)
cos(φ2) sin(φ2)

. . . . . .
cos(φnp) sin(φnp)

⎤⎥⎥⎦[cos(φi)
sin(φi)

]
(51)

This would then represent the inverse kinematic model for a single section. To obtain
the direct kinematics, as long as the length increments are coherent, it could be inferred that:

[
cos(φi)
sin(φi)

]
� − 1

rcθ

⎡⎢⎢⎣
cos(φ1) sin(φ1)
cos(φ2) sin(φ2)

. . . . . .
cos(φnp) sin(φnp)

⎤⎥⎥⎦
T⎡⎢⎢⎣

Δl1
Δl2
. . .
Δl f

⎤⎥⎥⎦ (52)

6. Kinetic Robot Modelling Using Elastic Properties

Modelling hyper-redundant robots without the constant curvature hypothesis is
mostly performed by kinetic modelling techniques, using elasticity parameters and taking
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the different strains that apply to the robot system into account [15]. They are more precise
but more complex models, and solving them requires more computational power.

One of the reasons why the PCC hypothesis might not always be accurate enough to
represent a certain robot can be if its specific weight is too high. When it has a continuous
backbone of a certain material, including its dynamic properties in the model might provide
more accuracy to the results of the kinematic model.

In particular, two models are briefly described in this section. The equations are not de-
rived as thoroughly as the previous models, although the cited articles contain the detailed
procedure. The main difference between the two models is the continuity of the backbone
properties: the first model (Pseudorigid Body—PRB) uses lumped parameters [15] (they are
a finite set of parameters) while the second model (Cosserat Rod Theory—CRT) requires an
infinite number of parameters to characterise it.

6.1. Pseudorigid Body

The Pseudorigid Body is a model that allows the calculation of large deflections in
beams through modelling them as combination of rotation joints and springs. In particular,
the most used model for backbones in hyper-redundant robots is the one proposed by Su
in 2009 [38] (see Figure 15). It proposes using four rigid and straight segments (in orange)
joined by three pin joints with three torsion springs (in blue) to model the portion of the
robot between two consecutive discs (in green). It should be noted that, being a kinetic
model, it uses forces instead of lengths as an input parameter (see Figure 16). Moreover, as it
characterises the backbone’s dynamic parameters, it is oriented to robots with a continuous
backbone of a homogeneous material.

Figure 15. PRB conceptual diagram.

Figure 16. Inverse kinematics for PRB.

The PRB proposes using four parameters optimised by Chen in [39]: γ0 = 0.125,
γ1 = 0.35, γ2 = 0.388 and γ3 = 0.136 as the ratio of each of the four segments to the
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total length of the section. Now, if the angle θk,i is the angle of link i in section k, the
transformation matrix in the plane of section k becomes:

Tk,i =

⎡⎢⎢⎣
cos(θk,i) 0 sin(θk,i) γk,i lj sin(θk,i)

0 1 0 0
− sin(θk,i) 0 cos(θk,i) γki

lj cos(θk,i)
0 0 0 1

⎤⎥⎥⎦ (53)

The section is finally modelled as the combination of the rotation to the plane (a
rotation around z, Rz), the successive links and the rotation to undo the first turn. One final
turn is added to represent a possible twist:

k Ak+1 = Rz(φj)Tk,0Tk,1Tk,2Tk,3Rz(−φj)Rz(ε) (54)

Several aspects should be taken into account at this point. When Huang et al. proposed
this model, they only considered one-segment robots without external forces [40]. However,
Rao et al. proposed a modified model which contains these possibilities too, and as such, it
is the one developed [15].

First of all, and using as input the tension τj,i of the cables over disc i, the force of cable

j over the last disk n is calculated, using the vector
−−−−−→
Pj,nPj,n−1 between the origin of the cable

at two consecutive discs:
−→
F j,n = τj,n

−−−−−→
Pj,nPj,n−1

||−−−−−→Pj,nPj,n−1||
(55)

For other disks i, the equation ends up as:

−→
F j,i = τj,i

−−−−−→
Pj,iPj,i−1

||−−−−−→Pj,iPj,i−1||
+ τj,i+1

−−−−−→
Pj,i+1Pj,i

||−−−−−→Pj,i+1Pj,i||
(56)

The total force over a certain disc is then obtained when adding up external forces
(typically on the tip of the robot, therefore accounted in the last disk), n being the last disk,
i a generic disc and f the total number of cables:

−→
F T

n =
f

∑
j=1

−→
F j,n +

−→
F ext (57)

−→
F T

i =
f

∑
j=1

−→
F j,i +

−→
F i+1 i < n (58)

From this, the involved moments are derived. Naming
−−−→
OiOq,i as the vector that joins

the base of the disk i and the theoretical joint q,
−−→
Mi,q as the total moment applied to disk i

by joint q and
−→
Mc

j,i the tension that cable j applies to disk i:

−→
Mn,q =

f

∑
j=1

−−→
Mc

n,j +
−−−−→
OnOq,n ×−→F T

n (59)

−→
Mi,q =

f

∑
j=1

−→
Mc

i,j +
−−−→
OiOq,i ×−→F T

i +
−→
Mi+1,q i < n (60)

The total moment for the section
−→
MT

i is calculated as:

−→
MT

n =
f

∑
j=1

−−→
Mn,j +

−−−−→
On−1On ×−→F T

n (61)
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−→
MT

i =
f

∑
j=1

−→
Mi,j +

−−−−→
Oi−1Oi ×−→F T

i +
−→
MT

i+1 i < n (62)

Taking this vector, the angle φ can be calculated by knowing that the vector −→yi ,

perpendicular to the plane, is colinear with
−→
MT

i −
−→
MT

j · −→zi . Once this angle has been
calculated, only the joints’ angles are missing to have a complete set of equations. To obtain
these angles, the relationship used is:

||
−→
MT

i −
−→
MT

i · −→zi || = KΘq

EI
li

θq (63)

EI being the characterising parameters for the material, l the length of the section
and KΘq certain parameters that were also optimised as: KΘ1 = 3.25, KΘ2 = 2.84 and
KΘ3 = 2.95 [39]. The last equation needed is used to obtain the twist parameter ε:

GJεi = li(i−1Ti
−→
Mi)

−→z B (64)

There is a great complexity to solve these equations. There are five independent
kinematic variables per section (θ1,i, θ2,i, θ3,i, φi and εi) and three independent dynamic
variables per section (MT

x,i, MT
y,i and MT

z−i). There are also eight equations available per
section (three equations in (62) where all the other terms are kinematic-dependent or known,
three equations in (63) for the three joints, one equation for the colinearity condition and one
equation in (64)). However, all sections must be solved at once due to the interdependence
of sections, and it is a highly nonlinear system. Therefore, numerical methods must be
used [41].

6.2. Cosserat Rod Theory

The Cosserat theory for elastic rods (CRT) is one of the most common techniques to
model continuous beams and can be used to establish the backbone. This theory assigns
six degrees of freedom to each point of the robot’s backbone while establishing some
boundary conditions it must meet using kinetic equations [42]. This technique has been
applied to several kinematic problems, each for a different robot configuration [24,43,44].
All these works present slightly different proposals, with the integration information
needed to solve the problem.

In particular, the Cosserat Theory provides the relationship between the forces (or
strains) applied to the robot and the position of the backbone at each of its points. Once
again, taking into account this is a kinetic model, the inputs for the model are the strains
suffered by the robotic arm. In particular, the development used by Jones [43] is presented
below.

Using the definitions seen in Figure 17, the position and orientation of section i are
defined by a position vector −→p (i) and a rotation matrix i−1 Ai. If we define −→v (i) as the
linear velocity of an infinitesimal section from the rigid body, expressed in body coordinates,
and−→u (i) as the infinitesimal rotation of the frame i−1 Ai, then the derivatives take the form:

Figure 17. Section of a rod to explain the CRT.
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−̇→p =i−1 Ai · −→v (65)

˙i−1 Ai =
i−1 Ai ·

⎡⎣ 0 −uz uy
uz 0 −ux
−uy ux 0

⎤⎦ (66)

Now, six more variables are introduced: −→v ∗ and −→u ∗ represent the linear and angular
velocity of the default (nondeformed) state of the rod; −→m (i) and−→n (i) represent the internal
moment and force vectors, respectively;

−→
f is the applied force distribution; and

−→
l is

the distributed moment. Then, applying equilibrium and using −→m (i) and −→n (i) as state
variables: −̇→n = −−→f (67)

−̇→m = −−→p ×−→n −−→l (68)

Finally, we need to introduce the material characterisation:

Kse(i) =

⎡⎣GA(i) 0 0
0 GA(i) 0
0 0 EA(i)

⎤⎦ Kbt(i) =

⎡⎣EIxx(i) 0 0
0 EIyy(i) 0
0 0 EIzz(i)

⎤⎦ (69)

To obtain a complete model, these matrices are introduced by the Constitutive Laws:

−→v = K−1
se

i−1 AT
i
−→n +−→v ∗ (70)

−→u = K−1
bt

i−1 AT
i
−→m +−→u ∗ (71)

Cosserat Theory per se is composed of Equations (65)–(68), (70) and (71). However, the
theory of tendons and cables can also be coupled, taking into account that both the forces
and the moments have an external (

−→
f e,
−→
l e) and a tendon-caused (

−→
f t,
−→
l t) component [44].

For brevity, the whole development is not added here, but tendon forces and moments are
derived in the article from the tension of each cable τj. For the solution, the operator ŵ is
introduced as:

−̂→w =

⎡⎣ 0 −wz wy
wz 0 −wx
−wy wx 0

⎤⎦ (72)

With this tool, and defining −→r j as the vector from the origin of the attached frame to
the tendon’s origin, the equations that relate forces to tendons can be found below (do not
confuse scalar f , the total number of cables with vectorial

−→
f , which are forces):

−→
f t = −

f

∑
j=1

τj

ˆ̇−→p 2
j

||−̇→p j||3
−̈→p j (73)

−→
l t = −

f

∑
j=1

τi(
i−1 Ai

−→r j)

ˆ̇−→p 2
j

||−̇→p j||3
−̈→p j (74)

These equations use the derivatives, which can be expressed in terms of kinematic
variables: −̇→p j =

i−1 Ai(
−̂→u −→r j +

−̇→r j +
−→v ) (75)

−̈→p j =
i−1 Ai(

−̂→u (−̂→u −→r j +
−̇→r j +

−→v ) +
ˆ̇−→u −→r j +

−̂→u −̇→r j +
−̈→r j +

−̇→v ) (76)

This would constitute an implicit set of equations for hyper-redundant robots with
tendons. The article goes on to develop the expression in order to give an explicit state
system. However, the idea of the CRT is clear in this excerpt, including the complexity of
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the model compared with the previous ones and the need to explicitly know the continuous
expressions of forces and moments.

7. Optimization Algorithm—CCD and Natural CCD Algorithms

In previous sections, different models and hypotheses to simplify hyper-redundant
robot modelling were described in detail. They form the basis for choosing the right
equations for every robot. However, as seen in the general stages of kinematic hyper-
redundant modelling, there are two steps that are completely general to all methods. One
of them is the matrix multiplication for combining all the HTMs involved and has no
further difficulty. Apart from that, an optimisation method is required to place each of the
robot’s sections in space, in order to reach a certain endpoint.

So, as to have completeness in the kinematic models, a particular algorithm is proposed
here as a possible solution to the problem. Of course, there are many alternative methods
(numeric methods, neural networks, genetic algorithms or the pseudoinverse Jacobian).
However, the algorithm of Natural CCD aims to obtain a computationally efficient solution,
with high precision, that may be used in a Real-Time System (RTS) [26] and seems to fit in
the proposed methodology (see Figure 18).

Figure 18. Inverse kinematics using CCD.

The CCD algorithm, which means Cyclic Coordinate Descent, is a method that, without
using derivatives, finds a local minimum for a function. It is based on the concept that
when minimising using generalised coordinates one by one on each iteration, the whole
function is minimised in the end [25]. Applying this to inverse kinematics, the function to
minimise is the euclidean distance between the robot’s endpoint and the desired destination
or objective.

Modelling the robot as a kinematic chain of spherical joints, in [26], it is expressed how
to directly apply this CCD algorithm to the inverse kinematics of hyper-redundant robots.
In order to simplify the other steps of the modelling process, it is important to note that how
these spherical joints are positioned in the robot affects the shape of the reachable space. To
understand this, an example with discrete robots is provided. Since most algorithms return
the pose of the spherical joints, it can be intuitively proposed to fix them to each section’s
endpoint (their pose would then already be determined).

Two possible reachable spaces are defined, depending on the position of the joints
relative to the studied section. If the physical joint in a discrete robot is placed in the
endpoint of a section (in the centre of an active disc), a certain workspace is defined.
However, if the robot has a rigid union between joints, which are placed inside a passive
disc, the possible endpoint positions are conditioned by the orientation of the previous
straight segment. (See Figure 19a).
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(a) (b)

Figure 19. Defining virtual sections for inverse kinematic modelling. (a) Differences between work
spaces. (b) Discreet sections for inverse kinematic modelling.

In discreet robots, it is clear that virtual joints should be modelled to represent the
physical reality of the robot. Most hyper-redundant robots have joints placed in the middle
of the section, inside passive discs, and as such, that model is more accurate. In fact,
in Figure 19b, the possible model for a discreet robot can be found. Green rectangles
represent the endpoint of a certain section, and orange circles are the symbols for joints.
As it can be seen, the transition between sections is performed by straight segments and,
as such, the orientation of its endpoint depends directly on the previous joint. Calling the
joints’ positions

[
xk yk zk

]t and
[
xek yek zek

]t the endpoints, Equation (77) represents
this transformation. ⎡⎣xek

yek
zek

⎤⎦ =

⎡⎢⎣
xk+1−xk

2
yk+1−yk

2
zk+1−zk

2

⎤⎥⎦ (77)

On the other hand, continuous robots are modelled equivalently, with joints and
straight lines, but the definition of these virtual elements is not straightforward. In fact, any
of the two models seen in Figure 19a may be applied, as they are exchangeable through
an additional degree of freedom (sections’ length) and the definition of another constraint.
A common approach used in continuous robots is extending the concepts from discreet
robots to continuous configurations, thus using the same definitions (virtual joints in the
middle of the section in order to position the endpoint). However, this could be particular
for each case, depending on the physical robot’s characteristics.

It must be reminded, however, that the simplifying hypothesis might introduce new
equations that reduce the degrees of freedom. For example, the PCC hypothesis requires the
length of the backbone to be constant, thus reducing the reachable space. These restrictions
must be programmed into the optimisation algorithm.

After having decided how to define the kinematic chain for the robot, the actual CCD
algorithm is now tackled. To do so, three points are defined (see Figure 20): pc as the joint
that is moved in a certain moment, or Current Joint; pe as the endpoint of the robot, or
End-Effector; and finally p f as the final position that represents the objective for our inverse
kinematic problem.
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Figure 20. Vector definition for the CCD algorithm.

Using these three vectors, it can easily be deduced that in order to minimise the
distance ||−−→pe p f ||, the vectors −−→pc pe and −−→pc p f should become aligned. This rotation could be
represented by an angle θ and a direction �d to indicate the rotation axis. The expressions
for each of these values are:

θ = cos−1

(
pe − pc

||−−→pc pe||
· p f − pc

||−−→pc p f ||

)
(78)

�d =
pe − pc

||−−→pc pe||
· p f − pc

||−−→pc p f ||
(79)

Successively applying these equations to joints i = 1, 2, . . . , n, several angles θi and the
directions around which they must turn in order to achieve the endpoint’s final position are
found. Afterwards, it is necessary to use the geometric relationships, given the hypothesis
that joints are virtually linked together by a straight segment, so as to find the final position
vector for each of the sections. Once these points are defined, the second step for the inverse
kinematic can be applied.

As it was already stated in Section 2.3, one of the main advantages of this method, apart
from its computational efficiency and its precision, is that it is a method that can be applied
independently of the robot’s morphology, due to the fact that the particularisation for each
type of robot is easily achieved, having already stated common models for the robots.

However, this method also presents several disadvantages which must be taken into
account [26]. Kinematic singularities that might appear due to the design of the robot are
not even considered in the CCD algorithm. Moreover, it does not include any collision
manager, not even with itself. This might result in a planned movement that is impossible
to carry out. Finally, operating with high values of θ can be quite demanding for the
robot’s joints.

In order to solve, or at least mitigate these inconveniences (which might negatively
affect the CCD algorithm usage), the Natural-CCD was developed [26]. Natural-CCD is
an algorithm derived directly from CCD which obtains better results and more natural
movements for the robot. This modification solves the CCD problems one by one:

• To tackle the possibility of a singularity, two viable alternatives can be used. In some
cases, it would be enough to change to another joint (the movement of one of the joints
might exit by itself the singularity that the first joint caused). However, in some cases
where the singularity affects the whole robot (as when the robot is perfectly colinear
and pointing to the goal), the Natural-CCD algorithm assigns a random d and θ that
exit the position and allow it to continue.

• Collision management with itself is solved by designing an angle θmax that represents a
maximum bound for the possible range of the joint. This way, the angle can be defined
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so the segment can never collide with its predecessor. To do so, Martín et al. in [26]
define θmax as the supplementary angle to the interior angle of an N-sided polygon, N
being the number of the robot’s joints.

• Finally, to minimise the effect of abrupt movements to the joints, Natural-CCD limits
by a coefficient k the value of θi for the rotation. Particularly, the inverse of the distance
between the robot’s endpoint and the desired position is suggested as a possible
coefficient. However, k must be superiorly bounded by 1 in order for the algorithm
to converge.

k =
1

|−−→pe p f |
0 > k ≥ 1 θ∗ = kθ

Another possible definition for the coefficient k is based on trying to obtain a specific
number of cycles for a certain movement. To do so with N being the number of joints and
C a positive constant:

k =
C

N|−−→pe p f |
0 > k ≥ 1 θ∗ = kθ

These modifications are the basis of the final Natural-CCD algorithm. In Figure 21 a
graphical summary can be found with said procedure.

Figure 21. Graphical summary for the Natural-CCD algorithm, produced based on [26].

Using this algorithm implies some interesting consequences. Firstly, from Natural-
CCD more natural movements are obtained, with fewer sudden movements. In fact,
Natural-CCD can be considered to produce a certain biomimetic action [26]. Moreover,
modifying the algorithm by changing the chosen points for its development (pe, pc, and p f )
surprisingly develops certain behaviours that, autonomously, might represent a functional-
ity such as folding around itself, straightening, moving away from a point, etc. [45].
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In this work, the Natural-CCD algorithm is suggested as a possible algorithm for
section positioning due to its simplicity and the advantages it presents regarding compu-
tational efficiency and its real-time behaviour. However, many alternatives exist that are
being used for hyper-redundant kinematics.

To show this, the inverse kinematic problem could be presented as trying to minimise
the distance of the robot’s endpoint to the objective, while verifying certain restrictions.
This, at its core, is an optimisation problem. Therefore, to solve the section positioning
problem, any optimisation algorithm could be used, including Neural Networks or Deep
Learning techniques. The choice between these alternatives might depend on the compu-
tational power available, the response-time requirements or even the designer’s personal
preferences ([23–25]).

8. Tutorial for Hyper-Redundant Robot Modelling

Once some of the most important techniques for hyper-redundant kinematic modelling
have been revised, this paper aims to offer some guidelines for the engineer that first
approaches this topic. The proposal uses the classification given in Section 1.2 to make
decisions between the existing alternatives.

A graphical summary is presented in Figure 22 as it is the basis for the explanations
given in this section. In the following subsections, the different steps that are proposed in
the procedure are explained in further detail. For example, it is reviewed how to decide
whether or not a robot is discreet or continuous and how to determine if the backbone is
constant or variable.

Figure 22. Graphical summary—kinematic modelling of hyper-redundant robots.

8.1. Determination of the Type Of Robot

The first step in order to conceive the kinematic model of a hyper-redundant robot is
to determine the type of robot that will be modelled. As it has been stated throughout the
revision of the different methods, it is an essential factor when deciding which approach is
best for a certain robot.

The main difference in the model selection is the discreetness or continuousness of the
robot’s joints. If the robot is a kinematic chain of several joints with one or two DOF, then
the Denavit–Hartenberg method would be perfect for obtaining the kinematic equations.
However, if the backbone is purely continuous, then other factors must be considered
when modelling.

Cable lengths also depend on this decision. In fact, it is a very determining factor.
When the robot is continuous (or can be approximated as such) cable lengths are far more
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difficult to model, and usually PCC and Closed Forms equations are needed so as to include
the intermediate passive discs in the mathematical expressions.

Moreover, if there are no passive discs, cables would form a straight line between
sections, and the Denavit–Hartenberg method could be directly applied (it has already
been stated that this method could be used to obtain curvature parameters).

8.2. Example of Discreet Robot: MACH-I

An example of a discreet robot is MACH-I. It can clearly be seen that it consists of
several discreet joints between sections (see Figure 23a,b). In fact, cables do follow a straight
line between sections. The only thing that must be taken into account is that sections do
have a certain width that must also be added to the cable length.

(a) (b)
Figure 23. Details of MACH-I that suggest the discreet CDHR classification. (a) Detail of joints and
straight cables between sections. (b) Detail of sections and cables with curved robot.

Having classified MACH-I as a discreet CDHR, the kinematic modelling technique
that is proposed is the Denavit–Hartenberg method. It is fairly simple and can be used with
the Natural-CCD algorithm to enable inverse kinematics. Some particularities of the robot
should be taken into account, such as the straight segment of cable there is between sections.

In fact, the choice of the Denavit–Hartenberg parameters is quite similar to that made
in Section 3. The defined reference frames can be seen in Figure 24a, while the parameters
are in Figure 24b. In addition to these transformations, the base and endpoint reference
frames must also be added through two rotations (Equations (80) and (81)):

BA0 = T(0, 0, L + H/2)Roty(−π/2) (80)

2AF = Roty(π/2)Rotz(π/2) (81)

(a)

θ d a α
q1 0 0 −π/2
q2 0 H/2 0

(b)

Figure 24. DH method for MACH-I. (a) Schematic figure for the application of the Denavit–
Hartenberg algorithm to MACH-I. (b) Denavit–Hartenberg parameters for such a robot.
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Therefore, the simple section transformation is found in Equation (82) by multiplying
all the correspondent matrices obtained by the Denavit–Hartenberg method.

Si = T(0, 0, L + H/2)Roty(−π/2)1A2
2A3Roty(π/2)Rotz(π/2) (82)

Each section endpoint can be found by multiplying all the preceding sections’ matrices.

Sn = S1 · S2 · · · · · Sn−1 · Sn (83)

Having achieved this, inverse kinematics demonstrate themselves to be quite easy. The
first step would involve using the Natural-CCD algorithm to locate the endpoint reference
frame for each section. Defining the two degrees of freedom of each joint as said parameters
q1 and q2 would directly return these values for each section. Then, transforming this
information into cable lengths is easy, since the transformation matrices would already
be available. However, further geometric reasoning is needed (see Figure 25)

Figure 25. Geometrical reasoning for cables’ lengths.

For each section, the endpoint position of each of the cables can be easily calculated by
applying the transformation matrix of said section to the origin of the cable. For example,
for section j, knowing cable i is located in point (0, d, 0), its end (Pj

i ) would be located at:

Pj
i = S1 ·

⎡⎣0
d
0

⎤⎦ (84)

It must be taken into account that this vector includes both the fixed length of the
cable (L) and the variable length (Vj

i ) due to the current position. Therefore, the fixed part
is subtracted knowing the current vector is obtained in section coordinates, and the section
always starts oriented towards the z axis:

Vj
i = Pj

i −
⎡⎣0

0
L

⎤⎦ (85)
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The final length is then obtained using the sum of the fixed and the variable part:

l j
i = L + ‖Vj

i ‖ (86)

Recursively calculating each section’s cable lengths allows to add up the total length
of each cable. Another alternative is to use increments of cable, for which fewer opera-
tions are needed. A complete inverse kinematic model is available for the MACH-I with
these equations.

In case a direct kinematic model is needed, the relationships between the lengths
of the cables and the degrees of freedom used in Denavit–Hartenberg’s equations (the
angles around x and y axis) would be required. As a parallel robot PPP-3S, the calculations
are not direct, and would require either numerical algorithms or artificial intelligence to
obtain them [46].

8.3. Constant Curvature Hypothesis

When considering continuous robots, the determining step (which might not be as
easy as it seems) is deciding whether the constant curvature hypothesis applies to the
robot to be modelled. The consequences of this dilemma directly affect the difficulty of the
modelling process.

No robot actually complies perfectly with the constant curvature hypothesis. Therefore,
the definitive criteria for rejecting the constant curvature hypothesis would be the empiric
trials to determine whether the error is excessive, and thus the model must be rejected if
the error is negligible or if it can be corrected by the controller.

As stated in Section 6, some of the reasons for the hypothesis not being applicable
include an excessive weight of the robotic structure or not enough stiffness in the material.
In these cases, a dynamic model is necessary. Whenever this is the case, a further question
could be asked: whether or not the forces applied to the robot can be considered continuous
(therefore using the CRT method) or discreet (where the PRB model is useful).

8.4. Example of Non-PCC Robot: Ruan

A good example of a robot which could be excluded from the constant curvature
hypothesis is the previously introduced Ruan Robot. Ruan is a soft robot (see Figure 26). It
can easily be stated that it does not belong to the discreet category, which directly excludes
Denavit–Hartenberg method as applied to MACH-I.

Ruan being a soft robot implies that the constant curvature hypothesis may not be ac-
curate enough when establishing its mathematical equations. Therefore, other alternatives
such as the PRB or the Crosserat Rod Theory could be tried, depending on the knowledge
of internal and external strains and forces. In the case of this soft robot, due to the fact that
SMA threads act upon the discreet discs, the PRB method is proposed. Numerical methods,
such as Finite Element Methods are also very common for soft robotics.

As said, the PRB method can be applied to this case. It is a three-disc robot, so three
sections for the PRB need to be considered. Equations can be found in Figure 27. In addition
to these equations, some general expressions must be added in order to transform some
variables into known information (external forces and the tension of the cables).

This lot of equations would then have to be inserted into a nonlinear solver in order to
update the position of the robot at each time, according to the PRB robot.
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Figure 26. Ruan, a soft robot.

Figure 27. Equations applied to Ruan robot.

8.5. Inside the PCC Model

Apart from the aforementioned factors, there are some considerations that might
help to choose a particular set of equations for a hyper-redundant robot that complies
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with the PCC hypothesis. For example, whenever the velocities are relevant information
for the model (either because the sensors capture them or because the researcher is in-
terested in developing a speed control system), the right choice would be to develop a
differential model.

Computational power should also be taken into account. Hyper-redundant robots
with many sections greatly increase the number of operations that are needed to solve the
kinematic equations. Therefore, a less costly technique is more advisable than Closed-Form
Equations. When a Real-Time System is also desirable, it also helps to reduce the number
of operations. Linearisation allows faster computation and substantially less memory
required for each DOF, thus being the best option when resources are scarce.

For example, MACH-I is designed to work with a computer next to it, which sends
the instructions and can calculate simultaneously. Since a standard PC has enough compu-
tational power, even having several cores for parallel computing, it could implement the
classical equations without worrying much about the scarcity of resources.

8.6. Example of PCC Robot: Pilory

As an application example for this decision, the Pilory robot can be used (see Figure 28).
Beginning again with the classification process, the Pilory robot has a disc structure where
one disc pivots over the following. It has four sections, with 20, 12, 12 and 8 discs each [20].
Every section is then actuated by four cables. There are no distinguishable discreet joints,
and between sections, there are many intermediate passive discs. Therefore, the Denavit–
Hartenberg method for discreet robots is immediately discarded.

Figure 28. Pilory, a continuous hyper-redundant robot.

Pilory has no backbone, therefore it has no problems with elasticity. It is quite
lightweight since it has been built with 3-D-printed discs. These features account for
trying to apply the constant curvature hypothesis before proceeding to more complex
models, since it is not a soft robot, and the mathematical model might be good enough.

Inside the PCC model, the decisions can be considered more arbitrary. In this case,
the simplest model is sought after, and velocities are not considered a must. This is why a
differential model is not a requirement, and a simpler and more intuitive model is chosen.

The final decision in the proposed tutorial is whether or not the robot has low compu-
tational power, or if it is designed for real-time operation. The robot is managed through
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some hardware drivers that translate the instructions to the necessary electrical impulses,
but the control is completely calculated by an external computer, which is connected to
the hardware by a USB serial. The external computer has enough calculation power to use
the complete model. Moreover, the robot is academically used and has no need for RTS
features. Therefore, it is decided not to use the LSK method.

Therefore, the proposed model for Pilory (see Figure 29) is using PCC equations (as
obtained in Section 4) for direct kinematics. Additionally, closed-form equations combined
with the Natural CCD algorithm would be used for inverse kinematics.

Figure 29. Equations for the Pilory robot, as deduced in Section 4.

9. Conclusions

As it has been revised in this work, hyper-redundant robotics is a growing sector that
can be approached from different perspectives. Some mathematical alternatives are offered
to the novel researcher, although it might be confusing to further reflect on some of them
due to the large amount of work being published.

This article offers some guidelines to understand the current bibliography: It develops
a simple scheme to conceptually fit all the models that are presented here, using several
transformations to obtain both the direct and inverse kinematics for hyper-redundant
robots. It also suggests a possible route in order to decide which mathematical expressions
can be more useful depending on some of the robot’s characteristics. This would simplify
the approximation to the topic for newcomers while showing some of the most important
differences between the methods available.

The proposal of a method of decision when tackling hyper-redundant robot modelling
was applied to some examples of real robots, which also helps to clarify the concepts, and
it provides a practical case for the novel researcher that approaches this topic.
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Abstract: The important practical problem of robust synchronization in distance and orientation for
a class of differential-drive mobile robots is tackled in this work as an active disturbance rejection
control (ADRC) problem. To solve it, a kinematic model of the governed system is first developed
based on the distance and formation angle between the agents. Then, a special high-order extended
state observer is designed to collectively estimate the perturbations (formed by longitudinal and
lateral slipping parameters) that affect the kinematic model. Finally, a custom error-based ADRC
approach is designed and applied assuming that the distance and orientation between the agents are
the only available measurements. The proposed control strategy does not need time-derivatives of the
reference trajectory, which increases the practical appeal of the proposed solution. The experimental
results, obtained in laboratory conditions with a set of differential-drive mobile robots operating in a
leader–follower configuration, show the effectiveness of the proposed governing scheme in terms of
trajectory tracking and disturbance rejection.

Keywords: active disturbance rejection control (ADRC); differential-drive mobile robots; multi-robot
control; formation control; extended state observer (ESO); robust control

MSC: 70E60

1. Introduction

1.1. Motivation

The coordination of multiple mobile robots has been widely studied in recent years
by both academic researchers and industry practitioners, as shown in surveys [1,2]. The
progress made in this field allowed the development of important real-world applications,
including surveillance, home services, and logistics [3]. The multiple mobile robots coordi-
nation problem extends the classical control, related to point convergence and trajectory
tracking of a single mobile robot, to the case of collective behaviors, like the convergence to
formation patterns, formation tracking, dispersion, containment, and inter-robot collision
avoidance, among others.

The most basic scheme of multi-robot formation tracking is the case of two robots,
where a leader agent follows a desired trajectory while the follower agents must keep a
desired position and orientation with respect to the leader [4–6]. In a decentralized scheme,
the multi-robot control methodology depends on the local measurements of distance and
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direction or absolute orientation [7]. From the vast area of decentralized multi-robot control,
our work focuses on the challenge of robust formation control for differential-drive mobile
robots or first order agents.

1.2. Related Works

To address the issue of decentralized formation control, different solutions have
been proposed so far. For instance, a decentralized feedback law was presented in the
pioneer work [8]. A control law that only depends on the distance and/or bearing angle
measurements was proposed in [9–12]. In [13], a control law was developed using the
gradient vector field based approach. An adaptive dynamic feedback with an immersion
and invariance estimation-based second order sliding mode control was designed in [14].
A control strategy that combines kinematic controller based on Lyapunov theory with
a dynamic controller based on sliding mode was proposed in [15]. It is worth pointing
out that in [9,10], even though the control strategy is designed to be robust, there are
still oscillations in the distances between the agents. Moreover, if there is noise in the
measurement, the distances between agents start to oscillate. In [11], the main drawback
is that the leader stays static. On the other hand, in [9,10,12,14,15] it is assumed that the
leader’s velocity is constant or it moves with a low velocity. Furthermore, none of the
cited references consider perturbations that affect the kinematic model, and most of them
only present simulation results. On the other hand, the existing physical systems are often
affected by various types of uncertainties, like information delays, external disturbances,
non-modeled dynamics, low energy storage in the agents, and/or possible unexpected
frictions. This motivates to look for actual robust control schemes, that would allow the
use of models with only partial system knowledge and could handle scenarios in which
the robots are subject to uncertainties.

Another problem that arises when performing formation control in a multi-agent
system is related to communication. In the first instance, there is a central computer where
the control inputs are calculated and sent, via radio frequency, Bluetooth, or WiFi, to each
of the agents. It is well known that wireless communication systems often have time delays
and loss of information [16]. However, in recent years, different communication protocols
have been developed [17,18] and have presented improvements in sending/receiving data
as well as minimal information loss [19,20].

To address the above limitations of current control designs, an active disturbance re-
jection control (ADRC, [21,22]) scheme can be applied to solve the robust formation control
for differential-drive mobile robots. The relative tuning simplicity of ADRC, together with
its desirable features for practical applications [23,24], have made it an attractive alternative
to standard controllers (e.g., PID-type) for tackling real-world control problems [25]. The
ADRC, as a control philosophy, is based on the simplification of the control system, such
that it can be represented as the control of a disturbed chain of integrators, in which the total
disturbance aggregates all the internal and external disturbing effects, which are estimated
by an extended state observer (ESO; see [26–28] for a comprehensive review of the topic)
and further canceled out in the control law.

In light of the above advantages, there has been a considerable effort in the last few
years to utilize ADRC in mobile robotics. The concept of ADRC has been previously
considered for the trajectory tracking control of differentially flat mobile robots, particularly
omnidirectional, which have the advantage of being of holonomic nature in contrast with
the differential ones. For example, ADRC with high-order observer has been proposed
in [29]. A combination of ADRC, model predictive control, and friction compensation was
introduced in [30]. In [31], an ADRC-based trajectory tracking control was designed for an
omnidirectional mobile manipulator operating in the presence of parameter uncertainties
and external disturbances. The combination of ADRC and flatness is specially useful for
mobile robots since flatness trivializes the trajectory planning task [32], allowing to ensure a
robust trajectory tracking behavior. However, even when ADRC-based schemes are robust
with minimal information of the system to control, the flatness-based ADRC requires the

100



Mathematics 2022, 10, 3865

knowledge of the high order time derivatives of the reference trajectory, which, for the case
of leader–follower schemes, is not regularly available.

1.3. Contribution

In this work, a special version of ADRC is proposed for differential-drive mobile robots.
It relies on an error-based modification of ADRC, introduced in [33] (later generalized
and proved in [24]). The main idea behind it is to make the implementation of ADRC
resemble that of those currently used industrial solutions (like PID), hence making it
easier to implement in real applications or to swiftly replace the existing control algorithm.
This error-based adaptation already found itself useful in various control scenarios, like
robust tracking in an under-actuated mass-spring system [34], altitude/attitude control of
a quadrotor UAV [35], and motion control in robotic manipulators [36,37].

To summarize, the contribution of this paper is the proposition of a robust control
strategy to solve the formation control problem based on the distance and formation angle
between differential-drive mobile robots. The main distinctive features of the proposed
control solution are as follows:

• It utilizes the robust ADRC scheme (with a custom error-based high-order ESO) that
allows the follower agent to keep a desired distance and formation angle with respect
to its own leader in spite the external disturbances, i.e., linear and lateral slipping
parameters as well as unknown leader dynamics and velocities.

• It only depends on the distance and formation angle measurements.
• It is developed using solely a kinematic model based on the distance and the formation

angle between a pair of robots, taking into account the front point of the differential-
drive mobile robots.

To the authors’ best knowledge, such an approach has not been yet presented in the
available literature.

2. Leader–Follower Problem

2.1. Considered Class of Systems

Let N = {R1, . . ., Rn} be a set composed of n differential-drive mobile robots moving
in the horizontal plane, as depicted in Figure 1.

Figure 1. Schematic diagram of two differential-drive wheeled mobile robots in the leader–follower
configuration.

The set of equations that describe the perturbed kinematic motion of the differential-
drive mobile robots is defined as

ξ̇ i = G(θi)ui +ϕi(t), i = 1, . . ., n, (1)
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where Rn is the leader agent while R1, . . ., Rn−1 are the followers and G(θi) is the system
matrix, defined by

G(θi) =

⎡⎣cos θi 0
sin θi 0

0 1

⎤⎦,

where ξ i =
[
xi yi θi

]� ∈ R3 is the state vector with xi ∈ R, yi ∈ R as the position in
the plane of the i-th agent, θi ∈ R is the orientation with respect to the horizontal axis,
ui =

[
vi ωi

]� is the control input vector, where vi ∈ R represents the longitudinal velocity

and ωi ∈ R is the angular velocity; ϕi =
[
ϕxi ϕyi 0

]� is the disturbance vector, which
corresponds to the lateral and longitudinal slipping parameters of the wheels (this class
of disturbance does not affect the orientation angle [38,39]). It is well known that when
one tries to control the coordinates xi, yi, from (1), the system cannot be stabilized with
a continuous and time-invariant control law due to singularities in the controller [40]. In
order to avoid such singularities, it is proposed to study the kinematics of a point χi, located
at a distance l from the midpoint of the wheels’ axle of the mobile robot, defined as

χi =

[
χxi

χyi

]
=

[
xi + l cos θi
yi + l sin θi

]
.

The kinematics of the point χi is computed as

χ̇i = Ai(θi, l)ui +ϕi, (2)

with Ai =

[
cos θi −l sin θi
sin θi l cos θi

]
being the decoupling matrix, which is non-singular since

det(Ai) = l �= 0.

Assumption 1. The perturbations ϕi are smooth and bounded, where supt|ϕxi | ≤ Kx and
supt|ϕyi | ≤ Ky, with Kx and Ky being sufficiently large, positive, real numbers.

Remark 1. The studied class of systems is of passive nature and with bounds of inertia [41]; hence,
Assumption 1 is practically justified and can be found in various robotic systems [42].

Remark 2. The capacity of the system to reject perturbations and disturbances is closely related to
the fact that the flatness property (which involves the controllability) is preserved, which implies
that the rolling lacks slipping conditions [43] (for instance, when there is a wheel skidding due to
slippery floor). This condition represents the relation between the angular movement of the wheels’
axes and the generated tangential movement of the wheels in contrast with slipping conditions due
to external disturbances that are to be compensated by the control scheme. Thus, the controllability
condition in each wheel is assumed to be satisfied in this work.

2.2. Problem Statement

The considered problem can be divided into two subproblems: modeling and control.
For the first one, a kinematic model of a pair of differential-drive mobile robots, based on
distance and formation angle between agents, has to be developed by taking into account
the front point χi, i.e.,

η̇ij =
[
ḋij α̇ij

]�
= f (ηij, θi, θj, ui, uj),

where dij ∈ R+ is the Euclidean distance measured from the front point of Ri to the
front point of Rj, with R+ as the set of all positive real numbers, dxij and dyij ∈ R+ are

the components of the distance vector �dij with respect to a global frame, αij ∈ R is the
formation angle measured from the distance vector �dij to a local frame attached to the
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follower agent, as is shown in Figure 1. Once the model is obtained, the second subproblem
has to be solved. A robust feedback control law has to be designed, such that:

• Leader tracks a prescribed trajectory, i.e.,

lim
t→∞

(χn − χ∗) = 0,

where χ∗ =
[
χ∗x χ∗y

]� ∈ R2 is the desired trajectory;

• Agent Ri maintains a desired distance d∗ij and a desired formation angle α∗ij with
respect to the agent Rj, i.e.,

lim
t→∞

(ηij − η∗ij) = 0,

where η∗ij =
[
d∗ij α∗ij

]�
is the vector that contains the desired distance d∗ij and the

desired formation angle α∗ij.
It is worth pointing out that both control tasks have to be realized effectively despite

the influence of perturbations such as the lateral and longitudinal slipping parameters of
the wheels, sensor noises, and/or measurement errors.

3. Proposed Control System

3.1. Leader–Follower Scheme Based on Distance and Formation Angle between the Agents

Before designing the control law, the kinematic model based on distance and formation
angle between the agents has to be obtained. Based on Figure 1, the distance dij and the
angle αij are defined as

dij =
∣∣∣�dij

∣∣∣ = √d2
xij

+ d2
yij

, (3a)

αij = θi − tan−1

(
dyij

dxij

)
, (3b)

where dxij = χxj − χxi and dyij = χyj − χyi . The time-derivative of (3) is calculated as

ḋij =
dxij ḋxij + dyij ḋyij

dij
, (4a)

α̇ij = θ̇i −
dxij ḋyij − dyij ḋxij

d2
ij

, (4b)

where

ḋxij =vj cos θj − vi cos θi − lωj sin θj + lωi sin θi + ϕxj − ϕxi , (5a)

ḋyij =vj sin θj − vi sin θi + lωj cos θj − lωi cos θi + ϕyj − ϕyi . (5b)

Substituting (5) into (4) and considering dxij = dij cos(θi − αij) and dyij = dij sin(θi −
αij), the kinematics of dij and αij can be expressed as follows

η̇ij = Aij
(
θi, θj, ηij

)
uj − Bij

(
ηij
)
ui +ϕij, (6)

with
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Aij =

[
cos(αij − θi + θj) −l sin(αij − θi + θj)

− sin(αij−θi+θj)

dij
− l

dij
cos(αij − θi + θj)

]
,

Bij =

[
cos αij −l sin αij

− sin αij
dij

−
(

1 + l
dij

cos αij

)],

ϕij =

[
cos(θi − αij) sin(θi − αij)

1
dij

sin(θi − αij) − 1
dij

cos(θi − αij)

][
ϕxj − ϕxi

ϕyj − ϕyi

]
.

Proposition 1. Matrix Bij is non singular for all cos αij �= − l
dij

and j �= i.

Proof. The determinant of matrix Bij is given by

det(Bij) = −
(

l
dij

+ cos αij

)
.

It becomes evident that a singularity will appear when cos αij = − l
dij

. Since l and
dij > 0, the singularity can appear when

αij ∈
(
−3

2
π,−π

2

)
∪
(

π

2
,

3
2

π

)
(7)

With these values of αij, it means that the leader agent is outside of the field of view of
the follower. On the other hand, one can select dij sufficiently larger than l to ensure the
follower do not collide with his own leader.

Let us now define the tracking error as eij = ηij − η∗ij, with its dynamics given by

ėij = Aij
(
θi, θj, ηij

)
uj − Bij

(
ηij
)
ui +ϕij − η̇∗ij. (8)

Note that (8) can be simplified to a perturbed error system

ėij = −Bij(ηij)ui + Φij(t), (9)

where Φij(t) is the total disturbance vector (that affects the Ri agent), which has to be
estimated and its influence cancelled. For the considered system, it is defined as

Φij(t) = Aij
(
θi, θj, ηij

)
uj +ϕij − η̇∗ij.

The term Φij(t) lumps: (i) the effects of neglected internal and external kinematics
given by Aij

(
θi, θj, ηij

)
, as well as the lateral and longitudinal slipping parameters of the

wheels ϕij; (ii) the unknown velocities, such as the control input uj, and (iii) the desired
nominal velocities η̇∗ij.

3.2. Followers Control Strategy

Let us now consider the kinematic model error given in (9). In order to design the
control strategy for the followers, an extended state space is proposed, with zij = Φij

ėij =− Bij(ηij)ui + zij, (10a)

żij =ψij ≈ 0. (10b)

For the above extended system, a following high-order ESO (also known as generalized
proportional-integral observer, or GPIO) in the error domain is proposed to estimate the
follower total disturbance
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˙̂eij =− Bij(ηij)ui + ẑij + Λi
(
eij − êij

)
, (11a)

˙̂zij =Γi
(
eij − êij

)
, (11b)

where Λi = diag{λxi , λyi} ∈ R2×2 and Γi = diag{γxi , γyi} ∈ R2×2 are positive diagonal
matrices. Let us define the follower estimation error ẽij = eij − êij, whose time-derivative
is obtained from (10) and (11) as follows

¨̃eij + Λi ˙̃eij + Γiẽij = Φ̇ij. (12)

In order to tune the observer gains, the characteristic polynomials of the follower
estimation error are matched with Hurwitz polynomials as

I2s2 + Λis + Γi = I2s2 + 2ZiWis + W2
i ,

where I2 is the 2× 2 identity matrix while the follower observer gain matrices are chosen as

Λi = 2ZiWi, Γi = W2
i . (13)

The proper selection of gains (13) allows to estimate the perturbations of the model,
i.e., Φ̂ij(t)→ Φij(t). Based on this relation, the ADRC law can be designed as

ui = B−1
ij
(
ηij
)(

Kieij + Φ̂ij(t)
)
. (14)

Since Φ̂ij(t)→ Φij(t), the closed-loop tracking error dynamics (9)–(14) yields

ėij + Kieij = Φij(t)− Φ̂ij(t). (15)

The gain matrix Ki can be selected using a representation of (15) in frequency do-
main [44], where the closed-loop tracking error characteristic polynomials can be matched
with some Hurwitz polynomials

sI2 + Ki := sI2 + W̄2
i ,

where W̄i = diag{w̄xi , w̄yi} ∈ R2×2 is a positive diagonal matrix, which are design parame-
ters. Therefore, the specific control gains can be calculated as

Ki = W̄2
i . (16)

3.3. Leader Control Strategy

It is expected that the leader agent tracks a desired trajectory χ∗ =
[
χ∗x χ∗y

]T
in-

dependently of the follower agents. Hence, let us define the trajectory leader error as
eχn = χn − χ∗, whose kinematics is given by

ėχn = An(θn, l)un +ϕn − χ̇∗. (17)

The error dynamics (17) can be expressed as a simplified perturbed system defined as

ėχn = An(θn, l)un + Φn, (18)

with Φn as the total disturbance of the leader agent

Φn = ϕn − χ̇∗. (19)

To design the leader control strategy, an extended state space, with zn = Φn, is first
introduced as
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ėχn =An(θn, l)un + zn, (20a)

żn =ψn ≈ 0, (20b)

for which an error-based GPIO can be designed to estimate the leader total disturbance,
as follows

˙̂eχn =An(θn, l)un + ẑn + Λn(eχn − êχn), (21a)
˙̂zn =Γn(eχn − êχn), (21b)

where Λn = diag{λxn , λyn} and ΓL
n = diag{γxn , γyn} ∈ R2×2 are positive diagonal matri-

ces. The leader estimation error is defined as ẽn = eχn − êχn and its dynamics are obtained
from (20) and (21) as follows

¨̃en + Λn ˙̃en + Γnẽn = Φ̇n. (22)

In order to select the observer gains, the characteristic polynomials of leader estimation
error are matched with Hurwitz polynomials

I2s2 + Λns + Γn = I2s2 + 2ZnWns + W2
n,

where the follower observer gain matrices are chosen as

Λn = 2ZnWn, Γn = W2
n. (23)

The proper selection of gains (23) allows to estimate the perturbations of the model,
i.e., Φ̂n(t)→ Φn(t). Based on this concept, the ADRC for the leader can be designed as

un = −A−1
n (θn, l)

(
Kneχn + Φ̂n(t)

)
. (24)

Since the total disturbance Φn can be estimated (which is valid since it can be expressed
in terms of the input signal, the output signal, and the algebraic combination of their finite
time derivatives), then, the closed-loop tracking error dynamics (18)–(24) yields

ėn + Knen = Φn(t)− Φ̂n(t). (25)

The gain matrix Kn can be selected using a representation of (25) in frequency domain,
where the closed-loop tracking leader error characteristic polynomials are matched with
Hurwitz polynomials as follows

sI2 + Kn := sI2 + W̄2
n, (26)

where W̄n = diag{w̄xn , w̄yn} ∈ R2×2 are the design parameters. The specific control gains
can be calculated as

Kn = W̄2
n. (27)

In the next section, the above proposed control system will be verified in a practical
environment utilizing a set of laboratory mobile robots.

4. Experimental Validation

In this section, the experimental results are validated. In the first step, the experi-
mental platform is described. Then, two experiments are performed. In the former one, a
comparison between the proposed approach and a PI controller is developed, while in the
second case, a platform with a slope is added, which acts as a disturbance to the robots, to
verify the robustness of the proposed approach.
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4.1. Experimental Platform

To perform real-time experiments, laboratory differential-drive mobile robots were
constructed (see Figure 2a). They use two 12V POLOLU 37D gear motors, each with a
gear ratio of 1:30, and a built-in encoder with a resolution of 64 counts per revolution.
An STM32F4 Discovery board is used as a data acquisition card, and the communication
between the computer and the robot is realized in real-time using a publicly available “wai-
jung1504” MATLAB/Simulink library, Bluetooth connection, and an ESP32 microcontroller
as is shown in Figure 3. The setup runs inside a controlled environment with a set of 10
infrared cameras manufactured by VICON© with a precision of 0.5 [mm] that measure the
position and orientation of each robot in an area of 5× 4 [m2] with a sample time of 0.005 s.
Each robot has several reflective markers with different patterns to be detectable by the
TRACKER© cameras’ software (see Figure 2b).

(a)

(b)

Figure 2. Overview of the experimental setup. (a) Differential-drive wheeled robots used in the test.
(b) Communication flow chart.

Figure 3. General scheme of the experimental platform (differential-drive robot).
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Remark 3. The communication between the computer and the differential-drive mobile robots is
made through Bluetooth. In this work it is assumed that the wireless communication errors are
assumed to be so small that they do not affect the performance of the robots. This may be because the
GPIO estimates these errors and compensates them in the control law. The study of the errors that
may occur due to wireless communication is out of scope of this work; however, it is considered for
future work.

The tested control strategies are implemented in MATLAB/Simulink. The leader
observer gains (23) are set to Z3 = diag{7, 7} and W3 = diag{40, 40} while the control
gains for the leader (27) are set to W̄3 = diag{1.2, 1.2}. On the other hand, the follower
observer gains (13) are set to Z1 = Z2 = diag{4, 4} and W1 = W2 = {30, 30}, while the
control gains (16) are set to W̄1 = W̄2 = diag{1.2, 1.2}.

To verify the robustness of the proposed GPIO approach, a Proportional-Integral (PI)
control strategy is applied to the system (9) and (17). In this sense, the control strategies
given in (14) and (24) are modified as follows

uiPI = B−1
ij
(
ηij
)(

KiPI eij + KiiPI

∫ t

0
eij(τ)dτ

)
,

unPI = −A−1
n (θn, l)

(
KnPI eχn + KniPI

∫ t

0
eχn(τ)dτ

)
,

for the followers and the leader, respectively. The PI gain matrices are chosen as

KiPI = 2WiPI , KiiPI = W2
iPI

, WiPI =
W̄2

i
2

.

KnPI = 2WnPI , KniPI = W2
nPI

, WnPI =
W̄2

i
2

.

For a fair comparison, the gains of the GPIO and PI controllers where chosen with the
same W̄i = diag{1.2, 1.2}.

4.2. First Experiment

The trajectory in the plane of the three differential-drive robots is depicted in Figure 4,
where the leader (blue line) is tracking a circular trajectory of radius 0.5 m, which is
accomplished in 30 s, while the first follower (depicted in red line) and the second follower
(depicted in green line) maintain a desired distance d∗12 = d∗23 = 0.25 [m] and a desired
formation angle α∗12 = α∗23 = π

2 [rad] for t = [0, 15] [s] and α∗12 = α∗23 = π
4 [rad] for

t = [15, 30] [s]. Specifically, Figure 4a shows the trajectory in the plane with the GPIO
approach while Figure 4b shows the trajectory in the plane with a PI controller.

Figure 5a illustrates a comparison between the GPIO and the PI of the leader’s trajec-
tory while Figure 5b shows the leader’s position error. Such errors are oscillating around
zero (±0.001 m in steady-sate) therefore, the leader reaches its desired trajectory. It becomes
evident that the performance of both control strategies is quite similar.

The distance and formation angle among the mobile robots is shown in Figure 6. It can
be noticed that when using the GPIO approach, the agents converge to the desired distance
between them, i.e., d12 ≈ d∗12 and d23 ≈ d∗23. In the same way, the formation angles converge
to the desired angle, i.e., α12 ≈ α∗12 and α23 ≈ α∗23 with α∗12 = α∗23 = π

2 [rad] for 0 ≤ t < 15 [s].
Furthermore, when the desired formation angle changes to α∗12 = α∗23 = π

4 [rad] for 15 ≤
t ≤ 30 [s], the control is able to keep the distances between the agents. On the other hand,
when using the PI controller, oscillations of greater amplitude are presented. This behavior
is also seen in Figure 7, where the distance and formation angle errors are displayed. One
can note that the errors are closer to zero with the GPIO approach.
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Figure 4. Trajectory in the plane of the mobile robots for the first experiment. (a) Trajectory in the
plane with the GPIO approach. (b) Trajectory in the plane with the PI approach.

0 5 10 15 20 25 30
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

(a)

0 5 10 15 20 25 30

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

(b)

Figure 5. Leader trajectory tracking performance. (a) Leader tracking for the first experiment.
(b) Leader trajectory error.
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Figure 6. Distances and formation angles between the robots for the first experiment. (a) Distances
between the robots. (b) Formation angles between the robots.
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Figure 7. Distances and orientation angles errors for the first experiment. (a) Distance error. (b)
Orientation error.

A comparison, between the control inputs, given by the GPIO approach and the PI
controller, is given in Figure 8. One can note oscillations of greater amplitude with the
PI controller.
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Figure 8. Control inputs for the robots for the first experiment. (a) Longitudinal velocities. (b) Angular
velocities.

4.3. Second Experiment

For the second experiment, we used an uneven surface with 10 degrees of slope that is
collocated such that it acts as a disturbance to the agents (see Figure 9). Furthermore, the
parameters are the same as in the previous experiment.

Figure 9. Uneven surface as a disturbance experimental test.

The trajectory in the three-dimensional space of the three differential-drive robots is
depicted in Figure 10, while the trajectory in the plane is shown in Figure 11. Specifically,
Figure 11a shows the trajectory in the plane with the GPIO approach, while Figure 11b
shows the trajectory in the plane with a PI controller.

Figure 12a illustrates a comparison between the GPIO and the PI of the leader’s
trajectory, while Figure 12b shows the leader’s position error. Note that when the leader
enters the uneven surface, the position error increases. However, the GPIO approach can
deal with these perturbations, while with the PI controller, the position error has oscillations
of greater amplitude.
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Figure 10. Trajectory in the three dimensional space of the mobile robots for the second experiment.
(a) Trajectory in the three dimensional space with the GPIO approach. (b) Trajectory in the three
dimensional space with the PI approach.
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Figure 11. Trajectory in the plane of the mobile robots for the second experiment. (a) Trajectory in the
plane with the GPIO approach. (b) Trajectory in the plane with the PI approach.
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Figure 12. Leader trajectory tracking performance for the second experiment. (a) Leader tracking.
(b) Leader trajectory error.

The distance and formation angle among the mobile robots is shown in Figure 13. It
can be noticed that when using the GPIO approach, the agents converge to the desired
distance and formation angle, even in the presence of the uneven surface. Otherwise,
with the PI controller, which is not capable of dealing with the disturbance, in addition to
presenting oscillations of greater amplitude. This behavior is also seen in Figure 14, where
the distance and formation angle errors are displayed.
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Figure 13. Distances and formation angles between the robots for the second experiment. (a) Distances
between the robots. (b) Formation angles between the robots.
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Figure 14. Distances and orientation angles errors for the second experiment. (a) Distance error.
(b) Orientation error.

A comparison between the control inputs, given by the GPIO approach and the PI
controller, is given in Figure 15.
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Figure 15. Control inputs for the robots for the second experiment. (a) Longitudinal velocities.
(b) Angular velocities.

Finally, Figure 16 presents the disturbance estimation of each agent, which was used
for the disturbance cancellation effects.

Remark 4. It is worth mentioning that similar results will be obtained despite having different
initial conditions regarding the distance between agents. However, the restriction given in (7) must
be considered. This implies that the leader agent must be in line of sight of the follower agent.
Furthermore, the initial distances of the robots are defined from their initial positions according to
Equation (3a).
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Figure 16. On line total disturbance estimation. (a) Total disturbance estimation of the longitudinal
velocity. (b) Total disturbance estimation of angular velocity.

A real time experiment of the performance of the differential-drive robots can be
watched on the link in Supplementary Material.

5. Conclusions

In this work, the problem of designing an ADRC for differential-drive mobile robots
operating in a leader–follower configuration is solved by firstly developing a kinematic
model based on distance and formation angle between agents. A specific case of trajectory
tracking is considered without the use of signal time-derivatives in the controller. The uti-
lized control task reformulation to error-domain allowed the unmeasured time-derivatives
to be conveniently reconstructed with a custom observer, which benefits the practical
appeal of the proposed control scheme.

Mobile robots are usually exposed to time delays in communication. This can be
overcome by predictor-based schemes (e.g., [22]) or making the delay as part of the control
design (e.g., [45,46]). The ADRC could be thus combined in the future with such methods
to increase their performance.

Supplementary Materials: Some evidence of the experimental results is provided in the following
video: https://www.youtube.com/watch?v=J0qHcUQ-17o (accessed on 17 October 2022).
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Abbreviations

The following abbreviations are used in this manuscript:

ADRC Active Disturbance Rejection Control
PID Proportional Integral Derivative Control
ESO Extended State Observer
GPIO Generalized Proportional Integral Observer
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Abstract: This paper uses a line-following approach to study the longitudinal and lateral problems
in vehicle platooning. Under this setup, we assume that inter-vehicle distance sensing is unreliable
and propose a cooperative control strategy to render the platoon less vulnerable to these sensing
difficulties. The proposed control scheme uses the velocity of the predecessor vehicle, communicated
through a Vehicle-to-Vehicle technology, to avoid significant oscillations in the local speed provoked
by tracking using unreliable local distance measurements. We implement the proposed control
algorithm in the RUPU platform, a low-cost experimental platform with wireless communication
interfaces that enable the implementation of cooperative control schemes for mobile agent platooning.
The experiments show the effectiveness of the proposed cooperative control scheme in maintaining a
suitable performance even when subject to temporal distortions in local measurements, which, in the
considered experimental setup, arise from losing the line-of-sight of the local sensors in paths with
closed curves.

Keywords: multi-agent systems; path-following; experimental platform; vehicle platooning; MIMO
control

MSC: 93C85

1. Introduction

In Cooperative Adaptive Cruise Control (CACC) applications, a platoon of vehicles
coordinates its actions to navigate along a predefined path while maintaining the desired
distance between vehicles [1–3]. Considering a platoon of vehicles traveling on a highway,
the collective behavior can be achieved through the local control of each vehicle based on its
own perception of the environment but also with information received from other vehicles
through Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) [4] communication.
Vehicle platooning applications are expected to provide a backbone for future Intelligent
Transportation Systems (ITS) technologies [5], bringing significant improvements in safety,
congestion management, energy efficiency, reduction of emissions, etc. [6–8].

In practical scenarios representative of urban roads and highways, the drivable sec-
tions are marked with lanes delimited with painted lines. Each vehicle is then required to
detect the lanes and determine its relative position and orientation with respect to the lanes
to calculate a smooth path to traverse while staying within the delimited drivable region.
Extending the scenario to a platoon configuration introduces the requirement for each
vehicle to maintain a predefined distance from its predecessor. With the previous consider-
ations, the control problem of path-following platooning can be seen as a dual problem [9]:
(i) the lateral problem, which requires each vehicle to move along a predefined path [10]; and
(ii) the longitudinal problem, which requires each vehicle to maintain a predefined distance
from its predecessor [11]. Simultaneously addressing both control problems for each vehicle
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is challenging since achieving one goal may harm the other due to the coupled dynamics.
This interplay between control objectives is receiving attention in the context of individual
autonomous vehicles [12–14] and, more recently, in platooning [15–17].

Path-following applications are typically preceded by a path-planning stage in which
each vehicle defines a trajectory to move smoothly along the delimited region of the
road [18,19]. This requires each vehicle to be equipped with sensors and computing
capabilities to perceive the lane ahead and disturbances such as obstacles or changes in
road conditions. The rapid proliferation of technologies associated with Advanced Driving
Assistance Systems (ADASs) has pushed the development of multiple techniques for lane-
keeping and optimal path-planning, which generally project the path to follow using a
single virtual line along the center of the lane. Nowadays, autonomous vehicle path-
planning algorithms remain an active research topic [19–21], and there are also commercial
solutions already available in modern cars [22,23]. In the case of platoon formations, each
vehicle can address the lateral problem by either implementing its own lane-keeping system
or following the state of the leading vehicle; however, additional challenges arise due to
the coupling with the longitudinal problem.

A fundamental aspect of safe vehicular navigation is the reliability of environment
perception [24]. Control algorithms for path-following platoons rely on an appropriate
measure of the inter-vehicle distances. In practice, distance sensing could be unreliable due
to, for example, the inaccuracy of sensing devices [25], the effect of turns that may affect the
path-planning stage yielding cutting-corner phenomena [16], and temporal interference
in the line of sight of the ranging sensors due to curves, inclinations, and obstacles in the
road [26]. The latter case is critical for distance tracking since the vehicle cannot detect
the predecessor. Although unreliable distance measurement is part of the underlying
platooning navigation problem in a natural environment, it remains a mostly unexplored
research topic in path-following platooning control. Most of the related research is focused
on collision avoidance [27], string stabilization [28,29], which is also relevant for smooth
navigation, and recently on communication issues in the network that connects vehicles,
such as noisy channels or data dropouts, [30,31]. Strategies that deal with these problems
may help to cope with intermittent distance measurement loss.

On the other hand, evaluating control algorithms for platooning considering curved
paths, non-reliable communication, and other challenges requires testing them in real
scenarios where non-modeled interactions may arise, especially for large formations. Major
commercial conglomerates have implemented and tested platooning configurations using
real-scale vehicles and road infrastructure [32]. However, these experiments are targeted as
industrial technological demonstrators, and the data and results are not openly available
for scrutiny and academic research. Moreover, the high costs of these experiments preclude
experimental research on new control algorithms for large platoons. A suitable alternative
for experimental evaluation is the use of scaled-down platforms that capture the essence
and challenges of control problems in path-following platooning, allowing for quick and
safe testing of new control algorithms.

In this paper, we introduce the approach of line-following platooning to study the
fundamental control problems arising in path-following platooning. In this approach, we
assume that the navigation is carried on an established road and that the path-planning
stage in each vehicle is properly working, such that the target path can be represented
through a single line painted on the floor. The proposed framework avoids the required
hardware and software necessary for lane detection and path planning in an experimental
setup while still capturing the essence of the underlying longitudinal and lateral control
problems, allowing us to observe and study relevant aspects of platooning such as string
stability, cooperative schemes, and sensing and communication challenges. We use this
approach to evaluate a line-following platoon with a predecessor-following communication
topology, i.e., each vehicle has access to its own information but also some data from
its predecessor obtained via V2V communication. The main contribution of this paper
is the proposal and experimental evaluation of a cooperative control algorithm to deal
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with both lateral and longitudinal problems in line-following platooning where local
measurements of inter-vehicle distance are unreliable. The control algorithm consists of
a set of controllers in a multi-input multi-output (MIMO) scheme, enhanced by a non-
linear function that limits the vehicle speed based on that of the predecessor. We test the
proposed algorithm using the RUPU experimental platform, consisting of a set of scaled-
down vehicles with wireless communication interfaces that we specifically designed to
study platooning problems. Experimental results using the proposed cooperative control
scheme show that the platoon is less vulnerable to unreliable distance measurements when
contrasted with its non-cooperative counterpart.

The rest of the paper is organized as follows: Section 2 presents the line-following
platooning control problem. The RUPU experimental platform is described in Section 3, while
the proposed control algorithm is in Section 4. Section 5 presents the experimental results
obtained from the case studies, and Section 6 summarizes the conclusions and future work.

2. The Line-Following Platooning Control Problem

Modern ADASs in commercial self-driving vehicles implement path-planning algo-
rithms that project the path to follow as a virtual line along the road [23]. In this work, we
assume that the platoon navigates on an established road with properly marked lanes and
that the path-planning stage in each vehicle provides a single line to follow. Isolating the
path-planning stage from the main control problems simplifies the analysis and evaluation
of the platooning formation, reducing the more general path-following platooning problem
to a line-following platooning configuration. At the same time, the configuration still
retains the essence and challenges associated with the lateral and longitudinal control
problems. The proposed approach presents the following advantages:

• Individual vehicles may adapt existing techniques from line-following robot literature
to help deal with the lateral problem (see e.g., [33,34]).

• Despite the simplification in the setup, the configuration retains fundamental chal-
lenges that arise in control of platoon formations, such as dealing with unreliable
distance measurement, designing string stabilizing controllers, and considering com-
munication issues, among others.

• The decoupling of the path-planning stage relieves the mathematical treatment from
analytically studying platooning for more than one-dimensional paths, allowing to
concentrate on the primary control problems.

• Enables the development of low-cost experimental platforms to evaluate platooning
formations using low-cost sensors for line-following applications (e.g., infrared sen-
sors), without requiring sophisticated hardware and software support for cameras or
lidars that are normally required for the path-planning stage [16,20].

Indeed, considering the growing interest in ITS technology, the infrastructure must be
adapted to support autonomous navigation at a large scale. In this context, it is reasonable to
assume that roads will have predefined marked lines and signaling to facilitate platooning
and autonomous navigation in a similar fashion to the proposed line-following configuration.

Figure 1 shows a representation of the variables involved in both lateral and lon-
gitudinal control problems arising in line-following platoons. The figures consider the
example of a vehicle identified with the index i, with i = 1, . . . N − 1, where N is the total
number of vehicles in the platoon. The vehicle with index i = 0 represents the platoon
leader. Figure 1a represents the lateral control problem for vehicle i. This setup requires
each vehicle to determine its position and orientation with respect to the reference line
and, based on such information, to position itself in the desired way on the road. The red
dashed line represents the desired path along the road, δi(t) denotes the perpendicular
distance from the line to be followed to the middle point of the wheel axle, and the angle
θi(t) represents the orientation respect to the desired moving direction. An appropriate
position for navigation is when both δi(t) and θi(t) are close to zero. Figure 1b represents
the longitudinal control problem for a set of vehicles. The distance between vehicle i and
its predecessor i− 1 is denoted by di(t). Note that we represent the inter-vehicle distance
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as the shortest path between the front part of a vehicle and the rear of the preceding vehicle
along the reference line to follow. Here, the goal is to achieve di(t) = ri(t), where ri(t) is a
given desired distance.

Figure 1. Line-following control: (a) lateral problem (b) longitudinal problem.

The overall platooning control scheme requires simultaneously addressing both the
lateral and the longitudinal problems. So, we can view each vehicle as a multi-input, multi-
output (MIMO) feedback control system [35]. Figure 2 shows a general diagram of the
control loop, where Gi represents the MIMO dynamical model of the vehicle, Ci is the MIMO
controller, ri(t) denotes the desired inter-vehicle distance, wi(t) represents a vector with the
information obtained from other vehicles, zi(t) is a vector with the variables to be controlled,
that is, θi(t), δi(t) and di(t), and ui(t) is a control signal that manipulates the steering,
acceleration, and braking of the vehicle. When each vehicle is initially positioned on the line,
an appropriate controller design should perform so that δi(t) ≈ 0 most of the time. Thus,
considering an initial routine to position each agent on the line path, it is reasonable to assume
that δi(t) = 0 and the problem reduces to controlling both θi(t) and di(t).

wi

Ci Gi

ri ui yi

Figure 2. General feedback control loop of each vehicle.

The general feedback control system in Figure 2 can be tailored to deal with specific
frameworks, such as considering different linear or non-linear controllers and dynamical
models. We could assume the desired distance ri(t) to be constant or time-variant, allowing
the inclusion of time headway policies for inter-vehicle distance [28]. Furthermore, we can
study the control problem in continuous-time, discrete-time, or frequency domains. We
could also consider that each controller uses only local information (i.e., wi(t) = 0) or a
cooperative framework in which the vehicles exchange data via V2V communication, which
would require specifying a network topology [36]. Several communication topologies can
be explored, with one of the most common being the one in which each vehicle shares some
information with its immediate follower (predecessor–follower topology) [37].

We consider that the whole platoon is governed in a distributed but coordinated
fashion through the local MIMO controllers in each vehicle. We do not consider the case
where a single control unit uses the information of the whole platoon and computes the
control signals for every vehicle in a centralized manner. Although such centralized control
approach is normally expected to perform better than the distributed approach, it is not
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representative of real-world platooning scenarios, where each vehicle is autonomous and
locally controlled.

For the control problem, the primary goal of each vehicle is to keep the tracking error
signal ei(t) close to zero most of the time. The error is defined by

ei(t) =
[

edi
(t)

eθi (t)

]
=

[
ri(t)− di(t)

θi(t)

]
. (1)

The essential requirement is the design of stabilizing MIMO controllers and achieving
zero steady-state error for each vehicle. Additional properties such as string stability and
robustness against unreliable sensor measurements are important research topics.

In this paper, we propose a cooperative control algorithm for line-following platooning
with unreliable distance measurements. To focus on the relevant aspects of the control
problems, we assume a predecessor–follower topology and that vehicles communicate
through an ideal communication channel. We validate the proposed approach using an
experimental platform whose capabilities and dynamical model are described next.

3. Description of the RUPU Platform

The RUPU platform is a novel experimental platform that comprises two elements:
(i) a surface with a customizable path to follow and (ii) a set of electromechanical mobile
agents equipped with sensing and computing hardware necessary to follow the line in the
path and track its immediate predecessor with a desired safety distance. We have designed
and built the RUPU platform specifically to study platooning and multiagent problems.
Figure 3 shows a general overview of a sample surface and three mobile agents.

Figure 3. Overview of the RUPU experimental platform.

Each agent is implemented as a differential drive mobile robot (DDMR) that can move
autonomously through two active wheels, which are controlled independently to allow
agents to move forward, backward, rotate, turn, or maintain a curved trajectory. Regarding
sensing capabilities, each agent is equipped with a time-of-flight distance sensor located
in the front, which allows the vehicle to measure the distance from the front of the agent
to some object ahead. The orientation of each agent with respect to the white line in
the path is measured with two arrays of eight infrared sensors located at the bottom of
each agent. The infrared sensors allow for determining if the line is below the agent and
measuring the orientation with respect to its axis of translation. The agents can implement
initialization routines to get themselves aligned with the line to follow before performing
experiments. Finally, the speed of the agents is measured through two Hall-effect encoders
located within each DC motor, which collect data on the angular position, sense of rotation,
and the rotational speed of each wheel. The central processing core for each agent is an
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ESP32 embedded development board, which possesses an integrated WiFi module for
wireless communication. Additional user-interface devices provide support for monitoring
purposes and online interaction. Figure 4 shows two views of an agent.

Figure 4. Top and bottom views for a single assembled agent.

3.1. Dynamical Model for Control Synthesis

This section presents a simple linear dynamical model derived for each agent in the
platoon moving along a straight line. To ease notation, in this section, we consider an
arbitrary agent and omit the index i referring to the agent’s position within the platoon.

The agent has two control inputs, which are the right and left motors voltages, denoted
by umr(t), uml(t), respectively. The angular positions of the right and left wheels of the agent
are denoted by φr(t), φl(t), respectively. The signals of interest are the linear velocity v(t), the
position p(t), and the angular position θ(t) with respect to the line, which can be modeled as

v(t) =
r
2
(φ̇r(t) + φ̇l(t)), (2)

p(t) =
r
2
(φr(t) + φl(t)), (3)

θ(t) =
r
2l
(φr(t)− φl(t)). (4)

Based on an Euler–Lagrange modeling considering the dynamics of the motor and the
geometry of the chassis, we perform standard parameter estimation techniques (see, for
instance, [38] and the references therein) to obtain the following model, which is presented
in the frequency domain:⎡⎣V(s)

P(s)
Θ(s)

⎤⎦
︸ ︷︷ ︸

Z(s)

=

⎡⎣G11(s) G12(s)
G21(s) G22(s)
G31(s) G32(s)

⎤⎦
︸ ︷︷ ︸

G(s)

[
Umr(s)
Uml(s)

]
︸ ︷︷ ︸

U(s)

(5)

where V(s), P(s), Θ(s), Umr(s), and Uml(s) are the Laplace transforms of v(t), p(t), θ(t),
umr(t), and uml(t) respectively, and

G11(s) = G12(s) =
120020

(s + 4592)(s + 7.187)
, (6)

G21(s) = G22(s) =
120020

s(s + 4592)(s + 7.187)
, (7)

G31(s) = −G32(s) =
24962

s(s + 4591)(s + 8.372)
. (8)
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The structure of the transfer matrix G(s) is due to the symmetry in the agent construc-
tion and also because the agent velocity is the derivative of the position, explaining the
deficient rank for G(s). Thus, the model is essentially a two-input, two-output model since
the distance and velocity are not independent variables. Indeed, we can write

G(s) =

⎡⎣ G11(s) 0
G11(s)/s 0

0 G31(s)

⎤⎦ [1 1
1 −1

]
︸ ︷︷ ︸

Mu

(9)

allowing a static decoupling of the MIMO model through Mu for control design [35].
It is important to note that the obtained model is valid for a single agent. However,

since each vehicle has the same dynamical model for a homogeneous platoon, we can write
the relative output between agents simply as zi−1(t)− zi(t), where the indexes i and i− 1
refer to a given agent and its predecessor, respectively. Therefore, since the model is linear,
the same transfer function matrix G(s) can be used to describe the interaction between two
consecutive agents, specifically to consider the inter-vehicle distance d(t) as part of the
model output. In the real implementation, the distance d(t) may not be available due to
unreliable sensing; hence we denote dm(t) as the distance measured by the local sensor and
maintain d(t) as the true distance.

3.2. Distance Measurement Issues

As mentioned in the previous section, the framework considers that distance measure-
ments obtained from the ranging sensors may be unreliable. In the context of the experimental
setup based on the RUPU platform, the main factor that affects the reliability of the distance
sensors is the temporary loss of the line of sight when the vehicles move along a curve. Without
having a vehicle in the line of sight, the measurement will be relative to the closest object in the
environment. Figure 5 shows an example situation that illustrates the difficulty, where the last
two agents do not have a preceding vehicle in the line of sight of its ranging sensor (shown
with a yellow line). Therefore, the measured distance using the sensor, dm(t), and used by the
controller, will not always be equal to the true inter-vehicle distance d(t).

Figure 5. Top: Unreliable measurement of the distance sensor, dm(t). Bottom: offline estimation of
the true distance d(t) along the path.
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To evaluate the performance of the proposed control strategy, we implemented an offline
algorithm to estimate an approximate value for d(t) using computer-vision techniques. The
outcome of the algorithm for an example scenario is depicted in the bottom picture in Figure 5,
where the same scenario shown in the top part now includes estimated values for all inter-
vehicle distances, emphasized with different colors. The algorithm calculates the inter-vehicle
distance as the shortest path along the line between two markers in consecutive agents.
Assuming that the agents are similar and the markers are positioned at the same point on each
vehicle, we can then obtain the shortest distance by subtracting the length of an agent from the
value delivered by the algorithm. It is important to highlight that d(t) is not employed online
for control purposes and only serves as a reference value to evaluate the control performance
using a reliable and consistent measurement of the distance tracking error.

4. Cooperative Control Strategy

The proposed cooperative strategy to design local controllers aims to deal with the lateral
and longitudinal problems in line-following platooning and also provide robustness against
unreliable distance measurements generated, for instance, in curved paths. The proposed
controller is based on the dynamical model of the RUPU platform; however, the underlying
cooperative control technique can be adapted and employed for different models.

We maintain here the simplified notation, omitting the index i. The proposed control
exploits the structure of the system model in Equation (5), considering the inter-vehicle
distance as an output, and it can include in the control loop the velocity of the predecessor
vehicle, which is received using wireless communication. Indeed, from Equation (9), we
note that it is possible to include the matrix Mu as a part of the controller and define a new
input vector as [

Ud(s)
Uθ(s)

]
=

[
1 1
1 −1

]
︸ ︷︷ ︸

Mu

U(s) =
[

Umr(s) + Uml(s)
Umr(s)−Uml(s)

]
. (10)

This yields V(s) = G11(s)Ud(s), D(s) = G21(s)Ud(s) and θ(s) = G31(s)Uθ(s). Since
we can only manipulate two variables (Ud(s) and Uθ(s)) we cannot control V(s) and D(s)
independently. Indeed, when controlling the distance D(s), we implicitly control V(s),
since G11(s) = sG21(s).

In our proposed cooperative algorithm, we exploit the communication topology to
enhance the control scheme, including an inner loop to manipulate the speed using the
velocity of the predecessor agent. This inner loop allows us to perform speed control in case
the distance sensing is unreliable. Moreover, we should recall that the true distance d(t) is
assumed to be known to derive the model; however, the controller uses the distance measured
by the local sensor dm(t), which may not be equal to d(t). Consequently, we use the control
loop depicted in Figure 6, where C1(s), C2(s), and C3(s) are SISO controllers to be designed
with integral action, where M−1

u allows for recovering the true voltage signals given that

Umr(s) = (Ud(s) + Uθ(s))/2 (11)

Uml(s) = (Ud(s)−Uθ(s))/2. (12)

The cooperative feature of this control technique affects the inner loop controlling
the velocity. We explicitly use the information of the predecessor’s velocity as a part of a
function to limit the speed reference of the agent, which is represented in Figure 6 by the
block denoted by S. The inputs of S are the output of the dynamic controller C1(s), denoted
by u1, and the velocity of the predecessor agent, which is denoted by w and is transmitted
wirelessly. The signal z is the output of S, and given by

125



Mathematics 2023, 11, 801

z(t) =

⎧⎨⎩
Su(t) for u1(t) ≥ Su(t)
u1(t), for Sl(t) < u1(t) < Su(t)
Sl(t), for u1(t) ≤ Sl(t)

(13)

where Su(t) and Sl(t) are functions that depend on w and represent the upper and lower
limits of u1, respectively. The limiting functions are chosen to be

Su(t) = α w(t) + ε, Sl(t) = β w(t)− ε, for w(t) ≥ 0 (14)

Su(t) = β w(t) + ε, Sl(t) = α w(t)− ε, for w(t) < 0 (15)

where α ≥ 1, 0 < β ≤ 1, and ε > 0, are parameters to be chosen such that Su(t) and Sl(t)
are close to the predecessor’s velocity. A natural choice in a practical scenario is α and β
being close to 1, and ε being close to 0.

+

vw

ur
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C2

uθ

S
zu1ed
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Figure 6. Cooperative control scheme with speed saturation.

Given the control scheme, z(t) can be viewed as a speed reference for the agent, which
is governed by the distance tracking error and limited by the predecessor’s speed. This
allows the agent to keep a velocity close to the predecessor’s, but not necessarily equal,
allowing it to perform the distance tracking properly. The values of α, β, and ε can be
adjusted to achieve a desired transient response. In steady-state, distance and velocity
tracking should be equal to zero due to the integral action. Note that, for high values
of ε, the saturation may not affect,and thus this case is not a cooperative case since the
predecessor’s speed w(t) is not playing any role.

This strategy makes the controller less vulnerable to vigorous speed changes provoked
by temporary distance sensing issues such as those due to curved paths since the inner
control loop and the saturation policy prioritize speed control when distance measurement
is unreliable.

5. Experimental Results

This section presents the experimental results of two case studies. The first case is a
non-cooperative one, without considering the saturation stage where the predecessor’s
speed is important. The second one is the cooperative case, where saturation is considered.

For the experimental setup, we use the path given in Figure 5, which has straight and
curved sections and a group of five agents (one leader and four followers). We label the
leader with the index 0, while the remainder agents are labeled with index i = 1, 2, 3, 4.
Before the experiments, the agents perform an initialization routine to position themselves
aligned along a straight section of the line to follow (starting with an orientation angle error
around zero) and at a predefined distance from the predecessors. During the experiments,
the leader receives its velocity reference remotely from an external user. The remaining
vehicles follow the leader’s trajectory but aim to maintain the inter-vehicle distance constant
at 25 cm, regardless of the speed changes of the leader. For precaution, we limit the speed
of each agent to 30 cm/s.
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For illustrative purposes, we choose the controllers to be Proportional–Integral–
Derivative (PID) for C1 and C2, and Proportional–Integral (PI) for C3. In particular, we select

C1(s) = −8− 5.6
1
s
− 1.01s, C2(s) = −2760 + 6250

1
s
+ 304s

C3(s) = −20.3− 145
1
s

.

We use the same controllers C1, C2, and C3 for both the cooperative and the non-cooperative
setups. Thus, the comparison is not with this specific controller’s performance but with the
effect of incorporating the cooperative-based limiting speed stage on the platoon’s behavior.

5.1. Offline-Distance Measurement Results

We start by showing the performance of the offline algorithm to estimate the true
distances di(t), as described in Section 3.2. As an example, Figure 7 shows the distances
between the first follower and the leader, including the distance measured with the ranging
sensors dm

1 (t) and the estimated true distance d1(t) obtained from the offline algorithm
based on computer vision techniques. The reference inter-vehicle distance is 25 cm. In the
periods where dm

1 (t) is close to 25 cm, the vehicles are moving along a straight section of
the path; however, during curved sections, the measured distance deviates significantly
from the target due to the temporal loss of the line of sight of the sensor, making the
measurements unreliable and not representative of the actual inter-vehicle distance. On the
other hand, the estimated distance d1(t) from the offline algorithm matches dm

1 (t) during
straight path periods but also provides reliable measurements during curves. Similar
behavior is verified for different agents, speeds, and distance references.

Figure 7. Offline video-based distance measurement performance.

For the distance tracking analysis in the following sections, we use di(t) instead of dm
i (t).

However, we recall that di(t) is obtained offline for validation purposes and is not used for
the control tasks. The implemented controllers use dm

i (t) to perform the experiments.

5.2. Experimental Results for the Non-Cooperative Case

In this case, we consider that the saturation block in the control scheme in Figure 6
is not present, and thus, the predecessor’s speed does not play any role. The control is
implemented based only on the measured distance di(t). The dynamic behavior of the
platoon is summarized in Figures 8–11. A video of the experiment showing the operational
conditions and the platoon behavior is available here: https://youtu.be/JvotmTYlXOY
(accessed on 16 January 2023).

The plots in Figure 8 show the velocity of each agent. The leader receives an external
stair-type velocity reference, which is tracked without problems. The rest of the agents do
not receive an external reference but generate an internal one through distance control. We
can see that the agent velocities vi(t) follow the corresponding references zi(t), although
with some transient errors. The main observation in this plot is that the velocity references
zi(t) are erratic as a consequence of tracking the unreliable distance dm

i . During curves,
the measured distances dm

i (t) are higher than the real value (see Figure 7), and thus the
controller increases the speed vigorously to reach the desired inter-vehicle distance. At
some point, the agent leaves the curve and enters a straight section, and the distance sensor
suddenly detects the predecessor, which is closer than expected, and therefore, the follower
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moves in the opposite direction. Actually, in this experiment, some zi(t) change abruptly
from 30 cm/s to −30 cm/s, provoking an oscillatory behavior. Indeed, the last agent
collides with its predecessors at approximately 100 s and moves out from the path. The
experiment finishes a few seconds later. For higher speeds of the leader, agents are less
sensitive to unreliable distance measures since the periods on curved sections are shorter,
but at a low leader speed, the influence of the curves is aggravated.

Figure 8. Velocity tracking using the non-cooperative strategy.

Figure 9. Distance tracking using the non-cooperative strategy.
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Figure 10. Angle tracking using the non-cooperative strategy.

Figure 11. Errors in a time window of the experiment using the non-cooperative strategy.

The distance tracking is shown in Figure 9 for each agent, except for the leader.
Clearly, agents can be considerably closer than expected during curves due to the behavior
mentioned above, yielding the worst performance for the last agent, which ultimately
collides with its predecessor. On the other hand, errors in the orientation measurement
are also associated with curved paths. In this case, errors are not related to a sensing
issue but rather an intrinsic disturbance due to the alignment of the infrared sensors that
detect the line in the path. This can be aggravated by erratic behavior due to improper
distance tracking. This behavior is illustrated in Figure 10, where the orientation angles for
each vehicle are plotted, which also correspond to the orientation error since θi = eθi (see
Equation (1)). The leader presents an acceptable performance in terms of orientation with
respect to the line, achieving zero error during straight sections of the path and maintaining
low transient deviation angles during curves; however, such a performance level is not
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reached by the followers, whose orientation errors are considerably higher when moving
along curves. We also note that such angles are higher at lower velocities and, actually, near
t = 100, we observe peak values around±0.6[rad] ≈ ±34◦. Figure 11 presents a zoomed-in
version of a region of interest for all plots in Figure 10, which also include the corresponding
graphs of the velocity and distance tracking errors. The magnification of the plots is on a
time window where a change of speed from 25 cm/s to 20 cm/s is performed by the leader.
We can see that the errors increase as the disturbance propagates from the first agent to
the last one, suggesting that the controller performs in a string-unstable fashion [37]. This
could be corrected by changing the controller parameters; however, string stabilization is
not within the scope of this paper.

5.3. Experimental Results for the Cooperative Case

In this case, we include the saturation stage of the proposed control scheme with
ε = 1, α = 1.1, and β = 0.9, for each agent. The velocity of the predecessor is transmitted
wirelessly. The rest of the control scheme, including the controller C1, C2, and C3, is the
same as in the previous experiment. By incorporating the saturation stage, each follower
uses the internal signal zi as a velocity reference, which now strongly depends on the
estimated predecessor velocity. Implementing this control scheme requires inter-agent
communication so that each vehicle can communicate its local velocity to its follower. The
experimental results are given in Figures 12–15. The video of the reported experiment is
available here: https://youtu.be/uK39YJ0bv1M (accessed on 16 January 2023).

Figure 12. Velocity tracking using the cooperative strategy.
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Figure 13. Distance tracking using the cooperative strategy.

Figure 14. Angle tracking using the cooperative strategy.

The velocity tracking results are presented in Figure 12. In this case, the experiment
is more extended since, unlike the non-cooperative case, it is not aborted due to agent
collisions. In this case, the leader and the followers adequately follow their corresponding
velocity reference. A key difference, in this case, is that the internal references zi are
now less vigorous due to the effect of the saturation stage. We recall that the measured
distances dm

i (t) are still erratic as the ones in Figure 7; however, the effect provoked by such
unreliable measurement is considerably reduced by the limits imposed by the predecessors’
velocities. In this case, none of the agents have negative velocities; thus, the group of
agents always moves forward. Figure 13 shows the distance tracking results. Distance
tracking is also affected by curves, and we can note that a close-to-zero tracking error is
not achieved most of the time; however, the cooperative case performs better than the
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non-cooperative case, where agents could be too close. Although agents do not behave
abruptly as in the previous case, settling times may be slower due to saturation, which
explains why tracking errors are not zero most of the time during straight sections of
the path. Nevertheless, the platoon movement is much more fluent and avoids collisions
see https://youtu.be/uK39YJ0bv1M (accessed on 16 January 2023).

Figure 15. Errors in a time window of the experiment with the cooperative strategy.

Figure 14 summarizes results related to the orientation control (angle tracking). Clearly,
the controller follows the reference with transient errors during the curves, but the perfor-
mance is considerably better than in the non-cooperative case. Indeed, the control strategy
effectively maintains the angle around zero with oscillations in the range±0.3[rad] ≈ ±17◦
at the beginning of the experiment, which decreases as the velocity decreases. This be-
havior is the opposite of the non-cooperative case in Figure 10. Figure 15 shows a more
detailed view of the transient behavior during the time window that encloses the change
in the leader’s velocity reference from 25 cm/s to 20 cm/s. The plots in Figure 15 can be
directly compared with the ones in Figure 11, where we can observe that velocity, distance,
and orientation errors are considerably lower in the cooperative case compared to the
non-cooperative case.

We can also visually inspect the global performance of the platoon in the provided
videos, where we observe a notable improvement in the cooperative scheme. Figure 16
shows an example of an equivalent relevant scenario considering both non-cooperative and
cooperative control schemes. Specifically, we considered the leader to be the independent
and common subject and took a frame when the leader leaves the first curve after changing
its velocity from 20 cm/s to 15 cm/s. The platoon performs poorly in the non-cooperative
case, even with collisions in the last vehicles. In an equivalent scenario, the cooperative
case shows better tracking of the inter-vehicle distance for all vehicles.
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Figure 16. Visual comparison of the performance with the non-cooperative case (top) and the
cooperative case (bottom).

6. Conclusions

We presented a cooperative control scheme to deal with unreliable measurements of
the inter-vehicle distance in line-following platooning problems. In this control strategy,
the velocity of a predecessor is used to limit the speed of the vehicles, avoiding vigorous
reactions due to the temporary erroneous sensing derived from the limited line-of-sight of
ranging sensors. We used the RUPU experimental platform to test the proposed control
algorithm and compare it to a non-cooperative strategy. The RUPU platform is a low-cost
platform specifically designed for testing different cooperative platooning schemes and
related problems of relevance. The experimental results illustrate the proposed control
algorithm’s effectiveness in dealing with unreliable distance sensing and also showcase the
capabilities of the experimental platform.

Future work includes the analytical study for string stabilizing control design in the
proposed setup, the exploration of new control architectures in line-following platooning,
and the usage of new cooperative policies to deal with practical issues that may arise in
large platoon formations, such as sensing and communication issues.
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Abstract: Significant developments have been made in the navigation of autonomous mobile robots
within indoor environments; however, there still remain challenges in the face of poor map construc-
tion accuracy and suboptimal path planning, which limit the practical applications of such robots. To
solve these challenges, an enhanced Rao Blackwell Particle Filter (RBPF-SLAM) algorithm, called
Lidar-based RBPF-SLAM (LRBPF-SLAM), is proposed. In LRBPF, the adjacent bit poses difference
data from the 2D Lidar sensor which is used to replace the odometer data in the proposed distribution
function, overcoming the vulnerability of the proposed distribution function to environmental distur-
bances, and thus enabling more accurate pose estimation of the robot. Additionally, a probabilistic
guided search-based path planning algorithm, gravitation bidirectional rapidly exploring random
tree (GBI-RRT), is also proposed, which incorporates a target bias sampling to efficiently guide
nodes toward the goal and reduce ineffective searches. Finally, to further improve the efficiency of
navigation, a path reorganization strategy aiming at eliminating low-quality nodes and improving
the path curvature of the path is proposed. To validate the effectiveness of the proposed method,
the improved algorithm is integrated into a mobile robot based on a ROS system and evaluated
in simulations and field experiments. The results show that LRBPF-SLAM and GBI-RRT perform
superior to the existing algorithms in various indoor environments.

Keywords: mobile robots; path planning; RBPF-SLAM; Lidar sensor; ROS system

MSC: 70B15

1. Introduction

In recent years, the widespread use of mobile robots for a variety of applications, such
as rescue operations [1], household cleaning [2], and food service [3], has been facilitated
by their high stability and affordability. To meet the needs of these applications, mobile
robots require acquiring poses from Lidar sensors and building maps for environmental
awareness, and then using path planning algorithms to determine travel trajectories. Mobile
robots typically have three main functions: map building, positional estimation, and path
planning. The main task of SLAM (Simultaneous Localization and Mapping) is to obtain
real-time data from the robot’s sensors in an unknown environment and construct a map,
while also completing autonomous localization [4]. Moreover, after the localization and
map building is completed, it is not feasible to manually set the walking path, which
limits the robot’s autonomy. Thus, we use SLAM technology to provide environmental
information for path planning, helping mobile robots autonomously perform complex
navigation tasks.
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SLAM plays a crucial role in the field of mobile robotics, serving as a key precondition
for the autonomous behavior and intelligence of mobile robots. The solution to SLAM can
be mainly divided into two categories: the graph optimization [5–7] and the probabilistic
estimation method [8]. The classical graph optimization algorithm is Karto SLAM [9],
which solves the optimization problem through graph representation. Karto consists of
three parts: front-end graph matching, back-end graph optimization, and loop closure
detection. The loop closure detection reduces the drift of the map and ensures global
consistency by recognizing loops and accordingly optimizing. Graph Optimization SLAM
has the advantage of slow error accumulation and high robustness, but its disadvantages
include a slow loop closure detection speed and the possibility of false loop closures. In
addition to graph optimization, probabilistic estimation methods are also utilized to solve
SLAM problems. Extended Kalman Filters (EKFs) are commonly applied by linearizing the
system through a first-order Taylor expansion to address weakly nonlinear conditions [10].
However, EKFs can result in an erroneous pose and map estimates, especially under
conditions of linearization error accumulation. On the other hand, Particle Filters (PF) can
effectively handle nonlinear non-Gaussian probability estimation [11], but their complexity
significantly increases as the spatial dimensionality increases. The RBPF SLAM [12] is
a particle filter-based solution to SLAM problems that improves runtime by utilizing
an accurate proposal distribution and selective resampling strategy [13], reducing the
number of required particles. GMapping [14] is a probabilistic estimation algorithm that
inputs odometry information and Lidar sensor measurements, producing the robot’s
pose and occupancy grid maps. The prediction of the proposed distribution function
in RBPF-SLAM is based on odometry data, making it difficult to incorporate additional
information in the Monte Carlo localization framework. Furthermore, the instability of
the proposed distribution function, based on odometry, makes it challenging to eliminate
motion uncertainty in large environments and long-term tasks. To address these challenges,
some studies have proposed FastSlam [15], a combination of RBPF and EKF, to improve
particle distribution.

Path planning is a critical component of mobile robot navigation [16], and its goal is
to determine a feasible and optimal path for the robot to travel from a starting position
to a goal position while avoiding obstacles in its environment. Path planning algorithms
are mainly divided into graph-based search algorithms and sampling-based algorithms.
Graph-based search algorithms use a graph representation of the search space to plan paths
for mobile robots. These algorithms perform a search of the graph to find the optimal
path from the starting position of the robot to the goal position while avoiding obstacles.
The most common graph-based search algorithms are A* [17], Dijkstra [18], and D* [19].
The A* algorithm is a heuristic search algorithm that finds the shortest path from the
starting position to the goal position by using a heuristic function to evaluate the next
state. However, the A* algorithm requires additional storage space to maintain a set of
open points, which can result in memory overhead. The Dijkstra algorithm is a classic
shortest-path algorithm that finds the shortest path between any two points in a graph.
The algorithm works by gradually relaxing the edge weights and updating the distance
estimates of vertices. However, the time complexity of the Dijkstra algorithm is O(n2),
where n is the number of vertices in the graph, and when the graph is large, the efficiency
of the algorithm can be severely affected. The D* algorithm combines the advantages of the
A* algorithm and the Dijkstra algorithm. The algorithm is capable of re-planning in real
time according to the changing environment, which makes it well suited for dynamic and
uncertain environments.

The sampling-based algorithm is an algorithm that finds the optimal path by random
sampling method. This algorithm finds the optimal path by randomly selecting a point
in space as the starting or ending point, and then continues expanding the nodes in space
when the expansion reaches the target point. The rapidly exploring random tree (RRT) [20]
algorithm is a popular and efficient algorithm in the field of sampling-based path planning.
The RRT algorithm uses a random sampling method to explore the search space, so it
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can effectively avoid local optimum problems [21]. However, RRT requires sampling and
searching the entire graph, and many redundant random nodes are generated near each
node, increasing the corresponding search time and leading to slower convergence. One of
the main advantages of the bidirectional rapidly exploring random tree (Bi-RRT) [22,23]
algorithm is its efficiency compared to RRT algorithms. Since the trees are simultaneously
expanded in both directions, the search space can be reduced by half, which can significantly
reduce the search time. However, the Bi-RRT algorithm may not be able to find the optimal
solution in complex environments with high-dimensional state spaces. This is because
the algorithm relies on the random sampling method, which may not effectively cover all
parts of the state space and may not promptly find the optimal solution. Many scholars
have proposed improved methods based on the Bi-RRT algorithm; Xu et al. presented
a post-processing fusion algorithm [24], which combines PRM and P-Bi-RRT algorithms.
Compared to RRT, Bi-RRT, and P-Bi-RRT algorithms, this algorithm has shown improved
results in terms of planning time, path length, and the number of path nodes. Yi et al.
proposed the 1-0Bg-RRT algorithm [25], which uses a biased probability of 1 and 0 changes
to construct a tree, resulting in shorter computation time and paths compared to traditional
RRT algorithms. Jiankun Wang et al. presented a kino dynamically constrained Bi-RRT
with efficient branch pruning algorithm [26]. This algorithm extends the Bi-RRT method by
incorporating kino dynamic constraints, leading to improved performance. Grothe et al.
presented the Space-Time RRT (ST-RRT*) algorithm [27]; ST-RRT* can effectively handle
unbounded time-space and optimize arrival time in environments with moving obstacles
on known trajectories. Huanjie Zhao. et al. proposed an Improved Bi-RRT algorithm
based on Gaussian sampling [28]. This algorithm introduces heuristic search ideas based
on bidirectional search, sample points with a Gaussian distribution constrained with a
certain probability near the start, and goal points to reduce the blind search and improve
search efficiency. Guojun Ma et al. presented a new algorithm for path planning named
Probabilistic Smoothing Bi-RRT (PSBi-RRT) [29]. The proposed algorithm utilizes a θ-cut
mechanism to optimize the path toward the global optimal solution, reducing the possibility
of getting stuck in local optima. In comparison to the traditional Bi-RRT algorithm, PSBi-
RRT exhibits a significant reduction in runtime with improved performance.

Based on the above analysis, we propose improvements to the simultaneous SLAM
algorithm and the path planning algorithm. The distribution function in RBPF is susceptible
to external factors such as robot tire skidding, resulting in suboptimal map construction. In
contrast, Lidar navigation is highly stable because it is highly resistant to environmental
noise. For this reason, we propose the LRBPF-SLAM algorithm, where the odometer data
in the distribution function are replaced with the bit pose differences of adjacent moments
from the 2D Lidar to improve the stability and accuracy of map construction. In addition,
the Bi-RRT algorithm ignores the redundant computation due to the selection of random
nodes. We improve the Bi-RRT algorithm by using target bias sampling to reduce invalid
searches and combining the path reorganization strategy to minimize redundant path
points and generate smooth trajectories. In summary, the contributions of this paper are as
follows:

1. We embed the proposed algorithm into the ROS system [30] to verify the effectiveness
of the algorithm;

2. In order to improve the stability and accuracy of the SLAM system, an algorithm called
LRBPF-SLAM is proposed. In this algorithm, the odometer data in the distribution
function is replaced by the 2D Lidar adjacent moment bit pose difference;

3. The GBI-RRT algorithm is proposed, which employs target bias sampling to reduce
the negative impact of random sampling on path quality, and then optimizes the
initial paths through a path reorganization strategy to eliminate redundant paths;

4. Extensive simulations were conducted to evaluate the improved algorithms, and the
proposed algorithms were also ported to a mobile robot for real scenario experiments.
The results of these experiments demonstrate that the proposed method exhibits
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excellent performance compared to other algorithms in both simulation and real
scenarios.

2. Robot Components and System Framework

The system we use is an advanced mobile robot navigation system equipped with
sensors for environmental perception and data measurement. The main hardware used
in this system is the NVIDIA Jetson Nano, which has sufficient processing capabilities to
perform task planning. Additionally, it is equipped with an OpenCRP controller based
on the STM32F4 core and an MPU6050 Inertial Measurement Unit (IMU) sensor that can
be updated through ISP serial and implements closed-loop control for four DC motors.
The robot is also equipped with the SICK A1 TK edition Lidar, with a range of 12 m and
a measurement frequency of 8000 times per second, as well as an encoder that converts
analog signals into electrical signals to obtain distance and angle data. The size of the
mobile robot for navigation is 28 cm × 12 cm × 12 cm and weighs 2.3 kg, rated power is
60 W, and the linear velocity and acceleration are 1.2 m/s and 0.5 m/s, respectively. The
physical structure of the robot is shown in Figure 1.

Figure 1. The physical structure of the robot. (1) The “Antenna” is utilized for transmission of
communication protocols. (2) The “NVIDIA JETSON NANO” is utilized for receiving commands from
the PC and running algorithms. (3) The “Lidar” is utilized for sensing the surrounding environment.
(4) The “IMU” is utilized for acquiring the current attitude angles. (5) The “Power supply” sustains
the operation of the moving robot by providing electrical energy. (6) The “Motor” is utilized for
driving the movement of the robot.

The system control structure of the robot is shown in Figure 2.

1. The PC Module: The PC terminal uses a laptop and connects to the host computer on
the same LAN via SSH (Secure Shell). Commands can be directly sent from the PC to
the mobile robot host computer to achieve SLAM and navigation functions;

2. The Decision Module: The decision module is the host computer of the robot, namely
NVIDIA Jetson Nano, which has an SSH tool installed with the ROS system to receive
commands from the PC and run algorithms. It receives Lidar data through a USB
interface, communicates I/O with the lower computer, and acquires sensor data
connected to the lower computer;

3. The Execution Module: The execution module is a controller with STM32F4 as its core,
which receives commands from the decision-making module, acquires data from the
IMU and encoders, and controls motor drive operations;

4. The Sensor Module: The sensor module includes 2D Lidar for detecting the surround-
ing environment, IMU for estimating the motion posture of the robot, and encoders
for estimating the robot’s motion distance and rotation angle;

5. The Power Module: The power voltage is 12 V with a total capacity of 1200 mAh. The
power expansion board can expand the 12 V power and 5 V output to facilitate the
expansion of robot functions;

6. The Motor Drive Module: The motor drive module is responsible for controlling
the movement of the robot, receiving control commands, and driving the motor
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through current control. It includes the drive circuit, current sensor, and control
circuit, ensuring the precise and stable movement of the robot.

Figure 2. The system control structure of robot.

In the design of a robot navigation system, multiple critical steps are covered, including
data conversion, SLAM mapping, and path planning. We designed a comprehensive
robot navigation system framework to realize the navigation capability. This framework
implements distributed communication through the ROS system, thereby enabling the
collaboration between SLAM mapping and navigation path planning, and allowing for
node publication and subscription, further improving the efficiency and reliability of the
system. The flow of the robot navigation system framework is illustrated in Figure 3. The
robot navigation can be divided into the following four steps:

Figure 3. Framework flow of robot navigation system.
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1. Install the Ubuntu operating system and ROS system on the robot and PC side, use
the SSH remote control tool to realize the connection between the PC and the robot,
and control the robot through PC input commands;

2. After receiving the PC command, the robot locates and builds a map using the data
from the Lidar, and when the mapping is completed, the map is saved in the robot;

3. After starting the navigation command, the starting point and the end point are
selected on the Rviz (a 3D visualization tool) visualization tool of ROS, and the robot
autonomously plans the navigation path using the data from Lidar. The global path
planning realizes safe and reliable path planning, and local path planning realizes
real-time obstacle avoidance;

4. When the robot arrives at the destination, the navigation ends. If it does not reach
the destination, it continues to navigate using the data from Lidar until it reaches the
destination.

3. Algorithm Improvement

3.1. LRBPF-SLAM Algorithm

To better understand the proposed LRBPF-SLAM, we briefly review the basic prin-
ciples of the RBPF. The RBPF-SLAM is an improved version of the particle filter. RBPF is
a technique for reducing computational costs by lowering the dimensionality of the state
space through the use of the chain rule. This is achieved by factoring the joint distribution
of the variables into conditional distributions, which can be separately updated, resulting in
improved computational efficiency. The problem of SLAM for RBPF involves the estimation
of the posterior probability and posterior probability as shown in Equation (1).

p(m, x1:t|z1:t, u1:t) = p(x1:t|z1:t, u1:t−1)p(m|x1:t, z1:t) (1)

Where p(m, x1:t|z1:t, u1:t) is the posterior probability, the estimated joint posterior prob-
ability p(x1:t|z1:t, u1:t) represents the distribution of the motion trajectory of a mobile robot,
p(m|x1:t, z1:t) is the posterior map generated by particles using the occupancy grid mapping
algorithm to create a two-dimensional planar map of the environment. m represents the
grid map of the environment, x1:t denotes the motion trajectory of the mobile robot, z1:t
is the sensor observations from 1 to t moments, u1:t is the odometry measurements in the
odometer. The estimation of the robot’s true pose can be achieved using the z1:t and u1:t
parameters. The specific steps of RBPF are shown below:

1. Sampling: The particle at the previous moment xi
1:t−1 is sampled from the distribution

function to acquire new particles xi
1:t. The distribution function obtained by the sensor

is often termed the proposed distribution:

π(xi
t

∣∣∣xi
1:t−1, z1:t, u1:t−1) (2)

2. Importance weighting: Each particle xi
t is assigned a weight ωi

t, which is computed as
the ratio of the posterior distribution to the proposal distribution (based on the proba-
bilistic odometry motion model). The higher the weight, the more the particle’s pose
matches the true value. The importance weighting can be defined using Formula (3).

ωi
t =

p(xi
1:t

∣∣z1:t, u1:t−1)

π(xi
1:t

∣∣z1:t, u1:t−1)
(3)

3. Resampling: Particles with smaller weights are discarded and replaced by resampled
particles, but the total number of particles remains constant.

4. Map updating: Each particle’s map is updated using the optimized pose represented
by the particle and the current observations.

RBPF can effectively reduce the dimensionality of the state space and improve the
particle quality. However, the proposed distribution based on odometry may suffer from
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increasing errors over time. As the Lidar signal has a single-peak characteristic and a small
variance coefficient, it is more suitable to use it as the input to the proposed distribution
function. To improve the accuracy of the proposed distribution, we augment the original
odometry data by adding the position differences derived from the 2D Lidar data at adjacent
time steps. The RBPF algorithm usually uses odometer data as the proposed distribution
function:

π(xi
t

∣∣∣xi
1:t−1, z1:t, u1:t−1) = p(xi

t

∣∣∣xi
t−1, ut−1) (4)

IMU is a sensor used for attitude estimation. Typically consisting of an accelerometer,
gyroscope, and magnetometer, it measures the acceleration, angular velocity, and magnetic
field strength of an object in three axes. In attitude estimation, the IMU plays a key role by
providing real-time attitude information that allows us to track the position, orientation,
and motion of the object. However, the odometer data from the IMU can be affected by
robot vibration, drift, and sliding. Lidar can provide higher spatial resolution and accuracy
to ensure the accuracy of attitude estimation. LRBPF uses the Lidar positional difference as
a distribution function, as shown in Equations (5) and (6).

p(xi
t

∣∣∣xi
t−1, zt) = xi

t−1 + ht(zt, zt−1) (5)

ht = zt − zt−1 (6)

where ht is the Lidar attitude difference between adjacent moments.

3.2. GBI-RRT Algorithm

To gain a better understanding of the proposed algorithm, it is necessary to first review
the RRT and the Bi-RRT algorithms. Figure 4 shows the planning process of the RRT
algorithm, where qinit and qgoal represent the start and target nodes of the random tree,
qrand is the random node generated by each sampling point, and qnear is the closest node to
qrand on the tree, qnew is a new node obtained after collision detection, which is obtained
by growing from qnear to qrand with step size ε. The RRT principle diagram is shown in
Figure 4.

initq
nearq newq

randq
ε

Figure 4. RRT principle diagram.

The RRT algorithm begins by selecting the qinit as the root node of the random tree
growth. Next, qrand is generated within the safe space. Then, the algorithm searches for
the node qnear that is closest to qrand, with qnear initially set to qinit. Starting from qnear, the
random tree moves ε steps in the direction of qrand to obtain a new node qnew. This process
is repeated until the Euclidean distance between qinit and qgoal is less than a predetermined
threshold, at which point the search is terminated. The resulting path is the extended tree
path from the initial node qinit to the target node qgoal . The expansion rule for the new node
in the RRT algorithm is expressed by Equation (7).

qnew = qnear + ε
qrand − qnear

‖qrand − qnear‖ (7)
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where qrand − qnear represents the normalization of two vectors, and ‖qrand − qnear‖ repre-
sents the Euclidean distance between two points. When the target node qgoal is added to
the random tree or the number of iterations exceeds the specified threshold of iterations,
the path planning will end with the corresponding result.

Although the RRT algorithm is better than the traditional algorithm in complex envi-
ronments, its one-way search approach implies that it takes longer to reach the endpoint. To
address this issue, the Bi-RRT algorithm was developed, which enables a two-way search.
The Bi-RRT algorithm is shown in Figure 5:

initq

ε ε
goalq

nearq
newq

randq randq

newq
nearq

Figure 5. Bi-RRT principle diagram.

The Bi-RRT algorithm constructs two random trees T1 and T2 in the environment state
space, using the same node generation method as the basic RRT algorithm. T1 has the
root node as the initial node, while T2 has the target point as the initial node. The Bi-RRT
algorithm process is shown in Algorithm 1.

Algorithm 1 presents the fundamental Bi-RRT algorithm. First, the algorithm initializes
the random tree T1 using qinit and then initializes the random tree T2 using qgoal . To extend
the random tree outward, the Sample() function is designed to return a sample point qrand.
Then, the Extend() function searches for the nearest node in the random tree and grows
toward node qrand in steps ε, generating a new node qnew. Subsequently, if qnew passes
collision detection, it is added to the random tree T. If qnew is the same for both random
trees, then the loop terminates.

Compared with the RRT algorithm, the Bi-RRT algorithm reduces the search time
while retaining the advantages of the RRT algorithm. However, both algorithms have a
common drawback: both randomly generate expansion points, resulting in poor search
path quality [31]. Based on this, we propose an improved Bi-RRT algorithm to reduce the
algorithm’s blindness in the node expansion phase by introducing target bias sampling,
generating random points with a higher probability towards the target point. Additionally,
we propose a path reorganization strategy to address the low-quality generated paths by
removing redundant nodes and optimizing the path state.

Algorithm 1: BI- RRT(qinit, qgoal)

1 T1.add(qinit); T2.add(qgoal); i = 0;
2 while(i < N)
3 qrand1 = Sample();
4 qrand2 = Sample(); i ++;
5 qnew1 = Extend(T1, qrand1)
6 qnew2 = Extend(T2, qrand2)
7 if qnew1 = qnew2 then
8 return Path(T1, T2)
9 Swap(T1, T2)

1. Target bias sampling

The random sampling process of the Bi-RRT algorithm employs a global random
search strategy, which generates a significant number of redundant random points and
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increases the length of the robot movement path. The path planning process can only be
accelerated when the random tree grows toward the target point, so the target point can
be considered as the sampling point. However, if the target point is selected as the only
sampling point, the generated random tree may become trapped in a dead loop around the
obstacles. To address this issue, we propose a target bias sampling that combines random
search and target-oriented search. This strategy effectively guides the random tree to grow
towards the target with a higher probability while avoiding interference from obstacles.

Figure 6 illustrates the GBI-RRT algorithm, which begins by selecting an initial point
qinit. During each iteration, the system generates a random number prand. If prand is less
than the given threshold pbias, the algorithm generates a random point within the safe
space SampleFree(). Otherwise, the random point is set to the target point coordinates. To
implement the target bias sampling, we use Equation (8), which effectively guides the
random tree to grow towards the target with a higher probability while avoiding obstacles.

qrand =

{
qgoal , i f prand > pbias
qSampleFree() , else (8)

initq
nearq newq

ε
goalq

newq

randq

Figure 6. Bi-RRT random tree constructed by adding target bias sampling. The direction of the
dashed line represents the random tree growth direction.

In the above Equation (8), Pbias represents the target bias threshold, Prand represents
that the random sampling probability range is (0, 1), and qSampleFree() represents the random
point generated by the safe space.

Once the random node qrand is obtained, we use a target bias sampling to guide the
extension of the random tree towards the target point with a growth step of ε. This strategy
promotes an explicit expansion direction for the random tree, which preserves the global
expansion property of the RRT algorithm and allows the node expansions to spread across
the state space. Moreover, the target bias sampling enables the preservation of local node
properties on top of the global expansion properties, increasing the likelihood that the
random tree will expand towards the target point. However, choosing an appropriate
value for the threshold Pbias is crucial. A value that is too large can result in an expansion
probability towards the target point that is too small to have a significant effect on the
expansion speed, while a value that is too small can result in an overly large expansion
probability towards the target point that is prone to local minima in environments with
many obstacles. After experimental analysis, we set Pbias to 0.5.

The random growth function for the random tree to expand towards the target direc-
tion is shown in Equation (9).

X(n) = ε
qnear − qgoal

‖qnear − qgoal‖ (9)

where ε denotes the step size when expanding towards the target point and
∥∥∥qnear − qgoal

∥∥∥
denotes the Euclidean distance between qnear and qgoal .
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In addition, the random growth function Y(n) for the random tree to randomly expand
and avoid obstacles in the safe space is given by:

Y(n) = ε
qSampleFree() − qnear

‖qSampleFree() − qnear‖ (10)

Therefore, by combining Equations (8)–(10), we can obtain the equation for generating
a new node using the target bias sampling as follows:

qnew =

{
qnear + X(n), i f prand > pbias
qnear + Y(n), else

(11)

At this point, the calculation of the new node qnew not only takes into account the
influence of the random sampling node qrand, but also the gravitation of the target point
qgoal . The threshold value Pbias plays a crucial role in determining the expansion direction.
When the generated random sampling point is close to an obstacle, it may cause the newly
generated node to collide with the obstacle, leading to expansion failure and getting stuck
in a dead loop. If Prand is larger than Pbias, the selected random point Prand satisfies the
requirement of expanding towards the target point and enables the system to approach the
target point more quickly. On the other hand, when Prand is smaller than Pbias, the selected
random point qrand no longer satisfies the requirement of expanding directly towards the
target point, and random sampling points will be generated for expansion. By doing so,
the expanded tree can bypass obstacles and reach the end point more efficiently.

2. Path reorganization strategy

In the Bi-RRT algorithm, the nearest tree node is determined by calculating the Eu-
clidean distance from a random point to a tree node. However, this approach may result
in zigzag node paths for the concatenated tree nodes, and such unsmooth paths are not
optimal for mobile robot travel because they increase unnecessary steering time [32]. Even
with a target bias sampling incorporated, the paths generated by the Bi-RRT algorithm may
still contain many redundant nodes. Therefore, path reorganization strategies are needed
to optimize the generated paths and obtain higher quality paths.

As shown in Figure 7, in path planning with multiple nodes, the distance through path
qinit → b is less than the distance through qinit → a → b ; the distance through b → d is
less than the distance through b → c → d ; and the distance through d → qgoal is less than
the distance through d → e → f → qgoal . Therefore, in the final path planning process, the
redundant nodes a, c, e, and f can be removed. The node qinit → b → d → qgoal forms the
optimal path, which only has a few key points, and thus improves the smoothness of the
path and shortens the travel time of the mobile robot.

initq
goalq

Figure 7. Path reorganization strategy.

The process of the path reorganization strategy is shown in Algorithm 2, where
keypoints represents the set of key points. Starting from the initial node qinit, we traverse
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its children nodes for collision detection. Only the node qtemp closest to the end point qgoal
is kept and added to the keypoints. Then, qtemp is used as the initial node for the next
traversal.

Algorithm 2: GetKeyPoints(path)

1 qtemp = qinit;
2 while(qtemp! = qgoal)

3 f or(x = qtemp; q! = qinit; x = qtemp.child)
4 i f CheckLine(x, qtemp)
5 qtemp = x;
6 keypoints.add(qtemp);

4. Simulation Experiments of Robots

In this section, we compare and analyze two common SLAM algorithms and two
path planning algorithms in a simulated environment. To visualize the performance of the
algorithms, we construct maps using Rviz.

4.1. Simulation Platform

To evaluate the effectiveness of the LRBPF-SLAM algorithm in terms of mapping
accuracy, we conducted simulation experiments on the Gazebo platform [33] using Ubuntu
18.04 and ROS systems. The study focused on three simulated indoor environments and
used the TurtleBot3 Burger virtual robot model. The simulated sensor data included Lidar,
odometer, and IMU data. The simulation was carried out on a laptop computer equipped
with an Intel i7-11800H processor and 16 GB DDR4 3200 MHz memory. The simulation
environment was designed to replicate realistic physical characteristics, making it a reliable
reference for real-world application environments. Environment modeling of the Gazebo
simulation platform is shown in Figure 8.

 

Figure 8. Environment modeling of Gazebo simulation platform.

4.2. Simulation Experiment of SLAM Algorithm

The simulation experiments of SLAM were constructed on Gazebo with three envi-
ronments of different complexity for map building simulation. The different environment
experiments could more accurately reflect the building effect and generalization ability
of the proposed algorithm. Simulation environment 1 had a length and width of 11.25
m × 6.75 m, with regular surroundings and geometrical wall obstacles inside, to test the
algorithm’s building effect on geometrically shaped objects. Simulation environment 2 was
13.5 m × 8.5 m in length and width, and there were right-angle wall obstacles inside, which
were used to test the algorithm’s effect on building the details of corner-shaped objects. The

162



Mathematics 2023, 11, 1455

overall simulation environment 3 was 11.85 m × 9.75 m, surrounded by irregular walls,
and the internal obstacle objects were also irregular, testing the algorithm for the irregular
walls and the building effect of the objects that account for the object. We compared the
proposed algorithm with the Gmapping and Karto algorithms and visualized the map
building results using the Rviz tool. The results of the SLAM simulation experiments for
building maps are shown in Figure 9.

 
Figure 9. SLAM simulation results of three algorithms.

It can be seen from the three groups of simulation experiments that (a) the Gmapping
algorithm distorts and makes a lot of noise in the wall and vertical obstacle construction,
which is mainly caused by using single odometer data as the input of the distribution
function. The (b) Karto algorithm is relatively good in the overall drawing effect, but in
some details, the problem of wall overlap will appear. This is because the Karto algorithm
is a graph optimization algorithm, which requires multiple loopback detection to optimize
the result of graph construction. The (c) LRBPF-SLAM algorithm achieves satisfactory
performance in the overall mapping effect and details, which benefits from using the
Lidar data bit pose difference as the input of the distribution function, thus improving the
mapping accuracy.

In addition to the subjective evaluation, we selected several feature points of the
simulation environment for dimensional measurements and then compared the errors. The
error results of the SLAM simulation experiments are analyzed in Table 1.

Based on the comparison of the feature locations between the actual and measured
values by the three algorithms, we obtained the error of each feature location, as shown in
Table 1. From the table, we can see that the average errors of simulation 1, simulation 2,
and simulation 3 of the Gmapping algorithm are 10.4 cm, 6.4 cm, and 17.59 cm, respectively,
which are relatively large and become larger as the length of the measured object increases.
Simulation 1, simulation 2, and simulation 3 of the Karto algorithm have average errors of
9.34 cm, 7.64 cm, and 19.45 cm, respectively, the error of the Karto algorithm in measuring
the feature size is larger. The average errors of simulation 1, simulation 2, and simulation 3
of the improved algorithm are 6.9 cm, 2.85 cm, and 11.27 cm, respectively. It can be seen
that the improved algorithm always maintains smaller errors in terms of error control and
has higher accuracy than the other algorithms.
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Table 1. SLAM simulation experiment error results analysis.

Simulation

Gmapping Karto LRBPF-SLAM

Feature
Point

Actual
Value/cm

Measured
Value/cm

Absolute
Error/cm

Measured
Value/cm

Absolute
Error/cm

Measured
Value/cm

Absolute
Error/cm

1

1 100.00 97.99 2.01 98.48 1.52 100.86 0.86
2 175.00 188.15 13.15 185.60 10.60 182.33 7.33
3

Mean
325.00

-
341.03

-
16.03
10.40

340.91
-

15.91
9.34

337.50
-

12.50
6.90

2

1 200.00 208.29 8.29 208.57 8.57 201.72 1.72
2 225.00 216.00 9.00 231.32 6.32 228.88 3.88
3 200.00 196.71 3.29 204.78 4.78 197.84 2.16
4 125.00 131.14 6.14 136.52 11.52 128.02 3.02
5

Mean
175.00

-
169.71

-
5.29
6.40

182.02
-

7.02
7.64

178.45
-

3.45
2.85

3

1 300.00 316.00 16.00 315.74 15.74 312.05 12.05
2 225.00 252.80 27.80 249.47 24.47 2370 12.00
3 350.00 367.35 17.35 378.11 28.11 363.40 13.40
4 300.00 316.00 16.00 319.64 19.64 308.10 8.10
5

Mean
400.00

-
410.8

-
10.80
17.59

409.29
-

9.29
19.45

410.80
-

10.80
11.27

4.3. Simulation Experiment of GBI-RRT Algorithm

In order to verify the effectiveness and search efficiency of the proposed GBI-RRT
algorithm, we conducted simulations in three different environments using MATLAB2019.
The simulated maps are represented with black for obstacles and white for safe space. We
compared the performance of the RRT algorithm, the Bi-RRT algorithm, and the GBI-RRT
algorithm by simulating each algorithm 30 times with the same parameters, including a
fixed step size of 14 and identical start and end point locations. The simulated map had a
horizontal coordinate range of (0, 500) and a vertical coordinate range of (0, 500).

Figure 10 presents the path planning results obtained from the (a) RRT, (b) Bi-RRT,
and (c) GBI-RRT algorithms in the three simulated environments. Figure 10 indicates that
the RRT and Bi-RRT algorithms produce a large number of unnecessary nodes scattered
throughout the simulated map, resulting in discontinuous path curvature. However, the
GBI-RRT algorithm generates a smoother planning path with fewer turning points.

 
Figure 10. Results of path planning simulation experiment.
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Table 2 shows the path planning times and lengths obtained using the RRT, Bi-RRT,
and GBI-RRT algorithms. The results indicate that the RRT algorithm requires a much
longer time to plan the path in all three simulation environments than the other two
methods, especially in the complex obstacle simulated environment 3 where the longest
planning time reaches 110.5 s. This is mainly due to the blindness of the expansion of the
RRT algorithm. In contrast, Bi-RRT uses bi-directional search for speed optimization, which
reduces the planning time to some extent. However, using the same random expansion
strategy as RRT does not significantly improve the final path length, with only about a 6 m
improvement in simulated environment 1.

Table 2. Comparison of the results of 30 experiments averaged over three path planning algorithms.
The bold font indicates the optimal value.

Simulation Algorithm Time/s Length/m

1
RRT 58.79 860.24

Bi-RRT 16.18 854.30
GBI-RRT 5.08 674.45

2
RRT 98.88 880.39

Bi-RRT 13.19 859.37
GBI-RRT 5.46 679.21

3
RRT 110.50 803.90

Bi-RRT 5.28 777.35
GBI-RRT 4.84 594.14

It is worth noting that the GBI-RRT algorithm probabilistically grows towards the
target point with the help of the proposed target bias sampling, resulting in a significant
reduction in planning time compared to the previous two. It performs well in all three
environments with an average planning time of about 5 s. The path length is further
optimized by using a path reorganization strategy for the already planned paths, with an
average reduction of about 181 m compared to the previous two.

Figures 11 and 12 show the line graphs depicting the planning time and planning
paths obtained by the GBI-RRT algorithm in 30 experiments across three environments.
From the plots, it can be observed that the planning time is generally stable within a certain
range, while the planning path length fluctuates within a certain range, indicating good
performance.

Figure 11. Planning time of 30 times GBI-RRT algorithm in three environments.
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Figure 12. Planning path length of 30 times GBI-RRT algorithm in three environments.

5. Real Scenario Experiments for Robots

5.1. Real Scenario Experiment Setup

We use the distributed framework of the ROS platform to perform robotic tasks. The
framework enables communication between nodes through a loosely coupled approach
and is able to run on different computers. The robot and the computer must be on the same
LAN to enable remote control of the robot via SSH commands. In addition, we provide
a visual interface to make the control of the robot more intuitive by operating it from the
computer terminal. This configuration greatly improves the flexibility and operability of
the robot tasks.

Our specific configuration is as follows:

1. Host controller Jetson Nano and laptop are connected to the same network. A hotspot
network on the phone is used to cover the robot’s movement area.

2. The “ifconfig” command is used to check the IP addresses of the Jetson Nano and
the laptop.

3. In the Ubuntu system of the laptop, the environment variables “ROS_MASTER_URI”
and “ROS_HOSTNAME_URI” are added to the “bashrc” file. “ROS_MASTER_URI”
points to the IP address of the Jetson Nano, while “ROS_HOSTNAME_URI” points to
the IP address of the Ubuntu system on the laptop.

4. Finally, the robot is remotely accessed using SSH commands in the Ubuntu system
terminal for visual remote control. This remote access method makes the robot more
visible and makes it easier for the operator to control. These configuration measures
greatly improved the efficiency and flexibility of the robot’s tasks.

5.2. Experiment of SLAM Algorithm

In our practical experimental study, we conducted SLAM experiments in three real
scenarios. Environment 1 is an indoor bedroom measuring 4.5 × 4.5 m, featuring obstacles
such as cabinets, refrigerators, and tables. Environment 2 is a corner corridor with a
total length of 15 m and a width of 2.5 m, containing obstacles such as regular wooden
doors and irregular walls. Environment 3 is a conference room with a space of 4.5 × 6 m,
featuring obstacles such as tables, chairs, uneven walls, and monitor stands. This scene is
characterized by a high obstacle density. By performing experiments in these diverse real
scenarios, we can more effectively evaluate the proposed method’s effectiveness.

According to the experimental results in Figure 13, it can be seen that the (a) Gmapping
algorithm underperforms in all three scenes with low building accuracy, blurred obstacle
contours, the ghosting phenomenon in local details, incomplete wall building, and an
inability to identify support legs of many chairs. In comparison, the (b) Karto algorithm
can build complete maps in all three scenes, but with average reconstruction of local
details. However, the (c) LRBPF-SLAM algorithm outperforms both algorithms with the
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best overall map-building effect in all three scenes without the ghosting phenomenon. In
the complex conference room environment, the algorithm can fully scan wall contours,
recognize chair support legs with high accuracy, and build highly precise detailed maps.

 

Figure 13. SLAM results of three algorithms in real scenarios.

Furthermore, we selected several typical feature locations in the real scenarios and
compared their real values with the measured values, producing error results analysis ta-
bles.

According to the data in Table 3, it can be found that the average error of the Gmapping
algorithm in the three different environments is 3.44 cm, 8.95 cm, and 6.74 cm, respectively.
It is worth noting that the maximum error of the algorithm in feature location 3 of experi-
ment 3 reaches 12.9 cm; in comparison, the average error of the Karto algorithm in these
three environments is 3.83 cm, 6.04 cm, and 5.86 cm. The LRBPF-SLAM algorithm, on the
other hand, exhibits the best accuracy, with average errors of 2.63 cm, 4.33 cm, and 2.74 cm
in the three environments, and the maximum error is only 7.5 cm in feature 1 of experiment
2. The algorithm is also able to accurately reconstruct the details of the environment. The
experimental results show that the proposed LRBPF-SLAM algorithm has a small overall
error and high accuracy in map building, and can effectively reconstruct the overall state of
the environment. From these data, it can be concluded that the LRBPF-SLAM algorithm has
significant advantages, especially in complex environments that show better performance.
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Table 3. SLAM experimental error results analysis in real scenes. The bold font indicates the
optimal value.

Experiment
Gmapping Karto LRBPF-SLAM

Feature
Point

Actual
Value/cm

Measured
Value/cm

Absolute
Error/cm

Measured
Value/cm

Absolute
Error/cm

Measured
Value/cm

Absolute
Error/cm

1

1 42.00 45.30 3.30 45.48 3.48 46.92 4.92
2 41.00 47.11 6.11 50.94 9.94 46.92 4.92
3 50.00 48.92 1.08 49.12 0.88 50.55 0.55
4

Mean
112.00

-
108.72

-
3.28
3.44

110.98
-

1.02
3.83

111.89
-

0.11
2.63

2

1 139.00 151.00 12.00 149.60 8.30 146.50 7.50
2 115.00 126.40 11.40 124.35 7.35 121.00 6.00
3 84.00 92.60 5.60 93.00 3.20 89.40 2.40
4 104.00 114.80 10.80 112.90 5.70 111.20 5.10
5 115.00 131.30 7.80 127.70 8.50 118.60 3.60
6

Mean
57.00

-
63.10

-
6.10
8.95

60.20
-

3.20
6.04

58.40
-

1.40
4.33

3

1 57.00 64.30 5.30 53.60 3.40 59.10 2.10
2 41.00 47.80 6.80 45.60 7.60 42.50 1.50
3 370.00 382.90 12.90 379.80 9.80 378.70 5.20
4 43.00 46.50 3.50 39.90 3.10 44.80 1.80
5

Mean
39.00

-
42.20

-
5.20
6.74

43.50
-

4.50
5.68

42.10
-

3.10
2.74

5.3. Experiment of Path Planning Algorithm

We compare the path planning results of the RRT, Bi-RRT and GBI-RRT algorithms in
three different real scenarios.

As Figure 14 shows, the map of the three experimental sites obtained from the experi-
ments in the previous section, the starting and ending points of the mobile robot are set.
Table 4 shows the experimental data of path planning for the three algorithms RRT, Bi-RRT,
and GBI-RRT. To minimize the error, the experimental data represent the average value of
20 experiments.

   
(a) Environment 1 (b) Environment 2 (c) Environment 3 

Figure 14. Three experimental maps.

As shown in Table 4, the 20 experiments were conducted for three real scenarios, and
then their averages were taken for path planning quality analysis.

In the simple Environment 1, the RRT and Bi-RRT algorithms require an average of 2.65
and 2.5 turns, respectively, while GBI-RRT requires only 0.45 turns on average, and the other
two metrics (time and length) differ less among the three algorithms. In Environment 2,
the number of turns increases for all three algorithms. Nevertheless, GBI-RRT outperforms
the other two algorithms in terms of path planning time and length, with 5.1 and 3.75 s less
time than RRT and Bi-RRT, respectively, and less difference in planning length between
the three algorithms. In Environment 3, compared with Bi-RRT, the path planning time
of GBI-RRT is reduced by 3.15 s, the path planning length is reduced by 2.35 m, and the
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number of turns is reduced by 2.2 turns. These results show that the GBI-RRT algorithm
can quickly generate a smooth and optimal path from the origin to the destination.

Table 4. Quality analysis of three algorithms for path planning in three different environments. The
bold font indicates the optimal value.

Environment Algorithm Time/s Length/m No. of Turns

1
RRT 6.95 5.97 2.65

Bi-RRT 6.90 5.96 2.50
GBI-RRT 4.55 5.24 0.45

2
RRT 31.25 18.14 7.55

Bi-RRT 29.90 17.31 7.20
GBI-RRT 26.15 16.42 4.75

3
RRT 17.95 11.29 4.85

Bi-RRT 17.70 11.05 4.70
GBI-RRT 14.55 8.70 2.50

5.4. Robot Navigation Process

Figure 15 depicts the autonomous navigation process of the robot, which is conducted
within a known map constructed by SLAM. Connect to the computer through the ssh
command to control the robot, run the navigation command and select the map path, and
then start the visualization tool Rviz.

 

Figure 15. Initial position and pose of navigation robot.

As shown in Figure 15, the lower left corner depicts the pose of the robot in the real
environment. The red circle located on the top menu bar is the 2D Pose Estimate that
is utilized to determine the robot’s initial pose, with the red circle marked on the map
representing the determined initial pose. The shaded square surrounding the robot denotes
the local cost map, which represents the area for local path planning. By selecting the
navigation endpoint in the upper right corner of the map, the robot can execute autonomous
navigation operations.

Figure 16 is the robot’s initial pose and planning information during the movement
process. The yellow line segment situated in front of the robot represents the local path plan-
ning Dynamic Window Approach (DWA) algorithm [34]. Whenever the robot approaches
an obstacle, the DWA algorithm executes obstacle avoidance processing by selecting a
safe path around the obstacle. Meanwhile, the long red line segment indicates the path
planned by the global path planning GBI-RRT. Finally, in Figure 17, the robot arrives at its
destination, concluding the navigation.
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(a) Initial planning information. (b) Motion process planning information. 

Figure 16. Mobile Robot Status Information.

Figure 17. End point posture.

6. Conclusions

This study proposes an enhanced LRBPF-SLAM and GBI-RRT path planning algorithm
to improve the navigation of autonomous mobile robots in indoor environments. LRBPF-
SLAM overcomes the limitations of traditional distribution functions by utilizing Lidar
data, resulting in more accurate pose estimation of the robot. GBI-RRT incorporates target
bias sampling to efficiently guide nodes towards the goal, reducing ineffective searches.
The path reorganization strategy further improves navigation efficiency by eliminating
low-quality nodes and improving path curvature. The proposed method is evaluated
in simulations and field experiments, and the results demonstrate superior performance
compared to existing algorithms. Future research could focus on applying the currently
proposed methods to more complex environments to better address the challenges of the
real world. Researchers can also consider how to improve model speed and accuracy more
effectively, and apply these algorithms to other fields.
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Abstract: In Singapore, there is an increasing need for independence from manpower within the
Building and Construction (B&C) Industry. Prefabricated Prefinished Volumetric Construction (PPVC)
production is mainly driven by benefits in environmental pollution reduction, improved productivity,
quality control, and customizability. However, overall cost savings have been counterbalanced by new
cost drivers like modular precast moulds, transportation, hoisting, manufacturing & holding yards,
and supervision costs. The highly modular requirements for PPVC places additive manufacturing in
an advantageous position, due to its high customizability, low volume manufacturing capabilities
for a faster manufacturing response time, faster production changeovers, and lower inventory
requirements. However, C3DP has only just begun to move away from its early-stage development,
where there is a need to closely evaluate the process parameters across buildability, extrudability, and
pumpability aspects. As many parameters have been identified as having considerable influence on
C3DP processes, monitoring systems for feedback applications seem to be an inevitable step forward
to automation in construction. This paper has presented a broad analysis of the challenges posed
to C3DP and feedback systems, stressing the admission of process parameters to correct multiple
modes of failure.

Keywords: Concrete 3D Printing; sustainability; process control; diagnosis systems; feedback systems;
feedback control; computer vision; monitoring systems; in-situ monitoring; ex-situ monitoring

MSC: 00A27

1. Introduction

In Singapore, there is an increasing need for independence from manpower within
the Building and Construction (B&C) Industry [1]. Currently, the preferred construction
approach in Singapore’s high-density urban landscape is the use of Prefabricated Prefin-
ished Volumetric Construction (PPVC). The Building and Construction Authority (BCA) in
Singapore has supported this construction method by implementing regulatory channels
to utilize its extensive network, mainly driven by benefits in environmental pollution
reduction, improved productivity, quality control, and customizability [2,3]. The off-site
fabrication capabilities of this technique also enable furnishings, finishes, and fittings prior
to its deployment to the site. In turn, these benefits positively affect manpower costs and
safety ratings on-site. However, overall cost savings have been counterbalanced by new
cost drivers such as modular precast moulds, transportation, hoisting, manufacturing &
holding yards, and supervision costs [3]. Case studies of two pilot projects carried out at
North Hill, Nanyang Technological University and Changi Crown Plaza Hotel reported
more than 15% increase in costs compared to traditional cast methods, largely attributed to
these cost drivers [3].

Concrete 3D Printing (C3DP) is an additive manufacturing approach that deposits
a mixture of concrete slurry or cement using a layer-by-layer methodology to form a
structure without the use of traditional formwork. Potentially, the emergence of C3DP
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can improve sustainability by reducing material wastage, costs, and construction risks,
with the reduction of labor intensive processes [4,5]. The highly modular requirements for
PPVC places concrete additive manufacturing in an advantageous position due to its high
customizability and low volume manufacturing capabilities for a faster manufacturing
response time, faster production changeovers, and lower inventory requirements [4]. The
inherent characteristics of 3D printing may seem advantageous, but C3DP has only just
begun to move away from early-stage development and its success rate in the real-world en-
vironment is still being evaluated, as buildability, extrudability, and pumpability concerns
persists. These current challenges in C3DP have been attributed to numerous parameters
that include environmental, material, and process parameters [6].

Objective

This review paper will attempt to discuss the importance of process control parameters.
The introduction has provided a brief overview of the building and construction industry
in Singapore. This covered the research gap in C3DP and a brief description of the existing
issues. Section 2 will give an overview of 3D printing’s characteristics, exploring, and
listing current challenges and solutions in the C3DP process. At the same time, a short
discussion will be given of the parameters involved for the respective research challenges.
Section 3 will specify and describe the need for monitoring systems to complement the
requirements for a complete diagnosis system. Section 4 will discuss and describe the
core requirements of a diagnosis system for C3DP applications and provide a correlation
explanation for the previous two chapters. Section 5 displays existing systems that utilize
machine vision technologies for diagnosis of varying aspects in traditional construction
workspaces. Finally, Section 6 offers a conclusion and a future vision for feedback systems
in C3DP.

2. Parameter Classification in C3DP Structural Faults

Ma et al. observed an eightfold increase in Concrete 3D Printing research from 2017
to 2020. The authors reported that about 80% of all research in the field was dedicated to
material optimization studies, while the remainder were distributed between processing
(10%), software (9%), and building integration (1%) [7]. A greater focus on material
related studies was reported. Research conducted to implement optimization via process
control for this field is sparse, which is an indicator that the research direction is still in its
early-stage development, as process control is one of the considerations for later-stage or
end-stage development.

Process control and automation falls under the branch of processing. This includes the
study of process parameters in C3DP, such as material flow rate, nozzle travel speed, and
nozzle stand-off distance [8–10]. Generally, these parameters are estimated and calibrated
as an open-loop process prior to the print, which may introduce errors and could affect the
print quality, and any unexpected in-process developments require manual intervention.
Currently, several researchers are investigating a closed-loop control for these parameters
to achieve an improved printing performance and outcome. However, these process control
augmentations tend to require substantial developmental time and costs, which may
discourage research in the area. Hence, this chapter attempts to focus on the importance of
assessment for process parameters and process control.

With the current development, these parametric studies are independently defined
within their own research scope. Solutions derived from these issues can appear subjective
when two or more parametric categories are involved in the issue. In this section, the
current issues and challenges encountered in C3DP will be classified according to their
attributed parameters. This paper references the parameters classified in several literature
sources and simplifies these technical parameters according to Figure 1, summarized into
process, material, and environmental parameters [6,11–14].
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Figure 1. Venn Diagram of Parameters in Concrete 3D Printing.

We can refer to the table below to categorically define these parameters, based on the
factors currently known. In this paper, qualified parameters are considered as observable
qualitative or quantitative factors that can influence the printing outcome. This catego-
rization includes pre- and post-process, in-situ and ex-situ measured parameters, and is
non-exhaustive. The classification is sorted and organized according to current research
findings and will distinguish and emphasize the importance of process parameters in
process control, along with the following sections. Table 1 displays a list of parameters in
their respective categories.

Table 1. List of Parameters Sorted into Respective Categories [6,13,15–24].

Process Parameter
Nozzle Travel Speed, Material Extrusion Rate

Layer Height, Layer Width, Nozzle Diameter, Corner Travel
Radius, Nozzle Shape/Geometry

Extrusion Pressure/Force, Layer Cycle Time

Environmental Parameter Temperature, Humidity, Winds, Freeze-Thaw Cycles

Material Parameter

Yield Stress (Static, Dynamic), Structuration Rate, Curing Rate,
Density, Plastic Viscosity, Slump Ratio, Aggregate Size,

Compressive Strength, Thixotropy, Open Time, Setting Time,
Structural Build Up, Water-to-cement ratio, Hydration Rate

2.1. Weak Interlayer Bond

Weak interfacial bond strength has been considered by several researchers in the
following areas: (a) porosity and saturation state of the substrate, (b) moisture condition of
the surface, (c) magnitude of plastic shrinkage, (d) varying yield stress and/or plastic vis-
cosities of the deposited material and substrate [17]. To date, this remains one of the biggest
challenges n C3DP, as requires a deep understanding of material and machine parameters.

2.1.1. Porosity and Moisture Conditions

Microstructure discrepancies occur due to entrapped air pockets. In C3DP, air pockets
within the extruded filament mainly appear due to the lack of formwork and vibration,
which are prevalent methods in traditional construction to densify the concrete [25]. How-
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ever, recent evidence suggests that the interconnected porosity within a 3D printed filament
is much more complex, when compared to pores found in casted concrete, which poses
a postponed fatal cracking facility [25–28]. Fundamental knowledge indicates that air
entrapment begins in mixing and occurs between layers during deposition [29]. Air entrap-
ment also occurs at the interlayer during deposition [17,27,28,30,31]. Both occurrences are
typically assessed collectively in porosity tests such as Scanning Electron Microscope (SEM),
Mercury intrusion porosimetry (MIP), and Computed tomography (CT) imaging [31].

Nerella et al. observed and categorized four cases of porosity in poor interlayer bond
strength: (1) weakly bonded, (2) weakly bonded under process and curing conditions,
(3) temporarily weakly bonded, and (4) strongly bonded. Case 1 indicates long and wide
separation between layers that cannot be connected by hydration constituents before
28 days assessment. Case 2 is caused by air entrapped by process and curing parameters
such as drying shrinkage, moisture conditions, or printing parameters that cannot undergo
proper hydration. Situations of Case 3 are usually the least porous compared to the other
cases and are likely to be self-healed overtime via hydration. Finally, case 4 indicates
well-bonded regions [17]. The presence of porosity reveals poor densification within the
C3DP structure, for which Shakor et al. stated that this was due to limited moisture and
the presence of fine particles that decrease wettability of powder [32].

2.1.2. Plastic Shrinkage

3D printed concrete is extremely susceptible to plastic shrinkage cracks. The lack
of formwork, low bleeding water, low aggregate to binder ratio and high quantities of
fine aggregates are the material-based constraints that allow fresh concrete to retain its
extrudability and buildability. These material properties are vulnerable to early age water
evaporation that can result in volumetric shrinkage. Physical restraints lead to increased
tension that causes plastic shrinkage cracking [33]. The combination of high surface-to-
volume ratio and dry environment conditions also fosters an undesirable effect [34,35].
Aside from its aesthetic damage, the presence of cracks can increase the likelihood of water
seepages and water penetration in the structure, which can cause corrosion in steel rein-
forcements, and crack propagation may occur from thermal expansion of water in varied
environmental conditions, such as saltwater penetration and freeze–thaw cycles [24,36–39].
Plastic shrinkage appears to cause interlayer slips and leads to poor interlayer bond strength
and structural durability [34].

2.1.3. Yield Stress Evolution Rates and Deposition Speed

The uninterrupted vertically assembled manufacturing process of 3DPC determines
that synchronic curing methods pose a challenge in mitigating poor interlayer bond
effects, as curing methods are typically implemented as a post-process procedure [40].
Panda et al. [41] determined that interlayer tensile bond is not dependent on the material
hardening rate. Instead, the author’s experiment suggests that the tensile bond strength of
the interlayers can be optimized by adjusting the printing parameters, such as nozzle travel
speed. Tay et al. [42] also studied the interlayer bond strength and both authors noted that
a decrease in printing time gap enhances the interlayer tensile strength, but also inversely
affects the structural stability due to the increase in printing speed. Hence, Panda et al.
suggested that there must be an optimal printing parameter for all concrete variants and
3D printing designs [41,43]. Figure 2 shows the qualitative observation of interlayer bond
with varying printing speeds.

This section has established a correlation to the effects of poor interlayer bond strength
between different research studies. We summarized the above effects into Table 2, based on
a handful of research articles.
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Figure 2. Qualitative Observation of Interlayer Bond with Varying Printing Speeds: (a) 1-min
time-gap, (b) 5 min time-gap, (c) 10-min time-gap and (d) 20-min time-gap [42].

Table 2. Parameters Involved in Poor Interlayer Bond Strength.

Process Parameter

Printing Time Gap, Nozzle Travel Speed,
Nozzle Standoff Distance, Mixing,

deposition method, Air Entrapment,
Surface-to-Volume Ratio

[23,27–31,41,42,44–50]

Environmental Parameter
Temperature, Humidity, Hydration Rate,

Saltwater Penetration, Freeze-Thaw
Cycles

[23,24,30,34–39,44,45,51–57]

Material Parameter
Aggregate-to-Binder Ratio, Additives,

Void distribution, Permeability, Drying
Shrinkage, Plastic Shrinkage, Moisture,

[32,34,44,54,58–68]

2.2. Buildability
2.2.1. Plastic Collapse and Elastic Buckling

Plastic collapse is caused by the weight load at the bottom-most layer exceeding the
maximum yield strength of the printing material. Suiker et al. describe this phenomenon
as accumulated vertical deformation, where the influence on the critical height of the
wall was studied in various supported structures [13,14]. Ashrafi et al. [43] reveal that
the deformation of the base layer is not only a result of the weight of the subsequent
layers, but is also caused by the extrusion pressure (Figure 3). It was demonstrated in
the experiment that layer deformation can be reduced by extending the printing time
gap between layers and the number of base layers used to reduce filament deformation.
The author’s methodology also aligns with the observations made by Panda et al. [41]
and Tay et al. [42], that machine parameters should be controlled to optimize the time gap
between layers.

 

Figure 3. Layer-wise Deformation Illustration by Ashrafi et al. [43].
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Elastic failure is an out-of-plane deflection failure mode that occurs before the max-
imum yield strength is reached. As opposed to plastic collapse, this phenomenon may
also be caused by environmental or machine parameters. Suiker et al. describe this as
lateral deformation, concluding that the filament width and the material curing rate have
a significant influence on elastic buckling, with insignificant results from poor layer-wise
deposition. The author’s further work also validates the model with accelerators [13,14].
Nguyen-Van et al. also concluded that wider filament widths and lower printing speeds
improve buildability and constructability [69]. Studies related to filament widths and print-
ing speeds have been conducted by many researchers, where process control parameters
indicate some degree of influence in this failure mode [6,70,71]. However, the extent of the
parametric influence appears to be confounded between the two failure modes among these
studies, the outcome of which leads to a convoluted discussion in research, with the use of
terms such as “collapse”, “deformation” or “shape stability” as a generalized encapsulation
of both failure modes [41,69,71]. The need to isolate (or combine) and study the two effects
will be further revealed in the next chapter as a thin wall process control solution.

2.2.2. Rapid Setting

Rapid setting binders can be used in concrete slurry to increase yield strength for the
prevention of plastic collapse and elastic buckling. However, activators increase the initial
yield strength in the mixing process, reducing pumpability and risking material build up in
the printer. Set-on-demand has since been a method to perform activation near the nozzle
end. This includes the modification of process parameters that moderates the feed rate
of the accelerator [72]. It should be noted that this is a relatively new method to enhance
buildability, with only limited research, pursued by Muthukrishnan et al. [72–74].

2.2.3. Reinforcements

Integration of reinforcements remains one of the central challenges in concrete 3D
printing. Reinforcement methods are mainly used to enhance tensile strength and ductility.
For C3DP, the method includes the use of bars, meshes, fibers or cables that can be incor-
porated, usually in one of three printing process stages (pre-process (mixing), in-process
(printing), and post-process (cured/pre-wired) stages).

• Pre-process

A significant amount of research has been focused on adding synthetic fiber rein-
forcements to the concrete matrix. Addition of steel [75], polymer [76–79], glass [79–82],
and plant-based fibers [83–86] has been explored over the years. Incorporating different
fiber types has been a long-standing research topic in pursuit of Ultra High-Performance
Concrete (UHPC). Chun et al. [83] assessed different fibers in concrete paste and uncovered
different performances between a few notable fiber types; (1) Structural performance of
fiber-reinforced concrete is still subject to the printability, nozzle travel speed, and printing
direction of the process, (2) inorganic fibers, in comparison to organic fibers, tend to deter
adhesion in the geopolymer matrix. Stiff materials, such as steel fibers, prevent complete
adhesion to the interlayer bond strength due to increased porosity. For short fiber reinforce-
ment methods, there is an overall improvement in ductility and tensile strength within the
concrete filament but little to no improvement in the interlayer region [87–90]. Apart from
the abovementioned reinforcements, research on other unique fiber configurations, such as
thermoplastic composites and recyclable materials, are also being explored as a prospective
expansion of UHPC materials for 3D printing [91–95].

• In-process

Extrusion of cementitious material fed with steel cables at the center of the extruded
filament is a relatively common approach, despite scarcity in this area of research [96].
Pull-out tests and four-point bending tests were conducted by Bos et al. [97] to observe
performance difference in different wire types. Bos observed an increase in ductility and
post-crack resistance. However, cable slips were noted as a phenomenon, with smooth
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cables embedding inducing poor bond strength between the materials. Li et al. [96] agree
that the inclusion of a metal cable exhibited a ductile failure mode during four-point
bending tests. However, the authors also noted that cable reinforcements showed weaker
interlayer bonding strength as compared to that without reinforcements, due to reduced
contact area at the interlayer. Hojati et al. [98] attempted to mitigate cable slips via barbed-
wire reinforcements. The inclusion of barbs alleviated cable slips but introduced a larger
scale presence of voids surrounding the barbed protrusions. Hojati also highlighted that
further investigation of barb frequency, cable types, and varying barb configuration is
needed to optimize these findings. Xiao et al. [99] also explored the perpendicular insertion
of steel cables to decrease the flexural anisotropy of concrete printed structures and noted a
10 times improvement in flexural capacity.

Alternatively, other methods of in-process installation include bolting of metal brackets
in layered intervals within concrete filaments, developed by Simon and Sungwoo [100],
and U-nail insertion into several layers of concrete filament to reduce the effects of poor
interlayer bond, carried out by Wang et al. [101]. Both methods showed improved tensile
strength in the steel reinforcement support. While these options offer promising methods
for tensile strength improvement from a material study standpoint, scaling to a structural
reinforcement system proves to be a challenge.

• Post-process

The definition of post-process printing in this section is defined by prior work done to
the structure before addition of concrete or wires. There are currently two approaches to
this process. (1) Mesh wires, cables, or bars are fitted into a completed 3D printed concrete
structure, (2) Concrete is extruded around a pre-installed configuration of wires, cables,
or bars.

(1) Asprone et al. [102] developed an external anchor connection design approach to
install an out-of-plane reinforcement system in a 3D printed structure. Local fractures
arise from shear forces between segments and steel–concrete anchors. Salet et al. [103]
conceptualized post-tensioning reinforcements in which concrete structures are built
with design considerations to sandwich C3DP slabs as an assembly, where the middle
slab design allows cable passthrough. These parts are then pressed together by post-
tensioned prestressing tendons. The method showed much promise, as the prototype
passed all structural regulations in assembly trials (Figure 4).

 

  

Figure 4. Meshed wires or cable implementation to C3DP bridge structures [102,103].
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(2) For a pre-configured wire mesh approach (Figure 5), Marchment et al. [104] introduced
a nozzle design that enables printing about the mesh. Liu et al. [105] later developed a
U-shaped wire mesh (USWM) configuration, where concrete is extruded at an inclined
angle around the mesh wire. This configuration showed significant improvement in
tensile strength. Table 3 shows the parameters involved in buildability.

 
Figure 5. A pre-configured wire mesh approach, for concrete deposition around existing mesh
layout [104,105]. (a–c) shows the process flow for a pre-configured wire mesh approach with an
inclined angle deposition.

Table 3. Parameters Involved in Buildability.

Process Parameter

Printing Time Gap, Nozzle Travel
Speed, Nozzle Standoff Distance,
Filament Width, Structure Height,
Nozzle Width, Vertical Building
Rate, Total Construction Time,
Nozzle Geometry, Peripheral

Parameters (Activator Feed Rate)

[6,12–14,43,69–71,104–106]

Environmental Parameter

Material Parameter

Aggregate-to-Binder Ratio,
Curing Rate, Additives,

Accelerator Ratio, Static &
Dynamic Yield Stress, Open Time,
Setting Time, Structural Build Up,

Hydration Rate, Ductility,

[13,14,69,72–74,96,106]

2.3. Extrudability

Extrudability in C3DP is defined as the process of transporting material through
the feedpipe and the print head. Good extrudability is defined as the ability to extrude
filaments consistently. Nozzle blockage, filament tearing, and filament buckling can occur
from poor process control and mixture composition. However, as cementitious material
hardens with time, pumpability can be used to manage the printability of the material [107].
These factors were studied by Liu et al. and it was observed that a change in flow rate
over time can improve the overall print and structural quality [108]. Furthermore, Tay et al.
noted that pump flow rate and nozzle travel speed have similar significance in quality
control for 3DCP [109,110]. Figure 6 shows the relationship between pump flow rate and
nozzle travel speed in quality control.
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Figure 6. Relationship between pump flow rate and nozzle travel speed in quality control. (Image by
Tay et al. [109]). (A–D) represents the regions when optimization between the two parameters are
imbalanced, (A) high flow rate and low travel speed, (B) high flow rate and travel speed, (C) low
flow rate and travel speed, (D) high travel speed and low flow rate.

Khalil et al. concluded that a diameter ratio, or the nozzle geometry, of Dnozzle/Dparticle
should be larger than 4 for continuous flow to occur [111–113]. Multiple evidence also sug-
gests that constituents of concrete, such as admixtures, water, binders, and cement, directly
affect its flowability, stability and self-levelling. These factors have been associated with
aggregate size, yield stress, plastic viscosity and open time [107,111–114]. Malaeb et al. [10]
identified that good flowability can be optimized by reducing sand and increasing cement.
Hence, both material and process parameters are attributed to the effects of poor extrud-
ability [115]. These effects are amplified along sharp corners in the C3DP process when
extrusion rate remains inconsistent within the nozzle geometry. A difference in curvature
exists between the inner and outer radii of the filament, where the inner and outer radiuses
exhibit overflow and underflow effects, respectively, if a corner rotation is sharp. Liu et al.
determined that rheological properties have little significance in this occurrence, which
is associated with the corner radius, nozzle travel speed, and nozzle geometry [116–118].
Large-scale implementation has also been shown to cause accelerated hardening due to
friction caused by prolonged pumping, causing reduced workability, potentially causing
clogs in the extruder, and quickening the effects of filament tearing and buckling [118].

Researchers conduct extrudability tests to assess the printability of a setup. It is still
a common practice to conduct extrudability tests via visual inspection of single layer
extrudate of a fixed length for any filament tearing or buckling in the sample [20,119].
Recent work conducted by Ting et al. attempts to leverage the manual inspection method
with an instance segmentation model by quantifying surface defects with real-time in-situ
monitoring [93]. It is relatively clear that filament tearing and bucking are qualitatively
distinguished, time-dependent parameters that lead to nozzle blockage with material
influence, and can be controlled by process parameters. Table 4 lists all parameters listed in
this section.

181



Mathematics 2023, 11, 1499

Table 4. Parameters Involved in Extrudability.

Process Parameter

Corner Radius, Nozzle Travel Speed,
Material Flow Rate, Extrusion Pressure,

Nozzle Geometry (Diameter Ratio),
Peripheral Parameters (Vibration at

nozzle, etc)

[109,111–113,116–118,120–123]

Environmental Parameter

Material Parameter

Sand-to-Cement Ratio, Curing Rate,
Static & Dynamic Yield Stress, Plastic
Viscosity, Lubrication Layer, Storage
Modulus, Open Time, Setting Time,

Structural Build Up, Hydration Rate,
Aggregate Size

[10,120,123–134]

3. Process Monitoring for Fault Detection

The chapter above provided a summary of the current challenges in C3DP and dis-
cussed the parameters involved. Each challenge presented above has an established signifi-
cance for process parameters. As cementitious material exhibits unpredictable mechanisms
in the printing process, feedback systems make sense for process parametric adjustments in
C3DP in place of manual observations and interventions [18,42,135–137]. However, from
a process control standpoint, managing process parameters in a C3DP application for a
closed loop feedback is challenging due to the required interdisciplinary understanding of
material behaviour, computer vision, and fault diagnosis. Consequentially, feedback sys-
tems investigation in C3DP research is relatively uncommon compared to other branches
of research. Generally, the process flow for a feedback system is listed as follows: Data
Acquisition, Pre-Processing, Feature Extraction, Classification, and Diagnosis at a desired
interval [138–140]. Several methods can be used as classification tools (this will be dis-
cussed in a later section). Depending on the classification methods used, pre-processing
and feature extraction steps will typically be adjusted accordingly. This chapter attempts
to breakdown the requirements needed in process monitoring for fault diagnosis (refer to
Figure 7).

Figure 7. Categorization of computer vision methods and a non-exhaustive list of methods for
pre-processing, feature extraction and classification [141].
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3.1. Data Acquisition

Feedback systems in C3DP require an input data stream. These data inputs can be
obtained with various arrays in one-dimensional to three-dimensional streams of data,
often acquired in the form of an image with color spaces, such as HSI [142], HSV [143],
Binary [144,145], Greyscale [18] and RGB [146]. Data obtained can then be interpreted for
monitoring applications, such as safety monitoring [147], Building Information Modelling
(BIM) [148], Structural Health Monitoring (SHM), and process monitoring [149]. A camera
layout is typically installed, based on in-situ or ex-situ configurations, and depends greatly
on the attention to detail needed for the operation. In this paper, in-situ and ex-situ
monitoring systems will be defined as the measurement or camera sensor planted inside
and outside the work envelop of the 3D printer, respectively (refer to Figure 8).

 
Figure 8. Illustration of Data Acquisition Sensor Layouts in C3DP.

Concrete 3D printed structures are generally large, thus varying environmental condi-
tions, such as indoor or outdoor C3DP, can considerably affect sensor inputs. Noise, such
as ambient light, temperature, and weather conditions, can easily impact the accuracy of
the data acquired and the general outcome of the resulting diagnosis. Apart from a clear
line of sight for the sensor, factors such as object cleanliness, reflectivity of the object, and
occlusions in scanning path should also be considered. Depending on the sensor used,
the calibration process, including lens distortion, bundled adjustment, and unit scaling
for instance, must be regarded [150–152]. The visual cues for geometrical capture are
dependent on lens/sensor perspective, object occlusion, and shading. In other words,
computer vision tools are strongly affected by perspective and illumination strategies [153].
Refer to Figure 9 for examples of illustration strategies.

Further categorization can also be achieved by monitoring the print through in-process
and post-process methods for process control [18,135–137,154–156]. The following research
consists of monitoring techniques that have been. or will be, used in feedback for process
monitoring. These publications indicate the progress made towards autonomy in C3DP. As
of now, implementation has been largely discussed as future work and these solutions have
not been fully realized, as the experimentation has been conducted in a fully controlled
environment. The extent of the effectiveness of computer vision feedback control has not
been thoroughly established, but has been successful in detection in most cases. It can be
understood that post-process feedback applications are not thoroughly explored due to
the scarcity of environmental input for long-term assessment in C3DP structures at the
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current time. Refer to Table 5 for examples of monitoring architectures with computer
vision implementation.

 

Figure 9. Examples of Illumination Strategies for Image Acquisition.

Table 5. Latest Applications for Machine Vision in C3DP separated by pre-process, in-process, and
post-process factors (red indicates feedback application is successful, blue indicates intentions to
implement a feedback system, black does not indicate intentions for feedback implementation).

Monitoring Config Parameter/Analysis Publication(s) Sensor/Method Comments

In-process

In-Situ Nozzle Height [135] 1D ToF Distance Sensor/Direct
Measurement

Feedback with sensor for Proof
of Concept.

In-Situ Flow Rate, Width [18] Camera Sensor/
Binarization

Material flow for over and
under extrusion.

Ex-Situ Surface Quality, Layer
Width [157] Camera Sensor/

Gaussian Filter
Imaging Techniques to measure

surface smoothness from side profile.

In-Situ Robot Collision [158,159] Camera Sensor, ArUco markers Robot collision with 2 vision feedback
methods for estimation and precision.

Post-Process

In-Situ Layer Deformation [146] Camera Sensor/
Semantic Segmentation Slump Inspection.

In-Situ Extrusion Quality [136] Camera Sensor/
U-VGG19

Side profile evaluation of layer quality
to observe qualitatively.

In-Situ Texture Quality [160] Camera Sensor/
Thresholding

Entropy variation analysis to assess
layer quality from a side profile.

Ex-Situ Geometric Inspection in
C3DP Assembly [161] 3D Laser Scanner/

Photogrammetry Case Study Inspection

3.2. Pre-Processing and Feature Extraction

Pre-processing and feature extraction in computer vision applications are necessary
steps to clean up and enhance acquired data in the C3DP workspace. Raw image data
obtained directly from a camera sensor may face a variety of obstacles that could hinder the
classification result. Pre-processing methods are commonly used in vision-based process
systems to mitigate such errors early in the process [144,162–168]. In this paper’s definition,
pre-processing methods can be redefined into two groups: corrections are required to
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change the artifacts in the image prior to feature extraction, enhancements are utilized to
augment key features for ease of classification in later steps.

• Corrections: Sensor Corrections, Lighting Corrections, Noise, Geometric Corrections,
Color Corrections.

• Enhancements: Blur and Focus, Illumination, Thresholding. Edge Enhancement,
Morphology, Segmentation, Region Processing, Color Space Conversions.

Despite the need for a robust illumination strategy as described earlier [169], features
of interest in C3DP may still be suppressed by external factors, such as ambient light
conditions and occlusions. The C3DP monitoring process flow would face difficulties
replicating isolated environments, as seen in other disciplines such as metal additive
manufacturing process monitoring [165–167,170,171]. Splatters, residuals, light, reflection,
and shadow interferences can be observed on the substrate while printing. While it may not
compromise the 3D printing process, it can cause a camera sensor’s erroneous reading that
may lead to poor diagnosis (Refer to Figure 10). Hence, digital corrections are essential to
minimize the negative effects of the environment and setup. Kazemian et al. [18] have noted
this effect in a feedback control process. The authors noted stray detections of concrete
filament due to obstructed lighting conditions, hence developing an approach to conduct
frame drops to minimize the erroneous readings.

  
Figure 10. Left: Image sample by SC3DP taken by a camera attached to the nozzle, displaying
background noise (splatters and residuals of concrete). Right: Error in feature extraction where
background features were highlighted with a green outline (inclusive of the concrete filament),
resulting in a discarded image (Image from Kazemian et al. [18]).

Enhancement, or feature extraction, methods such as morphological operators [142],
image cropping, frame selection [18,136], filters, blurs, rotation, resizing, and color space
conversion (refer to Figure 7), are some of the functions used to digitally enhance, mod-
ify, or amplify desired characteristics in a dataset, specific to any machine learning al-
gorithms. Generally, supervised classification methods such as Deep Neural Networks
require a model with numerous variations. Images are typically obtained and labelled
manually, which are then fed into a training model. Pre-processing methods are used
to expand the dataset variations in order to enhance the model, such as image augmen-
tations for rotation, flipping, or contrast [145,146,172,173], whereas, in typical unsuper-
vised machine learning techniques, pre-processing methods, such as binarization, im-
age blurring, thresholding, contour extraction, and edge detection, are used to de-noise
prior to classification [18,136,161]. Correction and enhancement methods can be inter-
changeably used for all classification methods and are not specific to a single use case.
Davtalab et al. [146] utilized pre-processing methods for thresholding and binarization to
provide a binary mask image as ground truth reference for a SegNet DNN model. This
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resulted in a post-process, in-situ monitoring method for observing deformities on the
printed layers from a side profile (Figure 11).

 

 
Figure 11. In red: pre-processing methods utilising thresholding and binarization for training dataset.
In green: training data fed into a pixel-wise segmentation via DNN model to remove background
noise [146].

3.3. Classification

Classification consists of categorization and labelling groups of pixels or variables
within a dataset. These classification methods can be divided into four categories: Super-
vised, Semi-supervised, Reinforced, and Unsupervised systems, as shown in Figure 12 [174].
Supervised learning requires a training dataset that includes the input and ideal output
data. Classification and regression algorithms are used to allow the model to learn over
time. A loss function is used to measure its accuracy and recycled for the next iteration
or dataset to an acceptable margin of error [145,172,173]. Unsupervised machine learning
is typically used when labelled data is unknown or scarce [18,160,175]. Techniques used
are normally based on clustering data samples, leaning towards a probabilistic model in
which the output data may reside. A reinforced learning algorithm employs trial and error
to identify a solution to a problem. The algorithm will be rewarded or penalized when it
performs an action until it achieves its goals [176,177].
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Figure 12. Categorized List of Machine Learning Techniques [174].

Object recognition tasks typically focus on high-resolution images (megapixel range),
with few constraints on the viewing angle. Depending on the array size of the image
and the number of pre-process methods used for classification, accuracy and performance
should be considered, especially for real-time assessment [141,175,178,179].

Here, we can assess some image-based techniques used to optimize data acquisition,
with some possible suggestions for implementation with C3DP (Table 6). This list is non-
exhaustive, as a vast number of implementations are being developed over time. However,
it intends to provide information useful for vision techniques in feedback. Some of the
challenges in detection are related to noise, processing speed, and translation to control.

Table 6. List of innovations in computer vision that can be used in C3DP.

Work Conducted Publication(s) Method Author(s) Potential Relevance to C3DP

High-temperature
measurement [173] Denoising Convolutional

Neural Network Wang J. et al. Denoising can be useful in removing
splatters from nozzle during printing.

Occlusion and illumination [180] Panoptic Segmentation Hua X. et al.

Illumination and occlusions may occur
during construction especially with a

camera setup positioned to observe the
overview of the site.

3D Detection [181] Mask R-CNN + RPN
Optimization Tao C. et al.

3D detection could have useful
applications in depth detection for depth
of printed filament, elastic buckling and

plastic collapse etc.
Additionally, depth perception can allow

better control for machine control.

Point-based Single Stage
Methods [182] 3D Single Stage Object Detector Yang Z. et al.

LiDAR 3D Point
Cloud Detection [183] VoxelNet Zhou Y. et al.

3D Detection with
Stereo Images [184] Disp R-CNN

Accuracy and Speed
improvements [185,186] YOLOv3, YOLOv4 Redmon J. et al.

Bochkovskiy A. et al.
Application for optimized real time

detection for C3DP features.

4. Discussion of Process Control and Fault Diagnosis Systems

The earlier chapter focused on fault detection with computer vision for C3DP. Fault
detection and diagnosis is an essential element to operations management in automatic
systems [187]. A fault is defined as an event or occurrence outside of the acceptable range
of observable parameters in the process [188]. This definition, by extension, implies that
symptoms such as plastic collapse or elastic bucking (in Section 2) are considered anoma-
lies. The underlying failure(s), basic event(s), or root cause(s)—to date—are associated
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with the printing time gap, nozzle standoff distance, curing rate, etc., (as observed in
Table 3). Some of these features, such as nozzle standoff distance, can be acquired through
sensor inputs, e.g., the 1D Time-of-Flight Sensor by Wolfs et al. [135]. Taking the model
of Suiker et al. [12,13] as reference for plastic collapse and elastic bucking, the diagnosis
model will inherit the parameters, boundary conditions, interactions, and assumptions
defined by the author. Failure arising beyond the scope of these restrictions are deemed as
exogenous factors, and can be expanded to a malfunction of the process, the sensor, and/or
the actuator.

Based on this categorization, researchers in C3DP have extensively studied structural
faults, though identification of faults in sensors and actuators are not commonly discussed
in C3DP publications, largely due to incomplete, on-going, or proof-of-concept implemen-
tations for these process control systems. We attempt to breakdown the requirements for
fault diagnostics in C3DP applications. Fault diagnostics is a comprehensive topic in a
premature field in C3DP. Hence, we limit the categorizations to the components that should
be considered. This chapter will discuss the performance vs. speed trade-off, isolation,
robustness, novelty identifiability, classification estimate adaptability, explanation facility,
and modelling requirements for the purpose of C3DP systems.

4.1. Detection Speeds/Diagnosis Performance

Detection speed in fault diagnosis refers to the time taken for the system to detect
objects of interest. Diagnosis performance refers to accuracy in identifying the intended
features. These are important considerations for real-time applications that require rapid
processing and decision making. High speed and reliable accuracy in a diagnosis system
is ideal but unrealistic [189]. These chokepoints can stem from software, where different
architectures exhibit varying performances depending on situation. Clear examples have
been given in a comparative study of unsupervised classical computer vision techniques
conducted by Hussain et al. [190], who noted varying accuracies and computational speeds
for the different techniques. Hardware limitations such as camera sensor resolution are a
factor in computational efficiency. A clear example can be observed in the experimentations
conducted by Yaacob and Fahmi [191] for object tracking tasks. For C3DP processes,
the trade-off between detection speeds and diagnosis performance can be an important
consideration when selecting a process monitoring method. For example, in-process
monitoring would require speed-sensitive computational performance, whereas a post-
process assessment can focus on better diagnosis performance measures.

4.2. Fault Isolation

Fault isolation is defined as the ability of the system to identify and set apart the
specific causes of faults in a system. This refers to the diagnostic classifiers’ capability
to generate an output statistically independent of faults that are beyond the scope of
the classifier. Process monitoring, data analysis, and root cause analysis are some of
the methods employed for isolability. In C3DP, correction of properties for material and
environmental changes are limited during the printing cycle. Hence, any unforeseeable
changes are most likely dependent on adjustments made to process parameters. However,
it is observable that there are common process parameters that contribute to all faults
identified in Section 2. Root cause identifiability of current faults is still an ongoing pursuit,
as post-process assessment is the current quantifiable evaluation mode. There is a gap
in data points obtainable during in-process printing. Several researchers have attempted
this via in- and ex-situ monitoring methods to obtain quantifiable results, such as layer
height and layer width. However, reliability and standardization remain uncertain. This is
critical as there is a trade-off between fault isolation and rejection of modelling uncertainties.
Strict fault isolation requirements can incur false rejection of modelling uncertainties, and
vice versa.
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4.3. Robustness

A well-defined boundary condition in a robust diagnosis system should be impartial
to noise and uncertainties. Failure in robustness will invalidate any diagnosis performance.
Hence, ideally, there should be a proportional loss of performance in exchange for better
robustness in the system. Monitoring systems that are based on neural networks pose a
fundamental flaw for robustness, which is unstable and unusable for high-stakes applica-
tions [192]. Several studies have reported adversarial attacks on neural networks [192–195].
The image below is an example of an adversarial attack. Su et al. [196] modified a single
pixel of an image. The resulting prediction provided high confidence with incorrect labels,
showing that neural networks involving image-based systems are not spared from this
limitation (Figure 13).

Figure 13. One Pixel Attacks Evaluated by Su et al. [196]. Images Labelling Format: Correct Label
(Predicted Label).

Its relevance is dominant once in-process monitoring with neural networks i used
for correcting critical processes. Researchers are still uncertain to an extent, regarding
the cause and effect of adversarial robustness. However, the current consensus studied
by Ilyas et al. [193] shows that adversarial attacks are not bugs, but instead are highly
predictive non-robust features caused by human interpretation during model training.
Hence, stable representations for DNN should be improved by introducing a human prior,
for the elimination of human biases, to secure monitoring and printer head manipulation
in C3DP feedback systems.

4.4. Novelty Identifiability

An abnormal behaviour in a process could be an indicator of a malfunction. If suffi-
cient data is collected to validate any unknown malfunction, this can be known as novel
identifiability. In cases with some available data for the unknown malfunction, the diagno-
sis system should be adequately robust to model the abnormal regions correctly without
misclassification. Sparsity of abnormal data points could contribute to poor classification,
which poses a challenge in novel identifiability. Ideally, unknown faults should not be
misclassified as other known malfunctions.
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Tay et al. [42] identified the importance of time gap effects on the interlayer bond
strength, whereby a low modulus is required to bond the two printed layers sufficiently.
The authors also specified that the opposite is required to maintain strength in the support
of subsequent layers. Research [41,197] has indicated that effects of nozzle printing speeds
and nozzle standoff distance have an influence on the interlayer bond strength. Post-
process assessment methods mentioned above were able to identify root causes that define
poor interlayer bond strength. However, as the requirement to manage the printing time
gap between layers can be dynamic based on design, a monitoring or management process
is needed to identify and handle the process. There is yet to be a classification method
for poor interlayer voids with monitoring methods. However, there have been studies
related to managing extrusion rates to avoid structural failure [6,13,17,108]. Hence, poor
interlayer voids can be grouped as an unknown malfunction class in a monitoring or
management method.

4.5. Classification Error Estimate

A diagnostic system should be able to provide an error estimate to project the con-
fidence levels to the user on a practical basis for ease of facilitation and management of
the existing errors. In computer vision, these classification estimates are akin to com-
parison to ground truth images. Many AI and machine learning techniques refer to this
standardized test for error estimation [160,172,175,189–191]. Each method used in this
manner can be fairly evaluated for its effectiveness. Additionally, complementary scores
and matrices are often used as a quantitative assessment, such as Mean Average Precision
(mAP), Intersection-over-Union (IoU), and F-Score. Each of these assessment methods
utilize Precision and Recall parameters, which consist of True Positive (TP), True Negative
(TN), False Positive (FP), and False Negative (FN) regions in classified data and provide
a metric for comparison and evaluation [198–202]. These functions (TP, FP, FN) can be
summarized with Ground Truth (GT) and Segmentation Mask Values (S) (Refer to Table 7).
These metrics can enable the user or machine to make decisions on the ground for corrective
measures or safety evaluation in C3DP applications.

Table 7. Example of Formula Used for Machine Learning Assessment.

TP = GT × S
FP = (GT + S)− GT
FN = (GT + S)− S

Precision = TP
TP+FP

Recall = TP
TP+FN

mAP = 1
11 ∑Recalli

Presicion(Recall)

IoU = TP
(TP+FP+FN)

F− Score = Precision×Recall
Precision+Recall

= TP
TP+ 1

2 (FP+FN)

4.6. Adaptability

A system’s process can be dependent on more than just noise and outliers. Different
environmental conditions or process parameters can occur. Optimally, the diagnosis system
should be able to adapt to these changes though gradual implementations during emerging
issues. Kazemain et al. [18] (Section 3.2) represent an example of gradual implementation
on unaccounted and unexpected issues with environmental lighting effects. This resulted
in an occasional erroneous reading. Implementation was made to the algorithm to adjust
accordingly by introducing frame drops. As of now, there are only a handful of researchers
recruiting vision-based techniques for quantification and evaluation, and even less so for
feedback implementations with vision-based systems (refer to Table 5). The lack of research
interest in this area undermines the development of adaptable systems.

4.7. Explanation Facility

To provide an explanation in a diagnosis of an identified malfunction is critical for a
support system. This should be able to provide cause and effects and justify its recommen-
dations to the user. As only a handful of feedback systems have been developed in the field,
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there are limited examples for explanation. Wolfs et al. [135] developed a 1D time-of-flight
sensor implementation, which was able to control the nozzle height as a feedback system,
preventing buckling and collapse. The explanation facility dynamics for this application
were the height values provided by the sensor, subsequently providing a recommendation
to the machine to adjust the nozzle height upon deviation from the ideal elevation. As
observed, the explanation facility provides critical support for the machine to respond to
changes, failure of which would invalidate the diagnosis action and system.

4.8. Modelling Requirements

The model should be designed appropriately to optimize performance requirements.
For an in-situ diagnostic system, modelling effort should be lightweight to reduce compu-
tational load for machine-based parameters. In supervised learning techniques, various
network architectures can be used to optimize the process according to the application
requirements: Mobilenet, Regnet, and Efficientnet, for example, are designed with detection
speeds in mind, whereas ResNet and DenseNet are intent on better diagnosis performance
with less focus on detection speeds [203]. As mentioned in the above section, modelling
requirements should factor in human priors to eliminate predictive non-robust features.
This addition will also increase the computational load in the feedback system. Hence, it is
important to find an optimal operation rate to enable fluidity within the process.

5. Current and Potential Applications

Feedback implementations regarding C3DP applications are far from ready for deploy-
ment in industrial projects. However, similar diagnostic applications have already been
implemented broadly in the construction industry. This section will consider the current
and potential applications in diagnosis systems for C3DP based on existing technologies in
the construction field.

5.1. Safety Monitoring

Camera equipped Unmanned Aerial Vehicles (UAVs) can be an inexpensive option to
real-time monitoring and documenting of data. Fernandaz Galarreta et al. [204] developed a
UAV monitoring system that uses point cloud assessment and object-based image analysis
to inspect facades and roofs (Figure 14). Unfortunately, due to the early development
of the technology, the data acquired misaligns with the requirements of ground-based
Building Damage Assessments. The authors noted that feature extraction should be further
developed to improve image characterization for damaged facades.

 

Figure 14. Wire Mesh Diagram with Cracks (in red) and Holes/Indentations (in Yellow), extracted in
Object-Based Image Anaylsis [204].
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On the other hand, Jhonattan et al. designed and developed an aerial monitoring
system that utilizes Unmanned Aerial Systems (UAS) to inspect the workplace for common
safety hazards such as worker distractions, signal interference, or workplace obstruction.
There are some limitations in regulatory, safety, and technical aspects that can be problem-
atic in UAS deployment. Some of the discussed problems reside in flight spaces, flying time
reduction, data collection optimization, and battery life coverage in large workspaces. The
research team is also leaning towards utilizing a computer vision algorithm to autonomize
data collection (Figure 15) [147].

 
Figure 15. An example of Workplace Safety Inspection with UAS [147].

Lei et al. proposed a k-means clustering machine vision system to analyze construction
sites for long term workplace safety, as opposed to a filter membrane that was used to
collect the same data. The weight of the filter membrane had to be recorded before and
at the end of the experiment, which is labor intensive and inefficient. Thick construction
dust emissions that obscure the optical lens are detected with the k-means clustering
algorithm in an HSV-formatted image. This method provided some levels of automation
at the construction site that could streamline construction monitoring processes, reduced
workload, and improved responsiveness to dangerous environmental changes. From a
technical standpoint however, the authors expressed challenges in classifying low dust
concentration levels and distinguishing between low and high dust concentration levels
(Figure 16) [163].

5.2. Building Information Modelling

Photogrammetry was also used in documenting cultural heritage and gathering physi-
cal information, due to its low-cost feasibility. Documentation of cultural heritage can assist
in protection, restoration, and renovation. However, accuracy and best practices are not
well established for proper implementation on-site [205].
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Figure 16. High Dust Concentration (Left) and Low Dust Concentration (Right) [163].

Yastikli [206] coupled laser scanning with photogrammetry to improve the accuracy of
the documentation of cultural heritage sites. A ranged laser scanner was utilized to measure
and compute the distance between the laser and the object while using a high-resolution
camera to enhance the image feature quality. The combination of both techniques enabled
the autonomous generation of high-quality images using a processing software, RiSCAN
PRO. This allows all scans and images to be registered onto the reference coordinated
system using reflectors in the scan area. With a series of images taken from multiple
perspectives and angles, an RGB color value was assigned to every scanned 3D point. The
images in Figure 17 show the results.

  

Figure 17. 3D point clouds of the Dolmabahce Palace. (Reprinted/adapted with permission. 2023,
Yastikli) [206].

Implementing digitalization and BIM in the early phase of construction projects helps
to establish a new method for process optimization. BIM can be useful for documenting
progress information on a site, providing evidence that the work has been completed
on-site and in accordance with the architectural design. Braun and Borrmann [207] pro-
posed a solution to capture the construction process by taking photographs at regular
intervals at different viewpoints. When sufficient images are taken, a 3D point cloud can be
reconstructed with the help of photogrammetry methods (Figure 18).
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Figure 18. BIM viewer with detection states and point cloud from observations [207].

5.3. Structural Health Monitoring
5.3.1. Computer Vision

Computer vision has also been used in buildings to monitor structural health [137].
Cracks that undermine traditional construction methods can propagate due to tropical
or cold weather conditions and can be attributed to poor hydration processes [208,209].
Small cracks are typically identified with electron microscopy and optical fluorescent
microscopy [210–212]. Talab et al. [144] applied and compared several image filters (see
Figure 19) to qualitatively scrutinize cracks in an image. Concrete surfaces exhibit noise,
especially with Otsu’s Method and the Kittler Met Method when processed individually.
The experiment found that foreground and background features can be distinguished when
concatenating more than one threshold method.

 
 

Figure 19. Process Flow (Left) of the Proposed Method Used by Talab et al. [144].
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Dung et al. used VGG16-based convolutional neural network architecture to detect
cracks on the surface of concrete (Figure 20) [162]. The model was able to detect cracks and
crack density, proposing individual segmentation methods. While the proposed method is
not in real time, it provided about 99.9% accuracy in classification. The experiment found
that Otsu’s thresholding and segmentation method can work well in both convoluted and
non-complicated backgrounds.

 

 

 

Figure 20. Actual and Annotated Crack Images (Left), Segmentation Results for Test Images
(Right) [162].

The crack detection methods showed the different capabilities of computer vision
approaches to surface detection in construction. Both methods could identify crack methods
generally well. The classical method can produce levels of convoluted data in distinguishing
any desired features with little training, while neural networks can be more accurate but
time consuming, as a large dataset is generally needed to train the model. Collecting
datasets can also be a challenge in analyzing 3D printed concrete, due to the lack of
relevant research.

5.3.2. Sensor Embedment

Alternatively, SHM methods can also be used to characterize the internal proper-
ties of concrete structures. Sensor embedment can carry out various long-term non-
destructive tests as an early-detection and early-prevention measure to preserve struc-
tural integrity [213–216]. Some of these methods include the embedding of piezoresistive
materials and piezoelectric sensors within the concrete structure during the fabrication
process [217–221]. The mechanical reactions to internal structural changes can be picked
up by the piezoresistive materials via electromechanical translation. This has enabled
access to previously non-accessible analyses, such as damage assessments [222,223], strain
logging [224–227], electromechanical interference shielding [228,229], corrosion sensing [230,231],
and self-heating [232]. However, one of the pending challenges with sensor embedment
is the high fabrication cost and poor material lifecycle in full scaled construction applica-
tions [220,221].

5.4. Progress Tracking

Bayrak and Kaka [149] discussed the use of photogrammetry to monitor the construc-
tion process from photos taken periodically during construction. The 3D model created
can then be used to compare and track the measurements of the construction progress. The
approach has shown to improve productivity in traditional construction and provided a
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better flow of information to all involved personnel. However, the CAD model is unable to
obtain details of the plastering, electrical systems, and pipes. The method proves that a
photogrammetric system can collect information, despite limitations at the time, and was
able to monitor the general layout in the early stages of construction (Figure 21).

  
(a) (b) 

Figure 21. (a) Construction onsite progress. (b) Generation of 3D model with AutoCAD [149].

Despite the recent advancements in monitoring and management systems for Building
Information Modelling (BIM) in the construction industry, the traditional approach that
utilizes manual paperwork and recording of on-site activity is still prevalent in the industrial
workflow [148]. Case studies of intra-production construction have been carried out to
identify potential deviations from the intended construction schedule. Any deviations
observed will activate an automatic notification system that is sent by email to inform the
key decision makers [148]. Omar et al. [148] proposed a monitoring system that can achieve
a significant improvement in accuracy and automation. However, occlusions are found to
be one of the largest limitations in the advanced monitoring system. Exposure to static and
dynamic obstructions present in construction sites are often deemed inevitable.

5.5. Sustainability

Sustainable technologies are described as self-sustaining efforts to improving overall
quality of life, with little compromises to current technological efficiency and cost mea-
sures [233]. The heatmap of sustainability has been growing for the construction industry,
as it contributes to approximately 40% of current world energy usage based on the 2019
Global Status Report for Buildings and Construction [234]. C3DP has a likely potential
to significantly reduce the heavy reliance on natural resources and could introduce a
robust circular economy framework with reusable materials and sustainable structural
designs [235,236]. According to the Brundtland Commission (formerly known as the World
Commission on Environment and Development), sustainability can be fragmented into
economic, societal, and environmental factors [237].

C3DP researchers have been advocating for economic and environmental sustainability
measures using industrial waste materials [80,85,86,93,238,239]. Operational benefits can
also be achieved with a reallocation of manpower, with automated C3DP on-site [240].
Other sources within the construction industry have discussed the societal, economic,
and environmental benefits of green buildings, where usage of natural resources (such
as energy, water, material, waste, toxicity, and air quality) throughout the lifecycle of the
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building remains efficient [241]. Unfortunately, practical implementation studies related to
sustainability in C3DP is not yet well documented, as challenges remain on a technical and
process level, as described in Section 2 [236,242,243].

6. Conclusions and Future Vision

Currently, the preferred construction approach in Singapore’s high-density urban
landscape is the use of PPVC. This method is mainly driven by benefits in environmental
pollution reduction, improved productivity, quality control, and customizability. However,
its overall cost savings have been counterbalanced by new cost drivers, such as modular
precast moulds, transportation, hoisting, manufacturing and holding yards, and supervi-
sion costs. The highly modular requirements for PPVC place additive manufacturing in
an advantageous position due to its high customizability and low volume manufacturing
capabilities for a faster manufacturing response time, faster production changeovers, and
lower inventory requirements. As C3DP technology moves away from its early-stage
development, there is a need to closely evaluate the process parameters across buildability,
extrudability, and pumpability aspects.

As process parameters have been identified to have considerable influence in C3DP
processes, monitoring systems for feedback applications seem to be an inevitable step
forward towards automation in construction. This paper has presented a broad analysis
of the challenges posed to C3DP and feedback systems, stressing the admission of similar
parameters, evaluated and used for multiple failure modes that potentially confound the
fault diagnosis processes. This paper covers some aspects of technicality and fundamental
groundwork to develop a diagnosis system that consists of three parts.

• Existing parameter studies on various effects/challenges,
• Monitoring systems for fault diagnosis,
• Fault diagnosis principles in the context of C3DP.

Much work needs to be done to fully implement fault diagnosis methods for C3DP
applications as a feedback system, as researchers must understand the material, the process,
and the feedback methodologies. This paper hopes to contribute as a bridge between
the complex branches of each aspect of C3DP for ease of understanding and further
development of diagnosis systems in C3DP.
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Abstract: Large datasets catalyze the rapid expansion of deep learning and computer vision. At the
same time, in many domains, there is a lack of training data, which may become an obstacle for the
practical application of deep computer vision models. To overcome this problem, it is popular to apply
image augmentation. When a dataset contains instance segmentation masks, it is possible to apply
instance-level augmentation. It operates by cutting an instance from the original image and pasting to
new backgrounds. This article challenges a dataset with the same objects present in various domains.
We introduce the Context Substitution for Image Semantics Augmentation framework (CISA), which
is focused on choosing good background images. We compare several ways to find backgrounds
that match the context of the test set, including Contrastive Language–Image Pre-Training (CLIP)
image retrieval and diffusion image generation. We prove that our augmentation method is effective
for classification, segmentation, and object detection with different dataset complexity and different
model types. The average percentage increase in accuracy across all the tasks on a fruits and
vegetables recognition dataset is 4.95%. Moreover, we show that the Fréchet Inception Distance (FID)
metrics has a strong correlation with model accuracy, and it can help to choose better backgrounds
without model training. The average negative correlation between model accuracy and the FID
between the augmented and test datasets is 0.55 in our experiments.

Keywords: image augmentation; computer vision; data collection; image retrieval; image generation;
few-shot learning

MSC: 65D19; 51N05; 68U05

1. Introduction

Deep learning and computer vision (CV) algorithms have recently shown their capa-
bilities in addressing various challenging industrial and scientific problems [1]. Successful
application of machine learning and computer vision algorithms for solving complex tasks
is impossible without relying on comprehensive and high-quality training and testing
data [2,3]. CV algorithms for solving classification, object detection, and semantic and
instance segmentation require a huge variety of input data to ensure robust work of the
trained models [4–6]. There are two major ways to enlarge a training dataset. The first one
is obvious and implies physical collection of the dataset samples in various conditions to
ensure high diversity of the training data. There is a set of huge datasets that have been
collected for solving computer vision problems. These datasets are commonly used as the
benchmark [7–10]. One of the specifics of these datasets is that they are general-domain
sets. Unfortunately, general-domain-labeled data can be almost useless for solving specific
industrial problems. One of the feasible applications of such well-known datasets is that
they can serve as a good basis for pre-training of neural networks (transfer learning) [11,12].
Using these pre-trained neural networks, it is possible to fine-tune them and adapt them to
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address specific problems. However, in some cases, even for fine-tuning, a comprehensive
dataset is in high demand. Some events are rare, and it is possible to collect only a few data
samples [13–15]. Thus, a second approach for enhancing the characteristics of the dataset
can help. This approach is based on artificial manipulations with the initial dataset [16,17].
One of the well-developed techniques is data augmentation, where original images are
transformed according to special rules [18]. Usually, the goal of image augmentation is to
make the training dataset more diverse. However, augmentation can be used to deliberately
shift the data distribution. If the distribution of the original training dataset differs from
the distribution of the test set, it is important to equalize them as much as possible.

The agricultural domain is part of the industrial and research areas for which the develop-
ment of artificial methods for improvement of training datasets is vital [19–21]. This demand
appears due to the high complexity and variability of the investigated system (plant) that
has to be characterized by computer vision algorithms [22]. The difficulty of the agricultural
domain makes it a good candidate for testing augmentation algorithms.

There are many different plant species, and plants grow slowly. Thus, collecting and
labeling huge datasets for each specific plant growing in each specific stage is a complex
task [23]. Overall, it is difficult to collect datasets [24], especially for plants, and it is
expensive to annotate them [25]. Therefore, we propose a method to multiply the number
of training samples. It does not require many computational resources, and it can be
performed on the fly. The idea behind the algorithm is to cut instances from the original
images and add them onto the new backgrounds (Figure 1).

Figure 1. Context substitution showcase.

The contribution of this study is the following:

• we describe an efficient algorithm for instance-level image augmentation and measure
its performance;

• we prove that the context is vital for instance-level augmentation;
• we propose several efficient ways to find representative background images if the test

environment context is known;
• we show that it is possible to estimate which dataset variant will provide better

accuracy before model training, calculating the FID between the test dataset and the
training dataset variants;

• we share the dataset and generate background images and source code for augmentation.

The novelty of this study is as follows:

• extensive experiments with instance-level augmentation for different computer vi-
sion tasks;

• experiments with different model types;
• application of FID to choose the augmentation approach.
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1.1. Image Augmentation

Computer vision models require many training data. Therefore, it becomes challenging
to obtain a good model with limited datasets. Namely, a small-capacity model might not
capture complex patterns, while a big capacity model tends to overfit if small datasets
are used [26]. Slight changes in test data connected with surrounding and environmental
conditions might also lead to a decrease in model performance [27].

To overcome this issue, we use various image augmentation techniques. Data augmen-
tation aims to add diversity to the training set and to complicate the task for a model [28].
Among these plant image augmentation approaches, we can distinguish: basic computer
vision augmentations, learned augmentation, graphical modeling, augmentation policy
learning, collaging, and compositions of the ones above.

Basic computer vision augmentations are the default methods preventing overfitting
in most computer vision tasks. They include image cropping, scaling, flipping, rotating,
and adding noise [29]. There are also advanced augmentation methods, connected with
distortion techniques and coordinate system changes [30]. Since these operations are quite
generic, most popular ML frameworks support them. However, although helpful, these
methods demonstrate limited use, as they bring insufficient diversity to the training data
for few-shot learning cases.

Learned augmentation stands for generating training samples with an ML model.
For this purpose, conditional generative adversarial networks (cGANs) and variational
autoencoders (VAEs) are frequently used. In the agricultural domain, there are examples
of applying GANs to Arabidopsis plant images for the leaf counting task [31,32]. The main
drawback of this approach is that generating an image with a neural network is quite
resource-intensive. Another disadvantage is the overall pipeline complexity: the errors of
a model that generates training samples are accumulated with the errors of a model that
solves the target task.

Learned augmentation policy is a series of techniques used to find combinations of
basic augmentations that maximize model generalization. This implies hard binding of the
learned policy to the ML model, the dataset, and the task. Although it is shown to provide
systematic generalization improvement on object detection [33] and classification [34], its
universal character as well as the ability to be performed along with multi-task learning
are not supported with solid evidence.

Collaging presupposes cropping an object from an input image with the help of a
manually annotated mask and pasting it to a new background with basic augmentations of
each object [19]. In [35], a scene generation technique using object mask was successfully
implemented for an instance detection task. It boosted model performance significantly
compared with the use of only original images. The study on image augmentation for
instance segmentation using a copy–paste technique with object mask was extended in [36].
The importance of scene context for image augmentation is explored in [37,38].

1.2. Image Synthesis

Graphical modeling is another popular method in plant phenomics. It involves
creating a 3D model of the object of interest and rendering it. The advantage of this
process is that it permits the generation of large datasets [39] with precise annotations, as
the labels of each pixel are known. However, this technique is highly resource-intensive;
moreover, the results obtained using the existing solutions [40,41] seem artificial. More
realistic synthesis is very time-consuming. This approach is suitable when there are not
many variations of the modeled object. If there are many different object types, it can be
easier to collect and annotate new images.

1.3. Neural Image Generation and Image Retrieval

To gain new training images for CV tasks, one can implement GAN-based or diffusion-
based models. Currently, they allow for the creation of rather realistic images and meet
the demands of different domains, such as agricultural [42], manufacturing processes [43],
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remote sensing [44], or medical [45]. Such models can be considered as a part of an image
recognition pipeline. Moreover, recent results in Natural Language Processing (NLP) offer
opportunities to extend image generation applications via textual description. For instance,
an image can be generated based on a proposed prompt, namely, a phrase or a word. Such
synthetic images help to extend the initial dataset. The same target image can be described
by a broad variety of words and phrases that lead to diverse visual results. Another way
to obtain additional training images is a data retrieval approach. It supposes to search
for existing images from the Internet or some database according to a user’s prompt. For
instance, the CLIP model can be used to compute embedding of a text and to find images
that match it better based on distance in a special embedding space [46].

2. Materials and Methods

The notation that we use in this section for describing the augmentation framework
parameters is listed in Table 1.

Table 1. CISA framework internal notations.

Notation Description

n The number of objects per scene
m The number of output masks
p Average packaging overhead per input object
o Average overhead for auxiliary data storage per object
ò Constant system overhead
s Objects’ shrinkage ratio
θ Orientation coefficient (width-to-height ratio)
H The set of objects heights
H̃ The set of shrinked object heights
W The set of object heights
W̃ The set of shrinked object widths
h Average over all input object heights
w Average over all input object widths
ĥ Hard height restriction
M Average RAM (random access memory) usage

2.1. Method Development and Description

In this paper, we introduce a method of image augmentation for a semantic segmenta-
tion task. When instance-level annotation areas are available, one can apply our method for
other tasks such as classification, object detection, object counting, and semantic segmenta-
tion. Our method takes image–mask pairs and transforms them to obtain various scenes.
Having a set of image–mask pairs, we can place many of them on a new background.
Transformation of input data and background, accompanied by adding noise, gives the
possibility for us to synthesize an infinite number of compound scenes.

This section first describes the overall augmentation pipeline and then describes the
tested approaches for background image generation.

We distinguish between several types of image masks:

• Single (S)—single-channel mask that shows the object presence.
• Multi-object (MO)—multi-channel mask with a special color for each object (for

each plant).
• Multi-part (MP)—multi-channel mask with a special color for each object part (for

each plant leaf).
• Semantic (Sema)—multi-channel mask with a special color for each type of object

(leaf, root, flower).
• Class (C)—multi-channel mask with a special color for each class (plant variety).
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A single-input mask type allows us to produce more than one output mask type.
Hence, multiple tasks can be solved using any dataset, even the one that was not originally
designed for these tasks (see Table 2 for the possible mask transitions).

For example, an image with a multipart mask as input enables us to produce: the S
mask, which is a Boolean representation of any other mask, the MO mask with unique
colors for every object, the MP mask with a unique color for each part across all the present
objects, and the C mask that distinguishes the classes (Figure 2). Additionally, for every
generated sample, we provide bounding boxes for all objects and the number of objects of
each class.

Note that we assume that each input image–mask pair includes a single object. There-
fore, we can produce the MO mask based on any other mask. To create the C mask,
information about input objects must be provided.

Table 2. Possible mask transitions.

Input Mask Type S MO MP Sema C

S + + - - +
MP + + + - +

Sema + + - + +

Figure 2. A MultiPartAugmentor-generated scene. (a) Without noise. (b) With added noise, blurring,
and bounding boxes. (c) With added noise, blurring, bounding boxes, and s = 0.1.

2.2. System Architecture

The library with the code will be shared as an open source code with the community. The
core of the presented system is the Augmentor. This class implements all the image and
mask transformations. Such transformations as flipping or rotating are mutual for both the
image and the mask. We add noise for images only.

From the main Augmentor class, we inherit SingleAugmentor, MultiPartAugmentor
and SemanticAugmentor classes, helping to apply different input mask types and to treat
them separately. To be more precise, SingleAugmentor is exploited for S input mask type,
MultiPartAugmentor is for MP mask type, and SemanticAugmentor is for Sema mask type.

The described above classes are used in the DataGen class, which chooses images for
each scene and balances classes if needed. Two principal ways of new scene generation are
offline and online. We implement them in SavingDataGen and StreamingDataGen accordingly.
Both of the classes take the path to images with corresponding masks as input. The offline
data generator produces a new folder with created scenes while the online generator can
be used to load data directly to a neural network.
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Offline generation is more time-consuming because of additional disk access opera-
tions; at the same time, it is performed in advance and thus does not affect model training
time. It also makes it easier to manually look through the obtained samples to tune the
transformation parameters.

Meanwhile, the online data generator streams its results immediately to the model
without saving images on the disk. Furthermore, this type of generator allows us to change
parameters on the fly: for instance, the model is trained on easy samples, and then, the
complexity may be manipulated based on the loss function.

2.3. Implementation Details

The present section discusses the main transformation pipeline (Figure 3).

Figure 3. Transformation pipeline activity diagram.

The first step is to select the required number of image–mask pairs from a dataset.
By default, we pick objects with repetitions that enable us to create scenes with a larger
number of objects than present in the input data.

After that, we prepare images and masks before combining them into a single scene.
The procedure is as follows:

• adjust the masks to exclude large margins;
• perform the same random transformations to both the image and mask;
• obtain all required mask types and auxiliary data.

Once all the transformations are performed and we know the sizes of all objects, the
size of the output scene is calculated. Note that input objects can have different sizes
and orientations; therefore, we cannot simply place objects by grid because it will lead to
inefficient space usage. It is also not a good idea to place objects randomly in most cases
because it will lead to uncontrollable overlapping of objects.

Within the framework of our approach, the objects are packed using the Maximal
Rectangles Best Long Side Fit (MAXRECTS-BLSF) algorithm. It is a greedy algorithm that
is aimed at packing rectangles of different sizes into a bin using the smallest possible area.
The maximum theoretical packaging space overhead of the MAXRECTS-BLSF algorithm is
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0.087. The BLSF modification of the algorithm tries to avoid a significant difference between
side lengths. However, similar ot other rectangular packing algorithms, this one also tends
to abuse the height dimension of the output scene, yielding a column-oriented result.

In order to control both overlapping of the objects and the orientation of output scenes,
we introduce two modifications to the MAXRECTS-BLSF algorithm.

Control of the overlapping is achieved via substituting the objects’ real sizes with the
shrinked ones when passing them through the packing algorithm. The height and width
are modified according to Equation (1):

H̃ = (1− s)H; W̃ = (1− s)W, (1)

where s ranges from 0 to 1 inclusively.
The bigger the shrinkage ratio, the smaller the substituted images. It is applied to both

height and width and to all of the input objects. The real overlapping area in practice will
vary depending on each objects’ shape and position. To perceive the overlap percentage, see
Figure 4. Here, we consider the case where all input objects are squares without any holes.
In other words, it is the maximum possible overlap percentage for the defined shrinkage
ratio. We show this value for an object in the corner of a scene, an object on the side, and an
object in the middle, separately.

We recommend choosing s between 0 and 0.3; however, taking into consideration
sparse input masks, it can be slightly higher.

To control the orientation of the output scene, we set a hard limit of the scene height
for the packing algorithm. Assuming that input objects will have different sizes in practice,
we cannot obtain optimal packing with the fixed output image size or width-to-height ratio.
To calculate the hard height limit, we use Equation (2).

ĥ = max

(
maxH, θ

∑n
i=1 H̃i⌈√

n
⌉ ) (2)

The fraction in Equation (2) estimates the required value of height to make a square
scene. We choose a maximum between it and the biggest objects’ height to ensure that it is
enough space for any input object. The orientation coefficient θ can be treated as the target
width-to-height ratio. It will not produce the scenes with the fixed ratio, but with many
samples, the average value will approach the target one. θ = 1 will try to obtain square
scenes. θ > 1 will generate landscape scenes. In our experiments, we set θ to 1.2 to obtain
close to square images with landscape preference. The average resulting width-to-height
ratio over ten thousand samples was 1.1955.

To adjust the background image size to the obtained scene size, we resize the back-
ground if it is smaller than the scene or randomly crop it if it is bigger.

We generate the required number of colors, excluding black and white, and find their
Cartesian product according to Algorithm 1 for coloring the MO and MP masks.

Algorithm 1: Color generation.
Input: Number of objects n;
Output : The set of colors C;
L = � 3

√
n + 2�

s = 1
L

for l = 0, ..., L− 1 do
T ← 1− (s ∗ l)

end
return C = {(c1, c2, c3)|c1, c2, c3 ∈ T}

To preserve the correspondence between the input objects and their representation on
the final scene, we color the objects in order of their occurrence.
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(a)

(b)

Figure 4. Shrinkage ratio effect illustration. (a) The dependency of maximum object overlap on
shrinkage ratio. (b) Simplified scene generation example.

2.4. Time Performance

In this section, we measure the average time that is required to generate scenes
of various complexity. For this experiment, we use Intel(R) Core(TM) i7-7700HQ CPU
2.80 GHz without multiprocessing. The average height of objects in the dataset is 385 pixels;
the average width is 390 pixels. The results are averaged on a thousand scenes for each
parameter combination and are reflected in Figure 5a for MultiPartAugmentor and Figure 5b
for SemanticAugmentor.

SA (the red bar on the left) stands for Simple Augmentor with one type of output
mask; NA (the blue bar in center) means adding noise and smoothing to scenes; NMA (the
green bar on the right) means adding noise, smoothing, calculating bounding boxes, and
generating all possible types of output masks. To recall possible mask types for each
augmentor, refer to Table 2. The filled area in the bottom shows the time for loading input
images and masks from disks. The shaded area in the middle shows the time for actual
transformation. The empty area in the top shows the time for saving all the results to the
disk. If every bar is accumulated with all the bars below it, the top of the shaded bar will
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show the time for StreamingDataGen, and the top of the empty area will show the time for
SavingDataGen.

(a)

(b)

Figure 5. Average scene-generating time with (a) MultiPartAugmentor and (b) SemanticAugmentor.

From the bar plots, you can see linear dependence between the number of input objects
and the time for generating a scene.

2.5. System Parameters

Two main classes of the system where we can choose parameters are Augmentor and
DataGen, or classes inherited.

The Augmentor parameters that define the transformations are shown in Table 3.

Table 3. Augmentor transformation parameters.

Operation Description Range Default Value

Shrinkage ratio See Figure 4 for details [0...1) 0
Rotation The maximum angle of image and mask rotation [0...180] 180
Flip probability The probability to flip the image and mask horizontally [0...1] 0.5
Smooth The size of the Gauss kernel applied for image smoothing 1, 3, ... 1
Perspective transform The share of added width before perspective transform [0...3] 0
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The rest of the Augmentor parameters define output mask types, bounding box pres-
ence, and mask preprocessing steps.

The data generator parameters define the rules to pick samples for scenes: the number
of samples per scene, picking samples for a single scene from the same class or randomly,
class balancing rule, the input file structure, the output file structure.

2.6. Background Image Choosing

Making many augmented copies of objects is a very powerful tool used to increase
dataset variability. However, many previous works underestimate the role of image context.
The role of the context in an image plays a role in its background. In this paper, we show
that the proper choice of a background is vital. For this, we experiment with methods that
produce images that are similar to the test set backgrounds.

In the test set, we have five types of background. It includes: grass, floor tiles, wooden
table, color blanket, and shop shelves. Therefore, we want to obtain suitable images that
represent every surrounding type. The corresponding text prompts are:

• grass: grass, green grass, grass on the Earth, photo of grass, grass grown on the Earth;
• floor tiles: tile, ceramic tile, beige tile, grey tile, metal, photo of metal sheet, metal

sheet, tile on the floor, close photo of tile, close photo of grey tile;
• wooden table: wood, wooden, wooden table, dark wooden table, light wooden table,

close photo of wooden table, close photo of table in the room;
• color blanket: veil, cover, blanket, color blanket, dark blanket, blanket spread, bed

linen, close photo of veil (cover, blanket), blanket on the bed, towel, green towel, close
photo of towel on the table;

• shop shelves: shelves, shop shelves, close photo of shop shelves, white shop shelves,
shop shelves close, table in shop, empty shelves in the shop, table with scales in front
of shop shelves, scales in the shop.

We also split backgrounds into easy: wooden table, floor tiles; and complex: grass,
color blanket, shop shelves. This split is manual and serves to demonstrate the difference in
performance between more and less realistic images. More precisely, complex backgrounds
are ones where visual augmentation looks unrealistic. Various background properties
are significant not only in the agriculture domain, they represent different environmental
conditions in the remote sensing domain and can be considered to boost model performance
through geographical regions [47]. Background complexity in CV tasks for self-driving
cars depends on urban area complexity and lighting conditions and has to be taken into
account to develop robust algorithms [48]. To capture observed scenes for aerial vehicle
navigation, surrounding properties are also crucial [49].

We use the described above text prompts with ruDALL-E [50] and stable diffusion [51]
models to generate similar images, and with the CLIP [52] model to retrieve similar images
from the LAION-400M [53] dataset. There are 100 collected backgrounds for each prompt.

For the comparison, we also add the worst-case and the best-case backgrounds. As the
worst case, we propose to use random pattern images. The best case is to have real images
from the same place, where a CV model will be inferenced.

Dataset

To verify the proposed approach, we conduct experiments using a set of images of var-
ious fruits and vegetables. We collect a unique dataset that comprises the following species:
apple, cabbage, grape, tomato, pepper sweet, and onion. The dataset has hierarchical
structure where each species includes three varieties, as is depicted in Figure 6. All species
and varieties are presented in Table 4. Overall, each individual fruit or vegetable variety
is represented by 150 images gained in different environmental and lighting conditions.
We create a manual instance segmentation annotation for the images. Each image contains
several fruits or vegetables of a single variety. Therefore, instance segmentation markup
can be easily automatically converted into image classification labels. We can also obtain
bounding boxes for object detection based on instance segmentation masks. Hence, we
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create annotations for three CV tasks, namely, semantic segmentation, image classification,
and object detection. For each task, the dataset is split into training and testing in an
80/20 ratio.

7

Figure 6. The hierarchical structure of the collected dataset.

Table 4. Species and varieties presented in the dataset.

Species Varieties

Apple Granny, Red delicious, Golden
Cabbage Cauliflower, Peking, White

Grape Black, Green, Pink
Tomato Bull heart, Pink, Slivka

Pepper sweet Green, Red, Yellow
Onion Yellow, White, Purple

Figure 7 depicts generated images using the original dataset with instance segmenta-
tion masks.

Figure 7. Example of generated images using CISA instance-level augmentation.

217



Mathematics 2023, 11, 1818

2.7. Experiments

The experiment setup is as follows. We have to test the stability of our approach under
various conditions. For this, we experiment with three CV tasks:

• image classification;
• semantic segmentation;
• object detection.

For each task, we compare:

• easy 6-species setup;
• complex 18-varieties setup.

For the classification task, we also compare different type of models:

• convolutional model (ResNet50 [54]);
• transformer model (SWIN [55]).

As well as models with different capacities:

• medium (ResNet50);
• small (MobileNetv3 [56]).

We set the following hyperparameters: For the ResNet50 training, we choose: a
learning rate of 10−3 , cross-entropy loss function, SGD optimizer, exponential learning
rate decay with gamma set to 0.95, and weight decay 2× 10−3.

For the MobileNetv3 training, we choose: a learning rate of 10−2, cross-entropy loss
function, SGD optimizer, exponential learning rate decay with gamma set to 0.95, and
weight decay 3× 10−4.

For the SWIN training, we choose: a learning rate of 5× 10−4, cross-entropy loss
function, Adam optimizer, cosine annealing learning rate decay, and weight decay 10−5.

For the UNET++ training, we choose: a learning rate of 3× 10−5, binary cross-entropy
with logits loss function, Adam optimizer, cosine annealing learning rate decay, and weight
decay 10−5. Images were resized to 512 × 512 px.

For YOLOv8 training, we choose: a learning rate of 10−3, SGD optimizer, exponential
learning rate decay with gamma set to 0.95, and weight decay 5× 10−4. Images were
resized to 640 × 640 px.

We explicitly compare convolutional [57] and transformer [58] models. These are
the two most popular types of computer vision models today. They differ in receptive
field. Convolutions operate locally (Equation (3)), while transformers look at the greater
scale (Equation (4)). The success of augmentation with one model type does not guarantee
success with another.

O[x, y] = (I ∗ K)(i, j) = ∑
j=1

∑
i=1

I[x− i, y− j]K[i, j], (3)

where O is the resulting feature map; K is a kernel.

A(Q, K, V) = so f tmax(
QKT
√

dk
)V, (4)

where Q, K and V are weight matrices; d is the dimensionality of an attention head.
In each experiment, we measure the model performance using five-fold cross-validation.

We use early stopping to terminate model training; therefore, the number of training epochs
for different models varies. Classification models are pre-trained on the ImageNet dataset.
Segmentation and detection models are pre-trained on the COCO dataset.

We compare several ways to find backgrounds that match the context of the test set, includ-
ing Contrastive Language–Image Pre-Training (CLIP) [52] image retrieval, VQGAN (ruDALL-
E [50]) image generation, and diffusion (Stable Diffusion [51]) image generation.

In each experiment excluding the baseline, we first pre-train a model on the CISA-
augmented dataset and then fine-tune the original dataset.
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2.8. Evaluation Metrics

To determine the suitability of the training dataset prior to the training procedure,
we propose to use the Fréchet Inception Distance (FID) metrics [59]. It is a commonly
used choice to evaluate the performance of GAN models. FID measures distance between
the distribution of generated images and the original natural samples. However, in our
case, the idea behind FID computation is to determine the similarity and feasibility of the
generated training samples and test data. A low FID value depicts the better case when we
manage to obtain an artificially realistic dataset close to the original test dataset distribution.
To compute FID, we use Equation (5).

FID = ||μr − μg||2 + Tr(∑
r
+∑

g
−2
√
(∑

r
∑
g
)), (5)

where r and g indexes denote real and generated datasets, correspondingly; μ is the mean of
the Inceptionv3 model [60] features of a dataset; ∑dataset is the variance matrix of a dataset;
Tr is the trace operator.

For assessing classification results, we use accuracy, because the dataset is balanced.
To evaluate semantic segmentation, we calculate pixel-wise intersection over union (IoU,

Equation (6)).

IoU =
TP

TP + FP + FN
, (6)

where TP is the number of true positive samples; FP is the number of false positive samples;
FN is the number of false negative samples.

To evaluate object detection results, we calculate mAP@0.5 (Equation (7)). It means
that for the prediction, we use the threshold IoU = 0.5.

mAP@0.5 =
1

#classes ∑
c∈classes

TP(c)
TP(c) + FP(c)

, (7)

To measure the statistical significance of our results, we calculate the Spearman rank-
order correlation coefficient (Equation (8)). We choose Spearman’s over Pearson’s correla-
tion because the relation between the FID and accuracy is monotonous but non-linear.

ρ = 1− 6 ∑ d2
i

n(n2 − 1)
, (8)

where ρ is the Spearman’s correlation coefficient; di is the distance between two ranks of
each observation; n is the number of observations.

3. Results

The results of the experiments are shown in Tables 5–14.
In Table 5, one can find the results of the classification of six species with the ResNet50

model. CISA with stable diffusion backgrounds shows a 2.3% relative percentage change
compared with the baseline.

In Table 6, one can find the results of the classification of 18 varieties with the ResNet50
model. CISA with stable diffusion backgrounds shows a 14.2% relative percentage change
compared with the baseline.

In Table 7, one can find the results of the classification of six species with the Mo-
bileNetv3 model. CISA with stable diffusion backgrounds show a 1.2% relative percentage
change compared with the baseline.
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Table 5. Classification results for ResNet50 model on test images for six species.

Source of Augmentation
Background

Prompts Pre-Training Accuracy ↑ Fine-Tuned Accuracy ↑ FID ↓

Baseline — — 95.2 ± 0.7 —

Patterns — 93.5 ± 1.2 94.7 ± 0.8 12.93

easy 95 ± 0.9 97 ± 0.6 10.76
CLIP complex 95 ± 1 96.6 ± 0.7 10.92

all 95 ± 1 96.7 ± 0.7 9.6

ruDALL-E all 94 ± 0.9 95.5 ± 0.8 11.1

easy 95 ± 0.9 97.4 ± 0.5 9.43
Stable Diffusion complex 94.9 ± 1 97.1 ± 0.6 9.81

all 95 ± 1 97.3 ± 0.6 8.7

easy 95.8 ± 0.7 98 ± 0.4 7.15
Natural backgrounds complex 95.1 ± 0.8 97.8 ± 0.4 7.9

all 95.3 ± 0.8 98 ± 0.4 6.14

The bold value depicts the best model, excluding models that are trained with natural backgrounds.

Table 6. Classification results for ResNet50 model on test images for 18 varieties.

Source of Augmentation
Background

Prompts Pre-Training Accuracy ↑ Fine-Tuned Accuracy ↑ FID ↓

Baseline — — 50 ± 2.3 —

Patterns — 48 ± 2.5 54.9 ± 2.3 12.93

easy 49.5 ± 3 56.4 ± 2.2 10.76
CLIP complex 49 ± 2.7 56.1 ± 2.3 10.92

all 49.3 ± 2.9 56.3 ± 2.1 9.6

ruDALL-E all 49 ± 3 56 ± 2.4 11.1

easy 50.5 ± 2.8 57.1 ± 1.9 9.43
Stable Diffusion complex 50 ± 3.1 56.9 ± 2 9.81

all 50.2 ± 2.9 57.1 ± 1.8 8.7

easy 50.8 ± 2.2 57.4 ± 1.7 7.15
Natural backgrounds complex 49.6 ± 3 56.8 ± 1.9 7.9

all 50.1 ± 2.4 57.2 ± 1.8 6.14

Table 7. Classification results for MobileNetv3 model on test images for six species.

Source of Augmentation
Background

Prompts Pre-Training Accuracy ↑ Fine-Tuned Accuracy ↑ FID ↓

Baseline — — 90 ± 1.3 —

Patterns — 88 ± 2.2 89.9 ± 1.1 12.93

easy 90 ± 1.7 90.9 ± 1.1 10.76
CLIP complex 89.1 ± 1.9 90.7 ± 1.2 10.92

all 89.7 ± 1.9 90.9 ± 1 9.6

ruDALL-E all 89 ± 2 90.8 ± 1.2 11.1

easy 90 ± 1.5 91.1 ± 1 9.43
Stable Diffusion complex 89.4 ± 1.8 90.9 ± 0.9 9.81

all 89.8 ± 1.6 91 ± 0.9 8.7

easy 90 ± 1.6 91.3 ± 0.9 7.15
Natural backgrounds complex 88.9 ± 2 90.8 ± 1 7.9

all 89.8 ± 1.4 91.2 ± 1 6.14

In Table 8, one can find the results of the classification of 18 varieties with the Mo-
bileNetv3 model. CISA with stable diffusion backgrounds show a 6.6% relative percentage
change compared with the baseline.
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Table 8. Classification results for MobileNetv3 model on test images for 18 varieties.

Source of Augmentation
Background

Prompts Pre-Training Accuracy ↑ Fine-Tuned Accuracy ↑ FID ↓

Baseline — — 38 ± 3.1 —

Patterns — 36.5 ± 2.8 39.5 ± 2.3 12.93

easy 37 ± 3 39.8 ± 2.7 10.76
CLIP complex 36.8 ± 2.7 39.6 ± 2.5 10.92

all 37 ± 2.9 39.8 ± 2.8 9.6

ruDALL-E all 37.2 ± 3.1 39.9 ± 2.5 11.1

easy 37.9 ± 3 40.4 ± 2.6 9.43
Stable Diffusion complex 37.3 ± 3.2 40 ± 2.7 9.81

all 37.7 ± 2.9 40.5 ± 2.6 8.7

easy 38 ± 2.4 40.9 ± 2.1 7.15
Natural backgrounds complex 37.2 ± 2.8 40.4 ± 2.4 7.9

all 37.9 ± 3 40.8 ± 2.3 6.14

In Table 9, one can find the results of the classification of six species with the SWIN
model. CISA with stable diffusion backgrounds show a 1% relative percentage change
compared with the baseline.

Table 9. Classification results for SWIN model on test images for six species.

Source of Augmentation
Background

Prompts Pre-Training Accuracy ↑ Fine-Tuned Accuracy ↑ FID ↓

Baseline — — 96.8 ± 0.5 —

Patterns — 92.8 ± 1.1 95.9 ± 0.7 12.93

easy 93.9 ± 1 97.5 ± 0.6 10.76
CLIP complex 94.2 ± 0.8 97.6 ± 0.5 10.92

all 94.1 ± 0.9 97.6 ± 0.6 9.6

ruDALL-E all 93 ± 1 96.6 ± 0.5 11.1

easy 94.1 ± 0.8 97.7 ± 0.6 9.43
Stable Diffusion complex 94.2 ± 0.9 97.7 ± 0.5 9.81

all 94.3 ± 0.8 97.8 ± 0.4 8.7

easy 94.7 ± 0.8 98.1 ± 0.5 7.15
Natural backgrounds complex 94.9 ± 0.6 98.2 ± 0.4 7.9

all 94.9 ± 0.7 98.2 ± 0.3 6.14

In Table 10, one can find the results of the classification of 18 varieties with SWIN
model. CISA with stable diffusion backgrounds show a 6.4% relative percentage change
compared with the baseline.

In Table 11, one can find the results of the semantic segmentation of six species with the
UNET++ model. CISA with stable diffusion backgrounds show a 2.7% relative percentage
change compared with the baseline.

In Table 12, one can find the results of the semantic segmentation of 18 varieties with
the UNET++ model. CISA with stable diffusion backgrounds show a 6% relative percentage
change compared with the baseline.

In Table 13, one can find the results of the object detection of six species with the
YOLOv8 model. CISA with stable diffusion backgrounds show a 2.2% relative percentage
change compared with the baseline.

In Table 14, one can find the results of the object detection of 18 varieties with the
YOLOv8 model. CISA with stable diffusion backgrounds show a 6.8% relative percentage
change compared with the baseline.
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Table 10. Classification results for SWIN model on test images for 18 varieties.

Source of Augmentation
Background

Prompts Pre-Training Accuracy ↑ Fine-Tuned Accuracy ↑ FID ↓

Baseline — — 51.4 ± 2 —

Patterns — 47.5 ± 2.6 52 ± 2 12.93

easy 48.8 ± 2.7 53.9 ± 1.8 10.76
CLIP complex 49.1 ± 2.5 54 ± 2 10.92

all 49 ± 2.4 54 ± 1.9 9.6

ruDALL-E all 48.4 ± 2.8 53 ± 2.1 11.1

easy 49.8 ± 2.7 54.5 ± 1.8 9.43
Stable Diffusion complex 49.9 ± 2.9 54.7 ± 1.7 9.81

all 49.9 ± 2.6 54.6 ± 1.6 8.7

easy 50.2 ± 2.1 55.1 ± 1.8 7.15
Natural backgrounds complex 50.3 ± 2.3 55 ± 1.8 7.9

all 50.4 ± 2.2 55.1 ± 1.6 6.14

Table 11. Segmentation results for UNET++ model on test images for six species.

Source of
Augmentation

Background
Prompts

Pre-Training IoU
↑

Pre-Training
Accuracy ↑

Fine-Tuned IoU
↑

Fine-Tuned
Accuracy ↑ FID ↓

Baseline — — — 89.5 ± 0.3 95.4 ± 0.25 —

Patterns — 85 ± 0.6 91.7 ± 0.5 91.2 ± 0.6 96.3 ± 0.3 12.93

easy 87.3 ± 0.3 93.2 ± 0.2 93.5 ± 0.3 98.2 ± 0.1 10.76
CLIP complex 86.9 ± 0.4 92.9 ± 0.4 93.4 ± 0.2 98.1 ± 0.1 10.92

all 87.2 ± 0.4 93.1 ± 0.3 93.6 ± 0.3 98.1 ± 0.1 9.6

ruDALL-E all 86.4 ± 0.6 92.2 ± 0.4 91.9 ± 0.5 97.7 ± 0.2 11.1

easy 88.3 ± 0.3 94.1 ± 0.3 94.5 ± 0.2 98 ± 0.2 9.43
Stable Diffusion complex 86.9 ± 0.5 93.8 ± 0.3 93.8 ± 0.2 97.9 ± 0.2 9.81

all 88.2 ± 0.3 94.1 ± 0.2 94.4 ± 0.3 98 ± 0.2 8.7

easy 88.8 ± 0.3 94.6 ± 0.3 95.3 ± 0.1 98.2 ± 0.15 7.15
Natural

backgrounds complex 88.6 ± 0.4 94.3 ± 0.2 94.8 ± 0.3 98.2 ± 0.15 7.9

all 88.8 ± 0.4 94.5 ± 0.3 95.2 ± 0.2 98.2 ± 0.15 6.14

Table 12. Segmentation results for UNET++ model on test images for 18 varieties.

Source of
Augmentation

Background
Prompts

Pre-Training IoU
↑

Pre-Training
Accuracy ↑

Fine-Tuned IoU
↑

Fine-Tuned
Accuracy ↑ FID ↓

Baseline — — — 74.5 ± 0.5 85.6 ± 0.5 —

Patterns — 70.2 ± 0.9 81.9 ± 0.8 73.2 ± 0.6 85.8 ± 0.6 12.93

easy 72 ± 0.5 84.7 ± 0.5 78.1 ± 0.4 89.8 ± 0.5 10.76
CLIP complex 71.9 ± 0.8 84.6 ± 0.5 77.3 ± 0.3 89.6 ± 0.4 10.92

all 72.1 ± 0.7 84.7 ± 0.6 77.5 ± 0.4 89.9 ± 0.4 9.6

ruDALL-E all 71.6 ± 0.6 84.3 ± 0.7 76.1 ± 0.5 89.2 ± 0.5 11.1

easy 72.9 ± 0.5 85.5 ± 0.35 80 ± 0.3 90.5 ± 0.4 9.43
Stable Diffusion complex 71.4 ± 0.7 84.8 ± 0.4 78.9 ± 0.4 89.6 ± 0.5 9.81

all 72.5 ± 0.5 85.4 ± 0.4 80.2 ± 0.4 90.7 ± 0.4 8.7

easy 73.9 ± 0.6 85.5 ± 0.4 81.7 ± 0.2 91.8 ± 0.3 7.15
Natural

backgrounds complex 71.8 ± 0.7 84.6 ± 0.5 80.9 ± 0.3 91.6 ± 0.4 7.9

all 73.5 ± 0.6 85.5 ± 0.4 81.5 ± 0.3 91.9 ± 0.3 6.14
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Table 13. Object detection for YOLOv8 model on test images for six species.

Source of Augmentation
Background

Prompts Pre-Training mAP ↑ Fine-Tuned mAP ↑ FID ↓

Baseline — — 57.9 ± 0.5 —

Patterns — 54.9 ± 0.4 58.2 ± 0.4 12.93

easy 55.6 ± 0.4 59 ± 0.3 10.76
CLIP complex 55.7 ± 0.5 58.9 ± 0.4 10.92

all 55.6 ± 0.6 58.9 ± 0.3 9.6

ruDALL-E all 55.2 ± 0.6 58.9 ± 0.5 11.1

easy 55.7 ± 0.4 59.1 ± 0.3 9.43
Stable Diffusion complex 55.5 ± 0.5 59 ± 0.5 9.81

all 55.7 ± 0.3 59.2 ± 0.4 8.7

easy 56.1 ± 0.6 60.1 ± 0.3 7.15
Natural backgrounds complex 56.2 ± 0.4 60.2 ± 0.4 7.9

all 56.2 ± 0.5 60.1 ± 0.3 6.14

Table 14. Object detection for YOLOv8 model on test images for 18 varieties.

Source of Augmentation
Background

Prompts Pre-Training mAP ↑ Fine-Tuned mAP ↑ FID ↓

Baseline — — 38.3 ± 1.1 —

Patterns — 35.6 ± 1.2 39.2 ± 0.6 12.93

easy 36.1 ± 0.9 40.2 ± 0.8 10.76
CLIP complex 35.9 ± 1.2 40 ± 0.8 10.92

all 36.1 ± 1.1 40.2 ± 0.9 9.6

ruDALL-E all 36.2 ± 1.1 40.5 ± 1 11.1

easy 36.7 ± 0.7 40.7 ± 0.9 9.43
Stable Diffusion complex 36.8 ± 0.9 40.9 ± 0.7 9.81

all 36.7 ± 0.8 40.9 ± 0.8 8.7

easy 37 ± 1 41.4 ± 0.7 7.15
Natural backgrounds complex 37.1 ± 1 41.3 ± 0.7 7.9

all 37 ± 0.9 41.4 ± 0.6 6.14

Figure 8 shows the segmentation model predictions on the test images. The source of
augmentation background for this model training is stable diffusion.

Figure 8. Example of model predictions.
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4. Discussion

4.1. CISA Efficiency

Our experiments show that CISA instance-level augmentation provides a stable im-
provement for all of the tested CV tasks. This works both for convolutional and transformer
models. The major observation is the importance of the context. Note that with random
patterns, augmentation sometimes works worse than the baseline.

The best choice is to use a natural background from the location where the CV system
will be used. This is possible when the camera is stationary. If there are multiple camera
locations, it is better to collect background images from all of them. Recall that background
images do not require any manual annotation.

Any other approach to collect similar images gives substantial improvement in com-
parison with other augmentation approaches. Both image retrieval and image generation
show promising results. In our experiments, stable diffusion beats all other approaches for
the majority of cases.

For more complex tasks, the boost is higher. The natural training dataset is still
required for fine-tuning. The results from the approach without the fine-tuning are worse
than the baseline.

Table 15 as well as Figures 9 and 10 show the correlation between the model perfor-
mance and FID. One can see that if an augmented training set is similar to the test set, it will
result in higher accuracy. It allows for choosing a better set of backgrounds without model
training. For more complex tasks, the correlation seems to be lower. For segmentation and
detection tasks, the correlation is very high.

Table 15. Correlation.

Model Task #Classes Correlation p Value ↓
ResNet50 classification 6 −0.64 4× 10−13

ResNet50 classification 18 −0.27 10−3

MobileNetv3 classification 6 −0.2 2× 10−1

MobileNetv3 classification 18 −0.18 4× 10−2

SWIN classification 6 −0.65 2× 10−10

SWIN classification 18 −0.37 8× 10−3

UNET++ segmentation 6 −0.94 2× 10−25

UNET++ segmentation 18 −0.95 2× 10−26

YOLOv8 detection 6 −0.75 3× 10−11

YOLOv8 detection 18 −0.57 6× 10−11

The importance of context for image augmentation has been previously demonstrated
in [37], where the authors created an additional neural network to select a proper location
on a new background to paste the target object. In turn, we focus on the retrieval and
generation of an extensive dataset using various sources of background images. Although
the proposed approach does not involve additional generative models for dataset augmen-
tation, it is a simple and powerful way to adjust recognition model performance. CISA
instance-level augmentation extends the pioneering research on image augmentation [35]
and recent studies [36], and it allows one to estimate dataset suitability before model
training based on FID measures between original and generated datasets.

4.2. Limitations

The proposed image augmentation scheme can be used when we have masks for
input images. The system can work with instance segmentation masks and semantic
segmentation masks. However, if there are no instance masks available, one can try to
generate pseudo-segmentation masks.

The system’s primary usage involves generating complex scenes from simple input
data; however, the scene can include a single object if needed. The key feature of the
system is its ability to generate a huge amount of training samples even for the task for
which the original dataset was not designed. For instance, having only an image and a
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multi-part mask as input, we can produce samples for instance segmentation, instance
parts segmentation, object detection, object counting, denoising, and classification. The
described system can also be beneficial for few-shot learning when the original dataset
is minimal.

Figure 9. Relation between FID and accuracy in the classification task.

Figure 10. Relation between FID and IoU in the segmentation task and mAP in the object detec-
tion task.
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To apply the proposed augmentation scheme successfully, the dataset should not be
exceedingly sensitive to scene geometry, since such behavior can be undesirable in some
cases. For example, if you use a dataset of people or cars, the described approach by default
can place one object on top of the other. Nevertheless, we can add some extra height
limitations or use perspective transformation in these cases.

Another point is that we should find appropriate background images that would fit
some particular case. Retrieval-based approaches used to generate new training samples
using CLIP can be significantly impeded, in particular, domains such as medical or remote
sensing. For instance, in [43], the authors aimed to generate thermal images, with defective
areas occurring due to the manufacturing process. It is a more complex task to retrieve
such unique backgrounds using CLIP. However, there are various special data sources that
do not contain annotated data but are useful as backgrounds for new samples. Another
possible limitation is that if it is not possible to know the test set context, we may expect a
slight performance drop.

Further study on CISA application for images derived from different sensors on differ-
ent wavelengths should be conducted. Multispectral and hyperspectral data, radiography,
and radar scanning have their own properties. Their artificial generation is currently under
consideration in a number of works [61]. However, it is vital to take into account the
nature of data, because image augmentations should not break any physical law of the
studied objects.

Recall that it is important to fine-tune the model on natural images to increase the
performance.

The time for scene generation is close to linear when we have enough memory to store
all objects and overhead for a scene. To estimate the average required RAM per scene, we
use Equation (9)

M = 3nhw[(1 + m)p + o + 2] + ‘o (9)

In this equation, we can neglect the overhead, ‘o < o << M, because it is considerably
smaller than the data itself.

Although GAN-based image augmentation approaches are capable of providing more
realistic images under certain conditions, the proposed CISA approach does not require
computational resources to train an additional generative model.

5. Conclusions

In this article, we introduce an image augmentation technique for few-shot learning.
The presented framework allows for generating large training datasets using only a few
input samples. It also provides training data for the tasks, including instance segmentation,
semantic segmentation, classification, object detection, and object counting, even if the
original dataset contains annotations for the instance segmentation task only. To show our
method’s advantage, we compared the model performances on the tasks with different
difficulties, we checked the models of different types and different capacities, and we
showed the substantial improvement for all of the listed cases. The average percentage
increase in accuracy across all the tasks on the fruits and vegetables recognition dataset
is 4.95%. Moreover, we extensively explored approaches to collect background images,
and we showed an efficient method used to choose the best background dataset without
model training. WE showed that the Fréchet Inception Distance (FID) metrics has a strong
correlation with model accuracy, and it can help to choose better backgrounds without
model training. The average negative correlation between model accuracy and the FID
between The augmented and test datasets was 0.55 in our experiments.

226



Mathematics 2023, 11, 1818

Author Contributions: Conceptualization, S.N.; methodology, S.N. and A.S.; software, I.Z.; valida-
tion, S.N. and S.I.; formal analysis, S.N. and I.Z.; investigation, I.Z. and S.N.; resources, S.V.B. and
T.Y.; data curation, I.Z. and S.N.; writing—original draft preparation, S.N. and S.I.; writing—review
and editing, A.S. and S.V.B.; visualization, S.N. and S.I.; supervision, A.S., V.D. and I.O.; project
administration, S.N. and D.S.; funding acquisition, S.V.B. and T.Y. All authors have read and agreed
to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: The code is available at https://github.com/NesterukSergey/segmen
tation_image_augmentation, accessed on 27 February 2023. Data are shared at https://disk.yandex.
com/d/VeTwxns9ncOqGA, accessed on 27 February 2023.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

CISA Context Image Semantics Augmentation framework
CLIP Contrast Language-Image Pre-Training model
FID Frechet Inception Distance
CV Computer Vision
GAN Generative Adversarial Network
cGAN Conditional Generative Adversarial Network
VQGAN Vector-Quantized Generative Adversarial Network
VAE Variational Autoencoder
ML Machine Learning
NLP Natural Language Processing
RAM Random Access Memory
MO Multi-Object
MP Multi-Part
MAXRECTS-BLSF Maximal Rectangles Best Long Side Fit algorithm
SGD Stochastic Gradient Descent
Adam Adaptive Momentum Optimizer
IoU Intersection over Union
mAP Mean Average Precision

References

1. Kwon, O.; Sim, J.M. Effects of data set features on the performances of classification algorithms. Expert Syst. Appl. 2013,
40, 1847–1857. [CrossRef]

2. Sbai, O.; Couprie, C.; Aubry, M. Impact of base dataset design on few-shot image classification. In Proceedings of the European
Conference on Computer Vision; Springer: Berlin/Heidelberg, Germany, 2020; pp. 597–613.

3. Zendel, O.; Murschitz, M.; Humenberger, M.; Herzner, W. How good is my test data? Introducing safety analysis for computer
vision. Int. J. Comput. Vis. 2017, 125, 95–109. [CrossRef]

4. Barbedo, J.G.A. Impact of dataset size and variety on the effectiveness of deep learning and transfer learning for plant disease
classification. Comput. Electron. Agric. 2018, 153, 46–53. [CrossRef]

5. Zheng, S.; Song, Y.; Leung, T.; Goodfellow, I. Improving the robustness of deep neural networks via stability training. In
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016;
pp. 4480–4488.

6. Hendrycks, D.; Basart, S.; Mu, N.; Kadavath, S.; Wang, F.; Dorundo, E.; Desai, R.; Zhu, T.; Parajuli, S.; Guo, M.; et al. The many
faces of robustness: A critical analysis of out-of-distribution generalization. arXiv 2020, arXiv:2006.16241.

7. Deng, J.; Dong, W.; Socher, R.; Li, L.J.; Li, K.; Fei-Fei, L. Imagenet: A large-scale hierarchical image database. In Proceedings of
the 2009 IEEE Conference on Computer Vision and Pattern Recognition, Miami Beach, FL, USA, 20–25 June 2009; pp. 248–255.

8. Lin, T.Y.; Maire, M.; Belongie, S.; Hays, J.; Perona, P.; Ramanan, D.; Dollár, P.; Zitnick, C.L. Microsoft coco: Common objects in
context. In Proceedings of the European Conference on Computer Vision; Springer: Berlin/Heidelberg, Germany, 2014; pp. 740–755.

9. Xia, G.S.; Bai, X.; Ding, J.; Zhu, Z.; Belongie, S.; Luo, J.; Datcu, M.; Pelillo, M.; Zhang, L. DOTA: A large-scale dataset for object
detection in aerial images. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Salt Lake City,
UT, USA, 18–22 June 2018; pp. 3974–3983.

227



Mathematics 2023, 11, 1818

10. Caba Heilbron, F.; Escorcia, V.; Ghanem, B.; Carlos Niebles, J. Activitynet: A large-scale video benchmark for human activity
understanding. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Boston, MA, USA,
7–12 June 2015; pp. 961–970.

11. Tan, C.; Sun, F.; Kong, T.; Zhang, W.; Yang, C.; Liu, C. A survey on deep transfer learning. In Proceedings of the International
Conference on Artificial Neural Networks; Springer: Berlin/Heidelberg, Germany, 2018; pp. 270–279.

12. Lemikhova, L.; Nesteruk, S.; Somov, A. Transfer Learning for Few-Shot Plants Recognition: Antarctic Station Greenhouse
Use-Case. In Proceedings of the 2022 IEEE 31st International Symposium on Industrial Electronics (ISIE), Anchorage, AL, USA,
1–3 June 2022; pp. 715–720. [CrossRef]

13. Vannucci, M.; Colla, V. Classification of unbalanced datasets and detection of rare events in industry: issues and solutions. In
Proceedings of the International Conference on Engineering Applications of Neural Networks; Springer: Berlin/Heidelberg, Germany,
2016; pp. 337–351.

14. Nesteruk, S.; Shadrin, D.; Pukalchik, M.; Somov, A.; Zeidler, C.; Zabel, P.; Schubert, D. Image compression and plants classification
using machine learning in controlled-environment agriculture: Antarctic station use case. IEEE Sensors J. 2021, 21, 17564–17572.
[CrossRef]

15. Wang, Y.; Yao, Q.; Kwok, J.T.; Ni, L.M. Generalizing from a few examples: A survey on few-shot learning. ACM Comput. Surv.
(CSUR) 2020, 53, 1–34. [CrossRef]

16. Illarionova, S.; Nesteruk, S.; Shadrin, D.; Ignatiev, V.; Pukalchik, M.; Oseledets, I. Object-based augmentation for building
semantic segmentation: Ventura and santa rosa case study. In Proceedings of the Proceedings of the IEEE/CVF International
Conference on Computer Vision, Montreal, BC, Canada, 11–17 October 2021; pp. 1659–1668.

17. Illarionova, S.; Shadrin, D.; Ignatiev, V.; Shayakhmetov, S.; Trekin, A.; Oseledets, I. Augmentation-Based Methodology for
Enhancement of Trees Map Detalization on a Large Scale. Remote. Sens. 2022, 14, 2281. [CrossRef]

18. Shorten, C.; Khoshgoftaar, T.M. A survey on image data augmentation for deep learning. J. Big Data 2019, 6, 60. [CrossRef]
19. Kuznichov, D.; Zvirin, A.; Honen, Y.; Kimmel, R. Data Augmentation for Leaf Segmentation and Counting Tasks in Rosette Plants.

In Proceedings of the Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR) Workshops,
Long Beach, CA, USA, 15–20 June 2019.

20. Fawakherji, M.; Potena, C.; Prevedello, I.; Pretto, A.; Bloisi, D.D.; Nardi, D. Data Augmentation Using GANs for Crop/Weed
Segmentation in Precision Farming. In Proceedings of the 2020 IEEE Conference on Control Technology and Applications (CCTA),
Montreal, QC, Canada, 24–26 August 2020; pp. 279–284.

21. Wu, Q.; Chen, Y.; Meng, J. DCGAN Based Data Augmentation for Tomato Leaf Disease Identification. IEEE Access 2020.
[CrossRef]

22. Nesteruk, S.; Shadrin, D.; Kovalenko, V.; Rodriguez-Sanchez, A.; Somov, A. Plant Growth Prediction through Intelligent
Embedded Sensing. In Proceedings of the IEEE 29th International Symposium on Industrial Electronics (ISIE), Delft, The
Netherlands, 17–19 June 2020; Volume 2020, pp. 411–416. [CrossRef]

23. Nesteruk, S.; Illarionova, S.; Akhtyamov, T.; Shadrin, D.; Somov, A.; Pukalchik, M.; Oseledets, I. XtremeAugment: Getting
More From Your Data Through Combination of Image Collection and Image Augmentation. IEEE Access 2022, 10, 24010–24028.
[CrossRef]

24. Nesteruk, S.; Bezzateev, S. Location-Based Protocol for the Pairwise Authentication in the Networks without Infrastructure.
In Proceedings of the 2018 22nd Conference of Open Innovations Association (FRUCT), Jyvaskyla, Finland, 15–18 May 2018;
pp. 190–197. [CrossRef]

25. Ching, T.; Himmelstein, D.S.; Beaulieu-Jones, B.K.; Kalinin, A.A.; Do, B.T.; Way, G.P.; Ferreo, E.; Agapow, P.-M.; Zirtz, M.;
Hoffman, M.M.; et al. Opportunities and obstacles for deep learning in biology and medicine. J. R. Soc. Interface 2018, 15, 20170387.
[CrossRef] [PubMed]

26. Feng, R.; Gu, J.; Qiao, Y.; Dong, C. Suppressing Model Overfitting for Image Super-Resolution Networks. In Proceedings of the
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR) Workshops, Long Beach, CA,
USA, 15–20 June2019.

27. Illarionova, S.; Nesteruk, S.; Shadrin, D.; Ignatiev, V.; Pukalchik, M.; Oseledets, I. MixChannel: Advanced augmentation for
multispectral satellite images. Remote. Sens. 2021, 13, 2181. [CrossRef]

28. Zeiler, M.D.; Fergus, R. Visualizing and Understanding Convolutional Networks. In Proceedings of the Computer Vision—ECCV
2014; Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T., Eds.; Springer International Publishing: Cham, Switzerland, 2014; pp. 818–833.

29. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. ImageNet Classification with Deep Convolutional Neural Networks. Commun. ACM
2017, 60, 84–90. [CrossRef]

30. Buslaev, A.; Parinov, A.; Khvedchenya, E.; Iglovikov, V.I.; Kalinin, A.A. Albumentations: Fast and flexible image augmentations.
Information 2020, 11, 125. [CrossRef]

31. Zhu, Y.; Aoun, M.; Krijn, M.; Vanschoren, J.; Campus, H.T. Data Augmentation using Conditional Generative Adversarial
Networks for Leaf Counting in Arabidopsis Plants. In Proceedings of the BMVC, Newcastle, UK, 3–6 September 2018; p. 324.

32. Valerio Giuffrida, M.; Scharr, H.; Tsaftaris, S.A. ARIGAN: Synthetic Arabidopsis Plants Using Generative Adversarial Network.
In Proceedings of the Proceedings of the IEEE International Conference on Computer Vision (ICCV) Workshops, Venice, Italy,
22–29 October 2017.

228



Mathematics 2023, 11, 1818

33. Zoph, B.; Cubuk, E.D.; Ghiasi, G.; Lin, T.; Shlens, J.; Le, Q.V. Learning Data Augmentation Strategies for Object Detection. arXiv
2019, arXiv:1906.11172.

34. Lemley, J.; Bazrafkan, S.; Corcoran, P. Smart Augmentation Learning an Optimal Data Augmentation Strategy. IEEE Access 2017,
5, 5858–5869. [CrossRef]

35. Dwibedi, D.; Misra, I.; Hebert, M. Cut, paste and learn: Surprisingly easy synthesis for instance detection. In Proceedings of the
IEEE International Conference on Computer Vision, Venice, Italy, 22–29 October 2017; pp. 1301–1310.

36. Ghiasi, G.; Cui, Y.; Srinivas, A.; Qian, R.; Lin, T.Y.; Cubuk, E.D.; Le, Q.V.; Zoph, B. Simple copy-paste is a strong data augmentation
method for instance segmentation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
Online, 19–25 June 2021; pp. 2918–2928.

37. Dvornik, N.; Mairal, J.; Schmid, C. On the importance of visual context for data augmentation in scene understanding. IEEE
Trans. Pattern Anal. Mach. Intell. 2019, 43, 2014–2028. [CrossRef]

38. Su, Y.; Sun, R.; Lin, G.; Wu, Q. Context decoupling augmentation for weakly supervised semantic segmentation. In Proceedings
of the IEEE/CVF International Conference on Computer Vision, Montreal, BC, Canada, 11–17 October 2021; pp. 7004–7014.

39. Flores-Fuentes, W.; Trujillo-Hernández, G.; Alba-Corpus, I.Y.; Rodríguez-Quiñonez, J.C.; Mirada-Vega, J.E.; Hernández-Balbuena,
D.; Murrieta-Rico, F.N.; Sergiyenko, O. 3D spatial measurement for model reconstruction: A review. Measurement 2023,
207, 112321. [CrossRef]

40. Barth, R.; IJsselmuiden, J.; Hemming, J.; Henten, E.V. Data synthesis methods for semantic segmentation in agriculture: A
Capsicum annuum dataset. Comput. Electron. Agric. 2018, 144, 284–296. [CrossRef]

41. Ward, D.; Moghadam, P.; Hudson, N. Deep Leaf Segmentation Using Synthetic Data. arXiv 2018, arXiv:1807.10931.
42. Lu, Y.; Chen, D.; Olaniyi, E.; Huang, Y. Generative adversarial networks (GANs) for image augmentation in agriculture: A

systematic review. Comput. Electron. Agric. 2022, 200, 107208. [CrossRef]
43. Liu, K.; Li, Y.; Yang, J.; Liu, Y.; Yao, Y. Generative principal component thermography for enhanced defect detection and analysis.

IEEE Trans. Instrum. Meas. 2020, 69, 8261–8269. [CrossRef]
44. Illarionova, S.; Shadrin, D.; Trekin, A.; Ignatiev, V.; Oseledets, I. Generation of the nir spectral band for satellite images with

convolutional neural networks. Sensors 2021, 21, 5646. [CrossRef] [PubMed]
45. Chen, Y.; Yang, X.H.; Wei, Z.; Heidari, A.A.; Zheng, N.; Li, Z.; Chen, H.; Hu, H.; Zhou, Q.; Guan, Q. Generative adversarial

networks in medical image augmentation: A review. Comput. Biol. Med. 2022, 105382. [CrossRef]
46. Beaumont, R. Clip Retrieval: Easily Compute Clip Embeddings and Build a Clip Retrieval System with Them. 2020 Available

online: https://github.com/rom1504/clip-retrieval (accessed on 27 February 2023).
47. Illarionova, S.; Shadrin, D.; Tregubova, P.; Ignatiev, V.; Efimov, A.; Oseledets, I.; Burnaev, E. A Survey of Computer Vision

Techniques for Forest Characterization and Carbon Monitoring Tasks. Remote. Sens. 2022, 14, 5861. [CrossRef]
48. Agarwal, N.; Chiang, C.W.; Sharma, A. A study on computer vision techniques for self-driving cars. In Proceedings of the Frontier

Computing: Theory, Technologies and Applications (FC 2018) 7; Springer: Berlin/Heidelberg, Germany, 2019, pp. 629–634.
49. Lindner, L.; Sergiyenko, O.; Rivas-López, M.; Ivanov, M.; Rodríguez-Quiñonez, J.C.; Hernández-Balbuena, D.; Flores-Fuentes,

W.; Tyrsa, V.; Muerrieta-Rico, F.N.; Mercorelli, P. Machine vision system errors for unmanned aerial vehicle navigation. In
Proceedings of the 2017 IEEE 26th International Symposium on Industrial Electronics (ISIE), Edinburgh, UK, 19–21 June 2017;
pp. 1615–1620.

50. Shonenkov, A. Ai-Forever/RU-Dalle: Generate images from texts. (In Russian)
51. Rombach, R.; Blattmann, A.; Lorenz, D.; Esser, P.; Ommer, B. High-resolution image synthesis with latent diffusion models. 2022

IEEE. In Proceedings of the CVF Conference on Computer Vision and Pattern Recognition (CVPR), New Orleans, LA, USA, 18–24
June 2022; pp. 10674–10685.

52. Radford, A.; Kim, J.W.; Hallacy, C.; Ramesh, A.; Goh, G.; Agarwal, S.; Sastry, G.; Askell, A.; Mishkin, P.; Clark, J.; et al. Learning
Transferable Visual Models From Natural Language Supervision. In Proceedings of the 38th International Conference on Machine
Learning; Meila, M., Zhang, T., Eds.; PMLR: New York, NY, USA, 2021; Volume 139, pp. 8748–8763.

53. Schuhmann, C.; Kaczmarczyk, R.; Komatsuzaki, A.; Katta, A.; Vencu, R.; Beaumont, R.; Jitsev, J.; Coombes, T.; Mullis, C.
LAION-400M: Open Dataset of CLIP-Filtered 400 Million Image-Text Pairs. In Proceedings of the NeurIPS Workshop Datacentric
AI. Jülich Supercomputing Center, Virtual, 13 December 2021; number FZJ-2022-00923.

54. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 770–778.

55. Liu, Z.; Lin, Y.; Cao, Y.; Hu, H.; Wei, Y.; Zhang, Z.; Lin, S.; Guo, B. Swin transformer: Hierarchical vision transformer using shifted
windows. In Proceedings of the IEEE/CVF International Conference on Computer Vision, Montreal, BC, Canada, 11–17 October
2021; pp. 10012–10022.

56. Howard, A.; Sandler, M.; Chu, G.; Chen, L.C.; Chen, B.; Tan, M.; Wang, W.; Zhu, Y.; Pang, R.; Vasudevan, V.; et al. Searching
for mobilenetv3. In Proceedings of the IEEE/CVF International Conference on Computer Vision, Seoul, Korea, 27 October–2
November 2019; pp. 1314–1324.

57. Goodfellow, I.J.; Bengio, Y.; Courville, A. Deep Learning; MIT Press: Cambridge, MA, USA, 2016. Available online: http:
//www.deeplearningbook.org (accessed on 27 February 2023).

58. Dosovitskiy, A.; Beyer, L.; Kolesnikov, A.; Weissenborn, D.; Zhai, X.; Unterthiner, T.; Dehghani, M.; Minderer, M.; Heigold, G.;
Gelly, S.; et al. An image is worth 16x16 words: Transformers for image recognition at scale. arXiv 2020, arXiv:2010.11929.

229



Mathematics 2023, 11, 1818

59. Bynagari, N.B. GANs trained by a two time-scale update rule converge to a local Nash equilibrium. Asian J. Appl. Sci. Eng. 2019,
8, 25–34.

60. Szegedy, C.; Vanhoucke, V.; Ioffe, S.; Shlens, J.; Wojna, Z. Rethinking the inception architecture for computer vision. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 2818–2826.

61. Gao, S.; Dai, Y.; Xu, Y.; Chen, J.; Liu, Y. Generative adversarial network–assisted image classification for imbalanced tire X-ray
defect detection. Trans. Inst. Meas. Control. 2023, 01423312221140940. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

230



Citation: Peón-Escalante, R.;

Flota-Bañuelos, M.; Quintal-Palomo,

R.; Ricalde, L.J.; Peñuñuri, F.; Cruz

Jiménez, B.; Avilés Viñas, J. Neural

Network Based Control of Four-Bar

Mechanism with Variable Input

Velocity. Mathematics 2023, 11, 2148.

https://doi.org/10.3390/

math11092148

Academic Editors: Paolo Mercorelli,

Oleg Sergiyenko and Oleksandr

Tsymbal

Received: 1 April 2023

Revised: 27 April 2023

Accepted: 28 April 2023

Published: 4 May 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Neural Network Based Control of Four-Bar Mechanism with
Variable Input Velocity

R. Peón-Escalante, Manuel Flota-Bañuelos, Roberto Quintal-Palomo *, Luis J. Ricalde, F. Peñuñuri,

B. Cruz Jiménez and J. Avilés Viñas

Faculty of Engineering, University of Yucatan, Mérida 97000, Mexico; rpeon@correo.uady.mx (R.P.-E.);
manuel.flota@correo.uady.mx (M.F.-B.); lricalde@correo.uady.mx (L.J.R.); francisco.pa@correo.uady.mx (F.P.);
braulio.cruz@correo.uady.mx (B.C.J.); javiles@correo.uady.mx (J.A.V.)
* Correspondence: roberto.quintal@correo.uady.mx

Abstract: For control applications, the angular velocity of the drive crank of a four-bar mechanism is
traditionally assumed to be constant. In this paper, we propose control of variable velocity of the
drive crank to obtain the desired output motions for the coupler point. To estimate the reference
trajectory for the crank velocity, a neural network is trained with data from the kinematic model. The
control law is designed from feedback linearization of the tracking error dynamics and a Proportional–
Integral–Derivative (PID) controller. The applicability of the proposed scheme is validated through
simulations for three variable speed profiles, obtaining excellent results from the system.

Keywords: four-bar mechanism; variable input-velocity; trajectory tracking; PID neural network controller

MSC: 70E60

1. Introduction

When an electric motor is coupled in a four-bar mechanism, a periodically time vary-
ing torque, produced by the changing inertia of the mechanism during its rotation, is
applied as an external load to the motor [1]. Different control techniques have been studied
to regulate the crank angular velocity fluctuations introduced by the inertia of the rotor and
the rotating bars in four-bar linkages. Among applied controllers that address this issue, are
proportional–integral–derivative (PID) [1], proportional–derivative (PD) [2–4], nonlinear
PD [5], model reference adaptive control [6], fuzzy [7], type-2 fuzzy sliding mode [8],
adaptive fuzzy sliding mode [9], robust fuzzy [10], PID Fuzzy [11], PID neural network [12],
PD and neural adaptive [13], moving sliding mode [14], robust backstepping control [15],
and fuzzy logic controller combined with grey system modeling approach [16]. In [17],
several control schemes are investigated (filtered proportional–integral–derivative, filtered
sliding mode, filtered fuzzy, and filtered genetic-based reinforcement neuro-controller).
In reference [18], experimental data were used to develop parametric models for a four-
bar mechanism driven by a geared DC motor by employing artificial neural networks.
In reference [19], PID linear control was used to control a micro-aerial-vehicle that has four
flapping wings (four-bar mechanisms). In [20], the gains of a PID controller for the four-bar
mechanism are optimized via evolutionary algorithms. Recently, in [21], an indirect adap-
tive control based on online multi-objective optimization for the velocity regulation of the
four-bar mechanism was proposed. Other advanced control schemes for trajectory tracking
in mechanical systems consider sliding modes [22] and Linear Matrix Inequalities (LMI)
approaches [23], which are both applied for docking mechanisms. Furthermore, optimal
sliding mode control has been applied in quick-return mechanisms [24]. On the other hand,
fuzzy-based controlled schemes for trajectory tracking have been recently developed with
applications on mobile robots with promising results [25–27]. In reference [25], the design
of a highly efficient path-following scheme for wheeled mobile robots is proposed. Here the
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authors present a new controller constructed by the type-3 (T3) fuzzy logic systems (FLS)
and a predictive compensator where the stability of the complete system is validated with
the Lyapunov methodology. Furthermore, this scheme is tested with good performance in
a chaotic generated path.

The main topic of this work is to integrate computational intelligence methods to solve
the inverse kinematics problem to control a four-bar mechanism for trajectory tracking in
the coupler point; this trajectory requires a variable angular velocity of the drive crank.
This control scheme is defined as variable input velocity control. There are few reports of
simulation studies on cases of trajectory tracking where the problem of variable input veloc-
ity control is addressed [2,3,6,15,28–30]. In [6], a model reference adaptive controller for the
velocity regulation of a four-bar mechanism is designed. In reference [2], motion control of
four-bar mechanism driven by a brushless servo motor is applied where simulation and
experimental results were validated for different crank motion profiles. In [3], a PD control
algorithm is employed for trajectory tracking in a four-bar mechanism which is redesigned
by applying a new mass-distribution scheme. In reference [28], an integrated approach
for variable input velocity servo four-bar linkages is designed in order to satisfy the kine-
matic requirements, reduce the shaking force and moment, improve the velocity trajectory
tracking performance, and minimize the motor power dissipation where dimensions of the
links, counterweights, input-velocity trajectory and controller parameters are considered
as design variables simultaneously. In [15], a robust backstepping controller is designed
and tested in simulation for a four-bar linkage mechanism that is driven by a DC motor,
without a priori knowledge of the model parameters where five cases were examined. In
reference [29,30], the problem of trajectory tracking by controlling the angular velocity of
the input link is investigated in a four-bar mechanism to fulfill moving the coupler point
with a constant velocity. A vision controller for regulation of the velocity of the coupler
point in a four-bar mechanism was implemented in [30], where the desired trajectory for
the coupler point of the mechanism is achieved by controlling the angular velocity of the
crank using a feedback linearization algorithm for the error dynamics and a PID controller.

For a four-bar mechanism, the characteristics of the output movement depend on
the crank’s input movement. Then, it is necessary that the designed control fulfills the
mechanism desired input velocity profile in order for the output motion to follow the
desired trajectory. In this work, the problem of trajectory tracking is considered; the variable
input velocity control is designed to ensure that the coupler point follows a constant velocity
reference. To obtain the reference for the crank velocity and to reduce the computational
burden for the synthesized control, a neural network is implemented. Neural networks
have been widely applied to aid the control design process for mechanisms due to their
simple design and easy implementation. In [12], a feed-forward neural network is applied
to predict the reference model used by a PID controller for the constant velocity of the crank.

The structure of this work is presented as follows: Section 2 explains the kinematic
model for the four-bar mechanism, the DC motor and mechanical coupling mathematical
models are developed, and the overall dynamic model is presented. In Section 3, the Ar-
tificial Neural Network and PID control scheme are synthesized. Section 4 presents the
path for the coupler point in the mechanism, and simulation results for several cases of
trajectory tracking are discussed. In Section 5, the conclusions are summarized.

2. Mathematical Model for a Motor-Driven Four-Bar Mechanism System

2.1. Dynamics of the Four-Bar Linkages

A general four-bar linkage is presented in Figure 1, where link L2 (crank) is driven
by an electrical motor, and it is able to perform a complete rotation. The link L3 (coupler)
performs a general motion in the plane, and it transmits the movement to link L4 (rocker),
which executes an oscillatory motion, and the link L1 (ground) is fixed with respect to the
reference frame. The kinematic model of the four-bar mechanism is defined with respect
to the global reference system {X − Y}. The local reference system {xr − yr} is assigned
with the origin coinciding on the pivot O2 of the mechanism and is specified the direction
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xr along of the link L1. Thus, the relation between the local reference system with respect
to the global {X−Y}, is defined by the translation r0 and orientation α.

The parameters in Figure 1 required to develop the dynamical model of the mechanism
are summarized in Table 1. Each link has a mass of mi, a mass moment of inertia with
respect to the centroid Ji, and Li is the length of the link i. The angular positions of each
link with respect to the xr axis of the base frame are denoted by φ2, φ3, and φ4. The position
vector of the center of mass for each link i is displayed by a dark circle and their locations
are described by ri and θi. A torsional spring with a stiffness constant ks and a torsional
damper with a damping constant c are attached to the rocker link to represent a general
loading situation.

Table 1. Parameters of four-bar mechanism.

Parameter Description for Each Link

Li length of the link i
φi angular position for link i with respect to the axis xr
mi mass of link i
Ji mass moment of inertia

ri and θi location of the center of mass for each link i
rcx and rcy location of point Q on link 3

Figure 1. Schematic of four-bar linkage.

Applying the Euler–Lagrange modeling methodology [1,31], the equation of motion
for the mechanism, by using the crank angle φ2 as the generalized coordinate, is given by

d
dt

(
∂K
∂φ̇2

)
− ∂K

∂φ2
+

∂P
∂φ2

+
∂D
∂φ̇2

= T (1)

where K, P, and D denote the kinetic, potential, and dissipative energies, respectively, and T
is the applied external torque. The dissipation term can be neglected in the mechanism,
since the damping is relatively small.

The kinetic energy of the mechanism is defined as

K =
4

∑
i=2

[
1
2

mi(V2
ix + V2

iy) +
1
2

Jiφ̇
2
i

]
(2)

where Vix and Viy represent the components of velocity at the mass center in X and Y of
the link i, and φ̇i is the angular velocity of the link i.

According to the scheme in Figure 1, the kinetic energy can be expressed as
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K =
1
2

A(φ2)φ̇
2
2 (3)

where A(φ2) is defined as,

A(φ2) = C0 + C1γ2
3 + C2γ2

4 + C3γ3 cos(φ2 − φ3 − θ3) (4)

and

C0 = J2 + m2r2
2 + m3L2

2

C1 = J3 + m3r2
3

C2 = J4 + m4r2
4

C3 = 2L2r3m3

From the four-bar linkage kinematics analysis position, the functions for the angular
position of the coupler link, φ3, and the oscillator link, φ4, are determined.

The angle φ3, corresponding to the orientation for coupler link, L3, is defined from

φ3(φ2) = 2 arctan

⎛⎝−kb ±
√

k2
b − 4ka kc

2ka

⎞⎠ (5)

where

ka = −l1 + (l2 + 1) cos φ2 + l3,

kb = −2 sin φ2,

kc = l1 + (l2 − 1) cos φ2 + l3,

and the constants l1, l2, and l3 are

l1 =
L1

L2

l2 =
L1

L3

l3 =
L2

4 − L2
1 − L2

2 − L2
3

2 L2 L3

The angle φ4, corresponding to the orientation for oscillator link L4, is defined from

φ4(φ2) = 2 arctan

⎛⎝−kb ±
√

k2
b − 4kd ke

2kd

⎞⎠ (6)

where the coefficients kd and ke are

kd = −l1 + (1− l4) cos φ2 + l5,

ke = l1 − (l4 + 1) cos φ2 + l5,

and the constants l4 and l5 are

l4 =
L1

L4

l5 =
L2

2 − L2
3 + L2

4 + L2
1

2 L2 L4
.
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From four-bar linkage kinematics analysis, the functions for the angular velocity of
the coupler link, φ̇3 can be expressed as

φ̇3 = γ3 φ̇2 (7)

where γ3 is defined as

γ3 =
L2 sin(φ4 − φ2)

L3 sin(φ3 − φ4)

and the angular velocity of the rocker link, φ̇4 is

φ̇4 = γ4 φ̇2 (8)

where γ4 is defined as

γ4 =
L2 sin(φ3 + φ2)

L4 sin(φ3 − φ4)

It is important to notice that from (7) and (8), both φ̇3 and φ̇4 are functions of the crank
link-driven velocity φ̇2, which is the time derivative of the generalized coordinate.

The first term of the Euler–Lagrange movement equation is

d
dt

(
∂K
∂φ̇2

)
=

dA(φ2)

dφ2
φ̇2

2 + A(φ2)φ̈2 (9)

Then, the second term of (1), yields

∂K
∂φ2

=
1
2

dA(φ2)

dφ2
φ̇2

2 (10)

In order to determine
dA(φ2)

dφ2
, it is necessary to calculate

dγ3

dφ2
and

dγ4

dφ2

The term
dγ3

dφ2
can be obtained from

dγ3

dφ2
=

L2

L3

[
D1 + D2

sin2(φ3 − φ4)

]
(11)

where

D1 = (γ4 − 1) cos(φ4 − φ2) sin(φ3 − φ4)

D2 = (γ4 − γ3) sin(φ4 − φ2) cos(φ3 − φ4)

The term
dγ4

dφ2
is expressed as

dγ4

dφ2
=

L2

L4

[
D3 + D4

sin2(φ3 − φ4)

]
(12)

where

D3 = (γ3 − 1) cos(φ3 − φ2) sin(φ3 − φ4)

D4 = (γ4 − γ3) sin(φ3 − φ2) cos(φ3 − φ4)

Using the expressions (11) and (12), we can rewrite
dA(φ2)

dφ2
as
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dA(φ2)

dφ2
=

L2

L3

[
D1 + D2

sin2(φ3 − φ4)

]
[2C1γ3 + C3 cos(φ2 − φ3 − θ3)] + 2 C2γ4

L2

L4

[
D3 + D4

sin2(φ3 − φ4)

]
+ C3γ3[− sin(φ2 − φ3 − θ3)(1− γ3)]

(13)

To obtain the term
∂P
∂φ2

, let us consider that the potential energy from the four-bar

mechanism can be expressed as
P = Pg + Ps (14)

where Pg indicates the potential energy caused by gravity and Ps is the potential energy
stored in the torsional spring. The potential energy due to gravitational forces can be
expressed as

Pg =[m2r2 sin(θ2 + φ2) + m3(L2 sin φ2 + r3 sin(θ3 + φ3))

+ m4(L1 sin θ1 + r4 sin(φ4 + θ4))]g

Now, taking the time derivative of the potential energy with respect to φ2, it follows

∂Pg

∂φ2
=[m2r2 cos(θ2 + φ2) + m4(r4γ4 cos(θ4 + φ4))

+ m3(L2 cos φ2 + r3γ3 cos(θ3 + φ3))]g
(15)

The potential energy stored in the torsional spring can be written as

Ps =
1
2

k(φ4 − φ4,0)
2 (16)

and the dissipation energy is given by

D =
1
2

cφ̇2
4 (17)

Differentiating Equation (16) with respect to φ2, and (17) with respect to φ̇2, and
using (8) we have

∂Ps

∂φ2
= ks γ4(φ4 − φ4,0) (18)

∂D
∂φ̇2

= Cγ2
4φ̇2 (19)

To this end, the motion equation can be written by employing (9), (10), (15), (18),
and (19) as

A(φ2)φ̈2 +
1
2

dA(φ2)
dφ2

φ̇2
2 + k γ4(φ4 − φ4,0) + cγ2

4φ̇2 + [m2r2 cos(θ2 + φ2)

+m4(r4γ4 cos(θ4 + φ4))m3(L2 cos φ2 + r3γ3 cos(θ3 + φ3))]g = T
(20)

2.2. Mathematical Model of the Electric Motor and Transmission

In Figure 2, a schematic diagram of the electric motor is presented. The transmission
ratio is

n =
Tb
Ta

=
ωa

ωb
(21)

where ωa and Ta are the angular speed and the torque at the shaft a, respectively, ωb is
the angular velocity of the shaft b. Tb is the system-delivered torque and is equal to T in
Equation (1).
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Figure 2. Schematic diagram of the motor and transmission.

By using Kirchoff’s voltage law we obtain

Va = Ri(t) + Li̇(t) + e (22)

where Va is the input voltage to the motor–gear system, R is the motor’s armature resistance,
L is the motor inductance, i(t) is the current, and e is the electromotive force generated by
the motor. The applied torques in the motor and gear are expressed as

T = n(Tm − TL − Bωa − Jω̇a) (23)

where Tm represents the motor electromagnetic torque and n is the transmission ratio
defined in Equation (21).

The magnetic torque and the back electromotive force are defined as

Tm = Kmi(t) (24)

e = Kgωa (25)

where Km and Kg represent the torque and voltage parameters of the motor.
Since the shaft b gives propulsion to the crank mechanism, (21) can be written as:

ωa = nωb = nφ̇2 (26)

From (22)–(26), the mathematical model of the motor is obtained as

i̇(t) =
1
L
(Va − Ri(t)− nKgφ̇2) (27)

T = nKmi(t)− nTL − n2Bφ̇2 − n2 Jφ̈2 (28)

2.3. Dynamic Model of the System

The potential and dissipative energies can be neglected in the mechanism since they
are relatively small and the terms related to potential energy and due to the orientation of
the mechanism. In this way, combining (20) and (28), the nonlinear equation of the system
movement is

A(φ2)φ̈2 +
1
2

dA(φ2)

dφ2
φ̇2

2 = nKmi(t)− nTL − n2Bφ̇2 − n2 Jφ̈2 (29)

From (27) and (29), it is possible to present the complete system model in state space as

d
dt

(
dφ2

dt

)
= A0

[
A1

(
dφ2

dt

)2
+ A2

dφ2

dt
+ nKm i + A3

]
(30)

di
dt

=
1
L

(
Va − Ri− nKg

dφ2

dt

)
(31)
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where

A0 =
1

A(φ2) + n2 J

A1 = −1
2

A(φ2)

φ2

A2 = −n2B

A3 = −nTL

3. ANN-Based PID Control Scheme

The control scheme described in this work consists of two stages. The first one obtains
the current reference (ia), which is a virtual control signal as a function of the velocity
error. The second stage determines the armature voltage applied to the motor (va), which is
necessary to achieve the desired coupler point velocity. Linearization via feedback and a
PID controller are applied in both control loops to assure the correct velocity regulation
in the coupler point. It is important to highlight that for each point of the trajectory, it is
necessary to solve the kinematic model for the crank velocity for the coupler point motion
to reach the desired speed. A neural network estimator is used for this task as a variable
velocity drive estimator. The complete control scheme is presented in Figure 3.

Figure 3. ANN-based control scheme for variable input velocity tracking of four-bar mechanism.

3.1. Current Control Loop

To synthesize the control law for the motor current, the tracking error is defined as

ei = i− i∗. Taking into account (31), the error dynamics
dei
dt

can be written as

dei
dt

=
1
L
(
Va − R i− n kg φ̇2

)− di∗

dt
. (32)

From (32), a linearizing PID control signal can be proposed as follows:

Va = R i + n kg φ̇2 + L
di∗

dt
− L
(

kp ei + ki η + kd
dei
dt

)
(33)

where
dη

dt
= ei

Introducing the control law (33) into the error dynamics (32), we obtain

dei
dt

= −kp ei − ki η − kd
dei
dt

= − kp ei + ki η

1 + kd

(34)
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where the error dynamics can be globally asymptotically stable if the gains kp, ki, and kd
are adequately selected.

3.2. Velocity Control Loop

As can be noted, the control law (33), includes the current reference (i∗) and its time
derivative. To calculate this reference signal, we design the second control loop where
we must consider the velocity tracking error, defined as ev = φ̇2 − φ̇2

∗, where φ̇2
∗ is the

reference velocity. Considering (30), the velocity error dynamics can be written as

dev

dt
= A0

(
A1 φ̇2

2
+ A2 φ̇2 + nKm i + A3

)
− d

dt
φ̇2
∗. (35)

Replacing i with ei + i∗,

dev

dt
= A0

(
A1 φ̇2

2
+ A2 φ̇2 + n Km (ei + i∗) + A3

)
− d

dt
φ̇2
∗. (36)

Taking into account that the first control loop ensures that ei → 0 in short time, (36) is
reduced to

dev

dt
= A0

(
A1 φ̇2

2
+ A2 φ̇2 + n Km i∗ + A3

)
− d

dt
φ̇2
∗. (37)

As i∗ is considered a virtual control signal, it can be proposed as

i∗ = − 1
n km

⎛⎜⎝A1 φ̇2
2
+ A2 φ̇2 + A3 +

kp2 ev + ki2 ξ + kd2
dev

dt
− d

dt
φ̇2
∗

A0

⎞⎟⎠, (38)

where
ξ̇ = ev.

Then, replacing the control law (38) into the velocity error dynamics (37), we obtain

d
ev

dt
= −kp2 ev − ki2 ξ − kd2 d

ev

dt

= − kp2 ev + ki2 ξ

1 + kd2
.

(39)

To verify the stability of the complete closed loop system, a Lyapunov candidate
function is proposed as

W(z) = zTKz > 0 (40)

where
z = [ei, ev, η, ξ]T

and

K =

⎡⎢⎢⎣
1 + kd2 0 1 + kd2 0

0 1 + kd 0 1 + kd
1 + kd2 0 kp2 + ki2 0

0 1 + kd 0 kp + ki

⎤⎥⎥⎦
Selecting kp + ki > 1 + kd > 0 and kp2 + ki2 > 1 + kd2 > 0, we can guarantee that the

matrix K is positive definite.
Then, if Ẇ(z) < 0 ∀z ∈ R − {0}, the global and asymptotically stability condition of

the system is demonstrated. So, this time derivative can be written as follows:

Ẇ(z) = żTK z
= −(kp2 − kd2 − 1

)
e2

i −
(
kp − kd − 1

)
e2

v − ki2ξ2 − kiη
2
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The above result satisfies the stability condition if kp > 1 + kd, kp2 > 1 + kd2, ki > 0,
and ki2 > 0, then the origin of the error dynamics of the complete closed loop system is the
unique stability point, and is global and asymptotically stable.

It is important to remark that in the stability proof, the error ei = i − i∗ was not
explicitly included because it is identical to the variable ξ.

3.3. Variable Input Velocity Generator with Artificial Neural Networks (ANNs)

To determine the velocity reference φ̇2
∗ at which the crank must rotate so that the

coupler point Q reaches the desired velocity, we first establish a kinematics model for the
four-bar mechanism.

The description of the position of OQ with respect to the global reference system
{X−Y}, from Figure 1, is given by

OQ = r0 + R(ẑ, α)rQ (41)

where rQ represents the position of the point Q measured with respect the local reference
system, r0 represents the translation, and R(ẑ, α) corresponds to the canonical rotation
matrix of an angle α around the ẑ axis, between the local reference system {xr − yr} and
the global {X−Y}. This can be expanded as

OQ =

[0Qx
0Qy

]
=

[
x0 + L2 cos(φ2 + α) + rcx cos(φ3 + α)− rcy sin(φ3 + α)
y0 + L2 sin(φ2 + α) + rcx sin(φ3 + α) + rcy cos(φ3 + α)

]
(42)

The linear velocity of the point OQ is obtained from the derivate of Equation (42) as

OVQ =

[0Vx
0Vy

]
=

[−L2 sin(φ2 + α) φ̇2 − rcx sin(φ3 + α) φ̇3 − rcy cos(φ3 + α) φ̇3
L2 cos(φ2 + α) φ̇2 + rcx cos(φ3 + α) φ̇3 − rcy sin(φ3 + α) φ̇3

]
(43)

The function of the linear input velocity profile is defined as

‖O VQ ‖=
√

0V2
x +0 V2

y (44)

The desired angular velocity profile function is given by

φ̇2 =

√
0V2

x +0 V2
y

λ
(45)

where

λ2 = L2
2 + r 2

cx γ3 + r 2
cy γ3 + 2 L2 γ3[rcx cos(φ2 − φ3) + rcy sin(φ2 − φ3)]

To reduce the computational burden in the numerical solution of (45), when estimating
φ̇∗2 we train an artificial neural network feed with the measured crank angular position
φ2 and the desired output velocity OVQ. Computational intelligence methods have been
successfully integrated with control schemes to relax the requirement of knowledge of
the system model, consider uncertainties, and incorporate performance criteria. In par-
ticular, Artificial Neural Networks (ANNs) are attractive due to their nonlinear function
approximation capabilities and simplicity of design and implementation.

A neural network generates a function approximation through a training process.
The ANN is composed of an input layer with m inputs, a hidden neurons layer with N
neurons, and an output layer with one single neuron as shown in Figure 4. Each hidden
neuron is fully connected to the inputs and neurons in the output layer via the adaptable
weights wOk and wI(k,m), and bm and bO are the bias terms for each neuron. The function
ϕ is known as the activation function and is usually a sigmoid. In feedforward networks,
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the learning algorithm is based on retro-propagation of the approximation error which
adapts each weight in the network [32].

y =
N

∑
k=1

[
wOk · ϕ

(
M

∑
m=1

wI(k,m) · xm + bm

)
+ bO

]

ϕ(x) =
1

1 + e−x

(46)

Figure 4. Neural network estimator for the input velocity Feedforward architecture.

In this study, a two-layer feed-forward neural network with fifteen neurons in its
hidden layer was designed. The data to build the neural net were taken by turning the
crank at various velocities; the velocity, the coupler point velocity, and the angular position
of both were recorded. To adjust the neural network, the crank’s angular position and the
coupler point’s velocity are used as input data; the output data point is the crank velocity.
Of the 46 simulation runs under different velocity profiles, 16,560 samples constituted the
data set where 70% was used for training, 15% for validation, and 15% for testing. The
training algorithm used was Bayesian regularization and the number of epochs is fixed at
1000, with a fitness calculated as R2 = 99.99% and a medium square error MSE = 0.000372
as displayed in Figure 4.

4. Simulation Results and Discussion

To verify the performance of the proposed control scheme, several simulations in
closed-loop were performed. The first simulation applies the state space model of the
four-bar mechanism with a PID controller and constant crank velocity. The second test
presents the proposed control scheme with a variable input velocity to obtain a constant
output velocity at the coupler point. The third experiment presents the proposed control
scheme with a variable input velocity, but in this case, it generates two different output
velocities at the coupler point. These tests are intended to demonstrate the advantages of
the proposed control scheme compared with [28].

4.1. Servo-Controlled Four-Bar Mechanism Simulation Parameters

The parameters of the simulated servo-controlled four-bar mechanism are detailed
in Tables 2 and 3. The resulting path of the coupler point for this mechanism is shown
in Figure 5. As can be seen, this path has two linear sections followed by two curved
segments, the upper one is smooth and the lower one is more demanding. This behavior
demonstrates that the relationship between the velocity of the crank and the velocity of
the coupler point is nonlinear since the displacements are different, even if the angular
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movement is the same. Hence, some points the trajectory generated by the coupler point of
the four-bar mechanism have a complex geometric trajectory that will cause abrupt changes
in the velocity direction. Therefore, one complex trajectory and the required constant speed
profile of the coupler point during the whole trajectory, and limit positions for the output
link, evidently will generate speed fluctuations that the controller has to overcome in order
to fulfil the task.

Table 2. Mechanism Parameters.

Parameter Value

L1 (m) 0.3972

L2 (m) 0.0588

L3 (m) 0.2351

L4 (m) 0.22716

rcx (m) 0.403779

rcy (m) 0.093921

J2 (kg·m2) 2.76× 10−5

J3 (kg·m2) 3.5468× 10−3

J4 (kg·m2) 3.8779× 10−4

m2 (kg) 0.04234

m3 (kg) 0.2586

m4 (kg) 0.08156

α (rad) 5.83047

Table 3. Motor Parameters.

Parameter Value

R (Ω) 2

L(H) 1

Km (N·m/A) 0.260

Kg (V·s) 0.260

J (kg·m2) 0.011

TL (N·m) 0.28

B (N·m·s) 0

Figure 5. Path of the coupler point of the mechanism.
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4.2. Constant Crank Velocity

The test consists of regulating the crank angular velocity of the mechanism at 5 rad/s
(47.74 rpm) by means of the PID controller presented in [29]. The controller gains are
given in Table 4. As observed in Figure 6a, the crank angular velocity is regulated with
a maximum error of 0.02 rad/s, and the convergence time is 0.05 s (at 15◦). In addition,
Figure 6b shows that the velocity of the coupler point is variable all the time during the
trajectory of the mechanism. As previously mentioned, this is the traditional control task
for this mechanism; however, the coupler point is where the work is performed, so it is
important to control its velocity at a desired value.

Figure 6. Simulation results of constant crank velocity with PID Control. (a) Crank angular velocity.
(b) Coupler point velocity.

Table 4. Controller Gains.

Parameter Value

Kp 3000

Kd 200

Ki 50

Kp2 10.8

Kd2 0

Ki2 100

4.3. Variable Input Velocity for Obtaining a Constant Output Velocity at the Coupler Point

This test is carried out to show that the proposed control scheme allows for indirect
regulation of the velocity of the coupler point by fulfilling two requirements. Firstly,
the reference crank velocity, obtained through the developed neural network, is close to
the real value; additionally, the proposed control tracks this reference with minimal error.
In this case, a velocity of 0.2 m/s is imposed for the coupler point. In Figure 7a it is noted
that there is an excellent tracking of the desired trajectory, since the convergence time is
0.02 s (at 8◦) and the maximum error is 0.07 rad/s. The previous result makes it possible
to regulate the velocity of the coupler point at the desired value, as shown in Figure 7b.
Note that the coupler point velocity error is less than 0.003 m/s and the convergence time
is 0.02 s, which is consistent with that of the angular velocity of the crank presented in
Figure 7a.
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Figure 7. Variable input velocity for obtaining a constant output velocity at the coupler point.
(a) Crank angular velocity. (b) Coupler point velocity.

4.4. Variable Input Velocity for Generating Two Different Output Velocities at the Coupler Point

In real applications, the coupler point is not required to carry out its entire travel with
a constant velocity, but rather to have a specific velocity in the segment in which it performs
the work and a different velocity for the return. For this reason, the experiment is carried
out when a more complex velocity profile is imposed on the coupler point. As displayed in
Figure 8a, the angular crank velocity reference has abrupt changes at 90◦ and 270◦. These
are needed to regulate the coupler point velocity to the conditions

VQ =

{
0.2 m/s 90◦ ≤ φ2 < 270◦
0.1 m/s otherwise.

(47)

In Figure 8b, the coupler point velocity error is less than 0.003 m/s and the convergence
time is 0.02 s, which are the same as the presented in Section 4.3 for the coupler point.

Figure 8. Variable input velocity for generating two different output velocities at the coupler point.
(a) Crank angular velocity. (b) Coupler point velocity.

A more severe test is the one that implies that the velocity changes of the coupler point
are where the control is most demanded, this happens when φ2 = 180◦, which is where the
most abrupt change would occur. In this test, the velocity profile that is imposed on the
coupler point is

VQ =

{
0.2 m/s 180◦ ≤ φ2 < 360◦
0.1 m/s otherwise.

(48)

Figure 9a shows the tracking of the crank velocity reference, this is fast and with
minimum error. In Figure 9b, the change of velocity at the coupler point is presented.
In this case, the convergence time is 0.0266 s (at 20◦) and the maximum error is 0.03 m/s. It
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can be emphasized that this would be the worst case for this mechanism; in spite of that,
the system is controlled at the desired velocity at the specified points.

Figure 9. Variable input velocity for generating two different output velocities at the coupler point.
(a) Crank angular velocity. (b) Coupler point velocity.

It is important to indicate that the saturation function was used in the simulation
to prevent Va from increasing to values that could cause some damage to the system;
however, it was observed that in all the cases presented, such voltage did not reach the
saturation limits. To exhibit this performance, Figure 10 shows the input voltage to the
motor corresponding to the input profiles defined by (47) and (48), and the results are
shown in Figures 8 and 9.

Figure 10. Variable input velocity for generating two different output velocities at the coupler point.
(a) VQ described in Equation (47). (b) VQ described in Equation (48).

In summary, the designed controller achieved trajectory tracking with good perfor-
mance both on tracking error and transient response. The proposed control scheme has a
simple structure and low computational burden for real-time applications. In the case when
more demanding performance is required, then the computational intelligence methods can
be integrated with other high-performance algorithms such as the type-2 fuzzy presented
in [25–27] which can deliver exact responses and robustness.

5. Conclusions

In this work, the problem of controlling a four-bar mechanism for the case of variable
velocity of the crank is considered. To obtain the desired output motions for the coupler
point, an indirect control is designed to estimate the reference values for the motor current
to achieve trajectory tracking for each crank velocity profile. Furthermore, a neural network
is introduced in the control scheme to solve the kinematic model of the mechanism to
obtain the velocity reference. The controlled system is tested through simulations under
several trajectories, obtaining excellent results. Further research will implement the four-bar
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mechanism with the proposed controller using an optical encoder and or computer vision
for the position feedback.
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Abstract: Accurate sky identification is one of the most important functions of an automated telescope
mount. The more accurately the robotic telescope is navigated to the investigated part of the sky,
the better the observations and discoveries made. In this paper, we present mathematical methods
for accurate sky identification (celestial coordinates determination). They include the automatic
selection of the reference stars, preliminary and full sky identification, as well as an interaction
with international databases, which are a part of the astrometric calibration. All described methods
help to receive accurately calculated astrometric data and use it for the positional calibration and
better navigation of the automated telescope mount. The developed methods were successfully
implemented in the Collection Light Technology (CoLiTec) software. Through its use, more than
1600 small solar system objects were discovered. It has been used in more than 700,000 observations
and successful sky identifications, during which, five comets were discovered. Additionally, the
accuracy indicators of the processing results of the CoLiTec software are provided in the paper, which
shows benefits of the CoLiTec software and lower standard deviation of the sky identification in the
case of low signal-to-noise ratios.

Keywords: mathematics; image processing; sky identification; astrometric reduction; celestial
coordinates; robotic telescopes; calibration; navigation

MSC: 68U10; 68U05; 97M50

1. Introduction

The requirements for accurate navigation of ground-based robotic telescopes have
become more and more strict. In the common case, such accuracy depends on two main
factors: instrumental error (telescope mount navigation error) [1] and sky identification
error [2]. The second one means that the robotic telescope was not calibrated properly and
the coordinates of the center field of view (FOV) [3] are incorrect in comparison with real
celestial coordinates in sky. The FOV of a robotic telescope is directly related to its aperture
(diameter), its objective (mirror or primary lens, which collects and focuses the light), and
its light-gathering power. It depends on the focal length, which is related to the objective’s
area and an angular resolution. Thus, the FOV is a true angular size of the investigated
area of the sky, which is seen through the eyepiece of a telescope.

All astronomical images are made by the charge-coupled device (CCD) [4] or other
cameras/sensors. Thus, a resolution of the output images made by the robotic telescope
also depends on the CCD-matrix resolution [5]. In this case, the accuracy of the sky
identification is in direct ratio with the selected pixel or sub-pixel Gaussian model for the
detection of astronomical objects in the CCD-frame [6,7].
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There are different research projects [8,9] and organizations, including the National
Aeronautics and Space Administration (NASA), that work on improvements to automated
navigation systems [10]. The main goal of their research is to minimize instrumental
errors [11] during telescope navigation by the development of modern hardware modules
or the improvement of the software used for the automated telescope’s mount [12].

In paper [13], the authors suggest automated determination of the reference point
as part of the calibration. Several such reference points are selected from the FOV and
can be useful for their purposes only, but in the scope of sky identification, it will not be
accurate because there are a lot of artifacts in the astronomical images, which can cause
false detection. Thus, such reference points will not be related to the real reference objects,
such as stars that are fixed in the sky.

Another proposal from the authors of paper [14] is related to the alignment procedure
to avoid the intrinsic coma of the secondary mirror of the telescope. However, there is a
more improved approach which uses inverse median filter in combination with master
frames (Bias, Dark, Flat), applied as described in paper [15].

All of the above-described approaches and methods have a main disadvantage re-
garding the current purpose of automated navigation of robotic telescopes. They are not
very effective at accurate sky identification, which allows reception of the real celestial
coordinates of the FOV. In this case, the automated telescope’s mount with the implemented
navigation software in it cannot guarantee which exact part of the sky is being navigated.

In the current research, we propose using especially developed mathematical methods
for accurate sky identification (celestial coordinates determination) as well as navigation
of the robotic telescopes. Such methods include the automatic selection of the reference
stars [16], preliminary and full sky identification, as well as an interaction with the interna-
tional databases [17,18], which are the part of the full astrometric calibration process [19].

The theoretic results, in view of the developed methods, have a very wide back-
ground for practical usage, such as implementation in modern image processing softwar,
autonomous identification services for astronomical images/videos, and software for
automated mount navigations for both amateur and professional robotic telescopes. Ad-
ditionally, as a contribution to the state of the art, it will be helpful for the recognition of
constellations and galaxies using augmented reality for real-time image processing. One
more point is that it can be a cheaper approach to improve the accuracy of the software in
comparison with the development of special hardware and embedded microcontrollers.

The developed mathematical methods were successfully implemented in the Collec-
tion Light Technology (CoLiTec) software [20]. Using it, more than 1600 small solar system
objects were discovered. It has been used in more than 700,000 observations and successful
sky identifications, during which, five comets were discovered. Additionally, the accuracy
indicators of the processing results of the CoLiTec software are provided in the paper.

2. Materials and Methods

Sky identification is one of the common functions of an automated telescope mount.
Such an approach is related to the determination of celestial coordinates to calibrate an
image’s center and its verification with the etalon or navigation coordinates [21]. In this
case, the automated telescope’s mount with implemented navigation software in it can
recognize what exact part of the sky is navigated to. Thus, a high accuracy of the telescope’s
navigation to the investigated part of the sky is required, which allows better observations
and discoveries to be made.

To avoid inaccurate automated navigation of the robotic telescope’s or even low-
altitude mobile robots [22], the authors propose using specially developed mathematical
methods for sky identification. Such computational methods include the following stages
of the full astrometric calibration process or reduction [23]:

1. Preliminary sky identification in the CCD-frames in a series, which allows finding the
consistency between all objects in such CCD-frames in a series.
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2. Full sky identification for the initial approximation determination when identifying
object measurements in CCD-frames [24] with the reference stars from the interna-
tional star catalogs/databases [18].

3. Automatic selection of the reference astronomical objects (stars) [25] in the CCD-frame,
which have fixed positional celestial coordinates in the sky.

2.1. Preliminary Sky Identification

One of the cases of identification significant for practice is the case of mutual identifi-
cation of frames of a series formed at approximately the same time on the same telescope
by one CCD-camera without changing the angle of its rotation. For this, it is necessary to
find the initial approximation of the parameters of pairwise correspondence (matching)
between two sets of measurements formed in two frames and corresponding to the same
region of the celestial sphere. The position of celestial objects in frames formed in this
way, as a rule, differs only in the shift parameters (rotation parameters are near-zero [26],
and the scale is unchanged from frame to frame). Shift parameters are common for all
measurements of two frames and characterize the mutual arrangement of frames relative
to each other on the celestial sphere, being the desired matching parameters between two
sets of measurements.

With a preliminary sky identification of the measurements of digital frames of one
series, it is advisable to avoid a global enumeration of matching measurements of these
frames. To do this, it is necessary to consider the invariability of the shift parameters from
pair to pair. In this case, it is possible to solve the problem of preliminary sky identification
by putting forward (sorting out) hypotheses about the belonging of the measurements
of different frames to the same object. Each such matching hypothesis corresponds to
shift estimates conditional on the hypothesis of correspondence to the same object of the
“measurement–measurement” pair for one measurement of each frame [27]:

Δxi = x1(i) − x2(i); (1)

Δyi = y1(i) − y2(i), (2)

where, x1(i), y1(i), x2(i), y2(i) are the coordinates of measurements of the same i-th object
(estimates of the object’s coordinates) on the first and second identified frames in the
coordinate system of the base frame of the series.

At the same time, the conditional estimate that corresponds to the hypothesis of a
combination of pairs of measurements from different frames with the highest weight can
be considered an unconditional estimate of the shift parameters between measurements
of the position of the same object on different frames. As the weight of these hypotheses,
the number of acknowledgments Nack was used. The number of acknowledgments is the
number of acknowledgment circular areas (strobes) to which at least one measurement
of another frame belongs (associated). The acknowledgment circular area (strobe) has a
predetermined radius Rrej and center with the measurement coordinates of the first frame
with the shift values (1), (2) added to them. In the general case, frames are quite rarefied
and diverse in the sense that their individual parts are not like each other. Under this
assumption, it is not possible to test all hypotheses about the combination of measurements
of two frames. It is enough to find the first hypothesis, in which the number of acknowl-
edgments will be higher than the predetermined allowable number of acknowledgments
Nmin_ack (Figure 1).

One of the necessary requirements for the method of preliminary sky identification
is its that it be resistant to various kinds of destabilizing factors [28]. First, the possible
presence of a bright track of an artificial earth satellite in one of the frames. When a
bright satellite [29] enters the frame, its image can illuminate the frame, forming many
false measurements (Figure 2a). Second, the effect of charge flow when images of the
brightest stars in frame lead to a decrease in the accuracy of the estimation of their position,
which makes them undesirable candidates for reference stars (Figure 2b). To ensure the
stability of results of the preliminary sky identification, the CCD-frame is divided into a
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predetermined number of regions of the same size Mreg ×Mreg. From each such area, the
same predetermined number of the brightest objects is selected Nmea_reg. Thus, the selected
measurements will be evenly distributed over the frame, which will help to minimize the
probability of errors in the preliminary sky identification. Such a selection of measurements
will allow, for example, to exclude from consideration many bright false measurements
caused by the charge flow of a large star or a bright satellite track.

   
(a) (b) 

Figure 1. Determining the shift parameters between measurements in frame (gray dot) and catalog
or other frame (black dot): (a) Correct identification; (b) Wrong identification.

   
(a) (b) 

Figure 2. Various kinds of destabilizing factors in CCD-frame: (a) bright track of the satellite;
(b) charge flow in images of the brightest stars.

Since the positions of objects in each frame are determined with errors, the parameters
of frame shift relative to each other can be determined more precisely. This is achieved by
averaging the shift parameters in each separate pair of object images in two frames:

–
Δx = ∑Nident

i=1 Δxi/Nident; (3)
–
Δy = ∑Nident

i=1 Δyi/Nident, (4)

where, Nident is the pair number used in estimating frame shift parameters relative to each
other.

Thus, the preliminary sky identification stage includes the following sequential steps.
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1. The frame is divided into a set of equal regions Mreg × Mreg. Sets of the bright-
est measurements in frame are formed based on an equal predetermined number
Nmea_reg of measurements with the highest brightness estimates corresponding to the
hypothetical objects selected from each region.

2. Selecting of the next measurement from a preselected set of the brightest measure-
ments in the first frame. There should be no more than three such measurements.
If, during the process, this step is reached for the fourth time (trying to select the
fourth measurement), an emergency exit is performed with a message about identifi-
cation failure. This is usually associated with large errors in estimating the anchoring
coordinates of center in the identified frame.

3. The investigated measurement of the first frame is put in correspondence with the
next measurement of the second frame from a preselected set of measurements of the
second frame (a cycle is organized according to the investigated measurements of the
second frame). For this, a conditional estimate of the shift parameters is preliminarily
calculated by the pair hypothesis, according to Equations (1) and (2).

4. For each selected pair (steps 2 and 3), the weight of the next hypothesis about the
correspondence of pairs of measurements of the first and second frames (measurement
of the frame and the star catalog) to the same object is estimated. For this, each
measurement of the first frame is compared with each measurement of the second
frame. Additionally, the shift parameters (1) and (2) are added to the measurement
coordinates of the first frame. Based on the deviations between the measurements of
the first and second frames, a fact that the measurements of the second frame fall into
the acknowledgment area (strobe) is determined.

5. If a sufficient number of measurements of the second frame fell into the strobe, then
it is considered that the hypothesis about the combination of pairs of measurements
of the first and second frames is confirmed (go to step 6). If not, then the hypothesis
about the shift parameters is considered false and a transition is made (to step 3) to the
next measurement of the second frame. When the preselected set of measurements of
the second frame is exhausted, a transition is made to the next measurement of the
first frame (to step 2). If this set is also exhausted, a message is displayed about the
impossibility of identifying the measurements of the first and second frames.

6. The final estimate of the shift parameters (3) and (4) is calculated.

2.2. Full Sky Identification

For the full sky identification with the star catalog, it is enough to have three points
(stars) in a frame and their corresponding pairs in the star catalog. The coordinates of
three stars include six parameters (x and y positional coordinates for each star). In this
regard, a calculation of the plate constants by three points is the finite statistical method.
It does not use the redundant data. Using such a method, it is impossible to eliminate
or reduce the errors contained in the position estimates of stars in the catalog and frame.
However, the finite method makes it possible to obtain an initial approximation with
minimal computational costs.

The initial data for obtaining the plate linear constants by the finite statistical method
are, on the one hand, the positions of three stars in the identified frame in the coordinate
system (CS) of this CCD-frame (Figure 3). On the other hand, the ideal coordinates of
the corresponding catalog stars. To obtain the ideal coordinates of the catalog stars from
their equatorial coordinates, it is sufficient to have some approximation of the equatorial
coordinates of the frame’s optical center. The points in Figure 3 correspond to three stars
used, and their coordinates are indicated as A(x1, y1), B(x2, y2), C(x3, y3). The catalog
equatorial coordinates of these stars correspond to the ideal coordinates A(ξ1, η1), B(ξ2, η2),
C(ξ3, η3), respectively. The ideal coordinates of an object with its coordinates in the CS of
the CCD-frame are related by the reduction equation [30]:
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⎡⎣a0
a1
a2

⎤⎦ =

⎡⎣1 x1 y1
1 x2 y2
1 x3 y3

⎤⎦−1⎡⎣ξ1
ξ2
ξ3

⎤⎦; (5)

⎡⎣b0
b1
b2

⎤⎦ =

⎡⎣1 x1 y1
1 x2 y2
1 x3 y3

⎤⎦−1⎡⎣η1
η2
η3

⎤⎦. (6)

Figure 3. Formation of triplets of the preliminary sky identification, where * is a star in frame.

An inverse reduction equation is also possible, which relates the coordinates of an
object in the CS of the CCD-frame (x, y) with its ideal coordinates (ξ, η) [31]:⎡⎣a′0

a′1
a′2

⎤⎦ =

⎡⎣1 ξ1 η1
1 ξ2 η2
1 ξ3 η3

⎤⎦−1⎡⎣x1
x2
x3

⎤⎦; (7)

⎡⎣b′0
b′1
b′2

⎤⎦ =

⎡⎣1 ξ1 η1
1 ξ2 η2
1 ξ3 η3

⎤⎦−1⎡⎣y1
y2
y3

⎤⎦. (8)

To obtain the plate linear constants, it is necessary to have at least three stars in frame
(three measurements) and their corresponding pairs—stars from the catalog. This matching
can be called the primary identification triple. Obviously, this triple is not unique, but
none of them are initially unknown. Each triple corresponds to the hypothesis of “primary
identification” about the correspondence of frame and catalog triples. Selection of the
first point of any triple is made without conditions. As such, all elements of the set of
measurements Ωbl50 are used in turn. For the triple of measurements with coordinates
(x1(k), y1(k)), (x2(k), y2(k)), (x3(k), y3(k)) in the CS of the CCD-frame to form a triangle, which
covers a significant part of the frame, for the other two points of the triple, the following
conditions are experimentally introduced. The second point of the triple must be no closer
than kh of the frame’s angular size RCCD from the first one:

r(1)(2) =
√
(y2(k) − y1(k))

2 + (x1(k) − x2(k))
2 ≥ 0.5kh

(
RCCD(x) + RCCD(y)

)
. (9)

A condition for the third point of the triple is the selection of such a measurement
in the frame, which corresponds to the point from which the perpendicular rtrian can be
dropped to the straight line passing through the first and second points of the primary
identification triple.

The equation for finding the perpendicular length rtrian is derived based on the defini-
tion of the modulus of the cross product of two vectors [32]. Using the property of the cross
product of two vectors, it can be determined whether the vector drawn through the third
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point of the triple is perpendicular to these vectors. Additionally, the module of the cross
product of the two corresponding vectors will be equal to the length of the perpendicular
rtrian [33]:

rtrian =
∣∣∣x1(k)y2(k) − x2(k)y1(k)

∣∣∣. (10)

Thus, the sine and cosine of an angle γ1 of the triple (Figure 3) can be found by equations:

sin γ1 =

⎛⎝ x2(k)y3(k) − y2(k)x3(k)√
x2

2(k) + y2
2(k) ·

√
x2

3(k) + y2
3(k)

⎞⎠; (11)

cos γ1 =

⎛⎝ x2(k)x3(k) + y2(k)y3(k)√
x2

2(k) + y2
2(k) ·

√
x2

3(k) + y2
3(k)

⎞⎠. (12)

With known sine and cosine of the angle, its unique finding is trivial. Similarly, to
Equations (11) and (12), the values of the sines and cosines of the angles γ2 and γ3 can also
be found using the following equations accordingly:

sin γ2 =

⎛⎝ x1(k)y3(k) − y1(k)x3(k)√
x2

1(k) + y2
1(k)1 ·

√
x2

3(k) + y2
3(k)

⎞⎠; (13)

cos γ2 =

⎛⎝ x1(k)x3(k) + y1(k)y3(k)√
x2

1(k) + y2
1(k) ·

√
x2

3(k) + y2
3(k)

⎞⎠; (14)

sin γ3 =

⎛⎝ x1(k)y2(k) − y1(k)x2(k)√
x2

1(k) + y2
1(k) ·

√
x2

2(k) + y2
2(k)

⎞⎠; (15)

cos γ3 =

⎛⎝ x1(k)x2(k) + y1(k)y2(k)√
x2

1(k) + y2
1(k) ·

√
x2

2(k) + y2
2(k)

⎞⎠. (16)

According to [34], the CS of a CCD-frame is parallel to the plane of ideal astropho-
tography. Therefore, it is possible to use the plane of ideal astrophotography to calculate
the angles of vertices of the triple of primary identification from the catalog side. For this,
the tangential coordinates of stars of the used catalog are determined in the plane of ideal
astrophotography with given equatorial coordinates (α0, δ0) of the optical center, according
to the equations:

ξ j(k) =
cos δj(k) · sin(αj(k) − α0)

cos δ0 · cos δj(k) · cos(αj(k) − α0) + sin δ0 · sin δj(k)
; (17)

ηj(k) =
cos δ0 · cos(αj(k) − α0)

cos δ0 · cos δj(k) · cos(αj(k) − α0) + sin δ0 · sin δj(k)
, (18)

where, αj(k), δj(k) are the angular coordinates of the j(k)-th object in the star catalog.
Based on the obtained tangential (ideal) coordinates, by analogy with Equations (11)–(16),

the angles of the next triangle are determined, corresponding to the triple of primary
identification from the catalog side.

Thus, the full sky identification stage includes the following sequential steps.

1. For a set of measurements of a CCD-frame, when forming the triplets of primary sky
identification, the following sequence of operations is performed.

a. Formation of a set Ωbl50 of the brightest measurements in a CCD-frame, con-
sisting of Nbl50 applicants when choosing triplets of primary identification. To
ensure a stability of the identification results, the frame is divided into M2

reg
parts. The specified number of frame measurements Nbl50 is divided by the
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number of frame fragments, and in each such fragment, the brightest frame
measurements Nbl50/M2

reg are selected.
b. Formation of an additional set Ωbl100 of the brightest measurements in a CCD-

frame, consisting of Nbl100 elements evenly distributed in a frame (by analogy
with 1a). The set Ωbl100 is used to confirm the hypotheses of primary identifica-
tion (formation of a weight of the next hypothesis about the correspondence of
triples in frame and the astronomical catalog).

2. For a set of measurements of the astronomical catalog, when forming the triplets of
primary sky identification, the following sequence of operations is performed.

a. Formation of a set Ωstar100 of catalog measurements, considering the uniform
distribution of stars in the investigated area of the sky.

b. Formation of an additional set Ωstar200 of catalog measurements, consisting
of Nstar200 elements, which are used to confirm the hypotheses of primary
identification.

3. Enumeration and confirmation of hypotheses of the primary sky identification.

a. Enumerating the measurements of a set Ωbl50 as elements of triples of the
primary sky identification. The measurements that make up the triple of the
primary sky identification must satisfy the conditions (9) and (10).

b. Enumeration of a set Ωstar100 of catalog measurements as elements of triples of
the primary sky identification from the astronomical catalog side.

c. Comparison of triples of measurements for the primary sky identification from
the frame and catalog sides based on the corresponding angles of triangles, the
values of which are calculated according to Equations (11)–(16).

d. Confirmation of the hypothesis about the parameters of frame and catalog
identification, which corresponds to the considered triplets of the primary sky
identification. The hypothesis is recognized as true if during the identification
process of the sets Ωbl100 and Ωstar200 the formed admissible pairs exceed the
predefined value vmin_ident. When the identification hypothesis is confirmed,
further enumeration stops.

2.3. Automatic Selection of the Reference Stars

The methods for the preliminary (Section 2.1) and full (Section 2.2) sky identification
make it possible to obtain the plate linear constants (apl1; bpl1; cpl1) and (apl2; bpl2; cpl2),
which determine the relationship between the tangential (ideal) coordinate system and the
coordinate system of a CCD-frame [35]:{

ξ = apl1 · x + bpl1 · y + cpl1;
η = apl2 · x + bpl2 · y + cpl2.

(19)

The plate linear constant makes it possible to obtain estimates of the equatorial coordi-
nates of objects in frame using the following equation [36]:⎧⎨⎩ α = α0 + arctg

( −ξ
cos δ0−η sin δ0

)
;

δ = arcsin η cos δ0+sin δ0√
1+ξ2+η2

,
(20)

The uniform distribution of the identified pairs in a CCD-frame helps to avoid cases
corresponding to the presence of a large number of the “bright” measurements/stars in
one area of the frame (Figure 4).
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(a) (b) 

Figure 4. (a) The brightness measurements in a frame; (b) Uniform distribution of the reference stars
in a frame.

To improve the accuracy of the plate constant estimates, after solving the identifica-
tion task, a significant number of identified pairs are rejected. The decisive statistic for
rejecting the identified pairs is the total deviation Δαδijk between estimates of the equatorial
coordinates in such a pair:

Δαδijk =
√
(αcatj(k) − αmeain f r(k))

2 + (δcatj(k) − δmeain f r(k))
2. (21)

The pair is rejected if the value Δαδijk exceeds the critical value:

Δαδijk > Krej
–̂
Δαδ, (22)

where,
–̂
Δαδ is an average deviation modulus of the identified pair in the equatorial coordinates;

Krej is a coefficient of the rule for rejecting pairs from a set of reference stars.

The average deviation modulus
–̂
Δαδ is determined using the following equation:

–̂
Δαδ =

√
1

Ncount
(∑Ncount

k=1 (αcatj(k) − αmeain f r(k))
2 + ∑Ncount

k=1

(
δcatj(k) + δmeain f r(k))

2
)

, (23)

where, Ncount is a count of the identified pairs;
αcatj(k), δcatj(k) are estimates of the right ascension and declination of an object from

the j-th measurement in the astronomical catalog;
αmeain f r(k), δmeain f r(k) are estimates of the right ascension and declination of the i-th

measurement in the nfr-th CCD-frame;
k is an index of the identified pair.
Thus, a stage for the automatic selection of the reference stars includes the following

sequential steps.

1. Frame fragmentation for uniform distribution of the reference star candidates in a
CCD-frame.

2. Selection of measurements from the frame and catalog for their mutual identification.
3. Rejection of candidates for the reference stars:

a. objects whose images do not have peaks;
b. catalog stars if they belong to the star clusters;
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c. objects whose measurements have an intersection with the satellite track
(Figure 2a);

d. catalog stars that are close to each other (Figure 2b).

4. Identification of the selected measurements from the frame and catalog with the
formation of identified pairs.

5. Calculation of the plate constants (19) (at each next step with a higher degree model).
6. Rejection of identified pairs by the total deviation Δαδijk (21) between estimates of

equatorial coordinates in an identified pair (22).
7. Final calculation of the plate constants.
8. The UML-diagram of the developed mathematical methods for the sky identification

is presented in Figure 5.

 

Figure 5. UML-diagram of the mathematical methods for the sky identification.

2.4. Accuracy Indicators of Estimates of the Angular Position and Brightness of the Reference Stars

The research of an accuracy indicators of estimates of the angular positions of reference
stars in CCD-frames can be very useful for upgrading the software used by observatories
equipped with the automated ground-based robotic telescopes, thereby increasing the
accuracy of observations of the celestial objects.

Deviations between measurements from the frame and catalog of estimates of the
equatorial coordinates (right ascension and declination) [37] and brightness [38] of the
reference stars are determined using the following equations:

Δαi =
(

αj1(i) − αj2(i)

)
· cos δj1(i); (24)

Δδi = δj1(i) − δj2(i); (25)

Δmi = mj1(i) −mj2(i), (26)

where, i is a index of the identified pair;
αj1(i), αj2(i) δj1(i), δj2(i) are right ascension and declination of j1-th measurement from a

frame and j2-th measurement from a catalog, forming the i-th identified pair;
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mj1(i), mj2(i) are brightness estimates of j1-th measurement from a frame and j2-th
measurement from a catalog, forming the i-th identified pair;

j1 is an index of the measurement from a frame in the internal numeration;
j2 is an index of the measurement from a catalog in the internal numeration.
Estimation of the mean deviation (mathematical expectation of deviations) of esti-

mates of the equatorial coordinates (24)−(25) and brightness (26) of the reference stars are
determined using the following equations [39]:

–̂
Δα = ∑Nmea

i=1 Δai/Nmea; (27)
–̂
Δδ = ∑Nmea

i=1 Δδi/Nmea; (28)
–̂
Δm = ∑Nmea

i=1 Δmi/Nmea, (29)

where, Nmea is the number of measurements used to analyze the accuracy of estimates of
the angular position of objects.

Estimation of the standard deviation of estimates of the coordinates by right ascension
and declination, as well as brightness of the reference stars, are determined using the
following equations [40]:

σ̂α =

√
∑Nmea

i=1

(
Δαi −

–̂
Δα

)2
/(Nmea − 1); (30)

σ̂δ =

√
∑Nmea

i=1

(
Δδi −

–̂
Δδ

)2
/(Nmea − 1); (31)

σ̂m =

√
∑Nmea

i=1

(
Δmi −

–̂
Δm

)2
/(Nmea − 1), (32)

3. Results

3.1. Real Astronomical Data Sources

All studies were carried out using the CCD-frames formed at the different times of year,
on different telescopes and CCD-cameras. Below is a list of these observatories and some
technical characteristics of the telescopes and CCD-cameras used. All such observatories
have the special code [41] from the Minor Planet Center (MPC) from the International
Astronomical Union (IAU) [42].

The ISON-NM observatory (MPC code “H15”) is located on Mount Joy (Mayhill, NM,
USA). This observatory uses a 40-cm SANTEL-400AN telescope as an observation tool with
focal length f = 1197.37 mm and CCD-camera FLI ML09000-65 (3056 × 3056 pixels, pixel
size is 12 microns) [43]. The exposure time of the studied frames was 150 s.

The Cerro Tololo observatory (MPC code “807”) is located 80 km from the city of La
Serena (Chile). La Silla Observatory uses a 46-cm PROMPT-8 telescope with focal length
f = 4201.035 mm and CCD-camera E2V (2048 × 2048 pixels, pixel size is 13.5 microns) [44].
The exposure time of the studied frames was 10 s.

The Vihorlat Observatory in Humenné (MPC code “Humenne”) is in a remote branch
of the Astronomical Observatory on the Kolonitsky saddle between the Vihorlat and
Bukovske Vrhi mountain ranges, 38 km from the city of Humenne (Slovakia). The obser-
vatory uses the Vihorlat National Telescope (VNT), a Cassegrain telescope with a main
mirror diameter of 1 m with focal length f = 8958.50 mm and CCD-camera FLI PL1001E
(512 × 512 pixels, pixel size is 4.8 microns) [15]. The exposure time of the studied frames
was 60 s.

The Mayaki observing station (MPC code “583”) is a section of the Astronomical
Observatory Research Institute of I. I. Mechnikov Odessa National University. The station
uses the AZT-3 reflector telescope with a main mirror diameter of 0.48 m with focal
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length f = 2025 mm and CCD-camera Sony ICX429ALL (795 × 596 pixels, pixel size is
12 microns) [37]. The exposure time of the studied frames was 150 s.

3.2. Reference Data Sources

To calculate the measurement deviations, it is necessary to obtain the reference coordi-
nate values of the reference stars.

As reference values of the angular positions of the reference stars, we used data
from the UCAC 4.0 astrometric catalog [45]. Its average density is over 2000 stars per
square degree. The catalog contains data on more than 113 million stars and covers
the sky in brightness up to 16 of magnitude. The position error of any object does not
exceed 20 arc milliseconds. The error of the proper motion of each object is from 2 to
8 arc milliseconds per year.

As reference values of a brightness of the reference stars, we used data from the USNO
B1.0 photometric catalog [46]. The catalog contains estimates of the angular positions
and brightness of more than one billion objects, which were formed based on 3.6 billion
individual measurements.

3.3. Accuracy of the Developed Mathematical Methods for the Sky Identification

During research the following statistical accuracy indicators [47] of estimates of the
angular position and brightness of the reference stars were used:

1. Mean deviation (27)–(29);
2. Max. deviation module;
3. Min. deviation module;
4. Standard deviation of estimates (30)–(32).

The main parameters of deviations of the angular positions and brightness of the
observed reference stars are presented in Table 1. In total, 30,391 measurements were
processed under research.

Table 1. The main parameters of deviations of the angular positions and brightness of the observed
reference stars.

Processed Measurements 30,391 28,872 27,352

Rejection percentage of the worst
measurements, % 0 5 10

Mean deviation of RA, arcsec 0.003 0.002 0.001

Mean deviation of DE, arcsec 0.002 0.001 0.001

Mean deviation of brightness, mag. 0.03 0.03 0.03

Max. deviation module of RA, arcsec 0.32 0.15 0.13

Max. deviation module of DE, arcsec 0.33 0.14 0.12

Min. deviation module of brightness, mag. 0.002 0.001 0.001

Max. deviation module of brightness, mag. 3.51 0.51 0.36

Standard deviation of RA, arcsec 0.08 0.08 0.07

Standard deviation of DE, arcsec 0.07 0.07 0.06

Standard deviation of brightness, mag. 0.38 0.38 0.37

Figure 6 shows histograms of the distributions of deviations of the equatorial coordi-
nates in right ascension (RA) and declination (DE) of the reference stars. The x-axis shows
the deviation values for the appropriate equatorial coordinate (RA/DE), and the y-axis
shows the number of measurements.

All specific parameters for the mathematical methods and their values, which were
used under research, are described in Appendix A.
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(a) (b) 

Figure 6. Histograms of the distributions of deviations of the equatorial coordinates of the reference
stars in: (a) right ascension; (b) declination.

3.4. Implementation in the CoLiTec Software

The developed mathematical methods were successfully implemented in the Collec-
tion Light Technology (CoLiTec) software [48]. More details about the architecture are
described in this paper [49]. It also implements modern data mining [50] and knowledge
discovery in database [51] approaches.

The special module for the identification of measurements was created as a part of the
CoLiTec software (Figure 7). It implements the developed mathematical methods. Its main
goal is to perform accurate sky identification based on the measurements received from the
module for intraframe processing and measurements of stars from the stellar catalogue.

The input for the module for the identification of measurement is a set of raw mea-
surements, which includes estimates of the positional coordinates and the brightness of
each detected but not identified object in a series of frames.

The output of such a module is a set of measurements related to the already identified
real known objects (stars), including their positional coordinates and the brightness of
in each frame in the series. Additionally, the celestial coordinates of each frame’s center
are determined, which makes it possible to navigate the automated mounts of the robotic
telescopes using the special celestial coordinates.

Using the CoLiTec software, more than 1600 small solar system objects were discovered.
It has been used in more than 700,000 observations and successful sky identification, during
which five comets were discovered.

The accuracy of processing results of the CoLiTec software shows benefits and low
standard deviation of the sky identification in the case of low signal to noise ratios. That
is why the CoLiTec software was recommended for all members of the Gaia-FUN-SSO
network [52] as a tool for the faint astronomical object detection in a series of frames.
Additionally, the CoLiTec project belongs to the Ukrainian Virtual Observatory (UkrVO)
project [53].
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Figure 7. The CoLiTec software architecture.

4. Discussion

During the preliminary sky identification stage, the initial approximation of the param-
eters of pairwise correspondence (pairing) between two sets of measurements formed in the
two nearest frames in a series and corresponding to the same region of the celestial sphere
is performed. With its help, the shift estimates of each pair of measurements from the first
and n-th frames of the same potential object were determined. After this, the matching
hypothesis corresponded to the “measurement–measurement” pair of the potential object
was resolved. This stage helps to determine the final estimates of the shift parameters
between each frame in an input series of frames.

The full sky identification stage is used to find the initial approximation when identi-
fying frame measurements with catalog stars under conditions of significant uncertainty
in the identification parameters. With uncertainty about all six identification parameters,
namely, about the parameters of the frame shift, camera rotation angle, and pixel scale, as
an initial approximation, it is necessary to obtain six parameters of plate linear constants.
For this, it is enough to have three points (stars in a CCD-frame), which make up a triangle
of the primary identification. Proceeding from this, the stars are sorted as the vertices of the
identification triangles in a CCD-frame and in the astronomical catalog. Each such pair of
triangles corresponds to the “primary identification” hypothesis, within which, conditional
estimates of the identification parameters are determined. After this, the comparison of
triples for the primary sky identification from the frame and catalog sides based on the
corresponding angles of triangles is performed. This stage helps to confirm the hypothesis
about the parameters of frame and catalog identification.

The preliminary and full sky identification stages provide the necessary informa-
tion (shift estimates, parameters of frame and catalog identification, and others) for
the next stage. The automatic selection of the reference stars stage is based on using
the cubic reduction model (plate constants) that defines the relationship between the
ideal (tangential) and equatorial coordinate systems and a small number of the identified
“measurement–star” pairs.
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The main steps from this last stage are the rejection of candidates for the reference
stars from the astronomical catalog as well as the rejection of identified pairs by the
total deviation between estimates of equatorial coordinates. This allows for a uniform
distribution of the reference points with almost the same magnitude and improving the set
of measurements and identified pairs without large outliers in accuracy.

That is why the developed methods are resistant to various types of artifacts and errors
that occur during the formation of a digital image. This is one of the main advantages of
the developed computational mathematical methods.

Additionally, as a result of the research, the number of parameters of the devel-
oped method used to maximize the accuracy indicators for determining the angular po-
sition of objects was significantly reduced, and the range of their allowable values was
significantly narrowed.

As shown in Table 1, a total of 30,391 measurements were processed under research
and the main parameters of deviations of the angular positions and brightness of the
observed reference stars were calculated. As results showed, the mean deviations of the
angular coordinates (RA and DE) are 0.003 and 0.002, accordingly. If the rejection threshold
is increased to reject 10% of bad measurements, the mean deviations of both coordinates
become 0.001 arc seconds or 1 arc millisecond. In comparison with the known position error
of any astronomical object from catalog, which does not exceed 20 arc milliseconds, this is a
very high accuracy. Additionally, in comparison with an error of the proper motion of each
object, which is from 2 to 8 arc milliseconds per year, this is a very exponential accuracy.

Further research is planned to adapt the developed method for the multi-robot systems
based on real-time [54]. To obtain the best accuracy indicators of determining the angular
position of objects, research of the influence on the accuracy of some parameters of the
method is planned. They are the maximum allowable distance between neighboring stars
of a group of objects rstar_group, the number of fragments into which the frame is divided
along each coordinate when selecting the reference stars Mreg, and the maximum allowable
distance between neighboring measurements of a group of pixels rmea_group.

To prepare the wider comparison statistics, a different approach will also be applied
as the Wavelet [55] and time-series analysis [56], as well as computer vision techniques [57]
and machine learning [58]. However, for the last one, the set of measurements should be
extremely large for the training model preparation; therefore, the collection of such test
data requires a wide time frame.

5. Conclusions

Special computational mathematical methods were developed for the full astromet-
ric calibration process. They include the preliminary and full sky identification in the
CCD-frames in a series with the further automatic selection of reference stars from the
international star catalogs/databases [18].

The developed methods were tested using real astronomical data from the different
sources and observational conditions of telescopes. The main accuracy indicators, such
as mean, minimal, maximum, standard deviation, were calculated. The results showed a
high accuracy in comparison with the known position error or proper motion error of any
astronomical object. The developed methods are resistant to various types of artifacts and
errors that occur during the formation of a digital image because of the list of rejection rules
for the raw measurements as well as reference star selection rules. During the research, a
lot of processing parameters were carefully empirically selected for the best accuracy.

Limitations of the developed methods are only related to the processing time and re-
quired calibration stage for the automated mount of the robotic telescope. Such a calibration
stage includes the preparation of a small series of at least three frames and processing the
received measurements by the developed methods to get the accurate celestial coordinates
of the FOV center for the further automated navigation. Additionally, the international star
catalogs/databases can be used in two modes: online, using the Internet (if connection is
available), or offline, using the downloaded catalogs on hardware.
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The developed methods were implemented into the CoLiTec software [20] in the
module for measurement identification. The processing results of the CoLiTec software,
with the help of successful sky identification, is presented in Table 2.

Table 2. Processing results of the CoLiTec software.

Processing Results Number

Astronomical observations >700,000
Discoveries of the Solar System objects (SSOs) >1600

Discoveries of the Comets 5
Discoveries of the Near-Earth objects (NEOs) 5
Discoveries of the Trojan asteroids of Jupiter 21

Discoveries of the Centaurs 1

The accuracy of processing results of the CoLiTec software shows benefits, even in
case of low signal-to-noise ratios. Additionally, the CoLiTec software was recommended for
all members of the Gaia-FUN-SSO network [52] as a tool for moving faint object detection,
including sky identification at the pre-processing stage.
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Appendix A

The appendix contain all specific parameters for the developed mathematical methods
and their values, which were used under research. They are:

1. Radius Rrej of the acknowledgment circular area (strobe) is Rrej = 20 pixels;
2. Minimum allowable number of acknowledgments Nmin_ack = 70%;
3. Number of equal regions Mreg×Mreg, on which frame is divided into is

Mreg ×Mreg = 4 × 4;
4. Number Nmea_reg of measurements with the highest brightness estimates in frame is

Nmea_reg = Nmea/M2
reg = 3;

5. Number Nbl50 of measurements (candidates) in frame for the role of elements of
triplets (vertices of triangles) of the primary sky identification is Nbl50 = 50;

6. Number Nbl100 of elements of the set Ωbl100 of measurements in frame used to confirm
the hypotheses of the primary sky identification is Nbl100 = 100;

7. Ratio of the number of elements of the sets Ωbl100 and Ωbl50 of measurements in frame
was assumed to be equal to kblob = Nbl100/Nbl50 = 2;

8. Number of regions Mreg, on which frame is divided into is Mreg = 4;
9. Number Nstar100 of stars (candidates) in astrometric catalog for the role of elements of

triplets (vertices of triangles) of the primary sky identification is Nstart100 = 100;
10. Number Nstar200 of stars of the set Ωstar200 of measurements in astrometric catalog

used to confirm the hypotheses of the primary sky identification is Nstar200 = 200;
11. Ratio of the number of elements of the sets Ωstar200 and Ωstar100 of measurements in

frame was assumed to be equal to kstar = Nstar200/Nstar100 = 2;

263



Mathematics 2023, 11, 2246

12. Maximum allowable minimal distance between the second and first points of the
triple of the primary sky identification, expressed in the angular measurements of a
CCD-frame is kh = 0.1;

13. Under the condition of a rectangular (not square) frame, to determine the minimum
distance between the second and first points of the triple, the value kh is multiplied
by the average value of the frame size for both coordinates;

14. Maximum allowable deviation of values of the corresponding angles of the triangles
(from a CCD-frame and the astrometric catalog sides) of the primary sky identification
is Δγ = 60′.

15. Limiting maximum value of the distance between the elements of an identified pair,
at which it is considered valid is Δrident = 10 pixels;

16. Minimum allowable ratio of the number of allowed pairs to the set Ωbl100 size is
vmin_ident = 0.7.
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Abstract: This paper studies the distributed coverage control problem of multi-quadcopter systems
connected with fixed and switching network topologies to guarantee the finite-time convergence.
The proposed method modifies the objective function originating from the locational optimization
problem to accommodate the consensus constraint and solves the problem within a given time limit.
The coverage problem is solved by sending angular-rate and thrust commands to the quadcopters.
By exploiting the finite-time stability theory, we ensure that the rotation and translation controllers
of the quadcopters are finite-time stable both in fixed and switching communication topologies,
able to be implemented distributively, and able to collaboratively drive the quadcopters towards
the desired position and velocity of the Voronoi centroid independent of their initial states. After
carefully designing and analyzing the performance, numerical simulations using a Robot Operating
System (ROS) and Gazebo simulator are presented to validate the effectiveness of the proposed
control protocols.

Keywords: coverage control; finite-time stability; distributed control; quadcopter; multiagent sys-
tems; robotic sensor network

MSC: 93D15

1. Introduction

The robotics community has shown interest in the coverage control problem of robotic
sensor networks (RSNs). There have been real-world issues motivating the rising attention
to this problem, such as agriculture, search and rescue, wireless communication, and nuclear
decommissioning, where sensor placement with a prdefined number of sensor determines
the quality of the measured data [1,2]. For example, in precision agriculture, different color
distribution in an agricultural farm may correspond to water stress, fertilizer shortage,
or disease [3,4]. In order to capture and analyze the temporal information of this issue,
unmanned aerial vehicles (UAVs) can be equipped with relevant sensors and be deployed
to the farm. From the optimization point-of-view, finding the optimal position of the UAVs
and the sensors becomes one of the main tasks of an RSN in order to maximize the coverage
of the deployed sensors.

The existing literature shows extensive work to address the coverage control problem.
Locational optimization, having its roots in the field of operations research, has been
suggested as a method for determining the optimal agent locations based on an interest
function. Centroidal Voronoi tessellation has emerged as a widely recognized approach for
addressing this problem, as referenced in [5–8]. By adopting the locational optimization
problem, a simple proportional controller was initially developed [8,9]. This algorithm is
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improved to tackle the time-varying density coverage on a group of nonholonomic mobile
robots in [10]. Different approaches to coverage control have been explored in [11–15]
to alleviate the constraints related to unlimited, isotropic, and homogeneous sensing
ranges, as well as convex environments. Solving the optimal coverage control problem of
multiple robots can offer improved coverage, energy efficiency, robustness, and scalability,
among other benefits. Nonoptimal approaches may be simpler to implement and require
fewer computational resources but may not achieve the same level of performance as the
optimal approach. Adaptive coverage control to estimate the information density function
has been studied in [16–18]. Regarding the communication topology, the result in [19]
includes a dynamically routing communication algorithm while optimizing the coverage
control problem. The coverage control problem on a circle with unknown terrain roughness
and time-varying communication delays has been studied in [20]. The mobile sensors
cooperatively estimate the roughness function and are driven to their optimal positions
using proposed control laws under some delay constraints. A reinforcement learning
approach has also been studied to tackle the area coverage problem of networked UAVs
in [21]. However, the coverage algorithm of multiple quadcopters from the control system
perspective that guarantees timely convergence in a finite time for both fixed and switching
communication topology has not been investigated among the existing strategies.

In various applications, such as postdisaster evacuation and nuclear decommissioning,
the importance of timeliness has grown to prevent deteriorating situations [2]. In control
theory, timeliness refers to the settling or convergence time of an autonomous system start-
ing from initial values and reaching the origin. The research presented in [22] introduced
the concept of finite-time stability analysis in control systems by demonstrating the depen-
dence of convergence time on initial states. This finite-time strategy was applied to achieve
finite-time consensus among teams of agents with different dynamics in [23–25], and also
used for spacecraft pose synchronization based on dual quaternions in [26]. However, these
results are dependent on initial values, causing longer convergence times when agents are
initially separated by a large distance. To address this issue, [27] proposed a finite-time
consensus controller that ensures convergence within a specified settling time boundary
regardless of the initial states. Subsequently, [28] extended this result to the consensus of
multiagent systems with double-integrator dynamics. Additionally, this approach was
applied to design a finite-time consensus controller for networked systems with time delays
in [29].

In this article, a distributed coverage control algorithm for a sensor network consisting
of multiple quadcopters is introduced. The algorithm ensures finite-time stability in both
fixed and switching communication topologies. This study builds upon our previous
research that focused on the finite-time stability of the coverage control problem using
a fixed communication topology [30]. The contributions of this work are highlighted as
follows. Firstly, it differs from existing approaches by simultaneously addressing the
locational optimization and consensus problems. This approach focuses on maintaining
the position, velocity, and formation shape of the agents’ Voronoi centroids. Secondly,
the study leverages finite-time stability theory to ensure timely attainment of desired
positions, velocities (i.e., Voronoi centroids), and attitudes in switching communication
networks. Thirdly, since quadcopters are used as agents, the algorithm accounts for
their nonlinear dynamics, which involve coupled translational and rotational motions.
The algorithm guarantees stability of both translational and rotational motions within a
specified time limit.

The structure of this paper is organized as follows. Section 2 briefly reviews the
concepts of graph theory, locational optimization, and quaternions. Section 3 states the main
problem addressed in this paper. Following that, the main algorithms for achieving finite-
time coverage control of the quadcopter flock are presented in Section 4. Finally, numerical
simulations validating the proposed algorithm are provided in Section 5, followed by
concluding remarks in Section 6.
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2. Preliminaries

2.1. Graph Theory

A graph, denoted as G(V , E), is a collection of n vertices V = {v1, v2, . . . , vn} connected
by a set of edges E ⊆ V × V . If an edge (vi, vj) ∈ E exists, it means that vertex vi can
receive information from vertex vj. When both (vi, vj) and (vj, vi) exist in E , the graph is
referred to as undirected. The neighbor of vertex vi, denoted as vj ∈ Ni ⊂ V , with vj �= vi,
is defined as a vertex connected to vi through the edge (vi, vj) ∈ E .

2.2. Locational Optimization

Consider the deployment of n robots within a convex environment represented by the
set Q ⊂ Rd. The positions of all robots are denoted by the set P = pi

n
i=1 ⊂ Q, where pi

denotes the position of robot i.
The sensing unreliability function, denoted as g : Q×Q → R+ : (x, pi) �→ g(x, pi),

provides quantitative information about the sensing performance of agent i at position pi
when sensing point x ∈ Q. In our context, we assume the sensing unreliability function to
possess the following properties: isotropy, increasing, and convexity. An isotropic function
exhibits a value that is independent of its direction. Therefore, we can redefine the function
g(x, pi) as a norm-based function f : R → R+, such that g(x, pi) = f (‖x − pi‖), where
i ∈ 1, 2, . . . , n.

The density function, or information distribution function, denoted by φ : Q → R+ :
x �→ φ(x), represents the spatial distribution of information within the environment. This
function quantifies the importance of measuring a specific quantity at a particular point x
in the set Q.

After providing the definitions of the sensing unreliability function and density func-
tion, we introduce the locational optimization problem. Generated by the sensor positions
at time t, P , we are able to use the Voronoi tessellation of Q given by

Vi(pi) = {x ∈ Q : ‖x− pi‖ ≤ ‖x− pj‖, ∀pj ∈ P , j �= i}. (1)

In the following discussion, we use Vi conveniently to refer to Vi(pi). With this Voronoi
partitions, the objective function of the locational optimization is formulated as

H(P) =
n

∑
i=1

∫
Vi

g(x, pi)φ(q)dx. (2)

With the defined conditions of the sensing unreliability function and density functions, the fol-
lowing lemma states the convexity of the objective function of the locational optimization.

Lemma 1 (Sensing Unreliability Function [30]). Assume that the sensing unreliability function
is isotropic, increasing, and convex in pi ∈ P , for all i ∈ {1, 2, . . . , n}. Then, for a positive density
function, the cost function H in (2) is convex.

In this work, we make use of the quadratic sensing unreliability function defined
as f (‖x − pi‖) = ‖x − pi‖2. By employing this quadratic function, we can incorporate
the concept related to rigid body motion. This includes considering the mass, moment of
inertia, and centroid of the i-th Voronoi region, which can be expressed as

MVi =
∫

Vi

φ(x)dx, IVi =
∫

Vi

xφ(x)dx, and CVi =
IVi

MVi

, (3)

respectively. Therefore, applying the parallel-axis theorem of rigid-body motion [31] to the
cost function (2) leads to an equivalent expression given by

min
p∈P

H(p), with H(p) =
n

∑
i=1
IVi +

n

∑
i=1

MVi‖pi − CVi‖2, (4)
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where p = [p�1 , . . . , p�n ]� ∈ Rnd denotes the vectorized positions of the robots. The
coverage control problem can be regarded as the task of designing control inputs for robots
to drive them towards optimal positions, aiming to minimize the objective function of the
locational optimization.

2.3. Quaternion-Based Rotation

In order to prevent singularities associated with Euler angles, the rotational move-
ments of a rigid body are parameterized using quaternions, represented by the set H = {q ∈
R4|q�q = 1}. A quaternion q1 ∈ H can be utilized to express the rotation from frameW b to

frameW a. The element-wise expression of this quaternion is given by q1 =
[
η1 q̄�1

]�
=[

cos ϑ1
2 k�1 sin ϑ1

2

]�
, where ϑ1 is the rotation angle around the unit vector k1. The quater-

nion conjugate is denoted by a superscripted asterisk, that is, q∗1 = [η1 − q̄�1 ]
� ∈ H.

In this paper, the dot operator represents the quaternion multiplication of quaternions,
for example,

q3 = q1 · q2, for q1, q2 ∈ H. (5)

A function T : H→ R4×4 is defined as

T(q1) =

[
η1 −q̄�1
q̄1 η1 I + S(q̄1)

]
, (6)

where the cross-product between two vectors v1, v2 ∈ R3 is represented using a skew-
symmetric matrix operator S ∈ R3×3 such that v1 × v2 = S(v1)v2. Utilizing this function,
expression (5) becomes

q3 = T(q1)q2. (7)

The angular velocity of frameW a with respect to frameW b, as observed from frame
W b, is defined as ω1 ∈ R3. The connection between the time derivative of quaternion q1
and the angular velocity ω1 is expressed by

q̇1 =
1
2

q1 ·
[

0
ω1

]
=

1
2

T(q1)

[
0

ω1

]
=

1
2

T̄(q1)ω1, (8)

where T̄ = [−q̄1 (η1 I + S(q̄1))
�]� because the first column of T(q1) vanishes.

A rotation matrix can be created using quaternions through the application of Ro-
drigues’ formula. The rotation matrix representing a rotation from frameW b toW a can be
formulated as

R1 = I + 2η1S(q̄1) + 2S2(q̄1). (9)

3. Problem Formulation

Consider a robotic sensor network comprising n quadcopters deployed in a convex
space Q ⊆ Rd, and their connection topology is represented by a connected undirected
graph Gn = (Vn, En). In this study, we investigate two cases: static and switching com-
munication topology. For the static topology, we generate an undirected connected graph
among the agents before deployment. In the switching case, we employ Delaunay triangu-
lation to generate the communication graph in each new step, as indicated by Equation (1).
The corresponding Laplacian of these graphs is denoted by Ln ∈ Rn×n.

The locational optimization with consensus performance index in the coverage control
problem can be constructed from (2) into

min
p∈P

H̃(p), with H̃(p) = H(p) +
1
2
(p− CV)

�L̂n(p− CV), (10)
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where L̂n = Ln ⊗ Id ∈ Rnd×nd, p = [p�1 , . . . , p�n ]� ∈ Rnd and CV = [C�V1
, . . . , C�Vn

]� ∈ Rnd.
Quadcopter i ∈ Vn within the network possesses position, velocity, attitude, and an-

gular rate denoted by pi ∈ Q, vi ∈ R3, qc
i ∈ H, and ωc

i ∈ R3, respectively. The coordinate
frames are illustrated in Figure 1, where we adhere to the ENU coordinate convention. The
motions of a quadcopter can be categorized into two components: translation and rotation.
The translational motion is determined by the attitude and the total thrust of the propellers.
In the inertial frame, the quadcopter’s translational dynamics, normalized by its mass, are
governed by

p̈i = qc
i · f̄i · qc∗

i − ḡ = Rc
i f̄i − ḡ, (11)

where qc
i ∈ S3 is the unit quaternion denoting the current attitude of the quadcopter,

ḡ = [0 0 g]� is the gravitational vector, with g being the gravitational acceleration,
and f̄i = [0 0 fi]

� is the thrust control input, with fi being the total thrust input. Following
(8), the rotational motion of the quadcopter is governed by

q̇c
i =

1
2

qc
i ·
[

0
uω

i

]
=

1
2

T̄(q1)uω
i , (12)

where, in this paper, the control input for the rotational motion is the angular rate uω
i .

Figure 1. Coordinate frame of a quadcopter, adapted from our previous work in [30].

Using the transformed constrained optimization problem and the defined quadcopter
dynamics in Equations (11) and (12), the objectives of this work are to design the quaternion-
based attitude and distributed coverage controllers that guarantee convergence within a
given settling time, regardless of the initial values, in both fixed and switching communica-
tion topologies.

4. Finite-Time Control Design

4.1. Translation Control with Fixed Topology

In the following control design, we tackle our first scenario: the coverage control
problem with finite-time stability using a fixed communication topology. We introduce
a distributed coverage controller that ensures the attainment of the optimal position and
velocity within a finite duration, regardless of the initial positions, relying solely on infor-
mation obtained from neighboring agents.

Let the performance index of the coverage problem be as defined in (10). The corre-
sponding optimal point of this optimization is given by p� = CV − 1

2 M−1
V L̂nτv for some

vector τv ∈ Rnd. Given a fixed connected graph, it follows that the last term vanishes due to
the zero eigenvalue of the Laplacian matrix L̂n such that (p1 − CV1)

� = . . . = (pn − CVn)
�.
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In other words, we can assert that the objective function H̃(p) is at its optimum when
the robots’ positions converge to the optimal point p� = CV and consensus is reached.
The velocity reaches its optimal value as v� = ĊV .

For all agent i ∈ Vn, consider the following errors: ζ̃i = [ p̃�i ṽ�i ]
� and ζ̃ij = [ p̃�ij ṽ�ij ]

�,
where p̃i = pi − CVi , p̃ij = sgn( p̃i − p̃j)| p̃i − p̃j|, ṽi = vi − ĊVi , and ṽij = sgn(ṽi − ṽj)|ṽi −
ṽj|. Since there are two terms to optimize in (10), by employing these errors, we design
a controller consisting of centroid stabilizer and the consensus stabilizer. The controller
responsible for driving the robots toward the centroids is proposed as

ug
i = −κgsgn(ζ̃i)(|ζ̃i|

mv
nv + |ζ̃i|

pv
qv ), (13)

with κg = [kgp kgv]�, for kgp, kgv > 0, as well as some positive odd integers mv, nv, pv, qv,
for mv > nv and pv < qv. Similarly, with adjacency matrix A = [ai j], for i �= j and i, j ∈ Vn,
the consensus stabilizer to maintain the formation is given by

uc
i = −κc

n

∑
j=1

aijsgn(ζ̃ij)(|ζ̃ij|
mv
nv + |ζ̃ij|

pv
qv ), (14)

with κc = [kcp kcv]� and kcp, kcv > 0. Hence, the augmented controller reads

u f
i = ug

i + uc
i + ḡ. (15)

The following lemmas are useful for analyzing the performance of the designed
control protocol.

Lemma 2 ([27]). Let x1, x2, . . . , xn ≥ 0. Then,

n

∑
j=1

xa
j ≥

(
n

∑
i=1

xj

)a

, for a ∈ (0, 1).

Lemma 3 ([27]). Let x1, x2, . . . , xn ≥ 0. Then,

n

∑
j=1

xa
j ≥ n1−a

(
n

∑
i=1

xj

)a

, for a > 1.

Lemma 4 ([27]). The equilibrium point of the scalar system

ẋ = −αx
a
b − βx

c
d , x(0) = x0,

where α, β > 0, and a, b, c, d are positive odd integers satisfying a > b and c < d, which are
finite-time stable with the settling time given by

T < Tmax :=
1
α

b
a− b

+
1
β

d
d− c

.

Remark 1. It is worth noticing that this lemma guarantees the finite-time convergence independent
of the initial value of the system.

In the subsequent theorem, we introduce our first result regarding the finite-time
convergence of the suggested coverage control protocol for the fixed-topology situation,
which is adapted from our conference paper [30].

Theorem 1 (Convergence of Finite-time Coverage Controller with Fixed Topology [30]). Let
a group of n agents be connected via a fixed undirected connected graph Gn = (Vn, En) with agent
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dynamics defined in (12) and (11). Let two adjacency matrices corresponding to this graph be denoted
by Aα = [a2nv/mv+nv

ij ] ∈ Rn×n and Aβ = [a2qv/pv+qv
ij ] ∈ Rn×n, respectively, with mv, nv, pv, qv

being positive odd integers satisfying mv > nv and pv < qv. Let the corresponding Laplacians
Lα and Lβ have the smallest nonzero eigenvalues λα

2 and λ
β
2 , respectively. Then, there exist some

constants κ1, κ2 > 0 such that the finite-time coverage problem can be solved by employing the
coverage control protocol (15) with settling time expressed as

Tf < T f
max :=

1
κ1

nv

mv − nv
+

1
κ2

qv

qv − pv
. (16)

Proof. Using the translational controller (15), the translational dynamics of the quadcopter
can equivalently be expressed as

˙̃ζi = Aζ̃i + Bu f
i =

[
0 1
0 0

]
ζ̃i +

[
0
1

]
u f

i . (17)

Define a Lyapunov function:

V f (ζ̃(t)) =
1
2

n

∑
i=1

ζ̃2
i (t). (18)

With the system dynamics in (17), the time derivative of the candidate function is given by

V̇ f (ζ̃) = V̇g(ζ̃) + V̇c(ζ̃). (19)

The centroid stabilizer in the first term of (19) can be expanded into

V̇g(ζ̃) ≤ −λ
g
min

n

∑
i=1

ζ̃isgn(ζ̃i)(|ζ̃i|
mv
nv + |ζ̃i|

pv
qv ), (20)

in which we already utilize the smallest eigenvalue of A− Bκg denoted by λ
g
min. By using

the fact that |ζ̃i| = ζ̃isgn(ζ̃i), along with Lemmas (2) and (3), the centroid stabilizer term
could be written as

V̇g(ζ̃) ≤ −λ
g
min
(
n

nv−mv
2nv

( n

∑
i=1

ζ̃2
i
)mv+nv

2nv + n
qv−pv

2qv
( n

∑
i=1

ζ̃2
i
) pv+qv

2qv
)

= −λ
g
min(n

nv−mv
2nv (2V f )

mv+nv
2nv + n

qv−pv
2qv (2V f )

pv+qv
2qv ). (21)

Similarly, the inequality of the consensus stabilizer from the second term of (19) can
be expressed as

V̇c(ζ̃) ≤ −λc
min

n

∑
i=1

ζ̃i

n

∑
j=1

aijsgn(ζ̃ij)(|ζ̃ij|
mv
nv + |ζ̃ij|

pv
qv ), (22)

where λc
min is the smallest eigenvalue of A− Bκc. By utilizing the property of the adjacency

matrix and also the fact that |ζ̃ij| = ζ̃ijsgn(ζ̃ij), the consensus stabilizer term could be
written as

273



Mathematics 2023, 11, 2621

V̇c(ζ̃) ≤ −λc
min
2

n

∑
i=1

n

∑
j=1

aij((ζ̃
2
ij)

mv+nv
2nv + (ζ̃2

ij)
pv+qv

2qv )

+ (a
2qv

pv+qv
ij ζ̃2

ij)
pv+qv

2qv )

≤ −λc
min
2
(
n

nv−mv
2nv

( n

∑
i=1

n

∑
j=1

a
2nv

mv+nv
ij ζ̃2

ij
)mv+nv

2nv

+ n
qv−pv

2qv
( n

∑
i=1

n

∑
j=1

a
2qv

pv+qv
ij ζ̃2

ij
) pv+qv

2qv
)

(23)

where the last inequality is obtained by employing Lemmas 2 and 3.
To analyze the graph, consider two adjacency matrices of connected undirected graphs

Gα and Gβ, denoted by Aα = [a2nv/mv+nv
ij ] ∈ Rn×n and Aβ = [a2qv/pv+qv

ij ] ∈ Rn×n, respec-
tively. The corresponding Laplacians are given by Lα and Lβ. It follows that the inequality
of the consensus stabilizer can equivalently be expressed as

V̇c(ζ̃) ≤ −λc
min
2

(n
nv−mv

2nv (2ζ̃�Lαζ̃)
mv+nv

2nv

+ n
qv−pv

2qv (2ζ̃�Lβζ̃)
pv+qv

2qv ), (24)

with ζ̃ = [ζ̃�1 , . . . , ζ̃�n ]� ∈ Rnd. Applying the Courant–Fischer theorem of the Laplacian
matrices, ζ̃�Lαζ̃ ≥ λα

2‖ζ̃‖2 and ζ̃�Lβζ̃ ≥ λ
β
2‖ζ̃‖2 for 1�nd ζ̃ = 0nd, leads (24) to

V̇c(ζ̃) ≤ −λc
min
2

(n
nv−mv

2nv (4λα
2V f )

mv+nv
2nv

+ n
qv−pv

2qv (4λ
β
2 V f )

pv+qv
2qv ). (25)

By adding (21) and (25), followed by some rearrangements, the time derivative of the
Lyapunov function can be written as

V̇ f (ζ̃) ≤− 1
2

n
nv−mv

2nv (2λ
g
min + λc

min(2λα
2)

mv+nv
2nv )(2V f )

mv+nv
2nv

− 1
2

n
qv−pv

2qv (2λ
g
min + λc

min(2λ
β
2 )

pv+qv
2qv )(2V f )

pv+qv
2qv . (26)

By denoting ξ =
√

2V f and ξ̇ = 2V̇ f /
√

2V f for V f (ζ̃) �= 0, we have

ξ̇ ≤− 1
2

n
nv−mv

2nv (2λ
g
min + λc

min(2λα
2)

mv+nv
2nv )ξ

mv+nv
nv

− 1
2

n
qv−pv

2qv (2λ
g
min + λc

min(2λ
β
2 )

pv+qv
2qv )ξ

pv+qv
qv . (27)

Choosing positive odd integers mv, nv, pv, qv satisfying mv > nv and pv < qv and employ-
ing Lemma 4 with the Comparison Principle [32] yields the boundary of the settling time,
expressed as

Tf < T f
max :=

1
κ1

nv

mv − nv
+

1
κ2

qv

qv − pv
,

with

κ1 =
1
2

n
nv−mv

2nv (2λ
g
min + λc

min(2λα
2)

mv+nv
2nv ), and

κ2 =
1
2

n
qv−pv

2qv (2λ
g
min + λc

min(2λ
β
2 )

pv+qv
2qv ).
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It can be observed that the system is finite-time stable, i.e., lim
t→T f

max
V f (ζ̃) = 0, implying

that lim
t→T f

max
‖ζ̃‖ = 0.

In the the quadcopter model, we may obtain the thrust via fi = (u f
i )
�Rc

i [0 0 1]�
utilizing the translational control input in (15).

4.2. Translation Control with Switching Topology

In this section, we address the second scenario examined in this research paper, which
pertains to the finite-time coverage problem with a switching communication topology.
The subsequent control design showcases a proposed controller that ensures the finite-time
convergence of the robots’ trajectory towards the optimal position and velocity, regardless
of their initial positions, using only information from neighboring agents.

By employing similar performance index of the coverage problem defined in (10),
this optimization problem has an optimal point given by p� = CV − 1

2 M−1
V L̂nτv for some

vector τv ∈ Rnd. As long as the time-varying undirected graph is connected, the last term
vanishes due to the zero eigenvalue of the Laplacian matrix L̂n such that (p1 − CV1)

� =
. . . = (pn − CVn)

�. The objective function H̃(p) is optimal when the position of the robots
converge to the optimal point p� = CV and the consensus is achieved. The optimal value
of the velocity is denoted by v� = ĊV .

In this switching topology scenario, the proposed centroid stabilizer, responsible for
driving the robots toward the centroids, is formulated as

ug
i = −κgsgn(ζ̃i)(|ζ̃i|

mv
nv + |ζ̃i|

pv
qv ), (28)

with κg = [kgp kgv]�, for kgp, kgv > 0, as well as some positive odd integers mv, nv, pv, qv,
for mv > nv and pv < qv. Similarly, utilizing the adjacency matrix A = [ai j], for i �= j and
i, j ∈ Vn, the consensus stabilizer to maintain the formation is given by

uc
i = −κc

n

∑
j=1

aijsgn(ζ̃ij)(|ζ̃ij|
mv
nv + |ζ̃ij|

pv
qv ), (29)

with κc = [kcp kcv]� and kcp, kcv > 0. Combining the centroid and consensus stabilizers,
the augmented controller is

u f
i = ug

i + uc
i + ḡ. (30)

After formulating the controller, we present our second result for the finite-time
convergence of the proposed coverage control protocol for the switching communication
scenario extended from our previous result [30].

Theorem 2 (Convergence of Finite-time Coverage Controller with Switching Topology).
Let a group of n agents have the agent dynamics defined in (12) and (11). Let these agents be
connected via a switching connected Delaunay graph Gn(t) = (Vn, En(t)) for all time t > 0.
Let two adjacency matrices correspond to this graph, denoted by Aα = [a2nv/mv+nv

ij ] ∈ Rn×n

and Aβ = [a2qv/pv+qv
ij ] ∈ Rn×n, respectively, where mv, nv, pv, qv are positive odd integers

satisfying mv > nv and pv < qv. Let the corresponding Laplacians Lα and Lβ for every time
t have the smallest nonzero eigenvalues for all time t > 0 be λα∗

2 = mint λα
2(Lα(Gn)) and

λ
β∗
2 = mint λ

β
2 (Lβ(Gn)), respectively. Then, there exist some constants κ1, κ2 > 0 such that the

finite-time coverage problem can be solved by employing the coverage control protocol (30) with
settling time given by

Tf < T f
max :=

1
κ1

nv

mv − nv
+

1
κ2

qv

qv − pv
. (31)

275



Mathematics 2023, 11, 2621

Proof. Using the translational controller (30), the translational dynamics of the quadcopter
can equivalently be expressed as

˙̃ζi = Aζ̃i + Bu f
i =

[
0 1
0 0

]
ζ̃i +

[
0
1

]
u f

i . (32)

Define a Lyapunov function:

V f (ζ̃(t)) =
1
2

n

∑
i=1

ζ̃2
i (t). (33)

With the system dynamics in (32), the time derivative of the candidate function is given by

V̇ f (ζ̃) = V̇g(ζ̃) + V̇c(ζ̃). (34)

The centroid stabilizer in the first term of (34) can be expanded into

V̇g(ζ̃) ≤ −λ
g
min

n

∑
i=1

ζ̃isgn(ζ̃i)(|ζ̃i|
mv
nv + |ζ̃i|

pv
qv ), (35)

in which we already utilize the smallest eigenvalue of A− Bκg denoted by λ
g
min. By using

the fact that |ζ̃i| = ζ̃isgn(ζ̃i) along with Lemmas (2) and (3), the centroid stabilizer term
could be written as

V̇g(ζ̃) ≤ −λ
g
min
(
n

nv−mv
2nv

( n

∑
i=1

ζ̃2
i
)mv+nv

2nv + n
qv−pv

2qv
( n

∑
i=1

ζ̃2
i
) pv+qv

2qv
)

= −λ
g
min(n

nv−mv
2nv (2V f )

mv+nv
2nv + n

qv−pv
2qv (2V f )

pv+qv
2qv ). (36)

Similarly, the inequality of the consensus stabilizer from the second term of (34) can
be expressed as

V̇c(ζ̃) ≤ −λc
min

n

∑
i=1

ζ̃i

n

∑
j=1

aijsgn(ζ̃ij)(|ζ̃ij|
mv
nv + |ζ̃ij|

pv
qv ), (37)

where λc
min is the smallest eigenvalue of A− Bκc. By utilizing the property of the adjacency

matrix and also the fact that |ζ̃ij| = ζ̃ijsgn(ζ̃ij), the consensus stabilizer term could be
written as

V̇c(ζ̃) ≤ −λc
min
2

n

∑
i=1

n

∑
j=1

aij((ζ̃
2
ij)

mv+nv
2nv + (ζ̃2

ij)
pv+qv

2qv )

+ (a
2qv

pv+qv
ij ζ̃2

ij)
pv+qv

2qv )

≤ −λc
min
2
(
n

nv−mv
2nv

( n

∑
i=1

n

∑
j=1

a
2nv

mv+nv
ij ζ̃2

ij
)mv+nv

2nv

+ n
qv−pv

2qv
( n

∑
i=1

n

∑
j=1

a
2qv

pv+qv
ij ζ̃2

ij
) pv+qv

2qv
)

(38)

where the last inequality is obtained by employing Lemmas 2 and 3.
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Using the relationship between Laplacian and adjacency matrices, it follows that the
inequality of the consensus stabilizer can equivalently be expressed as

V̇c(ζ̃) ≤ −λc
min
2

(n
nv−mv

2nv (2ζ̃�Lαζ̃)
mv+nv

2nv

+ n
qv−pv

2qv (2ζ̃�Lβζ̃)
pv+qv

2qv ), (39)

with ζ̃ = [ζ̃�1 , . . . , ζ̃�n ]� ∈ Rnd. Using the properties of the Laplacian matrices, ζ̃�Lαζ̃ ≥
λα

2‖ζ̃‖2 ≥ λα∗
2 ‖ζ̃‖2 and ζ̃�Lβζ̃ ≥ λ

β
2‖ζ̃‖2 ≥ λ

β∗
2 ‖ζ̃‖2 for 1�nd ζ̃ = 0nd, leads (39) to

V̇c(ζ̃) ≤ −λc
min
2

(n
nv−mv

2nv (4λα∗
2 V f )

mv+nv
2nv

+ n
qv−pv

2qv (4λ
β∗
2 V f )

pv+qv
2qv ). (40)

By adding (36) and (40), followed by some rearrangements, the time derivative of the
Lyapunov function can be written as

V̇ f (ζ̃) ≤− 1
2

n
nv−mv

2nv (2λ
g
min + λc

min(2λα∗
2 )

mv+nv
2nv )(2V f )

mv+nv
2nv

− 1
2

n
qv−pv

2qv (2λ
g
min + λc

min(2λ
β∗
2 )

pv+qv
2qv )(2V f )

pv+qv
2qv . (41)

By denoting ξ =
√

2V f and ξ̇ = 2V̇ f /
√

2V f for V f (ζ̃) �= 0, we have

ξ̇ ≤− 1
2

n
nv−mv

2nv (2λ
g
min + λc

min(2λα∗
2 )

mv+nv
2nv )ξ

mv+nv
nv

− 1
2

n
qv−pv

2qv (2λ
g
min + λc

min(2λ
β∗
2 )

pv+qv
2qv )ξ

pv+qv
qv . (42)

Choosing positive odd integers mv, nv, pv, qv satisfying mv > nv and pv < qv and employ-
ing Lemma 4 with the Comparison Principle [32] yields the boundary of the settling time
expressed as

Tf < T f
max :=

1
κ1

nv

mv − nv
+

1
κ2

qv

qv − pv
,

with

κ1 =
1
2

n
nv−mv

2nv (2λ
g
min + λc

min(2λα∗
2 )

mv+nv
2nv ), and

κ2 =
1
2

n
qv−pv

2qv (2λ
g
min + λc

min(2λ
β∗
2 )

pv+qv
2qv ).

It can be observed that the system is finite-time stable, i.e., lim
t→T f

max
V f (ζ̃) = 0, implying

that lim
t→T f

max
‖ζ̃‖ = 0.

Similar to the the previous scenario, we may compute the thrust via fi = (u f
i )
�Rc

i [0 0 1]�
by employing the translational control input in (30).

4.3. Rotation Control

Due to the interdependence of translational and rotational motion, it is necessary to
develop an attitude controller that ensures finite-time stability.

Given the current and desired attitudes of the i-th quadcopter, denoted by qc
i =

[ηc
i q̄c�

i ]� and qd
i = [ηd

i q̄d�
i ]�, respectively, the error quaternion can be obtained via
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qe
i = qc∗

i · qd
i = T(qc∗

i )qd
i = [ηe

i q̄e�
i ]�. For controller analysis, an error vector is also defined

as follows:

eqe
i
=

[
1∓ ηe

i
q̄e

i

]
. (43)

Differentiating this error yields the error dynamics expressed as

ėqe
i
=

1
2

T̄(qe
i )u

ω
i . (44)

In this attitude control scheme, by employing the error vector, the angular-rate control
command is defined as

uω
i = −κωsgn

(
ẽqe

i

)(
|ẽqe

i
| mw

nw + |ẽqe
i
|

pw
qw

)
(45)

with ẽqe
i
= [T̄(qe

i )]
�eqe

i
and kω > 0.

The following theorem states our next result on the attitude controller of a quadcopter.

Theorem 3 (Convergence of Finite-time Rotational Controller). Let the attitude dynamics of a
quadcopter be given by (12) and the error vector between the current and desired attitudes be given
by (43). Then, given the control protocol (45), there exist some positive constants kω such that the
equilibrium point of the error vector is finite-time stable with settling time given by

Ta < Ta
max :=

1
κω

(
nw

mw − nw
+

qw

qw − pw

)
, (46)

where mw, nw, pw, qw are positive odd integers satisfying mw > nw and pw < qw.

Proof. Define a Lyapunov function:

Va(eqe
i
) =

1
2

e�qe
i
eqe

i
. (47)

Taking the derivative of the Lyapunov function yields

V̇a(eqe
i
) = −κω

1
2

ẽ�qe
i
sgn
(

ẽqe
i

)(
|ẽqe

i
| mw

nw + |ẽqe
i
|

pw
qw

)
, (48)

where ẽqe
i
= [T̄(qe

i )]
�eqe

i
, and the error dynamics with the proposed control command have

been utilized. Since
∣∣∣ẽqe

i

∣∣∣ = ẽqe
i
sgn
(

ẽqe
i

)
, (48) can be expressed as

V̇a(eqe
i
) = −κω

1
2

((
ẽ2

qe
i

) mw+nw
2nw +

(
ẽ2

qe
i

) pw+qw
2qw

)
(49)

Substituting 2Va = ẽ2
qe

i
to (49) leads to

V̇a(eqe
i
) = −κω

1
2

(
(2Va)

mw+nw
2nw + (2Va)

pw+qw
2qw

)
. (50)

By taking � =
√

2Va and �̇ = 2V̇a/
√

2Va for Va > 0, (49) can equivalently be rewritten as

�̇ = −κω�
mw
nw − κω�

pw
qw . (51)
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Therefore, utilizing the Comparison Principle [32] and Lemma 4 with some positive
odd integers mw, nw, pw, qw, for mw > nw and pw < qw, we may conclude that the settling
time of the attitude system can be expressed as

Ta < Ta
max :=

1
κω

(
nw

mw − nw
+

qw

qw − pw

)
,

and the system is finite-time stable, i.e., limt→Ta
max Va(eqe

i
) = 0, implying that limt→Ta

max ‖eqe
i
‖ =

0.

Based on Equations (16) and (46), the computation of the boundary of the settling
time of this coverage controller is indeed dependent on some controller parameters
and the algebraic graph topology but independent of the initial values. Furthermore,
the quadcopters will reach the optimal position and velocity within the settling time
Tsys = Ta + T f < Ta

max + T f
max.

To obtain the desired quaternion, given translational control input (15) or (30) and
desired heading ψd

i , let a heading vector xc
i = [cos ψd

i sin ψd
i 0]�. Then, we may have

a rotation matrix Rd
i = [xd

i yd
i zd

i ] composed of zd
i = u f

i /‖u f
i ‖, yd

i = zd
i × xc

i /‖zd
i × xc

i ‖,
and xd

i = yd
i × zd

i /‖yd
i × zd

i ‖. Accordingly, the desired quaternion can easily be obtained us-
ing a rotation matrix and quaternion relationship, such that qd

i = rotmatToQuaternion(Rd
i ),

as documented in [33].

5. Simulation Results

In this section, a series of numerical simulations are conducted to validate the proposed
control protocols. The simulations are performed using the PX4 Autopilot software-in-the-
loop (SITL) on the Gazebo simulator and the Mavros controller package integrated with the
Robot Operating System (ROS) [34,35]. This simulation platform provides a highly realistic
environment that closely emulates the behaviors and characteristics of real quadcopters
equipped with the PX4 flight controller. The PX4 flight controller incorporates control input
saturation in the low-level actuator controllers. The simulations are run on a computer with
a Linux-based operating system, a 3.2-GHz processor, and 16-GB RAM. Figure 2 displays a
screenshot of the simulator.

Figure 2. Quadcopters on Gazebo simulator, adapted from our previous work in [30].

Two scenarios are examined in this simulation: coverage control with fixed topology
and coverage control with switching topology.
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In the fixed topology scenario, nine quadcopters are randomly deployed within a
bounded planar space defined by the coordinates (0,0), (0,1), (1,1), and (1,0). The quad-
copters have constant altitude and adjust only their position and velocity in the x− y plane.
The distribution of information in this scenario is uniform. The controller parameters
used are mv = mw = 5, nv = nw = 3, pv = pw = 3, qv = qw = 5, κω = 0.8, κg = 0.5,
and κc = 0.4. The communication topology is represented by a complete graph among the
nine agents, with the smallest nonzero eigenvalue being λ2 = 0.16. Theoretical analysis
(Theorems 1 and 3) suggests an estimated maximum settling time of Tsys = 23.850.

Applying the control protocols described in Equations (15) and (45) to the quadcopter
dynamics modeled by Equations (11) and (12), the resulting trajectories of the robots and the
corresponding Voronoi partition are shown in Figure 3a. Additionally, Figure 3b displays
the objective function, and Figure 3c illustrates the convergence trajectory of the error
‖pi − CVi‖. The control inputs of the agents are depicted in Figure 3d [30].

(a) (b)

(c) (d)

Figure 3. Finite-time coverage control simulation with fixed communication topology and uniform
information distribution: (a) Trajectories and optimal Voronoi regions; (b) Objective function conver-
gence, red-dashed line refers to the true objective function, blue line refers to the objective function
computed by the agents in every iteration; (c) Trajectory errors; (d) Control inputs. Different colours
in Subfigures (a), (c) and (d) refer to different trajectories of the quadcopters.

In the switching topology scenario, ten quadcopters are randomly deployed within a
bounded planar space defined by the coordinates (0,0), (0,1), (1,1), and (1,0). Similar to the
fixed topology case, the quadcopters have constant altitude and adjust only their position
and velocity in the x − y plane. However, the information distribution in this scenario
exhibits two peaks. The controller parameters used are mv = mw = 5, nv = nw = 3,
pv = pw = 3, qv = qw = 5, κω = 0.8, κg = 0.5, and κc = 0.4. The communication topology
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is represented by a Delaunay graph among the ten agents, with the smallest nonzero
eigenvalue being λ2 = 0.4615. Theorems 2 and 3 suggest an estimated maximum settling
time of Tsys = 20.298.

Applying the control protocols described in Equations (30) and (45) to the quadcopter
dynamics modeled by Equations (11) and (12), the resulting trajectories of the robots and the
corresponding Voronoi partition are shown in Figure 4a. Additionally, Figure 4b displays
the objective function, and Figure 4c illustrates the convergence trajectory of the error
‖pi − CVi‖. The control inputs to drive the agents are plotted in Figure 4d.

(a) Trajectories and optimal Voronoi regions. (b) Objective function convergence.

(c) Trajectory errors. (d) Control inputs.

Figure 4. Finite-time coverage control simulation with switching communication topology and
diagonal-peak information distribution: (a) Trajectories and optimal Voronoi regions; (b) Objective
function convergence, red-dashed line refers to the true objective function, blue line refers to the
objective function computed by the agents in every iteration; (c) Trajectory errors; (d) Control inputs.
Different colours in Subfigures (a), (c) and (d) refer to different trajectories of the quadcopters.

Figures 3 and 4 demonstrate the successful execution of the controllers, resulting in
the alignment of the robots’ positions with their respective centroids. In the first scenario,
where the density function within the boundary is uniform, the distribution of robots per
unit area appears similar. However, in the second scenario, quadcopters tend to cluster
around the diagonal peaks. The error plots in Figures 3c and 4c confirm that the position
error relative to the optimal position is minimized before the expected settling time Tmax.
Additionally, Figures 3b and 4b illustrate the convergence of the objective function towards
an optimal value once the centroids are reached.

Based on these results, it can be observed that the quadcopters, guided by the attractive
coverage controller, move towards the optimal points from their initial positions. At certain

281



Mathematics 2023, 11, 2621

time instances t = t2 (where t2 > 0), some quadcopters exhibit higher convergence errors
compared with earlier time t = t1 (where t2 > t1). However, analyzing the objective func-
tion curves, it can be inferred that this behavior arises because, at time t = t2, the algorithm
has found a more efficient way to minimize the total objective function, i.e., moving a few
quadcopters is easier than adjusting the others. These simulation results further validate
that the protocols (15) and (30) successfully address the coverage control problem, enabling
the quadcopters to converge close to the optimal positions within a finite time.

There remains the task of theoretically analyzing the proposed finite-time coverage
control protocol under constrained control inputs to account for real quadcopter systems,
where the control inputs may have bounds. This aspect will be investigated in future
research, which will involve the utilization of actual quadcopters to validate the analysis.

6. Conclusions

In this paper, we studied the distributed coverage control problem of quadcopter
sensor networks and ensured their finite-time stability both in fixed and switching commu-
nication topologies. The control protocols were classified into two schemes according to the
motions: translation and rotation. By employing the reformulated locational optimization
problem, a translational control protocol was developed to guide the quadcopters in track-
ing the position and velocity of the Voronoi centroid derived from the coverage control
problem. Subsequently, the translational control command was fed into the rotational
controller to determine the desired attitude of the quadcopter. Since the planar translation
of the quadcopter was coupled with its attitude, we also proposed a rotational control pro-
tocol for each quadcopter based on quaternion to follow the desired attitude. The proposed
translational and rotational protocols were carefully analyzed using the finite-time stabil-
ity theory to ensure that the quadcopters’ position and velocity converge to the Voronoi
centroid position and velocity within a designed settling time, independent of the initial
values, both in fixed and switching communication networks. Through simulations on
the Gazebo simulator with ROS, we validated the performance of the proposed control
protocols, where the centroids were reached within the expected duration. In future work,
a number of experiments with real quadcopter systems with constrained control inputs
will also be carried out at the GIPSA lab to verify the effectiveness of the algorithms.
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