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Lina M. Yañez Jaramillo, Joy H. Tannous and Arno de Klerk
Persistent Free Radicals in Petroleum
Reprinted from: Processes 2023, 11, 2067, https://doi.org/10.3390/pr11072067 . . . . . . . . . . . 116

Montserrat Cerón Ferrusca, Rubi Romero, Sandra Luz Martı́nez, Armando Ramı́rez-Serrano
and Reyna Natividad
Biodiesel Production from Waste Cooking Oil: A Perspective on Catalytic Processes
Reprinted from: Processes 2023, 11, 1952, https://doi.org/10.3390/pr11071952 . . . . . . . . . . . 134

Shuai Ma, Yunyun Li, Rigu Su, Jianxun Wu, Lingyuan Xie, Junshi Tang, et al.
Ketones in Low-Temperature Oxidation Products of Crude Oil
Reprinted from: Processes 2023, 11, 1664, https://doi.org/10.3390/pr11061664 . . . . . . . . . . . 174

v



Sofia M. Kosolapova, Makar S. Smal, Viacheslav A. Rudko and Igor N. Pyagay
A New Approach for Synthesizing Fatty Acid Esters from Linoleic-Type Vegetable Oil
Reprinted from: Processes 2023, 11, 1534, https://doi.org/10.3390/pr11051534 . . . . . . . . . . . 185

Jeramie J. Adams, Joseph F. Rovani, Jean-Pascal Planche, Jenny Loveridge, Alex Literati,
Ivelina Shishkova, et al.
SAR-AD Method to Characterize Eight SARA Fractions in Various Vacuum Residues and
Follow Their Transformations Occurring during Hydrocracking and Pyrolysis
Reprinted from: Processes 2023, 11, 1220, https://doi.org/10.3390/pr11041220 . . . . . . . . . . . 203
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Preface

Petroleum is a valuable mineral source rich in hydrocarbons, which, after refining, can be

used either as components for the production of internal combustion engine fuels or as feeds

for the production of chemicals. As the quality of crude oil is the single factor that most

affects oil refining performance, its characterization has a pivotal importance for refining process

performance optimization. Bioprocesses, due to their versatile nature, can be employed in the

processes of production of sustainable energy sources and find applications in many areas of

human activity. Petroleum characterization and bioprocesses can be modeled by the use of different

numerical techniques. Nonlinear least squares methods and metaheuristic methods like artificial

neural networks, genetic algorithms, colony optimization, least square support vector machines

(LSSVMs), radial basis function (RBF) neural networks, multilayer perceptrons (MLPs), support

vector regression (SVR), adaptive neuro-fuzzy inference systems (ANFIS), decision trees (DTs),

random forests (RF), and simulated annealing programming find application in research of petroleum

characterization and bioprocesses. This Special Issue addresses researchers in the fields of petroleum

fluid characterization and bioprocesses. It aims to collect current work in the field of “numerical

modeling and experimental investigation in characterization of petroleum and its derivatives and

bioprocesses”. The scope of this Special Issue includes cases of investigations on petroleum property

relations, modeling of petroleum properties, application of different methods for characterization of

petroleum and its derivatives, sustainable fuels, biofuels, petroleum refining process performance

optimization, and bioprocesses.

Dicho Stratiev, Dobromir Yordanov, and Aijun Guo

Guest Editors
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Editorial

Special Issue: “Petroleum Characterization and Bioprocesses:
Numerical and Experimental Investigation”
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Petroleum is a valuable mineral source rich in hydrocarbons, which, after refining,
can be used either as components in the production of internal combustion engine fuels,
or in feeds for the production of chemicals. While the use of petroleum hydrocarbons as
components for internal combustion engine fuels is expected to decrease due to efficiency
improvements, advances in clean energy generation, and stricter environmental regulations,
along with stricter policies, the use of petroleum as a feedstock for chemical production
is expected to increase. Many studies dedicated to the effect that feed quality has on the
petroleum-refining process performance have reported that the petroleum feedstock is
the single variable that most affects the performance of oil-refining processes. Therefore,
petroleum characterization has pivotal importance where oil-refining process performance
optimization is concerned. Bioprocesses, due to their versatile nature, can be employed
in the production of sustainable energy sources and find applications in many areas of
human activity.

Petroleum characterization and bioprocesses can be modeled via different numerical
techniques. Nonlinear least-squared methods and meta-heuristic methods such as artificial
neural networks, genetic algorithms, and ant-colony optimization, least-square support
vector machine (LSSVM), radial basis function (RBF) neural network, multilayer perceptron
(MLP), support vector regression (SVR), adaptive neuro-fuzzy inference system (ANFIS),
decision trees (DTs), random forest (RF), and simulated annealing programming find
application in research on petroleum characterization and bioprocesses.

This Special Issue aims to showcase cutting-edge research on numerical modeling and
experimental investigation in the characterization of petroleum and its derivatives, and
bioprocesses. The scope includes cases of investigations on petroleum property relation-
ships, the modeling of petroleum properties, the application of different methods for the
characterization of petroleum and its derivatives, sustainable fuels, biofuels, petroleum-
refining process performance optimization, and bioprocesses. Included in this Special Issue
are seventeen contributions from researchers across the globe in the fields of petroleum
fluid characterization and bioprocesses.

Osman et al. [1] present an investigation dedicated to a light naphtha isomerization
process where they employ Aspen HYSYS version 12.1 to simulate the operation of commercial
once-through isomerization unit with the aim to find the best design that efficiently raises
octane number at the lowest cost. They discovered that the optimum unit configuration can
enhance the isomerate octane number by 7% and decrease operation costs by 13%.

Chang et al. [2] discuss the wellbore instability caused by the hydration of shale forma-
tions during drilling and how the shale formation can be inhibited by using polyhydroxy-
alkanolamine by employing an anti-swelling test, linear swelling test, wash-durable test,
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and montmorillonite hydration and dispersion experiment. The explored inhibition mecha-
nism disclosed that the polyhydroxy-alkanolamine can permeate and adsorb on the surface
of montmorillonite, thus considerably decreasing the dispersion ability of water to easily
hydrated shale. The obtained results indicate that the stability of a wellbore can be saved
by employing the approach used in this study.

Yang et al. [3] examine the performance of the destroy and damage model of cold
recycled mixtures with asphalt emulsion (CRME), which suffer the majority of damage
from freezing and thawing cycles in seasonally frozen regions. The extent of the damage
is investigated at 60 ◦C and −10 ◦C, the mechanical properties are analyzed in a labora-
tory, and the damage evolution models based on macroscopic properties, reliability, and
damage theory are then developed. The study clearly indicates that the freezing and
thawing cycles accelerated the damage caused by CRME, especially under complete water
saturation conditions.

Ni et al. [4] communicate that during the conventional operations in natural gas ex-
ploitation, it has been found that the different chemicals used to separately control foam
drainage, corrosion inhibition, and hydrate inhibition are frequently ineffective when
applied together. For that reason, the authors investigate the application of integrated
formulation of multiple chemical agents (0.1% sodium alpha-olefin sulfonate (AOST) +
0.3% dodecyl dimethyl betaine (BS-12) + 0.3% sodium lignosulfonate + 0.5% hydrazine
hydrate) to simultaneously control foam drainage, corrosion inhibition, and hydrate inhibi-
tion of wellbore fluid in natural gas exploitation. They discovered that this formulation is
capable of effective control of the processes mentioned above.

Zang et al. [5] explore the feasibility of viscosity reduction in heavy oil in the exist-
ing heavy oil extraction technology by employment of the synergistic catalytic effect of
reservoir minerals and exogenous catalysts under the reaction system of a hydrogen-rich
environment. They reveal that the sodium montmorillonite within the reservoir minerals
exhibits an optimal catalytic effect, and its combination with catalyst C-Fe (catechol iron)
results in a viscosity reduction rate of about 60%. Following the addition of ethanol as a
hydrogen donor under the optimal reaction conditions, the viscosity decrease reaches 75%.
It is observed that the synergistic catalytic aquathermolysis of heavy oil with an exogenous
catalyst and minerals promotes the breaking of the C-C, C-N, and C-S bonds.

Du et al. [6] demonstrate the development of a seven-area percolation model for
volume fracturing vertical wells in tight reservoirs based on the nonlinear seepage char-
acteristics of tight reservoirs and the reconstruction mode of vertical wells with actual
volume fracturing. After the verification of the model, the impact of the fracture network
parameters on the pressure and production is studied. The Results Of The Study Show
The Leading Importance Of For The Design Of Vertical Well Volume Fracturing Design In
Tight Reservoirs.

Jaramillo et al. [7] provide a review of the field of persistent free radicals in petroleum
with the aim of addressing and explaining apparent inconsistencies between free radical
persistence and reactivity. It is shown that the persistent free radical content in petroleum
is of the order 1018 spins/g (1 µmol/g), with higher and lower values found depending
on origin and in different distillation fractions. The straight-run petroleum and converted
petroleum demonstrate different levels of persistent free radicals, and the differences are
due to straight-run petroleum being an equilibrated mixture, but converted petroleum is
not at equilibrium, and the free radical concentration can change over time. Persistent
free radical species are partitioned during the solvent classification of whole oil, with the
asphaltene (n-alkane insoluble) fraction having a higher concentration of persistent free
radicals than that of maltenes (n-alkane soluble). However, attempts to relate persistent
free radical concentration to petroleum composition were inconclusive.

Ma et al. [8] investigate ketone compounds as oxidation products of crude oil in the in
situ combustion (ISC) process. Low-temperature oxidation (LTO) experiments at 170 ◦C,
220 ◦C, 270 ◦C, and 320 ◦C are carried out, and the obtained thermally oxidized oils are
analyzed for the molecular composition of different kinds of ketones (fatty ketones, naph-
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thenic ketones, and aromatic ketones). The concentrations of ketones peak at 170 ◦C and
decrease at high temperatures due to over-oxidation. The nitrogen-containing compounds
are more easily oxidized to ketone compounds than their hydrocarbon counterparts in the
LTO process.

Kosolapova et al. [9] synthesize fatty acid esters from linoleic-type oil and ethanol via
transesterification reactions in different ranges of volumetric ratios of the ethanol to the
linoleic-type oil with the aim being to magnify the kinetics of the process. The synthesis is
carried out in the presence of a homogeneous alkaline catalyst. Optimal process conditions
have been determined to shorten the reaction time from 2.5 h to 5 min while keeping a
high conversion level. The obtained results show the possibility to produce fatty acid esters
from linoleic raw materials containing up to 16% of free fatty acids.

Adams et al. [10] show how the use of model compounds can provide some chemical
boundaries for the eight-fraction SAR-ADTM characterization method for heavy oils. It is
revealed that the saturates fraction consists of linear and highly cyclic alkanes; the Aro-
1 fraction consists of molecules with a single aromatic ring; the Aro-2 fraction consists
of mostly two- and three-ring fused aromatic molecules, the pericondensed four-ring
molecule pyrene, and molecules with 3–5 rings that are not fused; and the Aro-3 fraction
consists of four-membered linear and catacondensed aromatics, larger pericondensed
aromatics, and large polycyclic aromatic hydrocarbons. The resins fraction consists of
mostly fused aromatic ring systems containing polar functional groups and metallated
polar vanadium oxide porphyrin compounds, and the asphaltene fraction consists of both
island- and archipelago-type structures with a broad range of molecular weight variation,
aromaticity, and heteroatom contents. The behavior of the eight SAR-ADTM fractions during
hydrocracking and pyrolysis was investigated, and quantitative relations were established.

Kittel et al. [11] employ six alternative jet fuel samples of different origins to investigate
their jet fuel-specific properties, i.e., aromatics, smoke point, freezing point, and net specific
energy, and these properties were compared to standard hydrotreated straight-run Jet A-1
kerosene. Although the properties of six jet fuel samples substantially diverge, they could
be well correlated, which provides an opportunity to study possible synergies in blending
these components. The current methods and instruments used do not always allow a
precise determination of the smoke point (>50 mm) and freezing point (<80 ◦C).

Qubian et al. [12] test a light crude bottom hole fluid sample from a deep well with an
asphaltene deposition problem in a laboratory. Density, viscosity, bubble point, GOR, and
asphaltene onset pressure are examined at a PVT laboratory. Asphaltene characterization is
performed by using asphaltene phase diagrams generated from two developed software
programs in both Matlab and Excel codes. Eleven chemical inhibitors from five global
companies were tested to inhibit the precipitation. The optimum concentration and the
amount of reduction in precipitation were determined for all of these chemicals to identify
the most suitable ones.

Hernández et al. [13] analyze the action of twenty-five models based on the equation-
of-state (EoS), polymer solution, and thermodynamic-colloidal theories to predict the
thermodynamic conditions under which asphaltenes precipitate by matching the literature
experimental data of precipitated asphaltene mass fractions. The analysis recognizes
the necessity for further model elaboration for general applications over wide pressure,
temperature, and composition intervals.

Stratiev et al. [14] verify which of the correlations (proposed in the literature) to predict
petroleum fluid molecular weight in the range of 70 to 1685 g/mol are the most appropriate.
A total of 430 data points for the boiling point, specific gravity, and molecular weight of
petroleum fluids and individual hydrocarbons were extracted from the literature. Twelve
empirical correlations taken from the literature, and two additional different techniques,
nonlinear regression and artificial neural networks (ANNs), were used to model the molec-
ular weight of the 430 petroleum fluid samples. The ANN model demonstrates the best
accuracy of prediction with a relative standard error (RSE) of 7.2%, followed by the newly
developed nonlinear regression correlation with a RSE of 10.9%.
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Stratiev et al. [15] study forty-eight crude oils pertaining to the five crude oil groups
(extra light, light, medium, heavy, and extra heavy) via HTSD, TBP, and SARA analyses.
A modified SARA analysis of petroleum facilitating the attainment of a mass balance
≥97 wt.% for light crude oils was proposed; a procedure for the simulation of petroleum
TBP curves from HTSD data using nonlinear regression and Riazi’s distribution model
was developed; and a new correlation to predict petroleum saturate content from specific
gravity and pour point with an average absolute deviation of 2.5 wt.%, maximum absolute
deviation of 6.6 wt.%, and bias of 0.01 wt.% was established.

Ferrusca et al. [16] present a review of the classification of the lipidic feedstocks and the
catalysts for biodiesel production. The different processes and feedstocks through which
biodiesel is obtained are reviewed, and their pros and cons are discussed. Ferrusca et al.
also investigate the advances in the study of bifunctional catalysts, which are capable of
simultaneously carrying out the esterification of free fatty acids (FFAs) and the triglycerides
present in biodiesel feedstocks. For a better understanding of biodiesel production, flow
diagrams and the mechanisms implied by each type of process (enzymatic, homogenous,
and heterogeneous) are provided.

Ancheyta [17] discusses the difficulties researchers face when trying to convince
decision makers in industries to apply a new technology that has been established in a
small-scale laboratory. He gives an example of a moderate-reaction-severity process for
hydrotreating of heavy crude oil (HIDRO-IMP technology) in fixed-bed reactors, in which
despite the positive technical and economical results, the decision makers in petroleum
refining ask for previous commercial applications of the process developed. The different
stages of development of the HIDRO-IMP technology are remarked upon, and some results
that affirm its feasibility for commercial application are discussed.

The Guest Editors thank all the authors who submitted their contributions to this
Special Issue.

Conflicts of Interest: Author Dicho Stratiev was employed by LUKOIL Neftohim Burgas. The
remaining authors declare that the research was conducted in the absence of any commercial or
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Abstract: This work highlights the frustration that a researcher may face when trying to convince
people in industries to use a new technology that has been developed in a small-scale laboratory.
A moderate-reaction-severity process for hydrotreating of heavy crude oil (HIDRO-IMP technology)
in fixed-bed reactors is used as an example. Although the development of such a technology has
been scaled-up from bench and pilot-plant scales to a semi-commercial level with positive technical
and economical results, the people in petroleum refinery who make decisions on the suitability of
technologies for commercial implementation always ask for previous applications of the process
developed. The different stages of development of the HIDRO-IMP technology are commented on,
and some results that corroborate its feasibility for commercial application are discussed.

Keywords: technology development; semi-commercial level; commercial application; HIDRO-IMP

1. Introduction

The main wish of a scientific researcher is to see the results of their laboratory investi-
gation in commercial application. Most of the time, research is conducted to obtain more
knowledge on certain phenomena without a clear objective for possible commercial appli-
cation. This mostly happens in universities, although recently, these have been receiving
funding from the industrial sector and are needing to focus more on providing solutions to
industries. Achieving the goal of the commercial application of a technology can sometimes
be frustrating, depending on various factors such as the following: (1) Competitors, which
typically dominate the market with old, mature, and well-established technologies that are
preferred by those in the industry—not exactly by being the best option but due to their
long experience working with them. Even if the new technology proposed shows better eco-
nomic benefits (lower investment and operating costs, with the consequent higher internal
rate of return and payback period) and superior performance (higher yields and better-
quality products), those in the industry still prefer the processes that are already in use. This
preference may be influenced by other non-technical factors, which will not be commented
on here. (2) Market needs: there is no global solution to all problems—one technology can
be attractive for some clients but not for others. For instance, European refineries mostly
use catalytic hydrocracking processes to produce low-sulfur diesel, whereas in refineries
in America (the continent), catalytic hydrotreating process is preferred. Thus, it would
be complicated to compete in one of these markets with technologies different from those
that they use. (3) Investment costs: currently, some industries are facing problems related
to investing in installing new technologies, and they choose to revamp the old processes
available. Even if there is an investment group that proposes a service with a fee in return,
with zero investment cost, they are sometimes not interested in such a business model.

If the technology is new, the most commonly asked question when trying to convince
end users to install a plant in their facilities is, where has this technology been used before?
It is fully understandable that the end user is concerned about the potential risks associated
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with the commercial application of new technologies. However, it is also true that successful
technological developments need to be scaled up for commercial application.

In the case of the petroleum refining industry, and surely in other industries as well,
some large companies have their own research centers, and, once a technology is developed,
access to industrial application is relatively easy. Unfortunately, this is not the case for
many universities and research institutions, which need to demonstrate that a developed
technology is indeed better than commercially available ones and that it is economically
attractive to be interested in it. In any case, decision-making people always ask for previous
commercial applications of a new technology. Can you imagine the face of researchers
when they are asked for this? The common answer of a technology developer is, how can I
have my technology commercialized if there is no chance to demonstrate it at the industrial
level? This seems to be the same controversy as when a recently graduated engineer looks
for a job, with employers asking for previous experience from young engineers who have
never worked.

Even if a semi-commercial demonstration test of a technology has been performed,
sometimes, this is not enough to obtain the authorization for its industrial implementation,
which is worst if the testing level is only at the laboratory scale. In summary, nobody wants
to be the first for the commercial application of new technologies. This situation motivated
me to share my own experience of technology development with the scientific community,
as well as my frustration for not achieving my scientific wish—at least, so far.

2. The HIDRO-IMP Technology

The technology that I am referring to is HIDRO-IMP. The word “HIDRO” refers to
hydrogen in Spanish (hidrógeno). It is a fixed-bed catalytic process for the hydrotreating
of heavy and extra-heavy crude oils and residua that works at moderate reaction severity
(under mild conditions of temperature and pressure). The HIDRO-IMP technology was
developed by the Mexican Institute of Petroleum (IMP). Figure 1 shows a simplified
flow process diagram of the HIDRO-IMP technology. As can be observed, the plant
configuration is a typical one, found in other hydrotreating processes. That is, it includes
feed conditioning, fixed-bed reactors, separation products, and hydrogen recycling as
main sections. The equipment involved in each section is the same as in other commercial
hydrotreating plants, e.g., fixed-bed reactors, pumps, heaters, compressors, and separators;
mainly, there is no complex equipment, and there is therefore no need for a big plant to
demonstrate the performance of this technology.

The initial step involves splitting full boiling-range heavy crude oil into a light fraction
and a heavy fraction (typically, a sort of atmospheric residue). The heavy fraction is sub-
jected to hydrotreating conditions in a first fixed-bed reactor, where substantial metal and
asphaltene removal is achieved and at least a portion of sulfur and nitrogen is eliminated.
The partially converted products from this stage enter a second fixed-bed reactor to achieve
substantial removal of sulfur and nitrogen and a moderate level of hydrocracking. The
reactor effluent is sent to a high-pressure separator where the liquid products are recovered
from the gases. The liquid stream from the high-pressure separator is provided with addi-
tional stripping to remove the remaining dissolved hydrogen sulfide. The gas mixture from
the high-pressure separator is fed to the scrubbing unit to remove hydrogen sulfide and
ammonia, and the resulting high hydrogen purity stream is recompressed and recycled
to the reaction system. Finally, the liquid stream is either mixed with the light fraction to
obtain upgraded oil, or both streams (the product from the reactors and light fraction from
fractionation) can be sent to be utilized in the distillation of crude oil. The first option aims
to produce better-quality upgraded oil for commercialization purposes (upstream sector),
and the objective of the second option is to serve as a means of pretreating the crude oil
before it enters the atmospheric distillation column in a refinery.
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By working under moderate-reaction-severity conditions at mild conversion, the
HIDRO-IMP technology can upgrade heavy and extra-heavy crude oils so that they can be
transported and processed in conventional refineries, as well as sold at a higher price. The
main characteristics of HIDRO-IMP, which make it different from other technologies, are as
follows: operation at mild pressure and temperature; its use of in-series fixed-bed reactors
with proprietary selective catalysts for the removal of metals (mainly nickel and vanadium)
and sulfur; the hydrocracking of asphaltenes; mild conversion of vacuum residue fraction
into valuable distillates with a volumetric expansion of 104–108%, depending on the heavy
crude oil processed; low sediment formation; high removal of impurities present in the
heavy oil feed (sulfur, nitrogen, metals, asphaltenes); low investment and operating costs;
the upgrading of the heavy crude oil by increasing the yield of distillates; reduced viscosity;
and the production of an upgraded oil with low acidity, corrosivity, and tendency to
form coke. More detailed information about the HIDRO-IMP technology can be found in
a recently published book [1].

The development of the HIDRO-IMP technology officially started in the year 1999.
Some previous small projects for catalyst and process development were executed in the
years 1990–1995, from which two Mexican patents were granted [2,3]. A timeline of all the
stages of HIDRO-IMP technology development is shown in Figure 2. This can be considered
the beginning of worldwide research on upgrading heavy crude oils, since before this date,
nothing can be found in the literature regarding the processing of whole heavy crude oil
via hydrotreating. There are, indeed, other commercial technologies already in use, but
they are aimed at either the removal of sulfur or high-severity hydrocracking of the bottom
of the barrel, i.e., atmospheric or vacuum residue.

Research and development stages were conducted during the years 1999–2003. Many
short-term bench-scale tests were carried out with different heavy crude oils and hydrotreat-
ing catalysts. The catalysts were developed in our laboratories. The results obtained were
presented to different authorities of the Mexican Oil company. At that time (~2004),
petroleum production in Mexico was mainly composed of heavy crude oils (>50%), and the
idea of converting them into light crude oil was of high interest. However, the level of ex-
perimentation (bench-scale) was questioned in terms of scaling-up the results, and a larger
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unit to conduct a semi-commercial demonstration test was recommended. Fortunately,
we received a budget from the oil company to perform the requested semi-commercial
test. Prior to this, a long-term experimental evaluation (~6 months) in a two fixed-bed
bench-scale unit with crude oil having a 13◦API was carried out. The main conclusions
derived from this test latter were as follows:

X The activity and stability of the proprietary catalysts used for the hydrotreating
of heavy crude oils with the HIDRO-IMP technology were successfully tested and
demonstrated.

X The three-catalyst system allowed the hydrotreating reactions to remove the high
content of metals in the first bed of reactor 1, and the other two catalysts were
consequently protected from premature catalyst deactivation.

X The moderate-reaction-severity conditions used in the test (total pressure of 100
kg/cm2, hydrogen-to-oil ratio of 5000 ft3/Bbl of heavy oil entering the reactor, liquid
hourly space velocity (LHSV) of 0.5 h−1, and start-of-run temperature of 380 ◦C) were
properly used. These reaction conditions are lower than other commercially available
technologies and ensure the production of a constant API gravity in upgraded oil,
with reduced contents of sulfur, asphaltenes, and metals.

X Working at such conditions also limits the residue conversion at values lower than
50%, thus keeping sediment formation low (<0.4 wt.%) and ensuring the continuous
operation of the unit.
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Figure 3 depicts the relevant results of the long-term experiments. According to
Figure 1, the feedstock for the HIDRO-IMP plant is heavy crude oil, and the feedstock for
the first reactor is its atmospheric residue (AR). Figure 3 shows the API gravity values
considering the two feedstocks, the heavy crude oil, and the AR.

Various patents related to the process [4–7] and catalysts [8–12] were granted, which
include the use of the HIDRO-IMP technology for upgrading the fluidity properties of heavy
crude oils for transportation via pipeline (HIDRO-IMP-T), the upgrading of heavy crude
oils to produce light crude oils (HIDRO-IMP-U), the conversion of residue in a petroleum
refinery (HIDRO-IMP-C), and catalysts for hydrodemetallization, hydrodesulfurization,
and hydrocracking.

Once this long-term bench-scale test was properly developed and confirmed to be
successful, a couple of demonstration tests in a 10 BPD unit were conducted (2006–2008).
Figure 4 shows the main results of this demonstration scale test, from which the following
main conclusions were obtained:

X The HIDRO-IMP-C technology was successfully demonstrated at the semi-
commercial level.

X The API gravity of the heavy crude oil increased from 12.93 to 23.28◦, while reductions
in sulfur and metals contents were 77.8% (from 5.19 wt.% to 1.15 wt.%) and 83.2%
(from 584 ppm to 98 ppm), respectively.
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X Sediment formation was kept at low values while the continuous operation of the
commercial plant was guaranteed.

X The catalysts demonstrated their high metal retention capacity and high selectiv-
ity towards hydrodesulfurization and hydrocracking reactions, thus producing a
constant-quality upgraded oil, and ensuring acceptable runs of operation.
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The results of the semi-commercial test were presented and discussed again with the
individuals in the oil company, but at that time (~2008), the situation of oil production in
Mexico was more favorable, and the need to convert heavy crude oils into light crude oils
was not as urgent as in previous years.

In the following years (2008–2012), the development of the HIDRO-IMP technology
continued with some optimization studies and a basic engineering design. Some additional
studies focused on reducing the viscosity of heavy crude oils to produce transportable oil,
and experimental evaluations with different Mexican heavy crude oils were also conducted
(2012–2015).
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Other clients outside Mexico were also identified, and techno-economic studies were
conducted via simulation (2016–2018). It should be highlighted that with all the experimen-
tal information generated at different scales, operating conditions, and feedstocks, robust
kinetic and reactor models were developed. The application of the HIDRO-IMP technology
was clearly demonstrated to be an excellent alternative for the partial upgrading of heavy
crude oils. The differences with other commercially available technologies that work at full
conversion (ebullated-bed- and slurry-bed-based technologies) were clearly established,
and no direct competition with them was identified. The HIDRO-IMP technology focuses
on partial upgrading (around 50% conversion) at moderate-reaction-severity conditions,
whereas others are based on full upgrading (70–95% conversion) at high-reaction-severity
conditions. These differences make HIDRO-IMP a low-operating- and investment-cost tech-
nology, as is indicated in Figure 5. It was observed that producing high-quality upgraded
oil (full upgrading) also requires high investment and operating costs, but this option does
not yield the highest return of investment. On the contrary, partial upgrading, although
not producing an oil with the high quality of full conversion technologies, gives the highest
return of investment. To achieve this target, during HIDRO-IMP technology development,
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the main objective function was economics. In other words, every experimental study was
accompanied by an economic analysis so that the optimal operating conditions, process
scheme, and even the cut boiling point of the heavy oil sent to the first reactor were defined
to minimize the investment and operating cost of the unit. It should be noted that Figure 5
remains the same regardless of the changes in prices of crude oil over time, since the
economic analysis considers both the price of the crude oil and the price of the upgraded
oil, and the differences between the two prices is kept more or less constant over the years;
therefore, the economical parameters are not affected to a great extent.
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Other companies (Genoil Inc. (Calgary, AB, Canada), Rigby Refining LLC (Houston,
TX, USA), Gazprom Neft (Saint Petersburg, Russia)) and the University of Bradford devel-
oped similar technologies and were granted patents or published scientific papers after the
publication of the HIDRO-IMP patent. Except for the Rigby process, which was designed
to produce a marine fuel oil product, the other technologies have the same objective as
HIDRO-IMP. The Ribby patents were granted in 2019 (“Heavy marine fuel oil composi-
tion”) and in 2020 (“Process and device for treating high sulfur heavy marine fuel oil for
use as feedstock in a subsequent refinery unit”). The Genoil patent was granted in 2014
(“Process for treating crude oil using hydrogen in a special unit”). These patents were
granted by the US patent office. Gazprom Neft is promoting a hydroconversion technology
(“Hydroprocessing of heavy residues”), but the associated patent was not found; surely it
was granted in Russia. In the case of the University of Bradford, the researchers published
a series of papers dating back to 2011 as part of a PhD thesis. It was confirmed with them
that no patents were granted. In one of their papers, they stated that the hydrotreating of
whole crude oil was reported for the first time, which is obviously an erroneous statement,
since our first Mexican patent (“Procedure for hydrotreating of heavy crude oils to produce
synthetic oil”) was granted in 1995 and our first US patent was granted in 2010 (“Process
for the catalytic hydrotreatment of heavy hydrocarbons of petroleum”). Both HIDRO-IMP
technology patents were granted before this academic group published their papers.

This clearly indicates that the Mexican Institute of Petroleum has been a pioneer in
the area of the upgrading of heavy and extra-heavy crude oils. Like us, these other devel-
opments have not been introduced at a commercial level yet. To do so, apart from the
corresponding questions of intellectual property, hydrotreating catalysts must be tested at
different conditions to define the operating window in which the process can operate with-
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out sediment formation problems. In addition, long-term experiments are mandatory to
verify the metal retention capacity of the catalyst, particularly the front-end catalyst, which
is designed with optimized pore size distribution to maximize the accumulation of metals
(vanadium and nickel) and protect the following catalyst from premature deactivation.
And, not only this, but the experimentation must also be scaled-up to a semi-commercial
level in order to confirm the laboratory experimental results; techno-economic studies must
be developed as well in order to keep the economics of the technology as attractive as
possible. To offer a technology for possible commercial applications, basic engineering is
necessary at least, and the cost of all the unit components must be determined. All these
steps have already been developed for the HIDRO-IMP technology. In other words, it is
already available for commercial application.

3. Combination of HIDRO-IMP with Delayed Coking

Given that the commercial application of the HIDRO-IMP technology on its own was
delayed longer than expected, its combination with a delayed coking process was evaluated
for partial bottom-of-the-barrel conversion, and the remaining unconverted residue was
then processed in a coker unit [13]. The main idea for this combination was that many
current refineries around the world have a delayed coking unit as a bottom-of-the-barrel
conversion process. However, when processing heavier crude oils in a refinery, the amount
of produced vacuum residue is high, and it exhibits a high content of sulfur and metals,
which reduces the quality of the coke. Also, the high content of Conradson carbon residue
increases the production of coke. For instance, for a 22◦API crude oil, the liquid product
yield is about 90 vol.%, and the yield of coke is 12 wt.%, whereas for a 16◦API crude oil,
they are 80 vol.% and 22 wt.%, respectively. This means that the heavier the crude oil, the
higher the production of coke and the lower the volumetric liquid product yield. Using
the HIDRO-IMP technology before a delayed coker unit can yield better performance. For
example, the hydrotreated residue would exhibit lower amounts of metals and sulfur, so
that the feed to the delayed coker would be of higher quality, and all the coker products, i.e.,
coker naphtha and gas oil, would exhibit reduced concentrations of sulfur and would have
less of an aromatic nature, which would allow them to become better feed components
for producing low sulfur gasoline and diesel. Also, the coke would be lower in sulfur and
metals and could be used to produce better products.

From the study of the combination of HIDRO-IMP technology with delayed coker
units, the main results were as follows:

X HIDRO-IMP plus delayed coking yields the highest economic benefits.
X The results of HIDRO-IMP alone were better than from delayed coking alone.
X Other advantages of combined HIDRO-IMP plus delayed coking are zero production

of fuel oil, high-quality feed and products that would require null or less-severe
further hydrotreating (coker naphtha and gas oil), lower production of coke, and the
production of coke with reduced metal and sulfur content.

X It proved evident that the combination of HIDRO-IMP plus delayed coking presents
advantages for refineries that do not have a process for bottom-of-the-barrel conver-
sion or those that only have a delayed coker unit.

The technical and economic benefits that have been previously commented on are only
for the HIDRO-IMP technology itself; however, the upgraded oil produced when processed
in a refinery can yield the following additional benefits in different conversion processes
compared with a typical refinery feed without hydrotreating:

X The hydrodesulfurization of gas oil: Gas oil coming from the distillation unit would
have a reduced concentration of sulfur and other impurities. It would also be partially
hydrogenated so that the required operating conditions to achieve the ultra-low
sulfur specification would be less severe (lower start-of-run temperature, higher
space velocity). This would increase the life of the catalyst; i.e., the starting operation
at a low reaction temperature would increment the operating temperature window
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and reduce energy consumption in order to heat up the feed, with a consequent
reduction in operating costs.

X Fluid catalytic cracking of vacuum gas oils: The same benefits of better-quality feed
would be obtained in catalytic cracking, i.e., reduced amount of sulfur, nitrogen, and
metals, as well as less aromatic content. These better properties would positively
influence the catalytic cracking unit. For instance, low amount of metals would
produce low amount of gases, and, as the compressor could work at more capacity so
could the catalytic cracking unit. It would also reduce the catalyst deactivation rate
and fresh catalyst addition; catalytic gasoline and light cycle oil would be better feed
components for naphtha and gas oil hydrodesulfurization units, and heavy cycle oil
could be used as better-quality diluents for producing low sulfur fuel oil.

The spent catalysts from the HIDRO-IMP technology, which would be highly concen-
trated in metals such as vanadium and nickel, could be used for further rejuvenation or
metal recovery. There are plenty of companies that would benefit from these used catalyst
samples. In fact, when I was looking for a catalyst manufacturer, a company offered me
fresh catalysts for free if, after finishing the operation of the plant, I gave the spent samples
back to them.

It should also be highlighted that the HIDRO-IMP technology is focused on the use of
hydrotreating technology for the upgrading of heavy crude oils. These heavy crude oils are
characterized by having a low H/C ratio; that is, they are deficient in hydrogen and highly
concentrated in carbon. To decarbonize the refining industry, this type of technology is
necessary so that the carbon fingerprint can be reduced to achieve net zero emissions.

In summary, the HIDRO-IMP technology has been subject to all the possible experi-
mental tests and studies that could guarantee its commercial application, which I expect
could be soon.

4. Conclusions

Although the HIDRO-IMP technology has been tested at different experimentation
scales, including two semi-commercial tests, has been evaluated for the upgrading of
various heavy and extra-heavy crude oils, has had various positive techno-economic stud-
ies performed on its benefits, has robust kinetic and reactor models developed for the
prediction of the process’s performance, and indicates that preliminary basic engineering
is already available, its commercial application is still under negotiation. The main rea-
son for such an indecision of people in refinery is that they feel more comfortable with
already-proven technologies. To overcome this situation, it is recommended that people in
refinery be involved in a technology’s development from early research stages so that they
can provide not only information but also guidance to adjust the technology to real-life
requirements. There should also be a compromise between the research center and the end
user to apply the developments at the commercial scale. This is why, from a research point
of view, nobody wants to be the first for the commercial application of new technologies.
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Abstract: Environmental standards have recently imposed very rigorous limitations on the amounts
of benzene, aromatics, and olefins, which can be found in finished gasoline. Reduction of these
components could negatively affect the octane number of gasoline, so the isomerization process
is gaining importance in the present refining context as an excellent safe alternative to increase
the octane number of gasoline. The main aim of the naphtha isomerization unit is to modify the
molecular structure of light naphtha to transform it into a more valuable gasoline blend stock, and
simultaneously the benzene content is reduced by saturation of the benzene fraction. In this work,
Aspen HYSYS version 12.1 is used to simulate the hydrogen once-through isomerization unit of an
Egyptian refinery plant, located in Alexandria, in order to determine the properties, composition,
and octane number of the isomerate product. Many potential changes are investigated in order to
find the best design that efficiently raises octane number with the least amount of expense. Firstly,
the plant is modified by adding one fractionator either before or after the reactor, then by adding
two fractionators before and after the reactor; then the configuration which gives the highest product
octane number with the highest Return on Investment (ROI) is chosen as the recommended optimum
configuration. The results show that using two fractionators before and after the reactor is the best
configuration. Optimization of this best configuration resulted in an increase in octane number by 7%
and a decrease in the total cost by 13%.

Keywords: isomerization; recycling naphtha; octane improver; optimization; de-isopentanizer

1. Introduction

Isomerization is a process that has become one of the most promising techniques
for upgrading gasoline quality; this is due to the process’s ability to produce high-octane
gasoline by converting straight-chain paraffins to the branched forms of iso-paraffins, while
simultaneously reducing the number of pollutants released into the environment. There are
different types of isomerization; one of the most common types is geometric isomerization.
Geometric isomerization results in the same molecular formula, but the atoms are arranged
differently in space due to the presence of double bonds. Another type of isomerization is
positional isomerization; positional isomers have the same molecular formula but differ in
the location of the functional group in the carbon chain [1].

Catalytic reforming and isomerization are the two main processes used to improve
octane number by hydrocarbon molecule rearrangement [2,3]. However, catalytic reforming
also involves breaking down large hydrocarbons into smaller more valuable molecules [4].
The two processes differ in feedstock, operating conditions, and quality of the product;
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catalytic reforming has a limited ability to process naphtha with a high content of normal
paraffin. The reformate, produced from the reforming process, has a much higher content
of benzene than permissible by the current environmental regulations in many countries.

Isomerization is considered as a more refined and economical way of increasing the
octane rating. The quality of isomerate depends on several factors such as temperature,
naphthene content, and liquid hourly space velocity (LHSV); increasing temperature posi-
tively affects the reaction rates. In addition, as the naphthene content of the feed increases,
the amount of hydrogen required to open the naphthene ring increases. However, a severe
reduction in LHSV will result in channeling [5].

Many studies have been done to improve the performance of the isomerization pro-
cess [6,7]. Naqvi et al. reviewed the isomerization catalyst used, main reactions, reaction
mechanisms, and classification of the isomerization processes [8]. Nikitav Checantsev and
Gyngazova introduced a mathematical model for light naphtha isomerization units with
different compositions of raw materials, which gives isomerate composition agreement
with experimental data obtained from the industrial isomerization units of Russian refiner-
ies. Their proposed isomerization mathematical model enables the user to compare the
efficiency of different isomerization units and select the more suitable variant of process
optimization for a given raw material. The calculations are carried out on an isomerization
process scheme with recycling n-pentane [9].

Hamadi and Kadhim introduced a material balance and kinetic model for penex
isomerization, in which material balance calculations have been performed for the pre-
diction of kinetics, which is the rate constant for conversion of n-paraffin to olefin “K1”,
rate constant for conversion of olefin to i-paraffins “K2”, and activation energy. Their
study showed that increasing temperature results in an increase in K1 and a decrease in
K2 [10]. The optimization of process variables was introduced by Shahata et al. in 2018;
in their work, the variables affecting isomerization product octane numbers such as feed
composition, temperature, hydrogen-to-feed ratio, and LHSV have been analyzed and
optimized using response surface methodology (RSM) [11]. Chuzlov et al. developed
a mathematical model for a light naphtha catalytic isomerization unit, where the plant
operation with catalytic isomerization and separation columns has been optimized. They
aimed to select the optimal modes of separation columns to achieve the desired separation
between the units [12]. Jarullah et al. introduced a new naphtha isomerization process,
called AJAM, where the isomerization reactor model was validated using data from Baiji
North Refinery (BNR). In their study, it is found that adding a de-isopentanizer “DIP” has
a positive effect on the research octane number (RON), isomerate properties, and operation
cost. Their study concluded that the proposed AJAM isomerization process gives the
maximum RON, isomerate yield, and minimum cost compared to molecular sieve technolo-
gies [13]. Nagabhatla Viswanadham et al. converted naphtha feedstock into high-octane
gasoline blending stock, which is rich in iso-paraffin and suitable for fuel applications.
They used three catalyst systems, which exhibit different acidities. Nano crystalline ZSM-5,
containing inter-crystalline voids, is also studied in their research to investigate the effect
of micro porosity on the product selectivity; then, the quality of isomerate in terms of
total iso-paraffins is analyzed. Studies were also conducted on two single-component
feeds, n-heptane, and n-octane, to understand the effect of hydrocarbon chain length on the
reactivity and product selectivity in the process [14]. Yu. N. Lebedevincrease et al. showed
that fitting isomerization units with a de-isohexanizer “DIH” tower increases the RON of
isomerate by a minimum of 4–5 points; the product from the stabilizer is fed to this tower
to separate low-octane n-hexane and methyl pentanes, which are taken back with the side
stream into the reactor for repeated conversion [15].

The availability of low-value naphtha and other such feedstocks calls for the devel-
opment of efficient methods for adding value to the feedstocks through octane number
enhancement. The feedstock has a low octane number most times (<60), which is not
reliable for fuel applications, in which high-octane gasoline is required. Therefore, the
isomerization of n-paraffins attracted much attention for the refinery processes. In addi-
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tion, Euro-4 and Euro-5 standards did not only restrict the content of benzene to less than
1 vol.%, but also put restrictions on the total aromatics content; it must be less than 35 vol.%.
To meet these environmental restrictions, reformate is usually diluted with isomerate in
the ratio of 1:1. So, isomerization became the largest tonnage process after reforming.
Saad Zafer showed that UOP offers several schemes, in which low-octane components are
separated and recycled back to the reactors. These recycling modes of operation can lead
to the production of a product with a higher octane number. He also confirmed that the
addition of a de-isopentanizer (DIP) and a super de-isohexanizer (DIH) would achieve
the highest octane from a fractionation hydrocarbon recycle flow scheme. Moreover, the
scheme with de-isopentanizer (DIP) before the reactor section allows the production of
isomerate with high octane number, increases the conversion level of n-pentanes, and at
the same time reduces the reactor duty [16].

In this research, a new modification is developed by adding two fractionators before
and after the reactor, where more economic savings to the refinery could be achieved. The
improvement in process economics is not only related to obtaining high-quality product,
but also comes from operating cost savings due to optimizing process conditions. This
improvement was illustrated by applying the proposed modifications to the investigated
case study.

The study shows how octane number is affected by separating i-pentane from feed
before entering the reactor and recycling n-hexane to the reactor. The optimum conditions
to produce the highest octane with minimum cost are also found in this study, using
Aspen HYSYS V.12.1. Soave Redlich Kwong (SRK) fluid package is used to provide an
estimation for the isomerate composition and the properties of all process streams. The
Peng–Robinson Equation of State (EOS) is generally the recommended property package,
as it predicts properties of mixtures ranging from well-defined light hydrocarbon systems
to complex oil mixtures and provides optimized state equations for the rigorous handling of
hydrocarbon systems. However, it is approved that the SRK fluid package is more suitable
for isomerization reaction calculations [17].

2. Methodology

The method used in this work can be summarized in the following steps:

1. Hydrogen once through the isomerization unit with de-hexanizer (DH) after the
reactor section in the Base Case (BC) is simulated with Aspen HYSYS V12.1., and then
the model is validated.

2. Three alternative modifications to the existing case study have been applied and the
effect of each modification on the naphtha octane number is monitored; the proposed
modifications are as follows:

• Removing de-hexanizer from the isomerization unit [Proposed Case 1 (PC1)].
• Replacing the existing de-hexanizer tower with de-iso-pentanizer ahead of the

reactor section [Proposed Case 2 (PC2)].
• Installing de-iso-pentanizer and de-hexanizer at the same time [Proposed Case 3

(PC3)].

3. The configuration, which gives the highest octane number and ROI, is chosen as the
best modification.

4. The best process modification is optimized using the original multi-variable optimizer
in Aspen HYSYS V. 12.1 and the optimum conditions for the highest octane number
and lower cost are determined.

2.1. Process Description
2.1.1. Base Case

The process presented in this research work is an isomerization unit of an Egyptian
plant located in Alexandria, in which the octane number is upgraded from 66 to 82 in
a penex process using a chlorinated alumina-based catalyst. In that process, low-octane
components such as n-hexane and methyl pentane are recycled to the reactor, as shown in
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Figure 1, to increase octane number (isomerization with de-hexanizer) [18]. Naphtha feed
comes from an atmospheric distillation unit, and from cracking units as hydrocracker and
coker units. In this isomerization unit, naphtha and make-up hydrogen are first passed
through driers to remove any traces of water to avoid poisoning of the Penex catalyst. After
that, naphtha and hydrogen are mixed and then heated by exchanging heat with the first
and second reactor effluents. Chlorine is injected into the reactor charge to provide acid
sites on the catalyst’s surface that are necessary for the isomerization reaction. The feed
reached the reaction temperature by a fired heater. The effluent of the first reactor is then
cooled using exchangers before entering the second reactor to remove the generated heat
from exothermic reactions in the first reactor bed. The reactor’s effluent is then fed to a
stabilizer to separate light gases (C4

− and hydrogen) from the product. The overhead gases
are neutralized, and LPG is produced. The stabilized isomerate undergoes fractionation
to maximize its octane number using a de-hexanizer, in which unconverted hexanes and
low-octane products are separated from products. They are recycled to be mixed with fresh
feed to improve product octane number. This Base Case has the lowest cost of the recycle
flow schemes and supplies a high octane isomerate product; this scheme allows increasing
hexane conversion but does not raise the content of isopentanes in the product. So, higher
octane could be achieved by adding other fractionators [16].
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2.1.2. Proposed Case 1

Once-through isomerization process is the most widely used isomerization process for
producing moderate octane upgrades of light naphtha, in this process is similar to base case
except that de-isohexanizer is removed as shown in Figure 2; this process is highly common,
less expensive, and the simplest isomerization process unit but its main disadvantage is
limited octane boost, so for higher octane another configuration with naphtha recycling is
used [8,16].
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2.1.3. Proposed Case 2

In this process, the feed stream enters a de-isopentanizer, in which i-C5 is separated
overhead and sent to the gasoline blending pool. I-C5 is already an isomer, so its removal
would only lower the unit’s capacity. The bottoms of the de-isopentanizer containing n-C5
and C6′s are dried and hydrogenated and passed through the reactor to isomerize the
hydrocarbons. After separating hydrogen reactor effluent, it enters a stabilizer where the
propane and lighter hydrocarbons are removed to be used as fuel gases. The bottom product
is sent to the blending pool, as shown in Figure 3. This process has many advantages such
as reducing throughput and increasing the driving force for isomerization. It produces
isomerate with a high-octane number as it increases the conversion level of n-pentanes,
while lowering reactor duty and space velocity. It is reasonable when the isopentane’s
content in the feed is more than 13% [8,16].
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2.1.4. Proposed Case 3

In this proposed case, both fractionators (de-isopentanizer and a de-hexanizer) are
introduced to the base case study. The flow diagram of the process was not found in the
literature survey, but the configuration of the process will be illustrated in Figure 4, which
shows the simulated proposed configuration. The feed stream enters a de-isopentanizer,
in which i-C5 is separated overhead and sent to the gasoline blending pool to lower the
unit’s capacity. The bottoms of the de-isopentanizer, containing n-C5 and C6′s, are dried for
maximum catalyst activity. The bottoms are then hydrogenated and passed through the
reactor to isomerize the hydrocarbons. After separating hydrogen reactor effluent, it enters
a stabilizer to boost conversion levels. The stabilized isomerate undergoes fractionation to
maximize the octane number of the isomerate using de-hexanizer in which unconverted
hexanes and low-octane products are separated from products. They are then recycled to
be mixed with reactor feed to improve product octane number. This method is applied to
feed containing significant amounts of isopentane. Less normal pentane would isomerize
because of the equilibrium reaction, as overall concentration would be constrained by
the iso-pentane in the feed. The equilibrium is pushed forward and more of the normal
pentanes can isomerize when isopentane is removed from the feed. In this unit, the de-
hexanizer is employed, and normal C5 and C6 are recycled to the reactor, resulting in
greater octane of the produced fuel [8,16].
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2.1.5. Feed Properties and Its Requirement

Feed of the four isomerization units has temperature, pressure, and molar flow as
72 ◦C, 10.3 barg, and 582 kmole/h, respectively. The feed is hydrotreated using cobalt,
molybdenum, and nickel oxide as catalysts. Light naphtha composition and properties
are listed in Tables 1 and 2. Makeup hydrogen is produced from the platforming unit
in the same company; the liquid volume flow of makeup gas is 7.94 m3/h and detailed
makeup gas composition is tabulated in Table 2. This process does not require costly feed
pre-fractionation for the removal of C6 cyclic or C7

+ hydrocarbons, as it could process
feeds with high levels of C6 cyclic and C7

+ components. In addition, feeds with noticeable
levels of benzene can be processed without the need to separate the saturated section,
which allows the removal of benzene in the light naphtha, while an octane upgrade takes
place. To maintain catalyst activity, feed should be treated; it is allowed for feed, which
contains up to 15 percent C7

+ with low effect on design requirements. The feed should not
contain benzene higher than 5%. Sulfur is undesirable in the process; it must be removed
in the hydrotreater, as it reduces the rate of reaction and octane number of products. Water,
nitrogen, and oxygen-containing compounds will poison the catalyst and lower its lifetime,
so feed and hydrogen should be dried to remove water to eliminate forming acids [21,22].
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Table 1. Naphtha feed and hydrogen conditions [23].

Properties Naphtha Feed Hydrogen

Vapor fraction 0.0 1.0
Temperature, ◦C 72.0 38.0
Pressure, barg 10.3 44.6
Molar flowrate, kgmole/h 582.0 241.0
Mass flowrate, kg/h 47,807.5 1246.5
Liquid volume flowrate, m3/h 70.7 7.9

Table 2. Naphtha feed and hydrogen composition [23].

Component, Mole Fraction Naphtha Feed Hydrogen

H2 0.0000 0.9014
Methane 0.0000 0.0318
Ethane 0.0000 0.0282
Propane 0.0000 0.0233
I-butane 0.0000 0.0055
n-butane 0.0011 0.0000
I-pentane 0.1169 0.0013
n-pentane 0.133 0.0063
Cyclopentane 0.0195 0.0000
2,2-Dimethyl butane 0.0049 0.0001
2,3-Dimethyl butane 0.0166 0.0002
2-Methyl pentane 0.104 0.0004
3-Methyl pentane 0.0937 0.0001
Hexane 0.3072 0.0001
Cyclohexane 0.0869 0.0000
Benzene 0.0318 0.0000
Cycloheptane 0.0584 0.0000
n-heptane 0.0260 0.0000
H2O 0.0000 0.0012

2.1.6. Catalyst

Catalyst composed of chlorinated alumina impregnated with 0.25 wt. percentage of
platinum is loaded in fixed-bed reactors. No oxygen is allowed to contact the catalyst
during loading, as the chloride alumina bond is highly sensitive to oxygen compounds,
so oxygen compounds are removed using a molecular sieve. Catalyst loading is dense,
so the amount of catalyst in the reactor is increased and continuous addition of perchloro
ethylene is necessary to maintain acidity.

2.2. Simulation

Aspen HYSYS is used in this work to simulate the base case study and the three pro-
posed cases. In order to determine the composition and attributes of each stream as well as
the product octane number, each case includes a unique simulation model based on the
same feed composition and flow rate. Isomerization unit operation in Hysys is a detailed
kinetic model of the isomerization unit. It models isomerization, hydrocracking, ring open-
ing, saturation, and heavy reactions. The isomerization reactor is manually tuned since
the isomerization unit models one reactor. The isomerization reactor is modeled using the
Aspen EORXR model. Isomerization and hydrogenation reactions are reversible, while the
other reaction classes are irreversible. Each reaction class is first order with respect to the
primary reactant. The reactor has a diameter of 2.7 m and a 7.9 m length; catalyst-specific
density is 0.8367 with a void Fraction of 0.25 [24].

2.2.1. Simulation of Base Case

In this process, a de-hexanizer is used after the stabilizer for recycling low-octane
components such as straight-chain normal hexane and methyl pentane to the reactor for
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improving the octane of the produced gasoline as shown in Figure 5. The results of the
simulation are presented in Table 3.

Processes 2023, 11, x FOR PEER REVIEW 8 of 18 
 

 

using the Aspen EORXR model. Isomerization and hydrogenation reactions are reversi-
ble, while the other reaction classes are irreversible. Each reaction class is first order with 
respect to the primary reactant. The reactor has a diameter of 2.7 m and a 7.9 m length; 
catalyst-specific density is 0.8367 with a void Fraction of 0.25 [24].  

2.2.1. Simulation of Base Case 
In this process, a de-hexanizer is used after the stabilizer for recycling low-octane 

components such as straight-chain normal hexane and methyl pentane to the reactor for 
improving the octane of the produced gasoline as shown in Figure 5. The results of the 
simulation are presented in Table 3.  

 
Figure 5. Simulation of the base case. 

Table 3. Different streams conditions and composition for base case. 

Item Reactor 
Effluent 

Stabilizer 
feed 

Reactor 
Feed 

Stabilizer 
over Head 

Stabilizer 
Bottom 

Overhead of 
De-Humanizer 

Bottom of De-
Hexanizer Hexane Isomerate 

Temperature,°C  179.89 138.00 145.00 36.00 177.26 72.78 124.28 105.88 80.33 
Pressure, barg  32.99 15.38 33.00 13.93 15.10 1.03 2.00 1.89 1.03 
Molar flowrate, kmole/h  977.48 977.48 1063.32 176.05 801.43 467.70 92.39 241.33 560.1 
Mass flowrate, kg/h  69,793 69,793 69,746 2928 66,865 37,863 8304 20,698 46,167 
H2 0.122 0.122 0.204 0.678 0.000 0.000 0.000 0.000 0.000 
Methane 0.009 0.009 0.007 0.048 0.000 0.000 0.000 0.000 0.000 
Ethane 0.008 0.008 0.006 0.044 0.000 0.000 0.000 0.000 0.000 
Propane 0.014 0.014 0.005 0.078 0.000 0.000 0.000 0.000 0.000 
i-butane 0.010 0.010 0.001 0.056 0.000 0.000 0.000 0.000 0.000 
n-butane 0.006 0.006 0.001 0.033 0.000 0.000 0.000 0.000 0.000 
i-pentane 0.127 0.127 0.064 0.062 0.141 0.242 0.000 0.000 0.202 
n-pentane 0.050 0.050 0.074 0.002 0.060 0.103 0.000 0.000 0.086 
Cyclopentane 0.012 0.012 0.011 0.000 0.014 0.024 0.000 0.000 0.020 
2,2-DMC4 0.115 0.115 0.003 0.000 0.140 0.239 0.000 0.000 0.200 
2,3-DMC4 0.039 0.039 0.011 0.000 0.048 0.077 0.000 0.009 0.064 
2-MC5 0.150 0.150 0.081 0.000 0.183 0.258 0.003 0.105 0.216 
3-MC5 0.096 0.096 0.113 0.000 0.118 0.057 0.019 0.273 0.050 
n-hexane 0.062 0.062 0.220 0.000 0.076 0.000 0.065 0.228 0.011 
Cyclohexane 0.086 0.086 0.109 0.000 0.105 0.000 0.201 0.272 0.033 
Benzene 0.000 0.000 0.017 0.000 0.000 0.000 0.000 0.000 0.000 

Figure 5. Simulation of the base case.

Table 3. Different streams conditions and composition for base case.

Item Reactor
Effluent

Stabilizer
Feed

Reactor
Feed

Stabilizer
over Head

Stabilizer
Bottom

Overhead of
De-Humanizer

Bottom of
De-Hexanizer Hexane Isomerate

Temperature, ◦C 179.89 138.00 145.00 36.00 177.26 72.78 124.28 105.88 80.33
Pressure, barg 32.99 15.38 33.00 13.93 15.10 1.03 2.00 1.89 1.03
Molar flowrate, kmole/h 977.48 977.48 1063.32 176.05 801.43 467.70 92.39 241.33 560.1
Mass flowrate, kg/h 69,793 69,793 69,746 2928 66,865 37,863 8304 20,698 46,167
H2 0.122 0.122 0.204 0.678 0.000 0.000 0.000 0.000 0.000
Methane 0.009 0.009 0.007 0.048 0.000 0.000 0.000 0.000 0.000
Ethane 0.008 0.008 0.006 0.044 0.000 0.000 0.000 0.000 0.000
Propane 0.014 0.014 0.005 0.078 0.000 0.000 0.000 0.000 0.000
i-butane 0.010 0.010 0.001 0.056 0.000 0.000 0.000 0.000 0.000
n-butane 0.006 0.006 0.001 0.033 0.000 0.000 0.000 0.000 0.000
i-pentane 0.127 0.127 0.064 0.062 0.141 0.242 0.000 0.000 0.202
n-pentane 0.050 0.050 0.074 0.002 0.060 0.103 0.000 0.000 0.086
Cyclopentane 0.012 0.012 0.011 0.000 0.014 0.024 0.000 0.000 0.020
2,2-DMC4 0.115 0.115 0.003 0.000 0.140 0.239 0.000 0.000 0.200
2,3-DMC4 0.039 0.039 0.011 0.000 0.048 0.077 0.000 0.009 0.064
2-MC5 0.150 0.150 0.081 0.000 0.183 0.258 0.003 0.105 0.216
3-MC5 0.096 0.096 0.113 0.000 0.118 0.057 0.019 0.273 0.050
n-hexane 0.062 0.062 0.220 0.000 0.076 0.000 0.065 0.228 0.011
Cyclohexane 0.086 0.086 0.109 0.000 0.105 0.000 0.201 0.272 0.033
Benzene 0.000 0.000 0.017 0.000 0.000 0.000 0.000 0.000 0.000
Cycloheptane 0.053 0.053 0.052 0.000 0.065 0.000 0.335 0.087 0.055
2,3-DMC5 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
n-heptane 0.014 0.014 0.016 0.000 0.017 0.000 0.128 0.009 0.021
H2O 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

2.2.2. Simulation of Proposed Case 1

A once-through isomerization process is more affordable since there is no longer a need
for a recycling gas compressor in the isomerization process. This process requires adding
chloride continuously to maintain the catalyst’s activity, necessitating the use of a caustic
scrubber to neutralize the acidity of the off-gases and prevent corrosion. Additionally, a
make-up gas drier is required to remove moisture and extend the catalyst’s lifespan.

Figure 6 shows the simulation of the once-through isomerization process. The simula-
tion results are tabulated in Table 4. This once-through operation produces research octane
number (RON) improvement depending on the distribution of isomers in the feed stream.
Lower octane components should be isolated and recycled back into the reactors to increase
the octane number. As shown in Table 4, the concentration of straight chain components as
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well as the aromatics are decreased, while the branched-chain components are increased
in the stabilized gasoline product. This confirms the upgrading of the produced gasoline
octane number.
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Table 4. Different stream conditions and composition for first proposed case.

Properties Feed Hydrogen Exchanger
Feed Heat Feed Reactor

Effluent
Stabilizer

Feed
Reactor

Feed
Stabilizer
over Head

Stabilizer
Bottom

Pressure, barg 10.3 44.6 10.3 33.9 33.1 15.4 33.9 13.9 15.1
Temperature, ◦C 72.0 38.0
Molar flowrate, kmole/h 582.0 241.0 823.0 823.0 757.2 757.2 823.0 196.3 560.9
Mass flowrate, kg/h 47,808 1,247 49,054 49,054 49,193 49,193 49,054 2,907 46,286
H2 0.000 0.901 0.264 0.264 0.189 0.189 0.264 0.728 0.000
methane 0.000 0.032 0.009 0.009 0.011 0.011 0.009 0.042 0.000
Ethane 0.000 0.028 0.008 0.008 0.010 0.010 0.008 0.038 0.000
Propane 0.000 0.023 0.007 0.007 0.015 0.015 0.007 0.056 0.000
I-butane 0.000 0.006 0.002 0.002 0.009 0.009 0.002 0.033 0.000
n-butane 0.001 0.000 0.001 0.001 0.005 0.005 0.001 0.019 0.000
I-pentane 0.117 0.001 0.083 0.083 0.153 0.153 0.083 0.081 0.178
n-pentane 0.133 0.006 0.096 0.096 0.056 0.056 0.096 0.002 0.075
Cyclopentane 0.020 0.000 0.014 0.014 0.015 0.015 0.014 0.000 0.020
2,2-DMC4 0.005 0.000 0.004 0.004 0.107 0.107 0.004 0.000 0.145
2,3-DMC4 0.017 0.000 0.012 0.012 0.035 0.035 0.012 0.000 0.047
2-MC5 0.104 0.000 0.074 0.074 0.129 0.129 0.074 0.000 0.174
3-MC5 0.094 0.000 0.066 0.066 0.082 0.082 0.066 0.000 0.110
n-pentane 0.307 0.000 0.217 0.217 0.051 0.051 0.217 0.000 0.069
cyclohexane 0.087 0.000 0.062 0.062 0.063 0.063 0.062 0.000 0.085
benzene 0.032 0.000 0.023 0.023 0.000 0.000 0.023 0.000 0.000
cycloheptane 0.058 0.000 0.041 0.041 0.044 0.044 0.041 0.000 0.060
n-heptane 0.026 0.000 0.018 0.018 0.015 0.015 0.018 0.000 0.021
H2O 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000

2.2.3. Simulation of Second Proposed Case

In this case, de-isopentanizer is used ahead of the reactor to separate isopentane from
the input stream, as illustrated in Figure 7; the simulation results of the considered process
are listed in Table 5.

Table 5. Different stream conditions and composition for second proposed case.

Properties Heater
Feed

Reactor
Effluent

Stabilizer
Feed

Reactor
Feed

Stabilizer
over
Head

Stabilizr
Bottom Isomerate Deiso-Pentanizr

Bottom I-Pentane

Temperature, ◦C 124.04 172.83 127.00 133.00 37.00 173.00 80.45 82.99 49.40
Pressure, barg 33.85 33.85 15.38 33.85 13.93 15.10 1.00 1.00 1.00
Molar flowrate, kmole/h 764.07 696.19 696.19 764.07 180.49 515.70 574.63 523.07 58.93
Mass flowrate, kg/h 44,811 44,961 44,961 44,811 2215 42,746 46,989 43,565 4243
H2 0.284 0.202 0.202 0.284 0.780 0.000 0.000 0.000 0.000
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Table 5. Cont.

Properties Heater
Feed

Reactor
Effluent

Stabilizer
Feed

Reactor
Feed

Stabilizer
over
Head

Stabilizr
Bottom Isomerate Deiso-Pentanizr

Bottom I-Pentane

methane 0.010 0.012 0.012 0.010 0.045 0.000 0.000 0.000 0.000
ethane 0.009 0.011 0.011 0.009 0.032 0.003 0.003 0.000 0.000
propane 0.007 0.016 0.016 0.007 0.037 0.009 0.008 0.000 0.000
i-butane 0.002 0.009 0.009 0.002 0.015 0.007 0.006 0.000 0.000
n-butane 0.000 0.005 0.005 0.000 0.007 0.004 0.005 0.000 0.011
i-pentane 0.015 0.106 0.106 0.015 0.068 0.120 0.207 0.021 0.965
n-pentane 0.101 0.040 0.040 0.101 0.015 0.049 0.046 0.145 0.024
Cyclopentane 0.015 0.016 0.016 0.015 0.001 0.022 0.019 0.022 0.000
2,2-DMC4 0.004 0.114 0.114 0.004 0.001 0.154 0.138 0.006 0.000
2,3-DMC4 0.013 0.037 0.037 0.013 0.000 0.051 0.045 0.019 0.000
2-MC5 0.079 0.141 0.141 0.079 0.000 0.190 0.171 0.116 0.000
3-MC5 0.071 0.090 0.090 0.071 0.000 0.121 0.109 0.104 0.000
n-hexane 0.234 0.057 0.057 0.234 0.000 0.076 0.069 0.342 0.000
Cyclohexane 0.066 0.066 0.066 0.066 0.000 0.090 0.080 0.097 0.000
benzene 0.024 0.000 0.000 0.024 0.000 0.000 0.000 0.035 0.000
Cycloheptane 0.045 0.045 0.045 0.045 0.000 0.060 0.054 0.065 0.000
n-heptane 0.020 0.017 0.017 0.020 0.000 0.023 0.020 0.029 0.000
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Figure 7. Simulation for second proposed case.

2.2.4. Simulation of Third Proposed Case

In this process, both fractionators (de-isopentanizer and a de-hexanizer) are introduced
as described in Figure 4, resulting in greater octane of the produced fuel [14]; the simulation
results are provided in Table 6.

Table 6. Different stream conditions and composition for third proposed case.

Properties Reactor
Effluent

Stabilizer
Feed

Reactor
Feed

Stabilizer
over
Head

Stabilizer
Bottom

Overhead
De-

hexanizer

Bottom
De-

hexanizer
Isomerate

Deiso-
Pentanizr

Bottom
Recycle

Temperature, ◦C 160.78 150.00 138.00 36.00 183.19 71.32 122.52 77.26 83.00 99.74
Pressure, barg 36.48 31.30 36.50 13.93 15.10 1.03 2.00 1.00 1.00 1.72
Molar flowrate, kmole/h 1649 1649 1714 195 1455 395 108 562 523 951
Mass flowrate, kg/h 126,468 126,468 126,466 2591 123,877 32,755 9390 46,398 43,554 81,671
H2 0.090 0.090 0.126 0.759 0.000 0.000 0.000 0.000 0.000 0.000
methane 0.005 0.005 0.005 0.041 0.000 0.000 0.000 0.000 0.000 0.000
ethane 0.004 0.004 0.004 0.037 0.000 0.000 0.000 0.000 0.000 0.000
propane 0.005 0.005 0.003 0.045 0.000 0.000 0.000 0.000 0.000 0.000
i-butane 0.003 0.003 0.001 0.025 0.000 0.000 0.000 0.000 0.000 0.000
n-butane 0.001 0.001 0.000 0.011 0.000 0.000 0.000 0.001 0.000 0.000
i-pentane 0.043 0.043 0.007 0.080 0.038 0.141 0.000 0.200 0.021 0.000
n-pentane 0.015 0.015 0.045 0.003 0.017 0.063 0.000 0.047 0.145 0.000
Cyclopentane 0.007 0.007 0.007 0.000 0.008 0.029 0.000 0.020 0.022 0.000
2,2-DMC4 0.169 0.169 0.012 0.000 0.191 0.660 0.000 0.464 0.006 0.018
2,3-DMC4 0.053 0.053 0.046 0.000 0.061 0.046 0.000 0.032 0.019 0.073
2-MC5 0.200 0.200 0.215 0.000 0.227 0.058 0.000 0.041 0.116 0.323
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Table 6. Cont.

Properties Reactor
Effluent

Stabilizer
Feed

Reactor
Feed

Stabilizer
over
Head

Stabilizer
Bottom

Overhead
De-

hexanizer

Bottom
De-

hexanizer
Isomerate

Deiso-
Pentanizr

Bottom
Recycle

3-MC5 0.126 0.126 0.152 0.000 0.143 0.004 0.000 0.003 0.104 0.216
n-hexane 0.077 0.077 0.178 0.000 0.087 0.000 0.004 0.001 0.342 0.133
cyclohexane 0.104 0.104 0.115 0.000 0.117 0.000 0.216 0.041 0.097 0.155
benzene 0.000 0.000 0.011 0.000 0.000 0.000 0.000 0.000 0.035 0.000
Cycloheptane 0.078 0.078 0.059 0.000 0.089 0.000 0.585 0.112 0.065 0.070
n-heptane 0.013 0.013 0.013 0.000 0.014 0.000 0.124 0.024 0.029 0.008
H2O 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
H2 0.090 0.090 0.126 0.759 0.000 0.000 0.000 0.000 0.000 0.000
methane 0.005 0.005 0.005 0.041 0.000 0.000 0.000 0.000 0.000 0.000

2.2.5. Validation of Base Case Simulation Result

The results of the simulated base case of isomerization unit were validated with the
data extracted from an industrial case of isomerization unit at an Egyptian refinery plant
located in Alexandria. A comparison between the real state of the base case and simulation
results is shown in Figure 8; it confirms that there is a good agreement between the actual
and simulated results. Therefore, the base case simulation model can be used to evaluate
the performance of the proposed configurations. It is worth mentioning that a similar
result was reported by Yu. N. Lebedev who proved that Kedr-89 Co. has revamped
several existing isomerization units by adding a DIH tower and an increase in the RON of
commercial isomerate has been achieved. The experience of Kedr-89 Co. showed also that
fitting isomerization units with a DIH tower increases the RON of commercial isomerate
by a minimum of 4–5 points, which nearly almost agrees with the base case result [15].
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2.2.6. Simulation Results Discussion

The light naphtha isomerization unit’s simulation was carried out using the feed’s real
characteristics and composition. Several scenarios were simulated, and Table 7 displays
the obtained process’s octane number of the gasoline product. The employment of both
fractionators, before and after the reactor, results in a superior grade of product. This
is because the concentration of the normal paraffins at the reactor input increases due
to the removal of i-pentane, which forces the reaction to undergo more isomerization.
Additionally, the isomerization unit with both a de-hexanizer and a de-isopentanizer has a
high-octane number for the produced isomerate compared to the unit with de-hexanizer
alone, which is still higher than the unit applying a de-isopentanizer alone.
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Table 7. Isomerate octane number for the four cases of isomerization unit modifications.

The Modified Isomerization Unit Isomerate Reasearch Octane Number (RON)

PC1 77.06
PC2 78.15
BC 80.91
PC3 86.42

From (Aspen Hysys V12.1 Help) the Healy blend for RON and MON calculation uses
the following formulas:

RON = RONsum + 0.05411(∆RONMON1 − RONsum × ∆RONMON) +
0.00098 (olfsum2 − olf2

sum) − 0.00074(Aromsum2 − Arom2
sum)

MON = MONsum + 0.03908(∆RONMON2 −MONsum × ∆RONMON) − 7.03 ×
10−7(Aromsum2 − Arom2

sum)2)

where
RONsum = ∑i RONi × vi
MONsum = ∑i MONi × vi
olfsum = ∑i olfi × vi
olfsum2 = ∑iolfi

2 × vi
Aromsum = ∑i Aromi × vi
Aromsum2 = ∑iAromi

2 × vi
∆RONMON = ∑i(RONi −MONi) × vi
∆RONMON1 = ∑iRONi(RONi −MONi) × vi
∆RONMON2 = ∑iMONi(RONi −MONi) × vi
vi = volume fraction
for stream level blending:
Vol Frac = volume f low i

volume f low o f stream
For component level blending
Vol Frac = volume f low o f component i in stream

total volume f low o f component in all stream

2.3. Economic Study of the Different Investigated Isomerization Processes

All chemical process elements, such as equipment, instruments, electricity, utilities,
operating expenses, and feed and product prices are included in the economic assessment
for each isomerization case, in order to select the optimal case. Based on the total fixed
costs and profits, the payback period and returns on investments (ROI) are determined; a
good investment will have a short payback period and a high ROI [25,26].

2.3.1. Capital Investment

Fixed and working capital investments are the two categories of capital investment [24].
Manufacturing fixed capital includes expenses such as those required for the full operation
of the process, such as instruments, foundations, insulation, piping, and site separation.
Working capital includes expenses required for operation. The sum of both is known as
total capital investment.

Capital Costs Calculations

The costs for the current isomerization plant as well as the modified plants with
the proposed changes must be calculated according to the current prices. Therefore, it is
important for capital costs calculations to use the cost index, which relates the current price
of equipment to its price in the past, as presented by the following equation [25–27]:

Present cost = Original cost× index value at present time
index value at time original cost was obtained

.
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Based on applicable data for the built-in isomerization unit, capital costs were calcu-
lated. Figure 9 shows the total capital cost for the original as well as each modification
scenario. It is noticed that the isomerization process with adding both a de-hexanizer and
a de-isopentanizer has the highest capital cost. This can be attributed to the addition of
two extra fractionators and the usage of expensive equipment for recycling unconverted
hexanes. This increase in capital cost is a result of the use of additional reboilers, con-
densers, exchangers, and pumps, which are required with an increase in fractionators.
De-hexanizer-based isomerization requires a greater initial investment than iso-pentanizer-
based isomerization because a larger reaction section and higher recycling flow are required.

Processes 2023, 11, x FOR PEER REVIEW 14 of 18 
 

 

 
Figure 9. Capital and operating costs for the four investigated cases of isomerization. 

2.3.2. Operating Costs  
Raw material costs, operational labor costs, utilities, maintenance and repairs, oper-

ating supplies, laboratory charges, catalyst, solvent, depreciation, insurance, and munici-
pal taxes are all included in operating costs. The operating cost also includes the costs of 
labor, catalysts, chemicals, make-up hydrogen, energy, steam, cooling water, and raw ma-
terials (naphtha). 

Operating cost = raw material cost (naphtha cost) + electricity cost + steam cost + cool-
ing water cost + labor cost + catalyst cost + chemicals cost + and make-up hydrogen cost 
[25,26]. 

Since the cost of feed and hydrogen for each unit is the same, all instances have the 
same raw material cost. According to the calculation of operating costs, the isomerization 
unit with both a de-isopentanizer and a de-hexanizer has the highest operating costs as 
addressed in Table 8.  

Table 8. Operating costs of the four cases of isomerization processes [28]. 

Item PC1 PC2 BC PC3 
Price of feed naphtha, USD/tone 918 918 918 918 
Price of produced isomerate, USD/Gallon 2.71 2.72 2.9 3.2 
Octane number of produced isomerate 77.06 78.15 80.91 86.42 
Volume of produced isomerate, Gallon /hour 18,245 18,606 18,321.6 18,340 
Hydrogen price, USD/MT 6746 6746 6746 6746 
Total utilities cost, USD/year 5,221,710 2,029,990 8,965,580 16,845,500 
Total raw materials cost, USD/year 307,268,000 307,268,000 307,267,000 307,268,000 
Total operating cost, USD/year 338,357,000 335,180,000 342,897,000 351,879,000 
Total product sales, USD/year 345,126,000 354,426,000 372,345,000 411,075,000 

2.3.3. Profit, ROI, and Payback Period for Different Isomerization Scenarios 
The main objective of every endeavor is to make money. Therefore, assessing profit 

not only determines the success of the project but also clarifies how we spend our money 
and provides funding for growing businesses. Profit is the refinery’s net cash flow ex-
pressed in dollars per time unit. Profit is derived by subtraction of total operating costs 
from total expenses (total operating costs) as presented by Equation (2) [25]. It should be 

Figure 9. Capital and operating costs for the four investigated cases of isomerization.

2.3.2. Operating Costs

Raw material costs, operational labor costs, utilities, maintenance and repairs, operat-
ing supplies, laboratory charges, catalyst, solvent, depreciation, insurance, and municipal
taxes are all included in operating costs. The operating cost also includes the costs of
labor, catalysts, chemicals, make-up hydrogen, energy, steam, cooling water, and raw
materials (naphtha).

Operating cost = raw material cost (naphtha cost) + electricity cost + steam cost
+ cooling water cost + labor cost + catalyst cost + chemicals cost + and make-up hydrogen
cost [25,26].

Since the cost of feed and hydrogen for each unit is the same, all instances have the
same raw material cost. According to the calculation of operating costs, the isomerization
unit with both a de-isopentanizer and a de-hexanizer has the highest operating costs as
addressed in Table 8.

Table 8. Operating costs of the four cases of isomerization processes [28].

Item PC1 PC2 BC PC3

Price of feed naphtha, USD/tone 918 918 918 918
Price of produced isomerate, USD/Gallon 2.71 2.72 2.9 3.2
Octane number of produced isomerate 77.06 78.15 80.91 86.42
Volume of produced isomerate, Gallon /hour 18,245 18,606 18,321.6 18,340
Hydrogen price, USD/MT 6746 6746 6746 6746
Total utilities cost, USD/year 5,221,710 2,029,990 8,965,580 16,845,500
Total raw materials cost, USD/year 307,268,000 307,268,000 307,267,000 307,268,000
Total operating cost, USD/year 338,357,000 335,180,000 342,897,000 351,879,000
Total product sales, USD/year 345,126,000 354,426,000 372,345,000 411,075,000
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2.3.3. Profit, ROI, and Payback Period for Different Isomerization Scenarios

The main objective of every endeavor is to make money. Therefore, assessing profit not
only determines the success of the project but also clarifies how we spend our money and
provides funding for growing businesses. Profit is the refinery’s net cash flow expressed
in dollars per time unit. Profit is derived by subtraction of total operating costs from
total expenses (total operating costs) as presented by Equation (2) [25]. It should be
noted that the price of gasoline was calculated according to U.S. Energy Information
Administration [25,27].

Profit = Total income− Total expenses (1)

ROI = (average yearly profit/total capital cost) × 100 (2)

PC3 of the investigated isomerization processes has the best profit, since the product is
of the highest quality; nevertheless, while having the highest operating and capital expenses,
the high-grade gasoline generated allows income to exceed the necessary operating costs.
Because the unconverted hexane could be recycled, the isomerization process by adding a
de-hexanizer (PC3) is quite profitable. A once-through isomerization process (PC1) has the
lowest profit because of the low-quality product that is generated after isomerization.

According to the results of the economic analysis, isomerization with adding both a
de-hexanizer and a de-isopentanizer produces the greatest octane number and the shortest
payback period, as shown in Table 9. As a result, isomerization using a de-hexanizer
and a de-isopentanizer is optimized for minimum-cost modeling and is included in the
simulation. The original steady state optimizer in Aspen HYSIS version 12.1 is used
to minimize cost using two variables at the same time, temperature, and pressure of
isomerization reactor feed.

Table 9. Profit, ROI, and payback period for different isomerization scenarios.

Item BC PC1 PC2 PC3

Profit, USD/year 6,769,000 19,246,000 29,448,000 59,196,000

ROI, % 10.69 20.25 17 30.99

Payback period, year 9.35 4.936 5.85 3.23

2.4. Process Optimization

The introduced four cases; simple once-through isomerization, isomerization with
adding a de-isopentanizer, isomerization with adding a de-hexanizer, and isomerization
with adding both of a de-hexanizer and a de-isopentanizer, are simulated to determine
the best case with respect to octane number and ROI. The temperature and pressure of
the isomerization reactor feed are selected as the optimization variables in this process as
indicated in Table 10.

Table 10. Design variable range.

Variable Minimum Maximum

Temperature ◦C 120 160

Pressure barg 17.7 74

2.4.1. Design Variables

Design parameters include fixed parameters in all optimization runs such as feed
conditions and are shown in Table 1. On the other hand, optimization variables include vari-
ables, which are allowed to change for the optimization calculation to achieve the optimum
value [24]. Design variables used in the original optimizer to reach the lowest isomerization
cost are the temperature and pressure of the isomerization reactor. Temperature is con-
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trolled by a thermodynamic equilibrium, which is favorable at low temperatures (<200 ◦C).
Equilibrium limits maximum conversion at any given set of conditions. High temperatures
increase the catalyst activity and the resulting research octane number. However, at very
high temperatures, the concentration of iso-paraffins in the product will decrease since
a crack in hydrocarbons to light gases has occurred as a side reaction; this consequently
reduces the yield. The increase in pressure does not affect the yield of isomerate but in-
creases the operating cost. On the other hand, decreasing the pressure below a certain
value will result in a decrease in the activity of the catalyst, as heavy compounds such as
cyclic C6 compounds will block the active sites of the catalyst and decrease its activity. The
purpose of the range is to scale the gradients of the cost function and constraints and give
similar gradient magnitude for each variable. The gradients of the objective function and
constraints vary inversely with the variable ranges [24].

The objective of the optimization is to minimize the total cost, taking into consideration
the raw material cost, stabilizer reboiler heating cost, stabilizer condenser cooling cost,
heater cost, fractionators reboiler heating cost, and fractionators condenser cooling cost. The
original steady state optimizer in Aspen HYSYS version 12.1 is used for cost calculations,
which aims to minimize cost, where the temperature and pressure of the feed to the
isomerization reactor are the two main affecting variables.

Isomerization unit target is to upgrade the octane number of light naphtha, which is
related to anti-knocking quality of gasoline; this is achieved by modifying the structure of
straight chain components to be branched chain components.

Optimization of an isomerization process includes two targets: minimum cost and
high-octane number of the isomerate product. The operating cost includes the costs of
raw material, utility, labor, catalyst, chemicals, and makeup hydrogen. Labor, catalyst, and
chemicals costs are fixed in all optimizations runs, and this consequently leads to include
only raw material and utility costs in the objective function. The price value is used to
calculate the objective function value. Equation (3) is used for determining the objective
function value [24]:

Objective Function: Value = Price × Current Value (3)

Objective function = de-isopentanizer Cond utility heat flow(KJ/h) × 7.89 ×10−6

($/kJ) × 7000 (h/year) + de-isopentanizer reboiler utility heat flow (KJ/h) × 7.5 × 10−5

× 7000 (h/year) + heater utility heat flow(KJ/h) × 5.7 × 10−4 ($/KJ) × 7000 (h/year)
+ stabilizer Cond utility heat flow(KJ/h) × 7.89 × 10−6 ($/KJ) × 7000 +stabilizer reboiler
utility heat flow (KJ/h)× 8.62× 10−4 ($/KJ)× 7000 (h/year) + deisohexanizer Cond (KJ/h)
× 7.89 × 10−6 ($/KJ) × 7000 (h/year) + deisohexanizer reboiler utility heat flow (KJ/h) ×
5.7 × 10−4 × ($/KJ) × 7000 (h/year) + feed mass flow rate (kg/h) × 0.918 ($/Kg) × 7000
(h/year) + hydrogen mass flow rate (kg/h) × 6.74 × 10−3 ($/KG) × 7000 (h/year) [28].

Constrain equation: octane number ≥ 86.

2.4.2. Energy Analysis

The utility costs include de-isopentanizer reboiler heat flow, de-isopentanizer con-
denser heat flow, heater utility heat flow, de-hexanizer reboiler heat flow, de-hexanizer
condenser heat flow, stabilizer condenser heat flow, and stabilizer reboiler heat flow costs.

This objective function is minimized to find the optimum conditions. The optimization
results reveal that the optimum temperature and pressure of the reactor feed are 155 ◦C
and 45.4 barg, respectively.

It is noticed that the optimized temperature and pressure are greater than operational
ones; however, when compared as shown in Table 11, it is discovered that the heat flow of
the heater, stabilizer reboiler and condenser, and de-hexanizer reboiler and condenser are
lower as the reactor feed temperature is higher, resulting in minimizing cost. This process
resulted in an increase in octane numbers by 7% and a decrease in the total cost by 13%.
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Table 11. Heat flows of different types of utilities for the optimized and non-optimized isomerization
process with adding of a de-hexanizer and a de-isopentanizers.

Utility Type Heat Flow of Non-Optimized
Process, kJ/h

Heat Flow of the Optimized
Process, kJ/h

De-isopentanizer condenser 19,035,232.2 19,035,232

De-isopentanizer reboiler 21,340,938.3 21,340,938

De-hexanizer condenser 104,831,445.3 63,822,765

De-hexanizer reboiler 138,039,323.6 49,638,262

Stabilizer reboiler 70,816,415.7 55,973,348

Stabilizer condenser 59,885,821.4 44,419,607

Heater energy 12,891,639.9 11,214,280

3. Conclusions

The aim of the current research work is directed to studying, improving, and opti-
mizing an isomerization plant located in Alexandria, Egypt. Three types of changes in
the main structure of the isomerization process are introduced. The changes consider the
addition of one or two fractionation columns before or after the reactor. The purpose of
these fractionators is separating the unreacted normal (unbranched) paraffins to be recycled
to the reactor for increasing the octane number of the isomerate product. The simulation
and optimization tool used in this paper is Aspen HYSYS version 12.1.

The simulation results showed that the octane number and ROI of the isomeriza-
tion process using two fractionators (a de-hexanizer and a de-isopentanizer) before and
after the reactor increased to 86.5 and 29.9%, respectively. For the process of adding a
de-isopentanizer before the reactor, the octane number and ROI reached 78.15 and 20%,
respectively. Regarding the isomerization process with adding a de-hexanizer after the
reactor, the octane number of 81 and ROI of 17% are obtained. Therefore, adding two frac-
tionators to the original isomerization plant is more profitable with the highest product
octane number compared with the other investigated configurations.

This work also studies the optimization of this selected best process to be more
profitable. The optimization of this process seeks to find the optimum conditions for the
reactor feed. The optimization results showed that the optimum temperature and pressure
of the reactor feed are 155 ◦C and 45.4 bar_g, respectively. It is noticed that the obtained
optimum conditions of the reactor feed stream led to the maximum product’s octane
number and minimum heat flow of the de-hexanizer and stabilizer, which resulted in a
significant decrease in utility costs. The optimization results reveal an increase in octane
numbers by 7% and a decrease in the total cost by 13%. These results prove the economic
effectiveness of the proposed modification and optimization on the existent isomerization
process, which can be applied to similar processes to increase their profitability.

Author Contributions: Conceptualization, W.S.O., S.M.S. and A.A.B.; methodology, W.S.O., A.M.S.
and S.M.S.; software, A.M.S. and A.E.F.; validation, A.E.F., W.S.O. and A.A.B.; formal analysis, A.E.F.
and S.M.S.; investigation, A.E.F., A.M.S. and A.G.G.; resources, W.S.O. and A.A.B.; data curation,
A.E.F., A.M.S. and A.G.G.; writing—original draft preparation, A.E.F. and W.S.O.; writing—review
and editing, A.M.S., A.G.G. and A.A.B.; visualization, A.M.S., S.M.S. and A.G.G.; supervision, W.S.O.,
S.M.S. and A.A.B.; funding acquisition, A.G.G. and A.A.B. All authors have read and agreed to the
published version of the manuscript.

Funding: This work was supported and funded by the Deanship of Scientific Research at Imam
Mohammad Ibn Saud Islamic University (IMSIU) (grant number IMSIU-RG23064).

Data Availability Statement: Data are available upon request through the corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

31



Processes 2023, 11, 3406

References
1. Hasini, A. Pediaa. Available online: https://pediaa.com/HasiniA/what-is-the-difference-between-isomerization-and-

reforming/ (accessed on 20 July 2023).
2. Oyekan, S. Catalytic Naphtha Reforming Process; Taylor & Francis Group, LLC: Boca Raton, FL, USA, 2019.
3. Valavarasu, G.; Sairam, B. Light Naphtha Isomerization Process: A Review. Pet. Sci. Technol. 2013, 31, 580–595. [CrossRef]
4. Petrov, I.; Stratiev, D.; Shishkova, I.; Yordanov, D. A hybrid reformer performance analysis reveals the reason for reformate octane

deterioration. Oil Gas Eur. Mag. 2021, 47, 14–20.
5. Tamizhdurai, P.; Ramesh, A.; Krishnan, P.; Narayanan, S.; Shanthi, K.; Sivasanker, S. Effect of acidity and porosity changes

of dealuminated mordenite on n-pentane, n-hexane and light naphtha isomerization. Microporous Mesoporous Mater. 2019,
287, 192–202. [CrossRef]

6. Shakor, Z.M.; Ramos, M.J.; AbdulRazak, A.A. A detailed reaction kinetic model of light naphtha isomerization on Pt/zeolite
catalyst. J. King Saud Univ.-Eng. Sci. 2022, 34, 303–308. [CrossRef]

7. Hamied, R.S.; Shakor, Z.M.; Sadeiq, A.H.; Razak, A.A.A.; Khadim, A.T. Kinetic Modeling of Light Naphtha Hydroisomerization
in an Industrial Universal Oil Products Penex™ Unit. Energy Eng. 2023, 120, 1371–1386. [CrossRef]

8. Naqvi, S.R.; Bibi, A.; Naqvi, M.; Noor, T.; Nizami, A.S.; Rehan, M.; Ayoub, M. New trends in improving gasoline quality and
octane through naphtha isomerization: A short review. Appl. Petrochem. Res. 2018, 8, 131–139. [CrossRef]

9. Chekantsev, N.V.; Gyngazova, M.S. Mathematical modeling of light naphtha (C5, C6) isomerization process. J. Chem. Eng. 2014,
238, 120–128. [CrossRef]

10. Hamadi, A.S.; Kadhim, R.A. Material Balance and Reaction Kinetics Modeling for Penex Isomerization Process in Daura Refinery.
MATEC Web Conf. 2017, 111, 02012. [CrossRef]

11. Shahata, W.M.; Mohamed, M.F.; Gad, F.K. Monitoring and modelling of variables affecting isomerate octane number produced
from an industrial isomerization process. J. Pet. 2018, 27, 945–953. [CrossRef]

12. Chuzlov, V.A.; Chekantsev, N.V.; Ivanchina, E.D. Development of Complex Mathematical Model of Light Naphtha Isomerization
and Rectification Processes. Procedia Chem. 2014, 10, 236–243. [CrossRef]

13. Jarullah, A.T.; Abed, F.M.; Ahmed, A.M.; Mujtaba, I.M. Optimization of Several Industrial and Recently Developed AJAM
Naphtha Isomerization Processes Using Model Based Techniques. Computers 2019, 126, 403–420.

14. Viswanadham, N.; Saxena, S.K.; Garg, M. Octane number enhancement studies of naphtha over noble metal loaded zeolite
catalysts. J. Ind. Eng. Chem. 2013, 19, 950–955. [CrossRef]

15. Lebedev, Y.N.; Ratovskii, Y.Y.; Karmanov, E.V.; Zaitseva, T.M.; Pod’yablonskaya, T.V. Revamping of isomerization units. Chem.
Technol. Fuels Oils 2010, 46, 244–247. [CrossRef]

16. Zafar, S. Academia. Penex Process. Available online: https://www.academia.edu/9687674/Penex_Process (accessed on 13
November 2023).

17. Abd Hamid, M. HYSYS: An Introduction to Chemical Engineering Simulation for UTM Degree++ Program; Universiti Teknologi
Malaysia: Skudai, Malaysia, 2007.

18. Chuzlov, V.A.; Molotov, K.V. Semantic Scholor. Available online: https://www.semanticscholar.org/paper/Analysis-of-Optimal-
Process-Flow-Diagrams-of-Light-Chuzlov-Molotov/c19bc5029bd217c5cd3c12e44df7d16d5b1aaca6/ (accessed on 6 Decem-
ber 2023).

19. Hassan, E. Hassanelbanhawi. Available online: http://hassanelbanhawi.com/processes/isomerization-process/ (accessed on
13 November 2023).

20. Sluzer Technology. Available online: https://www.eia.gov/dnav/pet/PET_PRI_GND_DCUS_NUS_M.htm (accessed on
13 November 2023).

21. Surinder, P. Refining Processes Handbook, 1st ed.; Gulf Professional Publishing, Ed.; Elsevier: Houston, TX, USA, 2003.
22. Meyer, R.A. Handbook of Petroleum Refining Processes, 3rd ed.; McGraw-Hill Education LLC: New York, NY, USA, 2004.
23. General Operating Manual of Isomerization Unit of an Egyptian Petroleum Refinery Plant, UOP Manuals. 1997. Available online:

https://pdfcoffee.com/nht-isom-pdf-free.html (accessed on 20 August 2023).
24. AspenTech. Aspen HYSYS Petroleum Refining Unit Operations & Reactor Models; Aspen Technology: Bedford, MA, USA, 2016.
25. Peters, M.S. Plant Design and Economics for Chemical Engineers, 5th ed.; McGraw Hill Education LLC: New York, NY, USA, 2003.
26. Gary, J.H.; Handwerk, G.E.; Kaiser, M.J. Petroleum Refining: Technology and Economics, 5th ed.; CRC Press: Boca Raton, FL,

USA, 2007.
27. Plant Cost Index, Chemical Engineering. Available online: https://personalpages.manchester.ac.uk/staff/tom.rodgers/

Interactive_graphs/CEPCI.html?reactors/CEPCI/index.html (accessed on 15 August 2023).
28. US Energy Information Administration. Retail Motor Gasoline and On-Highway Diesel Fuel Prices, Monthly Energy Review.

2022. Available online: https://www.eia.gov/petroleum/gasdiesel/ (accessed on 20 August 2023).

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

32



Citation: Chang, X.; Wang, Q.; Hu, J.;

Sun, Y.; Chen, S.; Gu, X.; Chen, G.

Preparation and Application of New

Polyhydroxy Ammonium Shale

Hydration Inhibitor. Processes 2023,

11, 3102. https://doi.org/10.3390/

pr11113102

Academic Editors: Davide Papurello

and Elwira Sieniawska

Received: 15 September 2023

Revised: 17 October 2023

Accepted: 19 October 2023

Published: 29 October 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

Preparation and Application of New Polyhydroxy Ammonium
Shale Hydration Inhibitor
Xiaofeng Chang 1, Quande Wang 2,3, Jiale Hu 2, Yan Sun 1, Shijun Chen 2, Xuefan Gu 3 and Gang Chen 2,3,*

1 CNPC Chuanqing Drilling Engineering Company Ltd., Xi’an 710018, China
2 Engineering Research Center of Oil and Gas Field Chemistry, Universities of Shaanxi Provence,

Xi’an Shiyou University, Xi’an 710065, China; 20212070871@stumail.xsyu.edu.cn (Q.W.)
3 Shaanxi Province Key Laboratory of Environmental Pollution Control and Reservoir Protection Technology of

Oilfields, Xi’an Shiyou University, Xi’an 710065, China
* Correspondence: gangchen@xsyu.edu.cn

Abstract: Wellbore instability caused by the hydration of shale formations during drilling is a major
problem in drilling engineering. In this paper, the shale inhibition performance of polyhydroxy-
alkanolamine was evaluated using an anti-swelling test, linear swelling test, wash-durable test and
montmorillonite hydration and dispersion experiment. Additionally, the shale inhibition mecha-
nism of polyhydroxy-alkanolamine was studied via Fourier transform infrared spectroscopy (FTIR),
particle size, zeta potential, thermogravimetric analysis (TGA) and scanning electron microscopy
(SEM). The results show that the use of polyhydroxy-alkanolamine (EGP-2) could result in a relatively
lower linear swelling rate of montmorillonite, and the linear swelling rate of 0.3% EGP-2 is 26.98%,
which is stronger than that of 4% KCl. The anti-swelling rate of 0.3% EGP-2 is 43.54%, and the
shrinkage–swelling rate of 0.3% EGP-2 is 34.62%. The study on the inhibition mechanism revealed
that EGP-2 can permeate and adsorb on the surface of montmorillonite. The rolling recovery rate of
easily hydrated shale was as high as 79.36%, which greatly reduces the dispersion ability of water to
easily hydrated shale. The results of this study can be used to maintain the stability of a wellbore,
which is conducive to related research.

Keywords: hydration; infiltration; adsorption; wellbore stability

1. Introduction

Shale oil has been one of the outstanding technologies in the world in recent years [1].
In the process of oil field drilling, due to the hydration swelling of water-sensitive shale,
drilling instability problems such as drilling scouring, pipe jamming, rock debris disin-
tegration and bit ball often occur in shale formation [2,3]. According to the chemical
characteristics of shale and drilling fluid, when water-sensitive shale (with a high montmo-
rillonite content) is immersed in water-based drilling fluid, the shale may swell and dis-
perse rapidly [4–6]. Therefore, many shale inhibitors have been widely used in water-based
drilling fluids. Unfortunately, because of the environmental requirements, the use of most
of shale inhibitors is limited. [7–9]. High-performance water-based drilling fluid adopts the
basic idea of strengthening inhibition overall, relying on multiple treatment agents for syn-
ergistic suppression, and basically achieves the strong inhibitory effect of oil-based drilling
fluid. In recent years, polyhydroxy-ammonium has received the extensive attention of
researchers because of its more significant application effects in terms of inhibition, lubricity
and stable rheology [10]. In addition, our research team has also conducted research in the
field of drilling fluid treatment agents [11–13]. Therefore, we have proposed environmen-
tally friendly alcohol amine inhibitors with multi-hydroxyl. Polyhydroxy-alkanolamine
inhibitors can provide multiple adsorption sites on a montmorillonite surface and enhance
the adsorption of inhibitors on the montmorillonite surface [14,15]. The binding of montmo-
rillonite is mainly realized through hydrogen bonding, anchoring, electrostatic adsorption
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and hydrophobic action, which effectively inhibits the hydration, swelling and disper-
sion of montmorillonite [16–18]. At present, polyhydroxy-alkanolamines have excellent
compatibility with traditional additives and can meet the requirements of environmental
protection. They have been applied in many water-based-drilling fluids, and have very
broad application prospects.

In this study, polyhydroxy-alkanolamine was used to permeate and adsorb on the
surface of shale, thereby reducing the hydration of the montmorillonite minerals in shale
formation and stabilizing the wellbore. In this paper, the shale inhibition performance
of polyhydroxy-alkanolamine was evaluated via experimental methods, and its shale
inhibition mechanism was comprehensively analyzed.

2. Experimental Materials and Methods
2.1. Materials and Reagents

Epoxy propanol and ethylenediamine were purchased from Xi’an Chemical Reagent
Factory. Ethanol and acetone were purchased from the Shanghai Xinghuo chemical plant.
Potassium chloride and sodium carbonate were purchased from the Tianjin Zhiyuan chem-
ical reagent factory. Calcium-based montmorillonite and sodium-based montmorillonite
were purchased from Xi’an Fengyun Chemical Co., Ltd. (Xi’an Fengyun Chemical Co.,
Ltd., Xi’an, China) Polyvinyl alcohol (PVA), guar gum (GG), CMC and modified starch
(MS) were purchased from Yangzhou Runda Oilfield Chemical Co., Ltd. (Yangzhou Runda
Oilfield Chemical Co., Ltd., Yangzhou, China)

2.2. Synthesis

A certain amount of ethylenediamine, epoxy propanol and solvents was placed in a
round-bottom flask equipped with a reflux condenser and refluxed with magnetic stirring
for 4 h. After cooling to room temperature, the solvent in the solution was evaporated to
obtain the product. The reaction mechanism is shown in Figure 1. The names of synthetic
inhibitors are shown in Table 1.
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Figure 1. Synthesis mechanism of inhibitors.

Table 1. Nomenclature of inhibitors.

Reagent Reagent Solvent Proportion Nomenclature

Ethylenediamine Epoxy propanol

Distilled water
1:1 EGD-1
1:2 EGD-2
1:3 EGD-3

Ethanol
1:1 EGA-1
1:2 EGA-2
1:3 EGA-3

Acetone
1:1 EGP-1
1:2 EGP-2
1:3 EGP-3

2.3. Optimization of Synthesis Conditions

The inhibition performance of synthetic products on montmorillonite is affected
by the material ratio, concentration and medium of synthetic reaction. Therefore, the
synthetic products with the best inhibition performance were preliminarily selected through
inhibition performance parameters such as anti-swelling rate and linear swelling rate. In
addition, the shale inhibition performance of polyhydroxy-alkanolamine was evaluated in
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water-based drilling fluid and its mechanism was studied. The relationship between the
influencing factors can be better analyzed. Therefore, the L9 (33) orthogonal experiment
table was designed, and the linear swelling rate of montmorillonite after adding the
inhibitor for 2 h was taken as the index of the hydration inhibition effect. The results are
shown in Tables 2 and 3.

Table 2. Orthogonal experimental factors.

Factors Solvent (A) Ratio of Amine to Alcohol (B) Concentration (C)

1 Distilled water 1:1 0.1%
2 Acetone 1:2 0.3%
3 Ethanol 1:3 1.0%

Table 3. Analysis of orthogonal experiment results.

Number A B C

1 1 1 1
2 1 2 2
3 1 3 3
4 2 1 2
5 2 2 3
6 2 3 1
7 3 1 3
8 3 2 1
9 3 3 2

2.4. Anti-Swelling and Shrinkage–Swelling Evaluation

The industry-standard evaluation method for montmorillonite stabilizers of drilling
fluid, SY/T 5971-2016 [19], was referred to for evaluating the influence of the inhibitor on
the anti-swelling rate of montmorillonite. Inhibitor solutions of different concentrations
were prepared. Montmorillonite (0.5× g) was weighed and put into a 10 mL centrifuge
tube. A certain amount of the inhibitor solution was added into the centrifuge tube, and
then fully stirred and shaken. After left to stand for 2 h, with a centrifuge at the speed of
1500 r/min for 15 min, the volume, Va, was recorded. The inhibitor solution was replaced
by water and kerosene, and the swelling volume of montmorillonite in water and kerosene
was recorded as Vb and V0, respectively. The calculation formula of the anti-swelling rate
of montmorillonite is shown in (1):

B1 =
Vb −Va

Vb −V0
× 100% (1)

where B1 is the anti-swelling rate of montmorillonite; Va is the swelling volume of mont-
morillonite in the inhibitor solution, in mL; Vb is the swelling volume of montmorillonite
in water, in mL; V0 is the swelling volume of montmorillonite in kerosene, in mL.

Montmorillonite (2× g) was added to the centrifuge tube. Kerosene (7 mL) was added
to centrifuge tube No. 1, and distilled water was added to other centrifuge tubes. After
being fully stirred and left to stand for 4 h, it was centrifuged for 15 min at the speed of
3000 r/min, and then the montmorillonite volume was recorded after centrifugation. The
volume of montmorillonite in kerosene is V0, and the volume of distilled water is recorded
as VW. After that, the supernatant in the centrifuge tube was poured out, and 7 mL inhibitor
solutions of different concentrations were added, fully shaken, stirred and left to stand for
4 h before centrifugation. The montmorillonite volume was recorded as VS. The calculation
formula of the shrinkage–swelling rate of montmorillonite is shown in (2):

B2 =
Vw −Vs

Vw −V0
× 100% (2)
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where B2 is the shrinkage–swelling rate of montmorillonite; VS is the swelling volume
of montmorillonite in the inhibitor solution, in mL; Vw is the swelling volume of mont-
morillonite in water, in mL; V0 is the swelling volume of montmorillonite in kerosene,
in mL.

2.5. Wash-Durable Test

The evaluation of the water washing resistance of the montmorillonite inhibitor was
based on the enterprise standard Q/SH 0053-2010 of China Petroleum and Chemical
Corporation on technical requirements for montmorillonite stabilizers [20].

2.6. Montmorillonite Hydration and Dispersion Experiment

Inhibitor solutions of different concentrations were prepared at room temperature.
Sodium-based montmorillonite (5 g) was added to the above solutions, shaken well and
left to stand for 24 h. The swelling volume of montmorillonite in different solutions was
recorded and the inhibition performance of the inhibitor was evaluated.

2.7. Linear Swelling

The industry-standard shale inhibitor evaluation method, SY/T 6335-1997 [21], for
drilling fluid was referred to for evaluating the influence of the inhibitor on the linear
swelling rate of montmorillonite. The calculation formula for the linear swelling rate of
montmorillonite is shown in (3):

Sr =
Ro
∆L
× 100% (3)

where Sr is the linear swelling rate of montmorillonite; Ro represents the swelling of
montmorillonite, in mm; ∆L is the core thickness, in mm.

2.8. Performance in Drilling Fluid

Briefly, the preparation of 4% calcium montmorillonite drilling fluid was as follows.
Calcium montmorillonite (14 g) and sodium carbonate (0.7 g) were added to tap water
(350 mL), stirred at a high speed for 2 h and aged at 298 K for 24 h for use [22]. The
preparation of treatment mud went as follows. The drilling fluid and treatment agent were
aged for 6 h, stirred at a high speed for 10 min and tested for their performance [23]. The
rheological properties, filtration properties and lubrication properties of the drilling fluid,
such as AV (apparent viscosity), PV (plastic viscosity), YP (yield point), FL (API filtration)
and tg (friction coefficient), were determined. A viscometer (ZNN-D6S, Hetongda Co.,
Ltd. Qingdao, China), medium pressure filtration instrument (GJSS-B12K, Haitongda
Co., Ltd. Qingdao, China) and viscosity coefficient instrument (Qingdao Hetongda Co.,
Ltd. Qingdao, China) were adopted in accordance with the formulas in Chinese National
Standard GB/T 16783.1-2006 [24].

2.9. Shale Rolling Recovery Experiment

The shale was crushed, and 6–10 mesh shale pieces were screened out for use in the
experiments. Before the experiments, the shale pieces were dried at 100 ± 2 ◦C for 2 h.
An amount of 50 g of shale pieces (6–10 mesh) was weighted and added to 350 mL of the
inhibition solution, transferred into a stainless-steel aging cell and aged at 120 ◦C for 16 h.
After aging, a 40-mesh standard sieve was used to filter the shale pieces, and the material
left on the sieve was dried at 105 ◦C and weighed (M1). Equation (4) was used to calculate
the shale recovery rate.

Shalerecovery =
M1

50
× 100% (4)

where M1 is the mass of the recovered shale pieces after drying (g).
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2.10. FT-IR Analysis

The dried inhibitor samples were ground. During the test, the ground samples were
mixed with KBr at a ratio of 1:100, put into the tablet press and pressed into transpar-
ent flakes. Additionally, the soil samples were scanned and analyzed using an infrared
spectrometer [25].

2.11. Particle Distribution Measurement

The dried inhibitor samples were used to measure particle sizes using a laser particle
size experiment, so as to obtain the median particle size and average particle size of
the montmorillonite particles in mud treated with the treatment agent. The change in
montmorillonite particle size was analyzed according to these data [26].

2.12. Zeta Potential Measurement

The zeta potential of the supernatant of the solution was measured via the omni
multiangle particle size and using a high-sensitivity zeta potential analyzer. The changes in
the zeta potential of graphite with different dosages of adsorbent were analyzed [27].

2.13. SEM and TGA

The montmorillonite samples were dispersed in the inhibitor solution and hydrated
for 24 h, and then the water was separated from it and dried at 105 ◦C for TGA and SEM.
The TGA experiment was conducted on a TGA/DSC thermal analysis instrument (1/1600,
METTLER TOLEDO, Inc., Columbus, OH, USA) at a ramp of 20 ◦C/min from room tem-
perature to 825 ◦C under a nitrogen flow. The surface morphology of the montmorillonite
samples was evaluated using a digital microscope imaging scanning electron microscope
(model SU6000, serial NO. HI-2102-0003) at a 40.0 kV accelerating voltage on the basis of
the reported method [28,29].

3. Results and Discussion
3.1. Screening of Synthesis Conditions

The orthogonal test results of the influence of the inhibitors synthesized by using
ethylenediamine and epoxy propanol in different solvents on montmorillonite swelling
are shown in Table 4, the experiment results of range analysis are shown in Table 5 and
the main effect diagram of the mean value from the orthogonal experiment is shown in
Figure 2.

Table 4. Orthogonal test results.

Number Swelling Rate/% Number Swelling Rate/%

1 48.41 6 46.61
2 35.25 7 50.61
3 48.93 8 42.13
4 35.70 9 47.08
5 29.75

Table 5. Analysis of experimental results obtained via range method.

Project A B C

K1 44.20 44.91 40.10
K2 37.35 41.33 39.34
K3 46.61 41.92 48.72

Range 9.25 3.58 9.37
Patch 2 3 1
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It can be seen from Tables 4 and 5 and Figure 2 that the inhibitor synthesized via
ethylenediamine and epoxy propanol has the most significant inhibition effect on montmo-
rillonite; ethylenediamine and epoxy propanol react in a molar ratio of alcohol to amine
functional groups of 1:2, the solvent is acetone, and the inhibitor dosage is 1.0%. As a
consequence, the amount of inhibitor is the main factor affecting the linear swelling rate of
montmorillonite, followed by the reaction medium, and the molar ratio of ethylenediamine
to epoxy propanol, which has the least effect.

3.2. Anti-Swelling and Shrinkage–Swelling

The effects of inhibitors on the anti-swelling rate and shrinkage–swelling rate of
montmorillonite were evaluated. The results are shown in Tables 6 and 7 and Figure 3. It
can be seen from Table 6 that when the synthetic molar ratio is 1:2 and the concentration is
0.3%, the synthetic products in different solvents have different effects on the anti-swelling
rate and shrinkage–swelling rate of montmorillonite. The anti-swelling rate of 0.3% EGP-2
is 43.54%, and the shrinkage–swelling rate is 34.62%. The anti-swelling rate of 0.3% EGA-2 is
24.56%, and the shrinkage–swelling rate is 18.50%. This shows that the same concentration
and the same molar ratio also have a certain impact on the inhibition performance of the
corresponding products when changing the solvent. When the solvent is acetone, the
anti-swelling rate and shrinkage–swelling rate of the product are relatively high, and the
inhibition performance of clay is the most significant.

Table 6. Anti-swelling rate and shrinkage–swelling rate of montmorillonite synthesized via different
solvents in the same proportion and concentration.

Inhibitors Anti-Swelling Rate/% Shrinkage–Swelling Rate/%

0.3% EGD-2 36.78 34.62
0.3% EGA-2 24.56 18.50
0.3% EGP-2 43.54 34.62

Table 7. Anti-swelling rate and shrinkage–swelling rate of montmorillonite synthesized in different
proportions in the same solvents and concentrations.

0.3% EGP Anti-Swelling Rate/% Shrinkage–Swelling Rate/%

EGP-1 26.32 11.54
EGP-2 43.54 34.62
EGP-3 28.78 16.78
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The effects of EGP synthesized in acetone solvent with different molar ratios on the
anti-swelling rate and shrinkage–swelling rate of montmorillonite are shown in Table 7. It
can be seen from Table 7 that EGP-2 has the greatest impact on the anti-swelling rate and
shrinkage–swelling rate of montmorillonite when the concentration is the same and the
synthetic molar ratio is 1:2. The anti-swelling rate of EGP-2 is 43.54%, which is 39.55% of
that of EGP-1. The shrinkage–swelling rate of EGP-2 is 34.62%, which is 66.67% of that of
EGP-1. The results show that when the concentration and solvent are the same and the
ratio is 1:2, the inhibitor has the most significant inhibition effect on montmorillonite.

The influence of the EGP-2 concentration on the montmorillonite anti-swelling rate
and shrinkage–swelling rate is evaluated as shown in Figure 3. It can be seen from Figure 3
that with the increase in concentration, the anti-swelling rate and shrinkage–swelling rate
increase first and then decrease. When the concentration of EGP-2 is 0.3%, the anti-swelling
rate and shrinkage–swelling rate are the highest, at 43.54% and 34.62%, respectively. After
that, the concentration continues to rise, and the anti-swelling rate and shrinkage–swelling
rate begins to decrease slowly. The reason may be that the concentration of EGP-2 is too
high, which causes flocculation with montmorillonite and affects its inhibition performance.

3.3. Wash-Durable Test

EGP inhibition performance can be evaluated through the wash-durable rate exper-
iment. The volume change of montmorillonite immersed in different solutions can be
measured quantitatively and regularly via centrifugation, as shown in Table 8. It can be
seen from Table 8 that after the montmorillonite was added to the EGP aqueous solution,
the swelling volume decreased significantly. The wash-durable rate of the 0.3% EGP-2
aqueous solution is 79.55%, which is 20.53% of that of 4.0%KCl and 10.42% of that of
0.1% EGP-2. The results show that EGP-2 can be more firmly adsorbed on the surface of
montmorillonite. Therefore, the inhibition performance of EGP-2 was further evaluated.

Table 8. Results of wash-durable rate experiment (25 ◦C).

Solution Swelling Volume/mL Swelling Volume after
Water Washing/mL Wash-Durable/%

Distilled water 8.5 \ \
4.0% KCl 5.5 8.7 63.22

0.1% EGP-2 6.2 8.7 71.26
0.3% EGP-2 7.0 8.8 79.55
1.0% EGP-2 6.5 8.5 76.47
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3.4. Montmorillonite Hydration and Dispersion

Through the montmorillonite hydration experiment, the inhibition performance of
EGP-2 on montmorillonite was evaluated. Sodium-based montmorillonite (5 g) was added
to EGP-2 solutions of different concentrations, shaken and left to stand for 24 h. It was
then then observed and the findings recorded. Figure 4 shows the experimental results
after it was left to stand for 24 h, with clean water as the comparison. It can be seen from
Figure 4 that the swelling volume of montmorillonite with EGP-2 added is significantly
lower than that of montmorillonite in clean water. Additionally, the swelling volume of
montmorillonite decreases with the increase in concentration. This shows that the higher
the concentration is, the stronger the inhibition of EGP-2 on montmorillonite is, which
effectively inhibits the hydration and dispersion of montmorillonite. However, the inhibitor
needs to act in the drilling working fluid together with other treatment agents. It is easy for
an excessive concentration to cause flocculation and affect other properties of the working
fluid. Therefore, we will continue to evaluate the compatibility of the inhibitor and drilling
fluid in a later stage.
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Figure 4. Experimental results of montmorillonite hydration and dispersion. Figure 4. Experimental results of montmorillonite hydration and dispersion.

3.5. Linear Swelling

During the drilling process, wellbore collapse and instability have a very bad irre-
versible impact on the exploitation of the oilfield [30]. The linear swelling rate measured in
laboratory experiments can reflect the instability degree of shaft wall collapse to a certain
extent. Therefore, the effect of EGP-2 on the linear swelling of montmorillonite was evalu-
ated via the montmorillonite tablet pressing method. The results are shown in Figure 5. It
can be seen from Figure 5 that montmorillonite is rapidly hydrated and expanded within
20 min, and the linear swelling rate increases rapidly. After 40 min, the growth rate tends
to slow down. After 120 min, the growth rate reaches a relatively stable state. At this time,
the linear swelling rates of 0.2% and 0.3% EGP-2 are low, at 35.71% and 26.98%, which
are 42.69% and 56.70% of those with clean water. Additionally, these values are 22.10%
and 41.14% of the swelling rate of 4.0% KCl, and lead to strong inhibition performance.
The reason for this phenomenon may be that EGP-2 has a large adsorption energy, which
can replace the water molecules adsorbed on the surface of montmorillonite and destroy
the orderly arranged water molecule structure layer between the surface and layers of
the soil sample. Thus, it plays a crucial role in inhibiting the hydration and dispersion of
montmorillonite. Furthermore, in the actual operation process, it is beneficial to stabilize
the borehole wall. At the same time, the bit mud pack phenomenon is reduced and oil
recovery is improved.

40



Processes 2023, 11, 3102

Processes 2023, 11, x FOR PEER REVIEW  9  of  18 
 

 

3.5. Linear Swelling 

During the drilling process, wellbore collapse and instability have a very bad irre‐

versible impact on the exploitation of the oilfield [30]. The linear swelling rate measured 

in  laboratory  experiments  can  reflect  the  instability degree of  shaft wall  collapse  to  a 

certain extent. Therefore,  the effect of EGP‐2 on  the  linear swelling of montmorillonite 

was evaluated via the montmorillonite tablet pressing method. The results are shown in 

Figure 5. It can be seen from Figure 5 that montmorillonite is rapidly hydrated and ex‐

panded within 20 min, and the linear swelling rate increases rapidly. After 40 min, the 

growth rate tends to slow down. After 120 min, the growth rate reaches a relatively stable 

state. At this time, the  linear swelling rates of 0.2% and 0.3% EGP‐2 are  low, at 35.71% 

and 26.98%, which are 42.69% and 56.70% of those with clean water. Additionally, these 

values are 22.10% and 41.14% of the swelling rate of 4.0% KCl, and lead to strong inhibi‐

tion performance. The reason  for  this phenomenon may be  that EGP‐2 has a  large ad‐

sorption  energy, which  can  replace  the water molecules  adsorbed  on  the  surface  of 

montmorillonite  and destroy  the  orderly  arranged water molecule  structure  layer  be‐

tween the surface and layers of the soil sample. Thus, it plays a crucial role in inhibiting 

the hydration and dispersion of montmorillonite. Furthermore,  in  the actual operation 

process, it is beneficial to stabilize the borehole wall. At the same time, the bit mud pack 

phenomenon is reduced and oil recovery is improved. 

0 20 40 60 80 100 120

0

20

40

60

80

100

Li
ne

ar
 s

w
el

li
ng

/%

T/min

Tap water    4% KCl  0.1% EGP-2
0.2% EGP-2 0.3% EGP-2
0.5% EGP-2 1.0% EGP-2

 

Figure 5. Effect of EGP‐2 concentration on linear swelling of montmorillonite. 
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3.6. Performance in Drilling Fluid

At room temperature, 0.1%, 0.3% and 1.0% EGP-2 were added to the drilling fluid.
The effect of different concentrations of EGP-2 on the performance of water-based drilling
fluid was evaluated. It can be seen from Table 9 that the apparent viscosity (AV), dynamic
shear force (YP), plastic viscosity (PV) and sliding block resistance coefficient (tg) of the
drilling fluid increased to a certain extent after the inhibitors at different concentrations
were added. When the concentration was 0.3%, the filtration loss (FL) was the lowest, at
13.0 mL. It is compared with that of the drilling fluid, in which the AV is increased by
2.0 times, the YP is increased by 2.1 times and the PV is increased by 1.7 times. However,
the filtration rate was reduced to a certain extent, to 18.2%, which shows that the filtration
rate was effectively controlled. In addition, when the EGP-2 concentration was 0.1%, the
FL increased to 13.21% of that of the drilling fluid. When the concentration was 1.0%, the
filtration rate0 increased to 6.29% of that of the drilling fluid. The results show that there
was no filtration reduction, the filtration rate was too high, the mud cake was too thick and
the solid content in the drilling fluid was reduced, which affected the drilling speed.

Table 9. Effect of EGP-2 concentration on drilling fluid performance.

Additive AV/(mPa·s) PV/(mPa·s) YP/Pa YP/PV
Pa/(mPa·s) FL/mL tg

Mud 2.00 1.4 0.60 0.43 15.9 0.0437
Mud + 0.1% EGP-2 3.75 1.5 2.25 1.50 18.0 0.1051
Mud + 0.3% EGP-2 4.00 3.0 1.00 0.33 13.0 0.1139
Mud + 1.0% EGP-2 3.75 1.5 2.25 1.50 16.9 0.1317

At room temperature, 0.3% EGP-2 was added to CMC-, PVA-, MS- and GG-treated
mud. It can be seen from Table 10 that the performance parameters of drilling fluid
increased after the treatment agents were added. After 0.3% EGP-2 was added to the CMC
treated mud, the AV increased by 45.95%, the YP increased by 21.74%, the PV increased
by seven times, and the FL and the tg were also increased to a certain extent. Then, the
flowability parameters of the PVA-treated mud changed greatly after the inhibitor was
added to the PVA treated mud. The AV, PV and YP all increased. The AV increased, which
strengthened the suspension capacity. However, the tg showed no change and had no effect
on the lubricity of the drilling fluid. In addition, the MS treatment agent could effectively
control the filtration of the drilling fluid and adjust the rheology of the drilling fluid, with a
significant anti-sloughing effect. Therefore, after 0.3% EGP-2 was added to the MS-treated
mud, the FL was further effectively controlled and reduced from 10.8 mL to 5.8 mL. The
AV, YP and YP/PV were 1.01, 2.78 and 3.73 times those of MS, respectively. At the same
time, GG had increased viscosity in the water-based drilling fluid and a certain filtration
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reduction property. Therefore, after 0.3% EGP-2 was added to GG-treated mud, the AV
and PV were 1.09 and 1.22 times those of of GG-treated mud, respectively. However, the
filtration rate and the tg were basically unchanged. In other words, a certain amount of
EGP-2 being added to CMC-, PVA-, MS- and GG-treated mud can effectively improve the
rheological properties of various drilling fluids. Briefly, 0.3% EGP-2 has good compatibility
with CMC, PVA, MS and GG, but it has the best compatibility with MS.

Table 10. Effect of 0.3% EGP-2 on performance of different drilling fluids.

Additive AV
/(mPa·s)

PV
/(mPa·s)

YP
/Pa

YP/PV
Pa/(mPa·s) FL/mL tg

Mud 2.00 1.4 0.60 0.43 15.9 0.0437
0.5% CMC 10.00 9.0 1.00 0.11 4.8 0.0875

0.5% CMC + 0.3% EGP-2 18.50 11.5 7.00 0.61 5.9 0.1763
1.0% PVA 7.00 7.00 0.00 0.00 4.6 0.1944

1.0% PVA + 0.3% EGP-2 11.75 9.0 2.75 0.23 7.4 0.1944
1.0% MS 6.90 6.0 0.90 0.15 10.8 0.1405

1.0% MS + 0.3% EGP-2 7.00 4.5 2.50 0.56 5.8 0.1853
0.3% GG 16.00 9.0 7.00 0.44 16.0 0.0437

0.3% GG + 0.3% EGP-2 17.50 11.0 6.50 0.37 14.0 0.0524

3.7. Shale Rolling Recovery

Organic amine inhibitors are relatively expensive, and the amount added to the drilling
fluid during the drilling process generally does not exceed 1%. Taking into account the
actual addition of various shale inhibitors to the drilling fluid, shale recovery tests were
conducted to evaluate the inhibitory performances of tap water, 7% KCl, 0.3% NW-1 (a low
molecular weight quaternary ammonium salt shale inhibitor) and 0.3% EGP-2 on easily
hydrated shale. The experiment results are shown in Figure 6. It can be seen from Figure 6
that the shale recovery rate of tap water is 9.52%, indicating that shale samples are very easy
to hydrate, and that hydration dispersion is serious. KCl is a common inorganic salt shale
inhibitor. The recovery rate of shale is 18.56%, indicating that 7% KCl solution can basically
not inhibit the hydration and dispersion of shale formation. However, low-molecular
quaternary ammonium salt is a new shale inhibitor. Because of its excellent inhibition
properties, it has been used more and more in drilling fluids. The low-molecular quaternary
ammonium salt shale inhibitor NW-1 was used in this paper. The shale recovery rate of
0.3% NW-1 is 61.23%, indicating that the quaternary ammonium salt shale inhibitor has a
certain effect on shale. The shale recovery rate of 0.3% EGP-2 is 79.36%, which is higher
than that of NW-1 with the same concentration. EGP-2 contains a large number of adsorbed
hydroxyl functional groups which can be firmly adsorbed on the shale surface through
hydrogen bonding and electrostatic interaction. The shale diffusion electric double layer
was compressed, so as to replace the water between shale layers.
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Figure 6. Shale recovery rates from tap water, 7% KCl, 0.3% NW‐1 and 0.3% EGP‐2. 
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3.8. FTIR Analysis

The montmorillonite particle samples were analyzed by pressing infrared spectrum,
as shown in Figure 7. It can be seen from Figure 7 that the montmorillonite treated with
0.3% EGP-2 has vibration peaks at 3620 cm−1 and 3422 cm−1, which can be attributed to the
characteristic peak of -OH. And the characteristic peak near 1034 cm−1 and 798 cm−1 are
the anti-stretching vibration of Si-O-Si. However, it is compared with the montmorillonite,
the FTIR spectra of the treated montmorillonite shows no obvious change. The reason may
be that some -OH and Si-O-Si on the montmorillonite are masked by EGP-2, which has no
obvious effect on the lattice structure of the montmorillonite.
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Figure 7. Infrared spectra of montmorillonite before and after 0.3% EGP‐2 treatment. 
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Figure 7. Infrared spectra of montmorillonite before and after 0.3% EGP-2 treatment.

3.9. Particle Distribution

The inhibitor has a certain microscopic effect on the particle size of montmorillonite.
The influence of synthetic products on the particle size of montmorillonite particles was
analyzed by laser particle size analysis of un-treated montmorillonite particles and mont-
morillonite particles treated with different solutions [31]. It can be seen from Table 11 and
Figure 8 that the average particle size and median particle size of un-hydrated montmo-
rillonite are 14.270 µm and 11.020 µm, respectively. The average particle size and median
particle size of fully hydrated montmorillonite in clean water are 7.903 µm and 4.660 µm,
respectively. In addition, after 0.3% EGP-2 was added, the average un-hydrated particle
size was reduced to 43.01% of the original particle size, and the median particle size was
reduced to 35.59% of the original median particle size. The average particle size and median
particle size were increased after hydration, and were 1.62 times and 2.31 times those of the
original hydration group, respectively.

Table 11. Average particle size and median particle size of sodium-based montmorillonite in 0.3%
EGP-2 solution.

Treatment of Montmorillonite The Average Particle Size/µm Median Particle Size/µm

Un-treated 14.270 11.020
Water treated 7.903 4.660

0.3% EGP-2 un-treated 8.132 7.098
0.3% EGP-2 treated 12.832 10.779
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Figure 8. Effect of 0.3% EGP-2 on particle size distribution of sodium-based montmorillonite before
and after hydration.

3.10. Zeta Potential

The hydration swelling and dispersion of montmorillonite are caused by many factors.
These factors depend not only on the composition and structure of montmorillonite, but
also on the composition of exchangeable cations and the properties of the dispersion
medium. The value of the zeta potential of the dispersing medium solution is closely
related to that of the dispersing state of montmorillonite. The smaller the montmorillonite
particle size is, the greater the absolute value of zeta potential is, and the montmorillonite
particles in the system are more dispersed and stable. That is, the dispersion force is
greater than the cohesion [32,33]. On the contrary, the smaller the absolute value of the zeta
potential is, the more it tends to agglomerate and shrink. That is, the attraction is strong to
disperse the force, which makes it easy for particles to agglomerate and gather together. The
relationship between zeta potential on the surface of montmorillonite particles and EGP-2
solution concentration is shown in Figure 8. Due to the lattice substitution phenomenon,
an excess negative charge is generated in the crystal structure of montmorillonite minerals,
so montmorillonite particles show a negative charge. It can be seen from Figure 9, the
zeta potential on the surface of montmorillonite particles in clean water is −21.41 mv.
This shows that montmorillonite particles have significant dispersibility in clean water. In
Figure 9, with the increase in the EGP concentration in clean water, the zeta potential of the
solution decreased, and the system reached a new stable equilibrium state of agglomeration
dispersion. This shows that EGP can effectively inhibit the hydration and dispersion
of montmorillonite.

Figure 9. Effect of EGP−2 concentration on zeta potential of electric double layer adsorbed on
montmorillonite surface.
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3.11. SEM

SEM was used to analyze the micromorphology of montmorillonite particles treated
and dried with 0.3% EGP-2 and clean water to evaluate the effect of EGP-2 on the mi-
crostructure of montmorillonite. The results are shown in Figure 10. Figure 10a shows
the SEM microstructure of un-hydrated montmorillonite. (b) and (c) are the SEM mi-
crostructures of montmorillonite after hydration treatment in clean water and in 0.3%
EGP-2 solution for 24 h and after drying. It can be seen from Figure 9 that montmorillonite
was strongly dispersed in clean water, and the fine particles of montmorillonite were sig-
nificantly reduced after 0.3% EGP-2 was added. This indicates that after 0.3% EGP-2 was
added, the inhibitor entered the montmorillonite interlayer. The montmorillonite layers
are combined via electrostatic adsorption and hydrogen bonding to effectively inhibit the
hydration swelling and dispersion of montmorillonite. This phenomenon shows that it has
a significant inhibitory effect on montmorillonite [34].
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3.12. TGA

Montmorillonite contains a lot of water. With an increase in temperature, the adsorbed
water, interlayer water and hydroxyl water in montmorillonite are removed in turn [35,36].
Therefore, TGA can be used to determine the weight loss rate of montmorillonite treated
with different inhibitors, so as to evaluate the effect of inhibitors on the water absorption,
hydration swelling and dispersion of montmorillonite. After the montmorillonite was
soaked in clean water and 0.3% EGP-2 solution for 24 h, it was dried at 105 ◦C for TGA. It
can be seen from Figure 11 that as the temperature gradually increases, the water between
montmorillonite layers begins to evaporate and the weight of montmorillonite particles
begins to decrease. Apparently, when the temperature rises from 50 ◦C to 350 ◦C, the weight
loss rate of montmorillonite treated in clean water is 4.10%, and that of montmorillonite
treated in EGP-2 solution is 1.46%. The weight loss rate of the sample soaked in EGP-2
solution was significantly lower than that of the sample soaked in clean water. This indicates
that EGP-2 can obviously prevent the penetration of water molecules into shale, and has a
certain inhibitory effect on the hydration swelling and dispersion of montmorillonite. The
characteristics of macroscopic performance are that the weight loss rate of montmorillonite
decreases and the water absorption is small.
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Figure 11. TG curve of montmorillonite after soaked in 0.3% EGP-2 solution for 24 h and dried.

3.13. Mechanism

The mechanism of inhibiting hydration and of the swelling of polyhydroxy-alkanolamine
inhibitors in montmorillonite was systematically discussed, based on diffusion double layer
theory. It is generally believed that the core purpose of inhibitors is to reduce the repulsion
between montmorillonite crystal layers and prevent contact between water and montmoril-
lonite particles [37–39]. As shown in Figure 12, EGP-2 has a polyhydroxy structure, which
can provide multiple adsorption points on the surface of montmorillonite, and can be well
embedded between montmorillonite layers. Additionally, the closely bound montmoril-
lonite layers can reduce the trend of water molecules entering the montmorillonite layers.
The inhibitor is adsorbed on the montmorillonite surface to neutralize the negative charge
of montmorillonite, or attached to the crystalline layer of the montmorillonite to reduce
the charge between the crystalline layer and the surface [40–42]. At the same time, it can
combine montmorillonite through electrostatic adsorption, hydrogen bonding, anchoring
and hydrophobic interaction, and effectively inhibit the hydration, swelling and dispersion
of montmorillonite. Secondly, the adsorption between the dissociated primary amine group
of EGP-2 and the crystalline layer of active montmorillonite pulls together the upper and
lower crystalline layers of montmorillonite [43,44] to prevent the swelling of the crystalline
layer caused by hydration, so as to obtain strong shale inhibition performance.

Figure 12. Inhibiting mechanism of EGP-2 against shale hydration.

46



Processes 2023, 11, 3102

4. Conclusions

In this study, a polyhydroxy-alkanolamine inhibitor was synthesized from ethylenedi-
amine and epoxy propanol. The inhibition performance of 0.3% EGP-2 was studied in detail.
The results show that 0.3% EGP-2 has obvious hydration inhibition performance. Firstly,
the linear swelling rate of 0.3% EGP-2 is only 26.98%, which is 56.70% and 41.14% lower
than that of tap water and 4% KCl, respectively. The inhibition mechanism was also studied
via FTIR, particle size analysis, SEM and TGA. The synthesized inhibitor has a polyhydroxy
structure, which can provide multiple adsorption sites on the montmorillonite surface, and
enhance the adsorption of the inhibitor to montmorillonite. In addition, the inhibitor is
adsorbed on the montmorillonite surface and the montmorillonite is negatively charged
or attached to the montmorillonite crystal layer to reduce the charge between the crystal
layer and the surface. At the same time, the binding of montmorillonite is realized through
electrostatic adsorption, hydrogen bonding, anchoring and hydrophobic action, which can
effectively inhibit the hydration, swelling and dispersion of montmorillonite and reduce
wellbore instability caused by shale hydration. Therefore, the polyhydroxy-alkanolamine
inhibitor has obvious an inhibition property in montmorillonite.
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Abstract: Cold recycled mixtures with asphalt emulsion (CRME) suffer the majority of damage from
freezing and thawing cycles in seasonal freezing regions. However, an effective model for describing
the internal damage evolution behavior of the CRME is still lacking. The objective of this study is
to explore the performance of the destroy and damage model of the CRME subjected to freezing
and thawing cycles with various water contents. The damage degree of performance at 60 ◦C and
−10 ◦C, as well as the mechanical properties, were first analyzed in the laboratory. Then, the damage
evolution models were established based on macroscopic properties, reliability, and damage theory.
The results showed that the performance of the CRME decreased obviously as the number of freezing
and thawing cycles increased; after 20 freezing and thawing cycles, the damage degree of 60 ◦C
shear strength and 15 ◦C and −10 ◦C indirect tensile strength were 21.5%, 20.6%, and 19.8% at dry
condition, but they were 34.9%, 31.8%, and 44.8% at half water saturation condition and 51.5%, 49.1%,
and 56.1% at complete water saturation condition; the existence of water and the phase transition of
water changed the failure characteristics of the CRME; the correlation coefficient of the damage model
parameters was more than 0.98, so the damage evolution model could reveal the internal damage
evolution law. Clearly, the freezing and thawing cycles accelerated the damage caused by CRME.

Keywords: asphalt emulsion; cold recycled mixtures; damage model; freezing and thawing cycles;
property destroy

1. Introduction

With increasing of the road service life, an increasing number of early-built roads
require annual maintenance, causing a dramatic enhancement in the amount of old asphalt
material [1]. The disposal of old asphalt materials demands a large amount of land and
pollutes the environment [2]. The topic of resource conservation and environmental friend-
liness has gradually risen to prominence in road construction. Asphalt pavement recycling
has become an excellent technique in road construction and maintenance [3,4]. Due to the
depression of aggregate, cost, and carbon emissions, cold recycling technology has been
widely accepted globally and adopted in many countries [5–7].

Zhang J et al. [8] studied the influences of compaction and water contents on the
properties of the CRME, and a design approach for CRME using single compaction was
presented. Han Z et al. [9] demonstrated that the vertical vibration testing method showed
more excellent mechanical and fatigue performances than Marshall compaction and Super-
pave Gyratory Compactor on cold recycled mixtures. And the number and diameter of
voids and fractal dimension of the vertical vibration testing method samples were similar
to actual core samples in the vertical direction. Chen T et al. [10] proposed that cement
and asphalt emulsion need to be completely mixed before the mixing between aggregate
and mortar to achieve the more excellent property of the cold recycled mixture; moreover,
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aggregate stirred with asphalt emulsion firstly may be an excellent design. Gao L et al. [11]
showed that the cold in-place recycling mixtures tend to have larger size and a lower
amount of air voids. Kim Y et al. [12] stated that emulsion form and residual asphalt
stiffness of reclaimed asphalt pavement (RAP) materials had impacted on the dynamic
modulus, flow number, and flow time. Jiang J et al. [13] obtained that the polymer mod-
ifiers could enhance the high-temperature property obviously, and adding chloroprene
rubber latex seemed to be a more excellent idea to enhance the high-temperature stability
of asphalt emulsion. Zhang J et al. [14] found that a recycling agent had an impact on
the fracture energy indicator of more than 60%. Yan J et al. [15] proposed cement had
active influences on early-age strength and long-term property of cold recycled mixtures.
Yang Y et al. [16] showed cold recycled mixtures had more excellent low-temperature
property when adding cement was between 1% and 2%. Dong S et al. [17] concluded the
rejuvenation agent, styrene–butadiene rubber latex, and Buton rock asphalt could enhance
the comprehensive property of the modified CRME. Moreover, the rejuvenation agent had
the largest influence. Du S [18] found polyester fiber, polypropylene fiber, polyacrylonitrile
fiber, lignin fiber, and basalt fiber could improve the performance of the emulsion recycled
mixture. Polyester fiber had better advancement on fatigue life than others. Xu S et al. [19]
found the new cold-mix SBS modified emulsified asphalt had better mechanical perfor-
mance, rutting performance, and water stability than the normal hot and warm mix asphalt
mixtures. In comparison with deicing agents containing calcium chloride, the deicing
agents containing calcium magnesium acetate obviously could reduce the disruptive influ-
ences of freeze–thaw cycles on the mechanical performance of cold recycled mixtures using
polymer-modified bitumen emulsion [20]. Yang Y et al. [21] discovered the numerical value
and quantity of the tensile force chain in DEM raised markedly; as the stress ratio increased,
the fatigue performance decreased significantly. Lin J et al. [22] presented the viscoelastic
of the CRME was worse than HMA. The fatigue life of the CRME was 10%−20% normal
asphalt mixture at high strain. Xia Y et al. [6] proposed the initial cracking point appeared at
approximately 60% of the fatigue life based on the SCB fatigue test through image analysis.
The value of the destroyed variable was 0.06–0.17 at the initial cracking point according to
the cracking model.

However, the road performance of the CRME decayed obviously, and diseases such
as crushing and loosening appeared in the seasonal frozen region [23]. Water was the
key factor for the destruction. Due to temperature variation, the water would freeze
and thaw with the changing seasons, causing significant damage to the CRME [24].
Lachance-Tremblay et al. [25] demonstrated the linear viscoelastic properties containing
glass aggregates were significantly altered during freezing and thawing cycles. The addition
of hydrated lime containing glass aggregates obviously decreased the linear viscoelastic
property. Freezing and thawing cycles enhanced the interior destruction of the asphalt
mixture, resulting in air voids increasing and adhesion decreasing [26]. Fan Z et al. [27]
observed that the fatigue life of asphalt mixtures reduced with saturation and freezing–
thawing cycles increasing. Fu L. et al. [28] showed that freezing and thawing cycles
changed the failure type of asphalt mixtures, made it harder for microcracks to form early
on, sped up the growth of macrocracks, and made it easier for asphalt and aggregates to
separate. Wang T. et al. [29] found the tensile modulus of steel slag, basalt, and recycled ag-
gregate permeable asphalt concrete decreased by 80–90% after 20 freezing–thawing cycles.
Ud Din et al. [30] found freezing and thawing could obviously impact the compressive
strength, air voids, fatigue cracking, and the rutting of the asphalt pavement. Fatigue and
rutting were more sensitive to climatic conditions. Xu H et al. [31] presented the interior
void evolution law: expansion of original voids; connection of independent voids; occur-
rence of new voids, demonstrating the nonnegligible impact of pore structure on dynamic
flow law subjected to freezing and thawing cycles [32]. Wang J et al. [33] put forward the
damage mechanism of the biobased cold-mix epoxy asphalt subjected to freezing and thaw-
ing cycles: post-curing and damage of the cross-linking network; agglomeration and aging
of asphalt; diffusion and reaction of water. Jin D et al. [34] found asphalt emulsion chip
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seal showed a decrease in interlayer shear strength and interlayer tensile strength under
repeated loading, freezing, and thawing cycles. The weak bond between asphalt emulsion
and aggregate could be due to repeated loading and freezing and thawing behaviors. Zhao
H et al. [35] found the indirect tensile strength, the modulus, and the fracture properties of
cold recycled mixtures using foamed asphalt significantly decreased subjected to freezing
and thawing cycles. Lövqvist L et al. [36] presented a new thermodynamics-based multi-
scale model of freezing and thawing destruction in asphalt mixtures, which also calculated
the destruction from water and traffic. Chen Y et al. [37] presented the freeze–thaw cycles
made the nonlinear characteristics of the stress–strain relationship of the asphalt mixture
remarkable. Yang Y. et al. [38] concluded the void ratio of CRME went up by 1.06%, the
ultrasonic wave velocity and high and low temperature performance all went down, and
the splitting strength went down by 26.3% after 20 unsatisfied freezing–thawing cycles.
Under freezing and thawing cycles, the voids of vacuum-saturated samples were primarily
characterized by the formation of new voids, void expansion, and void bonding [39].

In summary, researchers have conducted a large number of studies on mix design,
air void characteristics, performance evaluation, early strength, additives, and fatigue
performance to improve the CRME. Although extensive research has been conducted on
normal asphalt mixtures during freezing and thawing cycles, a few studies have been
conducted on the CRME, despite the fact that its application in a seasonally frozen area
is crucial. CRME has greater air voids (8–13%) than normal asphalt mixture. The water
could easily permeate the CRME and weaken the bond among asphalt, old asphalt, new
aggregate, and old aggregate. The adhesion has an immediate impact on the performance
of the CRME. Therefore, the aim of this research is to explore the performance degradation
and damage model of the CRME under freezing and thawing cycles with various water
contents. The uniaxial penetration test and indirect tensile test are carried out to evaluate
the high–low temperature performance and mechanical properties. The damage degree of
the 60 ◦C shear strength and 15 ◦C and −10 ◦C indirect tensile strength are calculated and
analyzed. Finally, the damage model of CRME is developed to reveal the internal law of
damage evolution based on macroscopic properties, reliability, and damage theory.

2. Materials and Methods
2.1. Materials

Table 1 illustrates the characteristics of asphalt emulsion referencing JTG T5521-
2019 [40]. The RAP was milled from a first-class highway in Shenyang, China and divided
into 0 mm, 0.075 mm, 0.15 mm, 0.3 mm, 0.6 mm, 1.18 mm, 2.36 mm, 4.75 mm, 9.5 mm,
13.2 mm, 16 mm, and finally 19 mm. Referring to JTG T5521-2019 [40], the sand equivalent
value of RAP was 65%, which met the specification requirements that is not less than 50%.
The characteristics of the new aggregate satisfied the requirement of the JTG F40-2004 [41],
which was divided into the single size. The biggest size of RAP could not satisfy the
gradation composition of CRME referencing to JTG T5521-2019 in China [40]. A total of
19–26.5 mm of new aggregate was added. Drinking water and 32.5# of regular Portland
cement were added in the meantime.

Table 1. Characteristics of asphalt emulsion [24].

Characteristic Requirements Results

Demulsification speed Slow-cracking Slow-cracking
Particle charge Cation (+) Cation (+)

Remained content on 1.18 mm/wt% ≤0.1 0.021
Solid content/wt% >60 63.6

Penetration (25 ◦C, 100 g, 5 s)/0.1 mm 50~130 69.5
Softening point/◦C — 45.6

Ductility (15 ◦C)/cm ≥40 76.5
Solubility in trichloroethylene/wt% ≥97.5 99.1
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Table 1. Cont.

Characteristic Requirements Results

Storage stability at 1 d/wt% ≤1 0.4
Storage stability at 5 d/wt% ≤5 2.6

2.2. Mixture Design and Preparation of the Samples
2.2.1. Mixture Design

The selected gradation and composition of RAP and new aggregate are displayed in
Table 2 [16]. The cement dosage was adopted by the early result, which was 1.5 wt% [16].
The selected gradation of the CRME is shown in Figure 1. The optimum water content of
CRME was determined referencing JTG E40-2007 [42], which was 3.0 wt%. The optimum
asphalt emulsion content of CRME was determined referencing to JTG T5521-2019 [40],
which was 3.5 wt%.

Table 2. Selected gradation of RAP and new aggregates.

Size/mm 26.5 19 16 13.2 9.5 4.75 2.36 1.18 0.6 0.3 0.15 0.075

Passing rate/%
RAP (68.95%) 100 100 88.8 78.7 63.5 38.1 22.8 13.7 7.6 4.1 2.0 1.0

New
Aggregate (29.55%) 100 93.9 88.8 78.7 63.5 38.1 22.8 13.7 7.6 4.1 2.0 1.0Processes 2023, 11, x FOR PEER REVIEW 5 of 18 
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2.2.2. Preparation of the Samples

The Superpave gyratory compactor (AFG2C) was applied to form the samples. The
1.25◦ rotation compaction angle, 600 kPa vertical compressive stress, and 30 rpm were set
in a Superpave gyratory compactor. The diameter of the sample was 100 ± 0.5 mm. The
CRME samples were molded under the optimum mixture composition. Firstly, the mixture
was placed into the mold and compacted up to 63.5 mm in height. Then, all the samples
were cured in a 60 ◦C environmental oven for more than 40 h. Finally, the samples were
put in an indoor temperature environment for longer than 12 h [40].

2.3. Experimental Methods
2.3.1. Freezing and Thawing Test

The cured sample was subjected to a freezing and thawing test with various water
content. The dry condition, half water saturation condition, and complete water saturation
condition were adopted. The parallel four samples were carried out for every test under a
saturated condition and different freezing and thawing cycles.
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(1) Dry condition, namely 0% water saturation condition. The cured samples were
directly covered with plastic preservative film.

(2) Complete water saturation condition, namely 100% water saturation condition. Firstly,
the cured samples were vacuumed for 15 min in water. The vacuum pressure was
98.3~98.7 kPa. Secondly, the vacuumed samples were kept in normal pressure water
for longer than 2 h until absorbing water completely. Thirdly, the surface of vac-
uum saturated samples was dried through the wet cloth and covered with plastic
preservative film.

(3) Half water-saturation condition, namely 50% water saturation condition. The cured
samples were weighed. The weighted samples were vacuum saturated according
to (2). The weight of the vacuum-saturated sample was measured. The environmental
furnace then reduced the weight of water absorption by half. Finally, the surface of
the half water-saturated specimens was covered with plastic preservative film and
placed in an indoor environment for more than 12 h.

The samples with different water contents were frozen and thawed. The sample
was stored at −20 ◦C and 20 ◦C for 6 h, respectively, completing one freeze-thaw cycle.
The whole samples were frozen-thawed zero, five, ten, fifteen, and twenty times, respec-
tively [27,43]. The frozen-thawed samples were used to evaluate the characteristics of
CRME after drying. The partial samples are shown in Figure 2.
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2.3.2. Uniaxial Penetration Test

The uniaxial penetration test was used to evaluate the high-temperature performance
of CRME at 60 ± 1 ◦C. The 1 mm per minute was used as the loading rate referencing JTG
D50-2017 [44]. The electromechanical universal tester (70-S18B2) (Controls S.R.L., Milan,
Italy) was used for the test to obtain the maximum load. The shear strength was obtained
by Equation (1).

RS = f × P/A (1)

where RS, f, P, and A represent the shear strength (MPa), the sample dimension correc-
tion coefficient f = 0.34, the maximum loading (N), and the cross-sectional area (mm2),
respectively.

2.3.3. Indirect Tensile Test

The indirect tensile test was performed at 15 ± 0.5 ◦C based on the loading rate of
50 mm per minute to evaluate the mechanical property referencing JTG E20-2011 [45].
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However, the indirect tensile test was performed at −10 ± 0.5 ◦C based on the loading
rate of 1 mm per minute to reveal the low-temperature cracking resistance referencing JTG
E20-2011 [45]. The electromechanical universal tester (70-S18B2) (Controls S.R.L., Milan,
Italy) was used for the indirect tensile test to obtain the limit load. The indirect tensile
strength was obtained by Equation (2).

RT = 0.006287F/h (2)

where RT, F, and h represent the indirect tensile strength (MPa), the limit loading (N), and
the height of the sample (mm), respectively.

2.4. Modeling Method
2.4.1. Basic Model Assumptions

If the CRME could satisfy the basic assumptions of the general model of reliability
and damage theory, the damage evolution law of CRME could be analyzed under freezing–
thawing cycles [46,47]. The modelling of each surface of the cube subjected to the same
damage was adopted to investigate the damage situation of CRME under freezing and
thawing cycles with various water contents.

Situation 1: The interior of CRME was considered continuous and homogeneous. RAP,
new aggregate, cement, and asphalt emulsion conform to the random distribution and were
proportionally smaller than the sample. Consequently, the sample could be considered as
homogenous material.

Situation 2: The boundary of the CRME was in the same freezing and thawing con-
ditions. The damage was developed from outside to inside gradually under freeze–thaw
cycles with various water content. Therefore, all microscopic unit points with the shortest
distance between the interior and boundary of CRME satisfied the damage evolution law.
Each surface of the cube subjected to the same damage was drawn in Figure 3.
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Situation 3: The destroyed occurrence of CRME was from the gradually accumulated
interior damage as freezing and thawing cycles increased. The failure possibility of every
component increased over time in CRME exposed to freezing and thawing cycles with
various water contents. Therefore, it was considered that the destruction of CRME accorded
to the Weibull damage distribution under freezing and thawing cycles, as represented by
Equation (3).

F(t) = 1 − exp [−(λt)α] (3)

where t, λ, and α represent the number of freezing and thawing cycles (time), the scale
factor (dimensionless), and the shape factor (dimensionless), respectively.
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Situation 4: Each point was subjected to the same amount of damage. Based on the
characteristics of the Weibull distribution, the failure curve shape of each point was the
same approximately. Consequently, it was possible to conclude that the shape factor α was
the same. If the microscopic unit point had any coordinate (x, y, z), then Equation (4) could
be used to determine the shape factor α.

λ (x, y, z) =λ (|x|, |y|, |z|) (4)

2.4.2. Model Derivation

The microscopic unit (x, y, z) was selected randomly in CRME. The probability density
function of the internal point from the microscopic unit was f (x, y, z; t) at t time. Therefore,
the number of damaged microscopic units was V (x, y, z; t) at time t. The random variable
satisfied the spatial Poisson distribution requirement. Therefore, Equation (5) represents
the probability P of internal point failure.

P = f (x, y, z; t) dςdηdσ (5)

According to the mathematical expectation of the Poisson distribution, the mathemati-
cal expectation of V (x, y, z; t) could be derived as shown in Equation (6).

E(V) = nP = dx dy dz dς−1 dη−1 dσ−1 f (x, y, z; t) dςdηdσ = f (x, y, z; t) dx dy dz (6)

where the n represents the quantity of sample points in the space area.
The failure volume of the whole section was shown in Equation (7).

V =
x

V0

E(V) (7)

According to the previous studies [47], the study defined the degree of damage using
Equation (8).

D = V/V0 (8)

where D, V, V0 represent the degree of damage (%), the volume of the damaged unit
(dimensionless), and the volume of the original unit (dimensionless), respectively.

According to Equations (3)–(8), the damage degree equation could be obtained as
shown in Equation (9).

D = V−1
0

x

V0

f (x, y, z; t)dxdydz = V−1
0

x

V0

α(λt)
α−1

exp
[
−(λt)α]dxdydz (9)

2.4.3. Numerical Algorithm of Damage Evolution

Equation (9) could be altered through discretization of the calculated spatial region. In
the calculated spatial region, each boundary was divided into N parts on average, and N
was a dual number. Based on situation 2, the i-layer unit number distribution was identical.
According to Equation (10), the units with the shortest distance from the model boundary
were determined.

Ni = 6N2 − 24iN + 24i2 − 12N + 24i + 8 (10)

where i = 0, 1, 2······ (n = N/2 − 1), respectively.
At t time, the distribution function of i-layer unit damage was Fi(t). When the number

of sample points of the Poisson distribution was large, the Poisson distribution could be
transformed into the Bernoulli distribution based on the relationship between the Poisson
distribution and the Bernoulli distribution, namely Ni damage in the unit of the i layer. The
mathematical expectation of the event Φi was shown in Equation (11).

E(Φi) = NiFi (t) (11)
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Based on situation 3, Equation (12) could be obtained.

Fi(t) = 1 − exp [−(λt)α] (12)

The scale factor λi was simulated with the linear formula, and the mesh was sufficiently
divided. The influence of micro-unit size could be neglected. The scale factor λi could be
shown in Equation (13).

λi = λ0 − 2iv/ (N − 2) (13)

where λ and v represent the scale factor (dimensionless) and the gradient factor (dimen-
sionless), i = 0, 1, 2······ (n = N/2 − 1), respectively.

The microscopic unit was in the outer layer at i = 0, and λi = λ0. The microscopic
unit was in the inner layer at i = N/2 − 1, and λi = λ0 − v. The average scale factor of
the outer and inner layers of the CRME could be substituted into the calculation. The
mathematic expectation of the unit damage eventω at time t could be obtained as shown
in Equation (14).

E(ω) =
N/2−1

∑
i=0

E(φi) =
N/2−1

∑
i=0

NiFi(t) (14)

According to the Equation (14), the expected value of regional damage degree could
be calculated. As shown in Equation (15).

E(D) = E(ω)/V0 = N−3
N/2−1

∑
i=0

(
6N2 − 24iN + 24i + 8

)
×
{

1− exp
[
−
(

λ0t− ivt
N/2− 1

)α]}
(15)

E(D) = 0 at t = 0, which showed that the damage degree of CRME was 0 without
freezing and thawing cycles. E(D) = 1 at t→∞, which showed that the damage degree of
CRME was 1 after infinite freezing and thawing cycles. Based on the application of the
equal strain assumption in macroscopic phenomenological damage mechanics, the damage
degree of the CRME after freezing and thawing cycles could be calculated according to
Equation (16).

Dn = (E0 − En)/E0 (16)

where Dn, E0, and En represent the degree of damage of CRME after n freezing and
thawing cycles, the performance of the CRME without freezing and thawing cycles, and
the performance of CRME after n freezing and thawing cycles, respectively.

3. Results and Discussions
3.1. Experimental Results

The results of the 60 ◦C uniaxial penetration test and 15 ◦C, and−10 ◦C indirect tensile
strength test under freezing and thawing cycles with various water contents are shown in
Table 3.

3.2. Damage Models

The damage models of the high–low temperature performance and mechanical prop-
erty of the CRME were used to investigate the damage situation. The damage degree of
CRME was calculated based on the Equation (16). The damage degree results of CRME are
displayed in Table 4. Figure 4 illustrates the damage degree change trend of CRME under
freezing and thawing cycles with various water content.
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Table 3. Test results of CRME under freezing and thawing cycles with various water contents.

Freeze-
Thaw

Cycles/Times

60 ◦C Shear Strength/MPa 15 ◦C Indirect Tensile Strength/MPa −10 ◦C Indirect Tensile Strength/MPa

Dry
Condition

Half Water
Saturation
Condition

Complete
Water

Saturation
Condition

Dry
Condition

Half Water
Saturation
Condition

Complete
Water

Saturation
Condition

Dry
Condition

Half Water
Saturation
Condition

Complete
Water

Saturation
Condition

0 0.573
(0.041)

0.548
(0.040)

0.556
(0.039)

0.65
(0.023)

0.63
(0.015)

0.66
(0.003)

1.11
(0.008)

1.05
(0.012)

1.07
(0.019)

5 0.542
(0.024)

0.483
(0.033)

0.459
(0.057)

0.60
(0.016)

0.56
(0.011)

0.55
(0.003)

1.03
(0.023)

0.90
(0.018)

0.86
(0.010)

10 0.491
(0.015)

0.431
(0.018)

0.374
(0.020)

0.57
(0.011)

0.49
(0.007)

0.46
(0.008)

0.96
(0.031)

0.77
(0.026)

0.70
(0.009)

15 0.468
(0.029)

0.396
(0.022)

0.317
(0.012)

0.54
(0.005)

0.44
(0.012)

0.38
(0.007)

0.92
(0.014)

0.65
(0.009)

0.55
(0.011)

20 0.455
(0.038)

0.374
(0.031)

0.283
(0.019)

0.51
(0.017)

0.41
(0.006)

0.32
(0.008)

0.86
(0.014)

0.58
(0.006)

0.47
(0.007)

The data of () are the standard deviation.

Table 4. The damage degree results of CRME under freezing and thawing cycles with various
water content.

Freeze-
Thaw

Cycles/Times

Damage Degree of 60 ◦C Shear Strength/% Damage Degree of 15 ◦C Indirect
Tensile Strength/%

Damage Degree of −10 ◦C Indirect
Tensile Strength/%

Dry
Condition

Half Water
Saturation
Condition

Complete
Water

Saturation
Condition

Dry
Condition

Half Water
Saturation
Condition

Complete
Water

Saturation
Condition

Dry
Condition

Half Water
Saturation
Condition

Complete
Water

Saturation
Condition

0 0 0 0 0 0 0 0 0 0
5 7.7 11.1 16.7 5.4 11.9 17.4 7.2 14.3 19.6

10 12.3 22.2 30.3 14.3 21.4 32.7 13.5 26.7 34.6
15 16.9 30.2 42.4 18.3 27.7 43.0 17.1 38.1 48.6
20 21.5 34.9 51.5 20.6 31.8 49.1 19.8 44.8 56.1
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As shown in Table 4 and Figure 4, with the number of freezing and thawing cycles
increasing, the damage degree of the high–low temperature performance and mechanical
property of CRME increased. As the saturation rate rises, the performance changes under
freezing–thawing cycles become more pronounced. It indicated that the temperature cycle
would damage the CRME and that the water would exacerbate the damage of the CRME
during the temperature cycle.

Three parameters (α, λ0, v) of the damage evolution model could be achieved by the
nonlinear fitting of Equation (15) according to the damage degree of CRME from Table 4.
Therefore, the damage evolution model could be established. The calculation results of
the parameters would be affected by the number of grids N. The fitting results would
become more accurate as the number of grids N increased. The parameters of the damage
evolution model would also be more accurate. However, the iteration times of the damage
evolution model would become higher as the number of grids N increased, which would
affect the computational efficiency. Therefore, it was necessary to determine an appropriate
N value. The MATLAB (2018A) software was used to nonlinearly fit the parameters of
the damage evolution model. The initial value of N was set to 4, and N = N + 2 was
used for the cyclic calculation until the parameters were stable. The degree of damage of
high–low temperature performance and mechanical property of the CRME and the number
of freezing and thawing cycles were fitted with different water contents. The predicted
data became stable, and the calculation result was accurate when N = 48. In order to obtain
a stable model and accurate results, N = 100 was adopted for calculation during the study.

3.3. Parameter Analysis of Damage Model

The damage evolution models were established based on the damage degree data
calculated by different properties under 20 freezing and thawing cycles. The calculated
performance parameters are shown in Table 5. The damage degree evolution diagrams
of 60 ◦C shear strength and 15 ◦C and −10 ◦C indirect tensile strength are shown in
Figures 5–7.

Table 5. Parameters results of damage model.

Performance Water-Saturated Condition Correlation
Coefficient

Parameters of Damage Model

The Shape
Factor α

The Scale
Factor λ

The Gradient
Factor v

15 ◦C indirect
tensile strength

Dry condition 0.995 0.7873 0.0208 0.0197
Half water saturation condition 0.997 1.0427 0.0455 0.0451

Complete water saturation
condition 0.996 1.3223 0.0838 0.0831

60 ◦C shear
strength

Dry condition 0.985 0.7821 0.0252 0.0218
Half water saturation condition 0.998 0.9898 0.0488 0.0466

Complete water saturation
condition 0.999 1.2009 0.0875 0.0871

−10 ◦C indirect
tensile strength

Dry condition 0.994 0.9115 0.0265 0.0234
Half water saturation condition 0.999 1.2011 0.0675 0.0668

Complete water saturation
condition 0.988 1.4273 0.1046 0.0988

Table 5 showed that the damage evolution model of CRME fit well and that the
correlation coefficients were greater than 0.98 when freezing and thawing cycles happened.
The shape factor, scale factor, and gradient factor showed different characteristics of the
CRME under freezing and thawing cycles with different water contents. Figures 5–7
showed that the model fitting effect was good and the error was small.
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The shape factor revealed the failure characteristics of the inner points of the CRME
under freezing and thawing cycles with different water contents [47]. Table 5 showed that
the shape factors of 60 ◦C shear strength and 15 ◦C and −10 ◦C indirect tensile strength
increased from 0.7873 to 1.3223, 0.7821 to 1.2009, 0.9115 to 1.4273, respectively. The shape
factors of the CRME were similar to hot asphalt mixtures [46,47]. It indicated the inner
points failure of the CRME gradually accumulated with the increasing of water contents.
The presence of water and the phase transition of water changed the internal failure
characteristics of the CRME [24,39]. The shape factors of 60 ◦C shear strength and 15 ◦C and
−10 ◦C indirect tensile strength were different at various water contents, which showed
that water contents had different influences on the same performance of CRME.

The scale factor indicated the resistance ability of the internal points of the CRME
under freezing and thawing cycles with various water contents. The scale factor was
mainly determined by air voids, gradation, additives, and so on [47]. The greater the
value of the scale factor, the weaker the ability to resist freezing and thawing damage [46].
As shown schematically in Table 5, the scale factors of 60 ◦C shear strength and 15 ◦C
and −10 ◦C indirect tensile strength increased from 0.0208 to 0.0838, 0.0252 to 0.0875,
0.0265 to 0.1046, respectively. The scale factors of the CRME were similar to hot asphalt
mixtures [46,47]. It indicated that the resistance ability of CRME decreased with the
increasing of water contents. Moreover, the −10 ◦C indirect tensile strength was influenced
by water contents obviously. The frost heaving force from the phase transition of water
accelerated the formation of new voids and the connection of voids, which resulted in a
significant decrease in performance under freezing and thawing cycles with different water
contents [39].
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The gradient factor showed the difference in destruction development of the interior
points of the CRME under freezing and thawing cycles with different water contents [47].
The absolute value of the gradient factor represented the difference. When the absolute
value of the gradient factor was small, the damage to the internal points occurred at
the same time, indicating that the material was homogeneous. The gradient factor was
positive, which indicated that the damage developed from the surface to the interior. The
gradient factor was negative, which indicated that the damage developed from the interior
to the surface [46]. The gradient factors of 60 ◦C shear strength and 15 ◦C and −10 ◦C
indirect tensile strength increased from 0.0197 to 0.0831, 0.0218 to 0.0871, 0.0234 to 0.0988,
respectively. The gradient factor of the CRME was positive, which indicated that the
damage developed from the surface to the interior in CRME under freezing and thawing
cycles. However, the absolute value of the gradient factor for hot asphalt mixtures was less
10−7 [46,47]. It shows that the homogeneity of the CRME was worse than hot mix asphalt.
Moreover, the gradient factors of 60 ◦C shear strength and 15 ◦C and−10 ◦C indirect tensile
strength increased gradually with the water contents. It indicated the damage of the CRME
gradually accumulated with the increasing of water contents.
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4. Conclusions

In this paper, the damage model investigated the damage characteristics of CRME
under freezing–thawing cycles with various water contents. The following conclusions
were drawn:

1. The damage degree of 60 ◦C shear strength and −10 ◦C and 15 ◦C indirect tensile
strength of the CRME increases with the freezing and thawing cycles increasing. As
the water content increases, the damage degree of performance increases significantly
under freezing and thawing cycles.

2. The fitting accuracy of the damage evolution model of CRME was good under freezing
and thawing cycles, and the correlation coefficients were greater than 0.98.

3. The shape factor and gradient factor of 60 ◦C shear strength and −10 ◦C and 15 ◦C
indirect tensile strength gradually increased with the increasing degree of saturation.
On the contrary, the scale factors gradually decreased with the increase in saturation
degree.

4. With the water content increasing, the generation of new voids and the interconnection
of voids occurred. The homogeneity of the CRME became worse, resulting in a
significant decrease in performance under freezing and thawing cycles with different
water contents.

5. Based on the results of the present study and other studies on the CRME subjected
to freezing–thawing cycles with various water contents, it is recommended that
future studies examine the fatigue performance, dynamic characteristic, and cracking
behaviors and establish a multi-scale model to reflect damage mechanisms.
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Abstract: In natural gas exploitation, foam drainage, corrosion inhibition and hydrate inhibition
of wellbore fluid are conventional operations. However, there is often a problem where multiple
chemical agents cannot be effectively used together and can only be used separately, resulting in
complex production processes. In this study, the final integrated formulation was determined: 0.1%
sodium alpha-olefin sulfonate (AOST) + 0.3% dodecyl dimethyl betaine (BS-12) + 0.3% sodium
lignosulfonate + 0.5% hydrazine hydrate. The minimum tension of the integrated agent could be
reduced to 23.5 mN/m. The initial foaming height of the integrated agent was 21.5 cm at 65 ◦C, the
liquid-carrying capacity was 143 mL, and the liquid-carrying rate reached 71.5%. The maximum
corrosion depth also decreased from 11.52 µm without the addition of hydrazine hydrate, gradually
decreasing to 5.24 µm as the concentration of hydrazine hydrate increased. After adding an integrated
agent, the growth rate of hydrates was slow and aggregation did not easily occur, and the formation
temperature was also more demanding. Therefore, the integrated agent has a inhibitory effect on
the formation of hydrates and has a good anti-aggregation effect. From the observation of the
microstructure, the emulsion is an oil-in-water type, and the integrated agent adsorbs at the oil–water
interface, preventing the dispersed water droplets in the oil phase from coalescing in one place. The
oil-in-water type emulsion is more likely to improve the performance of the natural gas hydrate
anti-aggregation agent.

Keywords: foaming agent; foaming stability; surface tension; microstructure; salt resistance

1. Introduction

As an effective method to solve bottom-hole fluid accumulation, foam-drainage agents
have become an economically efficient and commonly used auxiliary recovery method,
and most studies have verified their economic and effective characteristics. In order to
develop a high-performance foam-dispersant system, different types of surfactants were
compounded [1–9]. In the process of natural gas development, there is not only the
problem of liquid accumulation, but also the problem of hydrate and pipeline corrosion in
an environment of low temperature and high pressure. For research into an integrated agent
that has the simultaneous functions of foam drainage, corrosion inhibition and hydrate
anti-polymerization, the combination of any two commonly used agents may produce
antagonism [10–17]. For example, methanol is often added for the purpose of hydrate
anti-polymerization to alleviate the accumulation of hydrate, and methanol has an obvious
effect as an anti-polymerization agent, However, methanol plays a defoaming role in foam
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dispersants, while commonly used corrosion inhibitors lack the performance of hydrate
anti-aggregation.

Cage hydrates are ice-like compounds composed of small gas molecules encapsulated
in water molecules. The formation of natural gas hydrates in oil and gas pipelines may
lead to the failure of natural gas flow and serious safety and environmental issues. The
use of anti-condensates is a promising method to reduce the risks of natural gas hydrates
in actual production [18]. Therefore, effectively suppressing the generation and blockage
of hydrates is a very important and urgent problem for all oil and gas production. One of
the most effective methods to improve natural gas extraction is to suppress the generation
of natural gas hydrates. Due to the fact that the use of anti-polymerization agents is not
limited by temperature (supercooling) conditions and the concentration of use is below 3%,
the price of anti-polymerization agents is relatively high [19]. Considering the economic
benefits, in practical production applications, different types of inhibitors are often mixed
and reused to reduce costs. This can significantly improve both economic composition and
the inhibition effect. At present, this method is the most widely used in the development
and application of natural gas in domestic and foreign gas fields to suppress hydrate
generation and accumulation [20,21].

To address the issues of high water content in gas wells, hydrate formation under low
temperature and high pressure, and wellbore-corrosion susceptibility, a foam-drainage
hydrate anti-aggregation corrosion-inhibitor system has been developed. By utilizing ex-
perimental and theoretical research, we evaluated the foaming and stabilizing properties of
the foam-drainage hydrate anti-aggregation corrosion-inhibitor system, and revealed the re-
lationship between the structure of the foaming agent and the foaming performance [22–26].
We tested the phase-change point of hydrate formation caused by the system, and explored
the corrosion-inhibition performance of the system for injection and production systems
such as wellbore [27–30]. Therefore, based on these three points, a foam-agent system with
the multiple performances of foaming, polymerization prevention and corrosion inhibition
has been developed.

2. Experimental
2.1. Materials

AOST was purchased from Lusen Chemical Co., Ltd. (Linyi, China). BS-12 was pur-
chased from Huajun New Materials Co., Ltd. (Huainan, China). Methanol and petroleum
ether were purchased from Fuyu Fine Chemical Co., Ltd. (Tianjin, China). All products
were used as received without further purification.

2.2. Surface-Tension Measurement

The surface tension of each solution was measured by the hanging-ring method at
room temperature. Before the measurements, the tensiometer (Kruss K 100, Hamburg,
Germany) was used to test the surface tension of a distilled water sample to confirm the
accuracy of the instrument; the surface tension of distilled water measured in this manner
was 72.65 mN/m. Each measurement was repeated at least three times and results reported
as the average.

2.3. Foaming-Capacity Evaluation

A high-speed agitation method was used to generate foams using a high-speed mixer
(GJ-3S, Qingdao Haitongda Special Instrument Co., Ltd., Qingdao, China). In each test,
100 mL surfactant solution was agitated at 7000 r/min for 3 min at ambient conditions.
After the foam preparation, the foam was transferred into a graduated cylinder immediately.
The volume and half-life time (the time that 50 mL of free-water phase accumulated at the
bottom of the cylinder) of the foam were recorded. Each test was repeated in triplicate. All
measurements were performed at 25 ◦C and atmospheric pressure.
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2.4. Salt-Resistance Evaluation

Generally, the salinity of formation water has a strong adverse effect on the generation
of foam. To study the effect of concentration and species of inorganic ions on the foaming
ability and related foaming stability of the surfactants, surfactant solutions with different
salt concentrations (NaCl, KCl, MgCl2, CaCl2) were prepared.

2.5. Temperature Resistance

The temperature in a well has a significant effect on the performance of foaming agents.
Therefore, the Ross–Miles method was used to measure the foaming capacity and stability
of the formula at temperatures ranging from 30 to 70 ◦C. Each test was repeated three times.

2.6. Methanol Effect Evaluation

During gas production, methanol was usually used to prevent the formation of gas
hydrate. However, the presence of methanol may also retard the performance of foaming
agents. Therefore, it was necessary to check the methanol’s influence on the foaming ability
of the optimized foaming agents. In this section, the foaming performance of optimized
surfactant solutions with 0, 5, 10 and 15% methanol was tested in a temperature range of
40 to 70 ◦C using the Ross–Miles method.

2.7. Liquid-Carrying-Capacity Test

According to the performance requirements for the foam-discharge agent in the Changqing
Gas Field, the liquid-carrying performance of the integrated agent required evaluation. After
aging 200 mL of the integrated agent at 65 ◦C for 30 min, 3.0 L/min of N2 was introduced into
the dedicated foam tube. After 15 min, the volume vs. of the remaining liquid in the foam
tube was recorded. The formula for calculating the liquid-carrying rate is:

W =
200 − Vs

200
× 100%

where W is liquid-carrying rate (%), Vs is the remaining liquid in the foam tube.

2.8. Adsorption Experiment

By scanning the wavelength of a UV spectrophotometer, the adsorption capacity of
different concentrations of 4DF-4 as a whole agent on iron powder was tested, and the
adsorption relationship between 4DF-4 as a foaming agent and metals was evaluated using
a standard curve.

2.9. Surface Micromorphology of Steel Sheet

A DSX-500 (OLYMPUS, Tokyo, Japen) fully automatic three-dimensional imaging micro-
scope was used to scan steel sheets in bright field (BF) mode, the scanning area of the Q235
sample was 277 µm × 277 µm, in order to obtain 2D and 3D images as well as height maps.

2.10. Micro-Morphology of Hydrates

The assembled hydrate-growth observation instrument, consisting of temperature
control system, low-temperature reaction system, and image processing system, was used
to observe the micro-morphology of hydrate growth of 20% tetrahydrofuran aqueous
solution and 20% tetrahydrofuran integrated agent solution at different times.

2.11. Contact-Angle Experiment

The contact angle of water and oil droplets on the surface of glass treated with reagents
was measured using a contact-angle measuring instrument.

2.12. Thermodynamic Analysis of Hydrates

The phase-transition point of hydrate with 20% tetrahydrofuran aqueous solution and
20% tetrahydrofuran surfactant solution was measured by DSC.
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2.13. Emulsification Experiment and Microstructure Analysis after Emulsification

Samples of 10 mL of different concentration multiples (times 0.5, 1, 1.5, 2) were taken
of the integrated agent and condensate oil in a 1:1 ratio and placed in a centrifuge tube.
They were placed in a 45 ◦C water bath at a constant temperature for 10 min and then
taken out. They were shaken in the left and right hands 50 times each to form an emulsion,
then placed in a water bath and the time and amount of water released was recorded. The
precipitation rate was calculated:

Vw =
VT

V0
100%

where Vw is precipitation rate (%), VT is the volume of water that separates water (mL),
V0 is the total volume of water (mL).

Samples of 100 mL of different concentration multiples (times 0.5, 1, 1.5, 2) were taken
of the integrated agent and crude oil in a 1:1 ratio and placed in a high stirring cup. After
stirring according to the high-stirring evaluation method, the emulsion was placed under a
polarizing microscope to observe the micro-morphology of the emulsion of the integrated
agent and oil at different concentrations.

3. Results and Discussion
3.1. Measurement of Surface Tension

From Tables 1 and 2, it can be seen that the interfacial tension value gradually decreased
with the increase in the concentration of the integrated agent, and the tension changed more
rapidly in the low-concentration range. This is mainly because the surface molecules of
the solution are oriented and continuously form a single molecular layer of the integrated
agent. The hydrophobic end arrangement increased, and the surface tension decreased
until the critical micelle concentration was reached. At this point, the surface tension
appeared to have a turning point, and the surface tension value was 23.5 mN/m, Due
to the lack of interfacial activity in the micelles inside the solution, the interfacial tension
tends to stabilize. As the concentration increased, there was a slight increase in surface
tension, which may be due to the diversification of the integrated agent and the formation
of complex micelles, thereby affecting the molecular concentration on the surface and
causing changes in surface and interfacial tension [31,32]. The same applies to the variation
of interfacial tension, with a minimum value of 2.3 × 10−2 mN/m.

Table 1. Surface tension values of the integrated agent at different concentrations.

Concentration/% 0.00001 0.0001 0.001 0.005 0.01 0.05 0.1 0.5 0.8 1.2

Tension value/mN/m 32.6 31.3 30.1 26.1 25.4 23.5 23.9 24.7 24.3 24.8

Table 2. The interfacial tension value of the one-piece agent at different concentrations (60 ◦C).

Concentration/% 0.024 0.06 0.12 0.24 0.6 1.2

Tension value/mN/m 2.12 1.244 7.1 × 10−1 2.3 × 10−2 1.2 × 10−1 1.5 × 10−1

3.2. Mineral-Content Impact Test

From Table 3, it was found that after the addition of salt, the four types of salts had
an adverse effect on the foaming ability of the integrated agent. The negative effect of
salt on the foaming ability of the integrated agent may be attributed to the obstruction of
electrostatic repulsion between charged bubble surfaces, thereby reducing the foaming
ability. However, relatively speaking, the salt resistance of the all-in-one agent was ranked
as follows: KCl > NaCl > MgCl2 > CaCl2.
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Table 3. Foaming performance of the integrated agent under different salt concentrations.

Concentration
of NaCl/%

Initial
Height of

the Foam/cm

Concentration
of KCl/%

Initial
Height of

the Foam/cm

Concentration
of CaCl2/%

Initial
Height of

the Foam/cm

Concentration
of MgCl2/%

Initial
Height of

the Foam/cm

0 21.3 0 21.3 0 21.3 0 21.3
2.5 16.7 2.5 17.8 2.5 8.3 2.5 14.8
5 15.6 5 18.0 5 5.9 5 10.1
10 12.3 10 17.5 10 4.2 10 6.6
20 3.9 20 8.7 20 2.5 20 3.2

3.3. Temperature-Resistance Evaluation

It can be seen from Table 4 that the initial foam height increased with the increasing
temperature, but the higher the temperature, the faster the defoaming speed of the foam,
and the stability decreased. When the temperature was raised, the activity of the integrated
agent molecules was enhanced, and foam was more likely to be generated. When the test
temperature was low (30, 40 ◦C), the height of the foam almost did not change with the
extension of time. This is because when the temperature is low, the water loss rate of the
liquid film is slow, and the gas movement is slow, resulting in the low diffusion ability of
the gas in the small bubbles to the large bubbles, so that the foam has better stability. The
higher temperature (50~70 ◦C) will make the water molecules more likely to evaporate,
the loss rate of liquid on the liquid film will be accelerated, and the thickness of the liquid
film will continue to decrease due to the loss of liquid, so the foam is more likely to break,
leading to the decrease in the height of the foam. In addition, high temperature will also
accelerate the diffusion of gas in the foam and accelerate the diffusion of gas in small
bubbles to large bubbles, thus shortening the life of the foam.

Table 4. Foaming properties of the one-piece agent at different temperatures.

Temperature/◦C 0 min/cm 5 min/cm 10 min/cm 15 min/cm 20 min/cm

30 21.3 21.7 21.7 21.3 21.0
40 21.5 22.0 21.9 20.5 20.3
50 21.9 22.3 20.0 13.8 7.9
60 22.3 22.9 12.5 7.8 5.4
70 22.6 23.6 7.3 3.9 3.0

3.4. Methanol-Resistance Test

Different concentrations of methanol were added to verify the impact of methanol on
the integrated agent, ensuring that the existing methanol in the formation interfered with
the foam removal performance of the integrated agent when used as an anti-aggregation
agent. It can be seen from Table 5 that the initial height of the foam decreased from 18.5 to
14.0 cm when the concentration of methanol continued to increase. With the extension of
time, the height of the foam changed little, and the height of the foam decreased slightly.
This is because methanol molecules are easily spread on the surface of liquid film, and they
do not have amphiphilic properties. They grab the arrangement position of the integral
agent molecules on the surface of the liquid film, leading to the inability of the ordered and
directional arrangement of the monolayers in the interface. It has a defoaming effect. The
experiment shows that methanol does have an impact on the foaming performance of the
integrated agent, but the impact is not significant.
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Table 5. Foaming performance of the one-piece agent under different methanol concentrations.

Concentration/% 0 min/cm 5 min/cm 10 min/cm 15 min/cm 20 min/cm

5 18.5 18.5 18.0 18.0 17.9
10 17.0 17.0 16.9 16.9 16.7
20 14.0 13.9 13.8 13.5 13.3
30 14.0 13.5 13.3 13.2 12.9

3.5. Analysis of Foam Microstructure

It can be seen from Figure 1 that the microstructure of foam with different concentra-
tions of integrated agent is similar under the polarizing microscope, but over the same
time, with the increase in concentration, the numbers of small foam increased significantly,
the liquid film thickness was thicker, and the liquid loss rate slowed down. At a certain
concentration, with the increase in time, the liquid on the foam liquid film was gradually
lost and the gas wrapped by the foam continuously diffused, the volume of foam gradually
increased, the thickness of the liquid film decreased, and small bubbles continued to bubble
into the atmosphere until the foam burst. It can be seen from the figure that at 20 min, no
matter whether the concentration of the integrated agent was 0.5, 1, 1.5 times or twice the
standard concentration, the foam morphology had no obvious polygon structure, which
means that the integrated agent molecules were arranged in an orderly fashion on the
liquid film to maintain the water content of the liquid film, reduce its flow loss and gas
diffusion, and finally maintain the stability of the foam. In addition, the foam took a long
time to be broken, which can also prevent it from falling back in the process of carrying
liquid accumulation upward, so the microscopic view of foam can well demonstrate the
performance of the foam discharge capacity of the integrated agent.
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3.6. Liquid-Carrying Capacity

In practical applications, the foam removal agent needs to carry the accumulated
liquid from the bottom of the well out of the formation, so it was necessary to simulate the
actual operation with the assistance of a certain airflow to achieve the corresponding liquid-
carrying capacity. The magnitude of the liquid-carrying rate also represents the strength of
the foam-removal capacity. Moreover, in actual production, the foam-removal agent also
needs to overcome the influence of temperature. Therefore, the experimental temperature
was set at 65 ◦C, and a certain flow rate of N2 was introduced to record the liquid-carrying
capacity, which was compared with the representative company’s liquid-carrying-capacity
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standard, The experimental results are shown in the following table. It can be seen from
Table 6 that the initial foaming height of the integrated agent measured at 65 ◦C was 215 mL,
and the foaming height after 5 min was 245 mL, because high temperature will enhance
the activity of surfactant molecules, so the foam height will increase in a short time. The
liquid-carrying capacity of the integrated agent was 143 mL, with a liquid-carrying rate
of 71.5%, which is much higher than the requirements of the Changqing Gas Field for the
liquid-carrying capacity of the foam-discharge agent. Therefore, this integrated agent has
certain on-site application value.

Table 6. Foaming ability and liquid-carrying ability of one-piece agent (65 ◦C).

Content Changqing Gas
Field (Yulin)/mL

Changqing Gas
Field (Shenmu)/mL

One-Piece
Agent/mL

Foam height (0 min) 120 110 215
Foam height (5 min) 70 60 245

Liquid-carrying capacity
(0~15 min) 120 110 143

3.7. Viscoelasticity of Foam

As shown in Figure 2, within a certain concentration range of 1 × 10−7~1 × 10−5 g/mL,
the intermolecular force increased and the interfacial activity increased, resulting in an increase
in the interfacial expansion modulus and viscoelasticity. As the concentration of the integrated
agent (1 × 10−4~1 × 10−2 g/mL) continued to increase, the interfacial expansion modulus
and viscoelasticity decreased. The high concentration of the integrated agent will lead to an
accelerated diffusion exchange between the interface and the bulk phase, resulting in the
reduction in the interfacial expansion modulus [33], and the foam tends to be stable. Not only
the concentration increased; there were maximum values for the expansion modulus, elastic
and viscous modulus, and phase angle, which were 32.32 mN/m, 29.86 mN/m, 483.33 mN/m,
and 31.96◦, respectively.

Processes 2023, 11, x FOR PEER REVIEW 7 of 17 
 

 

liquid-carrying capacity, which was compared with the representative company’s liq-
uid-carrying-capacity standard, The experimental results are shown in the following ta-
ble. It can be seen from Table 6 that the initial foaming height of the integrated agent 
measured at 65 °C was 215 mL, and the foaming height after 5 min was 245 mL, because 
high temperature will enhance the activity of surfactant molecules, so the foam height 
will increase in a short time. The liquid-carrying capacity of the integrated agent was 143 
mL, with a liquid-carrying rate of 71.5%, which is much higher than the requirements of 
the Changqing Gas Field for the liquid-carrying capacity of the foam-discharge agent. 
Therefore, this integrated agent has certain on-site application value. 

Table 6. Foaming ability and liquid-carrying ability of one-piece agent (65 °C). 

Content 
Changqing Gas Field 

(Yulin)/mL 
Changqing Gas Field 

(Shenmu)/mL 
One-Piece 
Agent/mL 

Foam height (0 min) 120 110 215 
Foam height (5 min) 70 60 245 

Liquid-carrying capacity 
(0~15 min) 

120 110 143 

3.7. Viscoelasticity of Foam 
As shown in Figure 2, within a certain concentration range of 1 × 10−7~1 × 10−5 g/mL, 

the intermolecular force increased and the interfacial activity increased, resulting in an 
increase in the interfacial expansion modulus and viscoelasticity. As the concentration of 
the integrated agent (1 × 10−4~1 × 10−2 g/mL) continued to increase, the interfacial expan-
sion modulus and viscoelasticity decreased. The high concentration of the integrated 
agent will lead to an accelerated diffusion exchange between the interface and the bulk 
phase, resulting in the reduction in the interfacial expansion modulus [33], and the foam 
tends to be stable. Not only the concentration increased; there were maximum values for 
the expansion modulus, elastic and viscous modulus, and phase angle, which were 32.32 
mN/m, 29.86 mN/m, 483.33 mN/m, and 31.96°, respectively. 

0

10

20

30

0

10

20

30

0

150

300

450

10

20

30

E
xp

an
si

on
 m

od
ul

us
（

m
N

/m
）

concentration（g/mL）

1×10-51×10-61×10-7 1×10-4 1×10-3 1×10-2 1×10-3 1×10-21×10-41×10-51×10-61×10-7

1×10-7 1×10-6 1×10-5 1×10-4 1×10-3 1×10-2 1×10-7 1×10-6 1×10-5 1×10-4 1×10-3 1×10-2

E
la

st
ic

 m
od

ul
us
（

m
N

/m
）

concentration（g/mL）

V
is

co
us

 m
od

ul
us
（

m
N

/m
）

concentration（g/mL）

P
ha

se
 a

ng
le
（

°）

concentration（g/mL）

 
Figure 2. Interfacial viscoelasticity measurements at different concentrations. 

3.8. Adsorption Experiment 
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3.8. Adsorption Experiment

Figure 3 of the adsorption experiment shows the UV spectra of the integrated agent
with different concentration multiples. The absorption peak generated at 362 nm showed a
significant red shift with the increase in concentration and Fe powder, and the absorption
peaks were all enhanced. This may be due to the integrated agent adsorbing on the surface
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of Fe atoms and coordinating with metal ions. This indicates that the integrated agent
molecules adsorb on the surface of carbon steel, forming a tight and stable adsorption film
that can effectively prevent the occurrence of steel plate corrosion.
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3.9. Surface Micromorphology of Metal

A model of the steel sheet surface and pitting pits shown on the right of Figure 4 was
established, and the morphology of the steel sheet was indirectly observed. From the 2D
images in Figure 4, it can be observed that the surface of the steel sheet was smooth, and the
4DF system had a significant promoting effect on the corrosion inhibition of the steel sheet.
As the concentration of hydrazine hydrate increased, the surface roughness decreased and
the corrosion degree of the steel sheet significantly decreased. Compared with the blank
group (without any additives), the 4DF system showed a significant reduction in pitting
pits. The more purple in the 3D and height maps, the deeper the pitting pits. Figure 4
showed that the purple area significantly decreased and the pitting range significantly
decreased, following the increase in hydrazine hydrate concentration. The maximum
corrosion depth decreased to 5.24 µm, proving that the 4DF system can effectively suppress
the corrosion of steel sheets and play a good corrosion-inhibition role.

3.10. Microscopic Morphology of Hydrate Growth

Due to the difficulty in forming hydrates in normal environments, the formation of
tetrahydrofuran hydrates using self-built instruments was studied and discussed. Figure 5
shows the growth morphology of the hydrates as time increased at 2 ◦C. It can be seen
that from 0 s onwards, hydrates continued to form at the edge of the liquid surface and
attracted each other towards the middle of the droplets. This is because there is a cohesive
force between the formed hydrate and the forming hydrate, which forces them to attract
and aggregate with each other. Moreover, there is a certain repulsive effect at the interface
between the formed hydrate and the formed hydrate, causing the formed hydrate to
continuously aggregate towards the middle.

As shown in Figure 6, At −1 ◦C, the structure of the THF hydrate was more loose and the
hydrate formation rate slowed down compared to the THF hydrate added as a whole agent.
At 30 s, the 20% THF hydrate was basically completely formed and mostly generated giant
crystals, while the hydrate containing an organic agent was only generated on a large scale
at 60 s. At 0 ◦C for 60 s, the hydrate crystal structure formed by 20% THF was significantly
more compact. At 1 ◦C, the risk of hydrate formation was significantly reduced after the
addition of an integrated agent, which grew slowly and was looser compared to the hydrates
formed without an integrated agent. It did not aggregate into large-scale crystals due to the
arrangement and adsorption of integrated agent molecules on the surface of the hydrates. The
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charge of hydrophilic groups in the integrated agent can repel each other, thereby preventing
the aggregation of hydrates [28]. In summary, the integrated agent has an inhibitory effect on
the formation of THF hydrates and has a good anti-aggregation effect.
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3.11. Contact-Angle Experiment

As shown in Figure 7, compared to the cleaned-glass surface after treatment, the
glass surface soaked with the integrated agent was significantly more hydrophilic and
oil friendly. Through measurement, it was found that the integrated agent had better
hydrophilicity, which is consistent with the anti-aggregation mechanism. On the one hand,
the hydrophilic groups of the integrated agent were adsorbed on the surface of the hydrate,
while the surfaces of adjacent hydrates were prevented from approaching each other due
to the hydrophobic and hydrophilic groups’ charge properties; On the other hand, the
addition of an all-in-one agent disrupted the activity of the water molecules by hydrophilic
groups, resulting in a decrease in the amount of hydrate formation. The anti-aggregation
mechanism of the hydrates is shown in Figure 8.
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3.12. Thermodynamic Analysis of Hydrates

As shown in Figure 9, with the operation of the cooling program, the solution gradually
transformed from liquid to solid, and the formation of hydrates released heat, resulting
in a change in calorific value. As a result, an upward heat release peak appeared in the
image. At this time, the initial point of heat change was the phase transition point of the
hydrates. As shown on the left of Figure 9, the phase transition point of 20% THF hydrate
was 4.32 ◦C, indicating that THF hydrate begins to grow at this temperature. The right side of
Figure 9 shows the phase transition point of the hydrate after the addition of an integrated
agent. Compared with the 20% THF hydrate, the phase transition point decreased by 1.92 ◦C,
significantly reducing the risk of hydrate formation. This is because the molecules of the
integrated agent not only hinder the hydrogen bonding of water molecules to form a cage-like
structure of hydrates, but also interfere with the activity of the water molecules, effectively
reducing the aggregation of water and matter.
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3.13. Emulsification Experiment and Microstructure Analysis after Emulsification

As shown in Figure 10, with the increase in the concentration of the integrated agent,
the stability of the emulsion after uniform emulsification increased, and the amount of
water released at the same time decreased. When standing at 45 ◦C for 1 min, the water
evolution rates of different concentrations were 18, 12, 0, and 0%, respectively, indicating
that the emulsion has good stability in a short period of time and can ensure good emul-
sification performance. After standing at 45 ◦C for 10 min, the water separation rate of
the solution was 100, 74, 0 and 0%, respectively, which indicates that there is no difficult
demulsification of lotion at 10 min, which is conducive to subsequent recovery. As shown
in Figure 11, the amount and rate of water evolution at different concentrations increased
with time and eventually stabilized. The emulsification performance of the integrated
agent represents both the ability to foam and the ability to prevent hydrate aggregation.
The better emulsification stability of the integrated agent is of great significance for the
production of natural gas.

It can be seen from Figure 12 that at 0 min, the sizes of the lotions formed by mixing
different concentrations of integrated agent and crude oil in a ratio of 1:1 were different. As
the concentration of the integrated agent increased, the diameter of the emulsion became
smaller, and the more small emulsions there were, the better the emulsifying ability and
stability. In the figure, it can be seen that, as time went on, after emulsification with
1 and 1.5 times the emulsion, the emulsion continued to coalesce and its stability gradually
deteriorated, providing the conditions for the demulsification of the emulsion. As the
emulsion is an oil-in-water type, the integrated agent adsorbs at the oil–water interface,
preventing the dispersed water droplets in the oil phase from coalescing in one place.
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The oil-in-water type emulsion is more likely to improve the performance of the anti-
aggregation agent.
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In this study, the final integrated formulation was determined: 0.1% sodium alpha-
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sulfonate + 0.5% hydrazine hydrate. With this formulation, the performances of foaming,
polymerization prevention and corrosion inhibition were improved. After adding this
integrated agent, the growth rate of hydrates was slow and the maximum corrosion depth
decreased to 5.24 µm. The good performance of this anti-aggregation agent is largely
because of its oil-in-water type emulsion, preventing the dispersed water droplets in the oil
phase from coalescing in one place. These excellent abilities to produce foam and inhibit
corrosion indicate that they can be used in the oil and petrochemical industry for foam
drainage and to inhibit corrosion, which have a certain practical uses.
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Abstract: In this study, based on existing heavy oil extraction technology, combined with the mineral
composition in a reservoir, the synergistic catalytic effect of reservoir minerals and exogenous catalysts
under the reaction system of a hydrogen-rich environment not only reduces the viscosity of thick
oil but also reduces the extraction cost and further improves the recovery rate of heavy oil. In this
study, the impacts of different reservoir minerals and exogenous catalysts on the aquathermolysis of
heavy oil were investigated. The research results showed that the sodium montmorillonite within
the reservoir minerals exhibited an optimal catalytic effect, and the synergistic catalytic effect of
sodium montmorillonite and catalyst C-Fe (catechol iron) resulted in a viscosity reduction rate of
60.47%. Furthermore, the efficiency of different alcohols as hydrogen donors was screened, among
which ethanol had the best catalytic effect. Under the optimal reaction conditions, the viscosity
reduction rate after the addition of ethanol was 75.25%. Infrared spectroscopy, elemental analysis,
thermogravimetry, and differential scanning calorimetry were used to study the changes in heavy
oil before and after hydrothermal cracking. Element analysis showed that the synergistic catalytic
effect of sodium-based montmorillonite and catalyst C-Fe increased the hydrocarbon ratio from 0.116
to 0.117, and the content of S and N elements decreased. This fully confirms the catalytic effect of
sodium-based montmorillonite and C-Fe catalyst for he hydrogenation reaction of the unsaturated
carbon in heavy oil.

Keywords: reservoir minerals; heavy oil; catalytic aquathermolysis; synergistic

1. Introduction

The global demand for oil will rise by more than 40% by 2025. About 70% of the
world’s total oil reserves are made up of heavy oil, extra heavy oil, and bituminous
heavy oil, all of which have geological reserves that are significantly bigger than those
of regular crude oil [1]. China has reserves of more than 4 billion tons in more than
70 heavy oil fields. The majority of these heavy oil reservoirs are located in the Liaohe,
Huanxiling, Xinjiang Karamay, and Shengli Oilfields. Conventional heavy oil is rich
in compounds with high boiling points and viscosities, resulting in the poor fluidity of
heavy oil, which poses great difficulties for heavy oil exploitation [2]. Common heavy
oil viscosity reduction methods include thermal viscosity reduction, chemical viscosity
reduction, microbial viscosity reduction, and dilute viscosity reduction. Among the various
thermal viscosity reduction methods, steam stimulation (CSS), steam flooding (SF), steam-
assisted gravity drainage (SAGD), and steam-injection-based combustion of oil layers are
the primary techniques [3], but these technologies lead to high energy consumption and
have a high environmental impact. Chemical viscosity reduction mainly includes emulsion
dispersion viscosity reduction, oil-soluble viscosity reducer viscosity reduction, etc. [4,5],
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which are highly selective but costly and complicated to operate. Microbial viscosity
reduction technology is environmentally friendly and low cost, but the treatment time is
long; dilution viscosity reduction technology is simple and the effect is immediate, but it is
energy-dependent and may lead to the degradation in oil quality.

Catalytic modification and viscosity reduction is a typical combination of thermal
viscosity reduction and chemical viscosity reduction, a heavy oil modification and viscosity
reduction technology. By injecting the catalyst into a heavy oil reservoir, the combined
effect of high temperature and the catalyst removes the impurities in the heavy oil and
cracks the heavy constituents into light constituents, which reduces the apparent viscosity
of the heavy oil [6,7]. In addition, the structure of gums and asphaltenes contains many
functional groups that can form hydrogen bonds, and the hydrothermal cracking reaction
causes a hydrogenation reaction, cracking reaction, and ring-opening reaction [8,9]. When
the catalyst and hydrogen donor ethanol are added, the metal ions fully act on the S
atoms to catalyze the acid polymerization and hydrogas shift reactions, resulting in the
formation of free radicals by breaking the C-S bonds. In order to improve the recovery rate
of heavy oil, the majority of research efforts have been directed towards developing crude
oil fluidity improvers [10–13] and heavy oil aquathermolysis catalysts [14,15]. Currently,
transition metal catalysts are mainly categorized into water-soluble catalysts and oil-soluble
catalysts [16]. Water-soluble catalysts are some of the commonly used chemicals in the
petroleum industry. Maity et al. [17] used the metals Ru and Fe as catalysts in asphaltene
reforming experiments with desulfurization effects of 21% and 18%, respectively. The
results showed that the first-row transition metals and AL3+ ions have high catalytic
activity for thiophene and tetrahydrothiophene, and these metals convert large molecules
into small molecules by breaking the C-S bond. Zhong et al. [18] studied the changes in
viscosity and average molecular weight of heavy oil in the presence of eight metal ions, such
as Fe2+, Co2+, Ni2+, and so on, and the results showed that the metal ions all have certain
viscosity-reducing effects on heavy oil. Clark et al. [19,20] investigated the application of
several catalysts in hydrothermal cracking reactions, pointing out that transition metal salts
can break C-S bonds in heavy oil components, accelerate the removal of organic sulfur in
heavy oil, and generate light hydrocarbons, CO2, H2, and H2S, resulting in an irreversible
decrease in the viscosity of heavy oil. Subsequently, a large number of applied studies have
been carried out at home and abroad [21,22]. Among them, Chen et al. synthesized a series
of catalysts with transition metal ions as the center, and these catalysts had a good catalytic
viscosity reduction effect. Oil-soluble catalysts can more fully contact with the oil phase, but
the implementation conditions of this technology are harsh, and the extraction cost is high.
Zhao et al. [23] succeeded in reducing the viscosity of Liaohe thick oil by more than 90%
using nickel- and cobalt-based catalysts as well as petroleum sulfonates as emulsifiers at a
lower temperature of 180 ◦C. Muneer et al. [24] used oil-soluble transition-metal catalysts
(Fe, Co, Ni) to catalyze hydrothermal decomposition of heavy oil during steam injection.
The catalytic performance of these catalysts is good at 300 ◦C, and they can be used to
improve the quality of thick oil and reduce the viscosity of thick oil, among which Ni has
the best catalytic performance.

As shown in the oil production profile in Figure 1, heavy oil has the most contact with
minerals in the reservoir [25,26]. Minerals have great potential to participate in chemical
reactions during the injection of high-temperature steam into the reservoir. So far, there
has been no research on the aquathermolysis reaction that is catalyzed by foreign catalysts
and in situ minerals. In this work, we explored the possibility of heavy oil aquathermolysis
synergistically catalyzed through the application of exogenous catalysts in conjunction
with in situ minerals. The synergistic catalytic effect of different reservoir minerals and
exogenous catalysts and the effect of the addition of ethanol on aquathermolysis were
studied under optimum reaction conditions. The compositional changes in the heavy oil
before and after the reaction were characterized using elemental analysis, DSC, and TGA.
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2. Materials and Methods
2.1. Materials

Commercially available chemical reagents of analytical grade were utilized in this
experiment without undergoing additional purification processes prior to their usage. The
reservoir minerals used in the experiment were all uniformly pulverized powders, which
could be used directly. The crude oil samples utilized in this study were sourced from the
Nanyang Oilfield in Henan, China. Oil sample properties are shown in Table 1.

Table 1. The physical parameters of heavy oil.

Pour Point/◦C Asphaltene, % Saturated HC, % Aromatic HC, % Resin, %

20.0 23.44 31.16 28.73 16.67

2.2. Synthesis of the Catalyst

A certain mass of catechol was dissolved in ethanol, and an iron chloride aqueous
solution was prepared according to the molar ratio of iron chloride to catechol of 1:2. The
iron chloride aqueous solution was slowly dropped into catechol ethanol solution, mixed
evenly, stirred at 70 ◦C for 4 h, and dried to obtain a catechol iron (C−Fe) catalyst. The
preparation of C−Fe is shown in Figure 2.
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2.3. Characterization of the Complex

A Fourier transform infrared spectrometer, was used with the pressed-disk technique,
and the spectral range of the measurement process was 400−4000 cm−1.

2.4. Aquathermolysis of Heavy Oil

In a high-temperature and high–pressure reactor, the oil sample was combined with
certain amounts of water, reservoir minerals, exogenous catalysts, and hydrogen donor.
The reaction took place at 200 ◦C for 4 h, and the working pressure was 0.2−0.3 mpa.

83



Processes 2023, 11, 2635

2.5. Product Evaluation

The viscosity of heavy oils was measured in accordance with ASTM D97-96. The viscos-
ity reduction rate, denoted as ∆η%, was determined using the formula ((η0 − η)/η0) × 100,
where η0 and η (mPa·s) represent the viscosities of the oil prior to and subsequent to the
reaction [27,28]. Furthermore, the analysis of heavy oil components was carried out in
accordance with the China Petroleum Industry Standard SY/T 5119-2016. An elementar
vario EL cube was used to determine the elemental compositions (C, H, N, and S) of the
original oil and the improved oil. The distribution of carbon in crude oil at various temper-
atures was assessed via thermogravimetric analysis. Under a nitrogenous environment, the
oil samples were heated at a rate of 10 ◦C/min from 30 ◦C to 550 ◦C. According to SY/T
0545−2012, the wax precipitation point of the heavy oil was tested. Using Mettler−Toledo
DSC822e DSC (Mettler Toledo Limited, Shanghai, China) equipment, the different scanning
calorimetry (DSC) analyses of heavy oil were all performed within a temperature range of
−25 to 50 ◦C, a flow rate of 50 mL/min, and a nitrogen environment.

3. Results and Discussion
3.1. Characterization of the Catalyst

Figure 3 displays the infrared spectra of the catalyst and ligand. The absorption peaks
of the ligand at 1616 cm−1, 1517 cm−1, and 1469 cm−1 are the absorption peaks of the
benzene ring. The corresponding absorption peaks at 1616 cm−1, 1483 cm−1, and 1430 cm−1

in the catalyst are also the absorption peaks of the benzene ring. The stretching vibration
peak of −OH in the ligand catechol is around 3457 cm−1, and the peak is strong and sharp.
After the association with the iron ion is completed, where the stretching vibration peak
position of the hydroxyl group is at 3222 cm−1, and the peak width is strong, the infrared
absorption position shifts. It shows that the −OH of the ligand coordinated with metal
ions, and the ligand formed a stable complex.
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Figure 3. Infrared spectra of the ligand catechol and the C−Fe complex.

3.2. Effect of Reaction Temperature on Aquathermolysis

We aimed to investigate the viscosity–temperature properties of the oil samples after a
hydrothermal cracking reaction at different reaction temperatures. As shown in Figure 4,
the oil samples already had a good viscosity reduction effect at low temperature, and the
higher the temperature, the better the viscosity reduction effect. The viscosity reduction
rate of the oil samples reached its maximum at 200 ◦C. Due to the increase in temperature,
the energy given to the system became larger, which caused the chemical bonds of the
recombinant components in the oil samples to break, resulting in a viscosity decrease.
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When the temperature was too high, the hydrothermal cracking reaction polymerization
reaction dominated, and coking occurred at the bottom of the reactor. Therefore, 200 ◦C
was selected as the optimum reaction temperature.
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3.3. Effect of Reaction Time on Aquathermolysis

After determining the reaction temperature at which the oil samples were subjected
to a hydrothermal cracking reaction, we continued to examine the effect of different reac-
tion times on the viscosity–temperature properties of the oil samples after hydrothermal
cracking. As shown in Figure 5, the viscosity of the oil samples decreased with increasing
reaction time, and the hydrothermal cracking reaction had the best viscosity-reducing effect
on the oil samples when it reached 4 h. The viscosity of the oil samples gradually recovered
as the reaction time increased, which indicated that the hydrothermal cracking reaction
was essentially completed at 4 h. Therefore, the reaction duration was determined to be 4 h.

Processes 2023, 11, x FOR PEER REVIEW 6 of 15 
 

 

 
Figure 5. Effect of different reaction times on the viscosity of oil samples. 

3.4. Effect of Water 
Figure 6 clearly illustrates the substantial impact of the water-to-oil mass ratio on 

viscosity. The viscosity of heavy oil falls dramatically with an increase in the water to oil 
mass ratio when the water-to-oil ratio is between 0 and 0.3. For water-to-oil ratios between 
0.3 and 0.5, the viscosity of heavy oil shows a positive correlation with the corresponding 
water-to-oil mass ratio. This phenomenon can be attributed to the occurrence of the reac-
tion of a water–gas shift (WGSR) [29] between the heavy oil and water. This is due to the 
fact that in the hydrothermal cracking reaction, the main role of water is to give the active 
hydrogen needed for the reaction system, and as the amount of water is increased, the 
amount of active hydrogen that can be provided by water increases, resulting in the hy-
drothermal cracking reaction being carried out more thoroughly and inhibiting the 
polymerization of free radicals. When the amount of water is too large, it plays a certain 
role in diluting the free radicals produced in the reaction process, resulting in an increase 
in the viscosity of the oil samples. Simultaneously, considering the dilution of catalyst in 
subsequent catalytic reactions due to the increase in the water amount [30], the subsequent 
experiments adopted a water-to-oil mass ratio of 0.3 as the reaction condition. 

 
Figure 6. Effects of different water additions on aquathermolysis. 

3.5. Effect of Reservoir Minerals on Aquathermolysis 
Six minerals were selected to carry out the aquathermolysis reaction under the reac-

tion conditions determined above. As evidenced by the analysis in Figure 7, clay minerals 

30 40 50 60 70

0

50,000

100,000

150,000

200,000

250,000

300,000

V
isc

os
tiy

/m
Pa

·s

Temperature/℃

 Blank
 1 h
 2 h
 4 h
 6 h
 10 h

30 40 50 60 70

0

50,000

100,000

150,000

200,000

250,000

300,000

V
isc

os
ity

/m
Pa

·s

Temperature/℃

 Blank
 W/O = 0.2
 W/O = 0.3
 W/O = 0.4
 W/O = 0.5

Figure 5. Effect of different reaction times on the viscosity of oil samples.

3.4. Effect of Water

Figure 6 clearly illustrates the substantial impact of the water-to-oil mass ratio on
viscosity. The viscosity of heavy oil falls dramatically with an increase in the water to oil
mass ratio when the water-to-oil ratio is between 0 and 0.3. For water-to-oil ratios between
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0.3 and 0.5, the viscosity of heavy oil shows a positive correlation with the corresponding
water-to-oil mass ratio. This phenomenon can be attributed to the occurrence of the reaction
of a water–gas shift (WGSR) [29] between the heavy oil and water. This is due to the fact that
in the hydrothermal cracking reaction, the main role of water is to give the active hydrogen
needed for the reaction system, and as the amount of water is increased, the amount of
active hydrogen that can be provided by water increases, resulting in the hydrothermal
cracking reaction being carried out more thoroughly and inhibiting the polymerization of
free radicals. When the amount of water is too large, it plays a certain role in diluting the
free radicals produced in the reaction process, resulting in an increase in the viscosity of
the oil samples. Simultaneously, considering the dilution of catalyst in subsequent catalytic
reactions due to the increase in the water amount [30], the subsequent experiments adopted
a water-to-oil mass ratio of 0.3 as the reaction condition.
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3.5. Effect of Reservoir Minerals on Aquathermolysis

Six minerals were selected to carry out the aquathermolysis reaction under the reaction
conditions determined above. As evidenced by the analysis in Figure 7, clay minerals
typically have a distinct catalytic reduction effect. Strong adsorption, cation exchange
capacity (CEC), and strong acid centers of the clay may be responsible for this phenomenon.
The viscosity comparison performed at 30 ◦C demonstrated that sodium montmorillonite
exhibited the most significant reduction in viscosity, reaching up to 41.53%. This was
followed by kaolin, showing a viscosity reduction rate of 40.10%, and ferrous sulfide, with
a viscosity reduction rate of 40.00%. The findings indicate that minerals exhibit a notable
influence on aquathermolysis.

3.6. The Effect of Hydrogen Donors on the Aquathermolysis of Heavy Oil

The type of alcohol has a non-negligible effect on the hydrothermal cracking of heavy
oil. Different types of hydrogen donors all contributed to viscosity reduction, as shown
in the analysis in Figure 8. Among them, isopropanol had the best hydrocracking impact
in heavy oil, but its viscosity reduction effect under the dilution effect was less than ideal.
Currently, isopropanol is commercially available at USD 1030 per ton and ethanol at
USD 895 per ton, which is significantly costlier than ethanol. Therefore, in subsequent
experiments, ethanol was selected as the hydrogen donor to reduce the viscosity. As the
ethanol-to-oil ratio increased, Figure 9 shows that the viscosity of heavy oil significantly
decreased. The subsequent studies used an ethanol-to-oil mass ratio of 0.3 as the reaction
condition due to the dilution impact of the catalyst in the subsequent catalytic reaction
caused by the rise in ethanol concentration.
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3.7. Analysis of the Viscosity of Heavy Oil Catalyzed by Various Catalysts

Figure 10 indicates that in the synergistic catalysis of minerals and C-Fe, the syn-
ergistic viscosity reduction effect of C-Fe and sodium montmorillonite was the best.
The viscosity was reduced by 60.47% at 30 ◦C in comparison with the blank oil sam-
ple. Compared with the viscosity after aquathermolysis, the viscosity decreased by 42.23%.
Therefore, the reaction system of sodium montmorillonite and C-Fe was selected for
the subsequent experiment.
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Figure 10. Influence of synergistic catalysis between reservoir minerals and catalyst on heavy
oil viscosity.

Figure 11 shows that the catalytic aquathermolysis reaction between heavy oil and
water exhibited a certain viscosity reduction rate of up to 31.56%. Compared with the
oil–water reaction, the addition of water and C-Fe to the heavy oil resulted in an increase of
3.32% in the viscosity reduction rate. After adding water and sodium montmorillonite to the
oil, the viscosity reduction rate was increased by 9.97% compared with that of the oil–water
reaction. Although the catalytic impact of the two together was not immediately apparent,
it had a certain viscosity reduction catalytic effect on the aquathermolysis of the heavy
oil. After adding water, C-Fe, and sodium montmorillonite to the heavy oil, the viscosity
reduction rate was 18.94% higher than that of the oil–water sodium montmorillonite,
indicating that the exogenous catalyst and clay have a synergistic catalytic effect on the
aquathermolysis of heavy oil. The viscosity reduction rate of the heavy oil after the addition
of water, C-Fe, sodium montmorillonite, and ethanol was 14.78% greater than that after the
addition of oil–water, C-Fe, and sodium montmorillonite, demonstrating that ethanol has a
superior hydrogen supply impact during the catalytic aquathermolysis of heavy oil.
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Figure 11. Performance of oil samples in reducing viscosity under various reaction circumstances.

3.8. Determination of SARA before and after Reaction

The results in Table 2 show that when the hydrothermal cracking reaction was com-
pleted, the saturated and aromatic hydrocarbon fractions contained in the oil samples
increased, and the asphaltene and colloidal fractions decreased, which also indicates that
most of the large molecules in the recombined fractions of the oil samples underwent ring-
opening and hydrogenation reactions. The addition of the composite catalyst promoted the
conversion of the recombined components in the oil samples, consumed more free radicals,
reduced the occurrence of copolymerization reactions, and increased the content of light
components, thus improving the viscosity reduction efficiency.

Table 2. Oil sample SARA analysis before and after the reaction.

Oil Sample Saturates, % Aromatics, % Asphaltenes, % Resins, %

Blank 23.44 31.16 28.73 16.67
After reaction with C-Fe and

sodium montmorillonite 30.28 36.20 25.98 7.54

After reaction with C-Fe and sodium
montmorillonite and EtOH 33.15 37.74 23.19 5.92

3.9. Elemental Analysis (EA)

An analysis was conducted on the variation in the element content in the heavy
oil before and after the aquathermolysis reaction. Table 3 presents the results of this
study. The findings demonstrate that the concentrations of carbon, nitrogen, and sulfur
reduced during pure aquathermolysis, while the amounts of hydrogen marginally rose.
This suggests that water contributes hydrogen to the heavy oil aquathermolysis process,
increasing the saturation of macromolecules in heavy oil. The synergistic effect of sodium
montmorillonite and the catalyst leads to the increase in hydrogen content, the decrease
in sulfur content, and the increase in H/C ratio. The data obtained affirms the synergistic
effect of sodium clay and the catalyst on the hydrogenation process of unsaturated carbon in
heavy oil. After the addition of ethanol, the elemental analysis revealed a higher hydrogen
content and increased nitrogen, sulfur, and H/C ratio. It showed that ethanol has a stronger
ability to provide protons for the reaction, promoting the generation of small molecules and
the breaking of C-N, C-S, and other bonds in the oil samples to produce more heteroatomic
compounds. More importantly, it can also promote the conversion of more asphaltenes,
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gums, and other recombinant components into light components, thus improving the
oil quality.

Table 3. Oil sample elemental content before and after the reaction.

Oil Sample
Elemental Content/%

C/H
C H N S

Blank 86.20 10.02 1.88 0.65 0.116
After the aquathermolysis 85.90 10.04 1.41 0.56 0.116

After reaction with C-Fe and sodium montmorillonite 86.19 10.10 1.58 0.44 0.117
After reaction with C-Fe and sodium montmorillonite and EtOH 83.99 10.29 1.30 0.44 0.122

3.10. Thermogravimetric Analysis (TGA)

Figure 12 shows the TGA curves, while Table 4 presents the corresponding mass loss
of the heavy oil before and after the reaction. After aquathermolysis catalyzed by sodium
clay and a catalyst, it was observed that the weight loss rate of the oil with a boiling point
less than 150 ◦C and more than 450 ◦C decreased, while the weight loss rate of the oil
with a boiling point between 350 and 450 ◦C increased. The weight loss rate of light oil
with a boiling point less than 150 ◦C increased after the aquathermolysis was catalyzed by
sodium montmorillonite, catalyst, and an ethanol promoter. In addition, at a temperature
above 350 ◦C, a significant reduction in mass loss was observed [31,32], which confirms
that the addition of a composite catalyst promotes the conversion of asphaltenes, resins,
and other heavy components to light components during the reaction process, leading to
the increase in the light component content of oil samples, and then the viscosity of oil
samples decreases.
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Table 4. Weight loss rate of oil samples after different reaction systems.

Reaction System
Weight Loss Ratio/%

0–150 ◦C 150–350 ◦C 350–450 ◦C >450 ◦C

Blank 3.10 18.36 34.82 43.72
Water 4.42 24.05 31.90 39.63

Water + C-Fe + sodium montmorillonite 1.83 29.35 29.77 39.05
Water + C-Fe + sodium montmorillonite + EtOH 5.33 30.82 28.94 34.91
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3.11. Differential Scanning Calorimetry Analysis (DSC)

Figure 13 illustrates the findings from a DSC study of the wax formation process of
crude oil under various reaction conditions. Compared with the blank oil sample, the wax
precipitation point after aquathermolysis increased from 43.00 ◦C to 43.07 ◦C. After the
synergistic catalytic cracking of C-Fe and sodium montmorillonite, the wax precipitation
point of the oil sample increased from 43.00 ◦C to 43.71 ◦C, and the wax precipitation point
increased to 45.07 ◦C after the addition of ethanol. The aforementioned study shows that
resins in the heavy oil are broken down and transformed into asphaltenes, which serve
as the primary nucleus of the wax precipitation and hasten the formation of wax crystals,
raising the wax precipitation point.
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Figure 13. The DSC curves of the heavy oil before and after aquathermolysis. (1—blank; 2—water;
3—water + C-Fe + sodium montmorillonite; 4—water + C-Fe + sodium montmorillonite + ethanol).

3.12. Mechanism

Due to the layered structure of clay, there are numerous cations in its octahedral voids
and numerous broken bonds on the surface of clay minerals, which have strong adsorption
effects on organic macromolecules. The synergistic dual catalytic mechanism of exogenous
catalysts and clay minerals is shown in Figures 14 and 15, which can be mainly described
in the following stages: (1) The exogenous catalyst acts on the heteroatoms in the heavy
components, destroying the hydrogen bonds between the molecules of some high-carbon
hydrocarbon compounds, which results in the rupture of C-S, C=O, C-N bonds, etc. (2) The
transition metal in the exogenous catalyst is easily exchanged with the sodium ion in the
sodium montmorillonite, thus becoming the active center in the reaction. The presence of
abundant vacant orbitals enables transition metals to readily engage with the electron-rich
species present in heavy oil, thereby significantly enhancing the catalytic efficiency of the
aquathermolysis decomposition in heavy oil [33,34]. (3) Due to the existence of Lewis
acid on the surface of montmorillonite, high-carbon hydrocarbon compounds provide it
with an electron, and simultaneously generate free radicals. The free radicals rearrange to
promote the cleavage of C-C bonds and the formation of short-chain alkanes [35]. Clay
minerals act as Bronsted acids to provide protons (H+) for the organic matter adsorbed
by it. Protons (H+) are generated through the dissociation of the adsorbed water and
interlayer water molecules that are bound to exchangeable cations. The primary reaction
pathway for these protons involves the formation of transition-state carbocations [36,37].
(4) Upon the adsorption of water molecules onto the surface of clay minerals, the Lewis
acid exhibits a high electron affinity, facilitating the sharing of an electron pair with the
hydroxyl group in water. Consequently, the hydroxyl group becomes firmly adsorbed onto
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the surface of the Lewis acid, while the remaining H+ is readily released. This converts the
Lewis acid into a Bronsted acid. When clay minerals are dehydrated, Bronsted acid sites
are gradually converted into Lewis acids due to the lack of protons [38]. In this reaction
system, montmorillonite activates the reactant water/steam, reduces the reaction activation
energy, accelerates the breaking speed of some hydrogen bonds between the molecules
of high-carbon hydrocarbon compounds, and improves the effectiveness of reducing the
viscosity of heavy oil.
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4. Summary and Conclusions

In conclusion, reaction time, oil-to-water ratio, and mineral type all affect the viscosity
reduction effect of heavy oil–water thermal cracking. In addition, the addition of external
catalysts and hydrogen donors can enhance the catalytic effect in reducing viscosity. Un-
der optimized conditions, the viscosity reduction rates of oil–water, oil–water+ sodium
montmorillonite, oil–water+ sodium montmorillonite +C-Fe, and oil–water+ sodium mont-
morillonite + C-Fe + ethanol oil samples reached 31.56%, 41.53%, 60.47%, and 75.25%,
indicating that exogenous catalysts and in situ clay have a synergistic catalytic effect on
the aquathermolysis of heavy oil. After the catalytic aquathermolysis of heavy oil, the
thermogravimetric analysis showed that the light components increased, and the oil–water
+ sodium montmorillonite + C-Fe oil samples changed significantly. DSC showed that with
the wax precipitation point of crude oil, the wax peaks all shifted to the right, and the
wax content increased. Under the synergistic catalytic aquathermolysis of heavy oil with
exogenous catalyst and minerals, it is helpful to break the C-C, C-N, and C-S bonds. The
addition of a hydrogen donor further improves the viscosity reduction effect. This work
will benefit related research on oilfield exploration.

Author Contributions: Y.Z.: data curation, investigation, and writing—original draft; H.L.: val-
idation, conceptualization, supervision; D.C.: data curation, investigation, formal analysis; S.Z.:
investigation, methodology, data curation; S.L.: project administration, funding acquisition; G.C.:
writing—review and editing, validation, and supervision. All authors have read and agreed to the
published version of the manuscript.

Funding: This research was funded by National Science Foundation of China (program No. 50874092)
and Scientific Research Program Funded by Shaanxi Povincial Education Department (program
No. 22JY052).

Data Availability Statement: Not applicable.

Acknowledgments: The authors also thank the support of The Youth Innovation Team of Shaanxi
University and the work of Modern Analysis and Testing Center of Xi’an Shiyou University.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Shaban, S.; Dessouky, S.; Badawi, A.E.F.; El Sabagh, A.; Zahran, A.; Mousa, M. Upgrading and viscosity reduction of Heavy oil by

catalyst ionic liquid. Energy Fuel 2014, 28, 6545–6553. [CrossRef]
2. Li, Y.; Li, Q.; Wang, X.; Yu, L.; Yang, J. Aquathermolysis of heavy crude oil with ferric oleate catalyst. Pet. Sci. 2018, 15, 613–624.

[CrossRef]
3. Pang, Z.; Wang, Q.; Tian, C.; Chen, J. Study on Hydrothermal Cracking of Heavy Oil under the Coexisting Conditions of

Supercritical Water and Non-condensate Gas. ACS Omega 2023, 8, 18029–18040. [CrossRef]
4. Guo, K.; Li, H.; Yu, Z. In-situ heavy and extra-heavy oil recovery: A review. Fuel 2016, 185, 886–902. [CrossRef]
5. Muraza, O.; Galadima, A. Aquathermolysis of heavy oil: A review and perspective on catalyst development. Fuel 2015,

157, 219–231. [CrossRef]
6. Vakhin, A.V.; Khelkhal, M.A.; Mukhamatdinov, I.I.; Mukhamatdinova, R.E.; Tajik, A.; Slavkina, O.V.; Malaniy, S.Y.; Gafurov, M.R.;

Nasybullin, A.R.; Morozov, O.G. Changes in Heavy Oil Saturates and Aromatics in the Presence of Microwave Radiation and
Iron-Based Nanoparticles. Catalysts 2022, 12, 514. [CrossRef]

7. Huang, S.; Cao, M.; Huang, Q.; Liu, B.; Jiang, J. Study on reaction equations of heavy oil aquathermolysis with superheated steam.
Int. J. Environ. Sci. Technol. 2019, 16, 5023–5032. [CrossRef]

8. Ushakova, A.; Zatsepin, V.; Khelkhal, M.; Sitnov, S.; Vakhin, A. In Situ Combustion of Heavy, Medium, and Light Crude Oils:
Low-Temperature Oxidation in Terms of a Chain Reaction Approach. Energy Fuels 2022, 36, 7710–7721. [CrossRef]

9. Demirbas, A.; Bafail, A.; Nizami, A.S. Heavy oil upgrading: Unlocking the future fuel supply. Pet. Sci. Technol. 2016, 34, 303–308.
[CrossRef]

10. Hou, J.; Li, C.; Gao, H.; Chen, M.; Huang, W.; Chen, Y.; Zhou, C. Recyclable oleic acid modified magnetic NiFe2O4 nanoparticles
for catalytic aquathermolysis of Liaohe heavy oil. Fuel 2017, 200, 193–198. [CrossRef]

11. Chang, J.; Fujimoto, K.; Tsubaki, N. Effect of Initiative Additives on Hydro-Thermal Cracking of Heavy Oils and Model
Compound. Energy Fuels 2003, 17, 457–461. [CrossRef]

12. Chen, G.; Yuan, W.; Yan, J.; Meng, M.; Guo, Z.; Gu, X.; Zhang, J.; Qu, C.; Song, H.; Jeje, A. Zn(II) Complex Catalyzed Coupling
Aquathermolysis of Water-Heavy Oil-Methanol at Low Temperature. Pet. Chem. 2018, 58, 197–202. [CrossRef]

93



Processes 2023, 11, 2635

13. Chen, G.; Yan, J.; Bai, Y.; Gu, X.; Zhang, J.; Li, Y.; Jeje, A. Clean aquathermolysis of heavy oil catalyzed by Fe(III) complex at
relatively low temperature. Pet. Sci. Technol. 2017, 35, 113–119. [CrossRef]

14. Mukhamed’yarova, A.N.; Gareev, B.I.; Nurgaliev, D.K.; Aliev, F.A.; Vakhin, A.V. A Review on the Role of Amorphous Aluminum
Compounds in Catalysis: Avenues of Investigation and Potential Application in Petrochemistry and Oil Refining. Processes 2021,
9, 1811. [CrossRef]

15. Clark, P.; Dowling, N.; Hyne, J.; Lesage, K. The chemistry of organosulphur compound types occurring in heavy oils: 4. the high-
temperature reaction of thiophene and tetrahydrothiophene with aqueous solutions of aluminium and first-row transition-metal
cations. Fuel 1987, 66, 1353–1357. [CrossRef]

16. Ma, L.; Zhang, S.; Zhang, X.; Dong, S.; Yu, T.; Slaný, M.; Chen, G. Enhanced aquathermolysis of Heavy oil catalysed by bentonite
supported Fe (III) complex in the present of ethanol. J. Chem. Technol. Biotechnol. 2022, 97, 1128–1137. [CrossRef]

17. Maity, S.K.; Ancheyta, J.; Marroquín, G. Catalytic Aquathermolysis Used for Viscosity Reduction of Heavy Crude Oils: A Review.
Energy Fuels 2010, 24, 2809–2816. [CrossRef]

18. Zhong, L.; Liu, Y.; Fan, H.; Jiang, S.J. Liaohe Extra-Heavy Crude Oil Underground Aquathermolytic Treatments Using Catalyst
and Hydrogen Donors under Steam Injection Conditions. In Proceedings of the SPE International Improved Oil Recovery
Conference in Asia Pacific, Kuala Lumpur, Malaysia, 8–9 October 2003. [CrossRef]

19. Clark, P.; Hyne, J. Chemistry of organosulphur compound types occurring in heavy oil sands: 3. Reaction of thiophene and
tetrahydrothiophene with vanadyl and nickel salts. Fuel 1984, 63, 1649–1654. [CrossRef]

20. Chen, G.; Yuan, W.; Wu, Y.; Zhang, J.; Song, H.; Jeje, A.; Song, S.; Qu, C. Catalytic aquathermolysis of heavy oil by coordination
complex at relatively low temperature. Pet. Chem. 2017, 57, 881–884. [CrossRef]

21. Zhao, F.; Liu, Y.; Lu, N.; Xu, T.; Zhu, G.; Wang, K. A review on upgrading and viscosity reduction of heavy oil and bitumen by
underground catalytic cracking. Energy Rep. 2021, 7, 4249–4272. [CrossRef]

22. Al-Muntaser, A.A.; Varfolomeev, M.A.; Suwaid, M.A.; Saleh, M.M.; Djimasbe, R.; Yuan, C.; Zairov, R.R.; Ancheyta, J. Effect of
decalin as hydrogen-donor for in-situ upgrading of Heavy crude oil in presence of nickel-based catalyst. Fuel 2022, 313, 122652.
[CrossRef]

23. Zhao, F.; Liu, Y.; Fu, Z.; Zhao, X. Using hydrogen donor with oil-soluble catalysts for upgrading Heavy oil. Russ. J. Appl. Chem.
2014, 87, 1498–1506. [CrossRef]

24. Muneer, A.S.; Varfolomeev, M.A.; Al-muntaser, A.A.; Yuan, C.; Valentina, L.S.; Almaz, Z.; Farit, G.V.; Ilfat, Z.R.; Dmitrii, A.;
Artem, E.C. In-situ catalytic upgrading of heavy oil using oil-soluble transition metal-based catalysts. Fuel 2020, 282, 118753.
[CrossRef]

25. Zhao, F.; Wang, X.; Wang, Y.; Shi, Y. Study of catalytic aquathermolysis of heavy oil in the presence of a hydrogen donor. J. Chem.
Pharm. Res. 2012, 48, 273–282. [CrossRef]

26. Zhou, Z.; Slaný, M.; Kuzielová, E.; Zhang, W.; Ma, L.; Dong, S.; Zhang, J.; Chen, G. Influence of reservoir minerals and ethanol on
catalytic aquathermolysis of Heavy oil. Fuel 2022, 307, 121871. [CrossRef]
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Abstract: Based on the non-linear seepage characteristics of tight reservoirs and the reconstruction
mode of vertical wells with actual volume fracturing, a seven-area percolation model for volume
fracturing vertical wells in tight reservoirs is established. Laplace transform and Pedrosa transform
are applied to obtain analytical solutions of bottom hole pressure and vertical well production under a
constant production regime. After verifying the correctness of the model, the influence of the fracture
network parameters on the pressure and production is studied. The research results indicate that as
the permeability modulus increases, the production of volume fracturing vertical wells decreases.
The penetration ratio of the main crack and the half-length of the main crack have a small impact
on production, while the diversion capacity of the main crack has a significant impact on the initial
production, but it is ultimately limited by the effective volume of the transformation. Under constant
pressure conditions, the greater the width and permeability of the ESRV region, the higher the vertical
well production rate is. The smaller the aspect ratio of the ESRV region, the higher the mid-term yield
and the faster the yield decrease. The research results show guiding significance for the design of
vertical well volume fracturing in tight reservoirs.

Keywords: volume fracturing vertical well; nonlinear seepage; Laplace transform; productivity

1. Introduction

The development potential of tight oil reservoirs is enormous. According to incomplete
statistics, the geological reserves of tight oil resources in China are 7.4–8 billion tons, which
is of great significance to the Chinese petroleum industry. Due to the low permeability and
strong heterogeneity of tight reservoirs, the production of tight oil is relatively low [1–5].
Volume fracturing is the main technical means for the transformation and development of
tight oil reservoirs [6–9]. Unlike conventional fracturing techniques, volume fracturing can
crush the reservoir, creating a secondary fracture network near the main fracture that has
been fractured, increasing the volume of the transformation, shortening the fluid migration
distance in the area, reducing seepage resistance, and improving oil recovery [10–14].

At present, the research on analytical models for volume fracturing of horizontal
wells in tight reservoirs is relatively in-depth, and the types of models are diverse [15–18].
Brown et al. [19] established a three-area composite model for fracturing horizontal wells,
with reservoirs divided into three areas: main fracture area, reformed area (SRV), and
unreformed area, and through analytical solutions, the pressure and productivity dynamics
of conventional oil reservoir fracturing wells were studied. Brohi et al. [20] established a
three-area composite model for unconventional gas reservoirs based on the Brown model
by characterizing the modified area with dual pore media and the unmodified area with
single pore media. In addition, Stalgorova et al. [21] established a five-area composite
model for horizontal wells to describe the situation where the main fractures of volume
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fracturing were not fully modified, and analyzed the problems in the theoretical derivation
and practical application of linear flow models. On the basis of previous research, Zeng
et al. [22] established a seven-area composite model for volume fracturing of horizontal
wells in tight oil reservoirs. This model considers the heterogeneity of geological parameters
in different main fracture areas and the situation where longitudinal fractures do not
penetrate the reservoir. At the same time, the wellbore pressure drop loss between different
fracture sections was calculated, making the model closer to the actual situation of the mine.
Unlike volume fracturing horizontal wells, the analytical model for volume fracturing
vertical wells is mainly based on the “composite radial flow” model. Zhu et al. [23]
established a three-area composite model for volume fracturing vertical wells in tight oil
reservoirs, which is divided into three regions: the main fracture area, the elliptical modified
area, and the unreformed area. The transformed area adopts a fractal medium model to
characterize the fracture network, while the unreformed area takes into account the starting
pressure gradient of the matrix. The model applies the equivalent seepage resistance
method to obtain a steady-state production capacity solution. Zhu et al. [24] found that
the reconstruction area of vertical wells with volume fracturing is closer to a rectangle
according to the microseismic cloud map, applied the linear flow model of horizontal wells
with volume fracturing to vertical wells, and established a five-area model of vertical wells
with volume fracturing that considers the reservoir stress sensitivity and has a rectangular
reconstruction volume. The regional division is consistent with the five-area model of
horizontal wells with volume fracturing. Although scholars have conducted extensive
research on the seepage law of volume fracturing, there is relatively little research on multi-
stage volume fracturing in vertical wells [25–28]. Currently, most of the seepage models for
tight oil reservoirs with volume fracturing in vertical wells are radial composite models,
and the assumption that the reconstruction area is a cylinder does not match the results
of on-site microseismic monitoring [29–32]. Therefore, the establishment of a seven-area
seepage model for volume fracturing of tight oil reservoirs is of great significance.

Tight reservoirs have dense lithology, porosity less than 10%, permeability less than
0.1 × 10−3 µm2, and pore throat diameter at the micro-nanometer level, with obvious mi-
croscale effect, which leads to tight reservoirs presenting nonlinear seepage characteristics.
This article divides the renovation area into seven seepage areas based on the nonlinear
seepage characteristics of tight oil reservoirs and the renovation mode of actual volume
fracturing vertical wells. An analytical modeling approach was used to establish a seepage
model for seven areas of volume-fractured straight wells in tight reservoirs after reason-
able simplification of the fracture by certain physical assumptions, and the pressure and
production solutions under a constant production regime were obtained through Laplace
transformation. The flow stages were divided and the influence of fracture network param-
eters on the seepage law was studied. In the actual exploration and development process,
it is generally multi-stage combined production after segmented volume fracturing. For
multi-stage combined production, the dynamic splitting method of multi-stage combined
production and the Blasingame curve algorithm fitting technology can be used to invert
the ESRV and other fracture network parameters. Due to the limitation of space, this paper
does not cover the issue of multi-stage combined production, which will be discussed
separately in the future.

2. Physical Model

Vertical well volume fracturing technology can “break” the reservoir, forming a trans-
formation area composed of primary and secondary fracture networks. The complex
fracture network generated increases the effective transformation volume (ESRV) and
increases the fracture conductivity. The complex fracture network in the ESRV area of
volume fracturing wells in tight oil reservoirs results in different seepage characteristics
from porous media, requiring regional analysis. The author adopts a hypothetical method,
assuming that the vertical well is located at the center of a rectangular sealed reservoir and
that there is a finite conductivity fracture on the vertical well section. The model is divided
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into the following areas: the unreformed areas (areas 3, 4, 5, and 6) are single medium; the
effective renovation area (area 1), is characterized by a dual medium model; the main crack
area F. According to symmetry, one-eighth of the seepage area is taken for research and
calculation, as shown in Figure 1.
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Figure 1. Schematic diagram of physical model.

Based on the volume fracturing characteristics of tight oil reservoirs, the following
assumptions are made: 1© The influence of starting pressure gradient is considered in the
unreformed area, and the influence of permeability stress sensitivity of cracks is considered
in the transformed area, and the main fracture area. 2© Sealing of the outer boundary of
the oil reservoir. 3© The main crack is a vertical crack with symmetrical wings, considering
that the crack network does not fully penetrate the reservoir vertically. 4© The liquid is
single-phase and slightly compressible. 5© The seepage process is isothermal seepage.
6© Neglecting the influence of gravity and capillary force. 7© The fluid flow direction,

boundary, and coupling conditions in each region of the oil reservoir are:
Unreformed area: The outer boundary of area 6, which is not penetrated by the

main crack and not compressed longitudinally, is closed, the inner boundary pressure is
continuous, and the fluid flows to areas 4 and 2. The boundary conditions of area 5 and
area 6 are the same, with fluid flowing towards areas 3 and 1. The outer boundary of area 4
is closed, and the inner boundary pressure is continuous, which is supplemented by the
fluid in area 6 and flows towards area 2. The boundary conditions of area 3 are the same as
those of area 4, supplemented by fluid from area 5 and flowing toward area 1. The outer
boundary of area 2 is closed, and the inner boundary pressure is continuous, supplemented
by fluids from areas 6 and 4 and flows towards area 1.

Effective transformation area: The flow rate at the outer boundary of area 1 is con-
tinuous, the pressure at the inner boundary is continuous, and the fracture system is
supplemented by the matrix system and fluids from areas 5, 3, and 2, flowing towards the
main fracture.

Main fracture area F: The fluid in the main fracture flows into the wellbore, with the
outer boundary closed, and the inner boundary conditions determined by the production
system.

3. Mathematical Model
3.1. Definition of Dimensionless Quantity

Dimensionless pressure (under fixed production conditions):

pjD =
Krefh

(
pi − pj

)

1.842× 10−3qFµB
(1)

where Kref is the reference permeability, µm2, the subscript ref represents the reference
value; h is the thickness of the formation, m; pj is the pressure, MPa, the subscript j
represents different partitions; qF is the main fracture yield, m3·d−1; and B is the volume
coefficient of crude oil, dimensionless.
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Dimensionless production:

qFD =
qFµB

2πKrefhref(pi − pwf)
(2)

where pwf is the bottom hole flow pressure, MPa; href is the reference thickness, m.
Dimensionless conductivity coefficient:

ηiD =
ηi

ηref
(3)

ηref =
Kref

uref(φCt)ref
(4)

where µref is the reference viscosity, mPa·s; φ is porosity, dimensionless; Ct is the compre-
hensive compression coefficient, MPa−1.

Dimensionless time:
tD =

3.6ηreft
L2

ref
(5)

where Lref is the reference length, m; t is time, s.
Dimensionless starting pressure gradient:

GD =
KrefLrefhλm

1.842× 10−3qFµB
(6)

where λm is the starting pressure gradient, MPa·m−1.
Dimensionless distance:

xFD = xf/Lref
xeD = xe/Lref
y1D = y1/Lref
yeD = ye/Lref
z1D = z1/Lref = hF/(2Lref)
z2D = z2/Lref = h/(2Lref)
wD = wF/Lref

(7)

where xf is the half-length of the main crack, m; xe is the distance from the well in the
x-direction to the reservoir boundary, m; y1 is the half-width of the effective renovation
area, m; ye is the distance from the well in the y-direction to the reservoir boundary, m;
z1 is the half-height of the main crack, m; hF is the main crack height, m, the subscript F
represents the main crack; z2 is the half-height of the reservoir, m; and wF is the half-height
of the reservoir, m.

Dimensionless fracture conductivity:

FCD =
KFiwF

KrefLref
(8)

Crossflow coefficient:
λ = α

K1m

K1fi
L2

ref (9)

where K1m is the matrix permeability of area 1, µm2; α is the form factor, dimensionless;
K1fi is the initial permeability of the secondary crack in the area 1, µm2.

Elastic storage capacity ratio:

ω =
(φCt)1f

(φCt)1f + (φCt)1m
(10)
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Dimensionless starting pressure gradient:

λD = CLλmLref (11)

where CL is the compressibility coefficient of the liquid volume, MPa−1.

3.2. Mathematical Model Establishment and Solution
3.2.1. Area 6

This area is characterized by fractures that do not penetrate the reservoir, assuming a
one-dimensional flow in the z-direction with a starting pressure gradient.

According to the principle of material balance, the continuity equation is obtained
as follows:

∂(ρ6v6)

∂z
= −∂(ρ6φ6)

∂t
(12)

where ρ is the fluid density, kg·m−3; v is the seepage rate m·h−1.
The motion equation considering the starting pressure gradient is:

v6 = −K6

µ
(

∂ρ6

∂z
− λm) (13)

The equation of state for rocks and fluids is:

ρ6 = ρ0[1 + CL(p6 − p0)] (14)

φ6 = φ0 + Cf(p6 − p0) (15)

By substituting the motion equation and rock fluid state equation into the continuity
equation, the seepage control equation for this area can be obtained as follows:

∂2 p6

∂z2 − λmCL
∂p6

∂z
=

φµCt6

K6

∂p6

∂t
(16)

The outer boundary conditions of a finite enclosed oil reservoir are:

∂p6

∂z

∣∣∣∣
zD=z2D

= 0 (17)

The pressure at the interface between area 6 and areas 2 and 4 is continuous, and the
internal boundary conditions are:

p6|zD=z1D
= p2|zD=z1D

= p4|zD=z1D
(18)

According to the definition of dimensionless variables, the equation is dimensionless
and subjected to a Laplace transformation based on dimensionless time tD, resulting in:

∂2 p6D
∂zD

2 − λD
∂p6D
∂zD

=
s

η6D
p6D (19)

∂p6D
∂zD

∣∣∣∣
zD=z2D

= 0 (20)

p6D
∣∣
zD=z1D

= p2D|zD=z1D
= p4D|zD=z1D

(21)

where s is the Laplace space variable.
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The solution of the seepage differential equation can be obtained by combining the
above equation:

p6D = c6 p2D|zD=z1D
= c6 p4D|zD=z1D

(22)

Among them:

c6 =

(
− r62

r61

)
er61(zD−z2D) + er62(zD−z2D)

(
− r62

r61

)
er61(z1D−z2D) + er62(z1D−z2D)

r61 =
λD +

√
λ2

D + 4s
η6D

2
, r62 =

λD −
√

λ2
D + 4s

η6D

2
Taking the partial derivative of p6D at zD = z1D yields:

∂p6D
∂zD

∣∣∣∣
zD=z1D

= −β6 p2D|zD=z1D
= −β6 p4D|zD=z1D

(23)

Among them:

β6 = − −r62er61(z1D−z2D) + r62er62(z1D−z2D)
(
− r62

r61

)
er61(z1D−z2D) + er62(z1D−z2DD)

3.2.2. Area 5

The seepage control equation for region 5 is:

∂2 p5D
∂zD

2 − λD
∂p5D
∂zD

=
s

η5D
p5D (24)

∂p5D
∂zD

∣∣∣∣
zD=z2D

= 0 (25)

p5D
∣∣
zD=z1D

= p1fD|zD=z1D
= p3D

∣∣
zD=z1D

(26)

The solution of the seepage differential equation is:

p5D = c5 p1fD|zD=z1D
= c5 p3D

∣∣
zD=z1D

(27)

Among them:

c5 =

(
− r52

r51

)
er51(zD−z2D) + er52(zD−z2D)

(
− r52

r51

)
er51(z1D−z2D) + er52(z1D−z2D)

r51 =
λD +

√
λ2

D + 4s
η5D

2
, r52 =

λD −
√

λ2
D + 4s

η5D

2
Taking the partial derivative of p5D at zD = z1D yields:

∂p5D
∂zD

∣∣∣∣
zD=z1D

= −β5 p1D|zD=z1D
= −β5 p3D

∣∣
zD=z1D

(28)

Among them:

β5 = −−r52er51(z1D−z2D) + r52er52(z1D−z2D)
(
− r52

r51

)
er51(z1D−z2D) + er52(z1D−z2D)
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3.2.3. Area 4

The fluid in area 4 flows towards area 2 in the x-direction and is supplemented by
fluid from area 6 in the z-direction. The seepage control equation is:

∂2 p4D
∂xD

2 − λD
∂p4D
∂xD

+
K6

K4z1D

∂p6D
∂zD

∣∣∣∣∣zD=z1D =
s

η4D
p4D (29)

order α4 = K6β6
K4z1D

+ s
η4D

, and by simplifying it into the above equation, we can obtain:

∂2 p4D
∂xD

2 − λD
∂p4D
∂xD

= α4 p4D (30)

Closed oil reservoir, with external boundary conditions as follows:

∂p4D
∂xD

∣∣∣∣
xD=xeD

= 0 (31)

The pressure at the interface between area 4 and area 2 is continuous, and the internal
boundary conditions are:

p4D|xD=xFD
= p2D|xD=xFD

(32)

By combining the internal and external boundary conditions and the seepage control
equation, it is obtained that:

p4D = c4 p2D|xD=xFD
(33)

Among them:

c4 =

(
− r42

r41

)
er41(xD−xeD) + er42(xD−xeD)

(
− r42

r41

)
er41(xFD−xeD) + er42(xFD−xeD)

r41 =
λD +

√
λ2

D + 4α4

2
, r42 =

λD −
√

λ2
D + 4α4

2
Taking the partial derivative of p4D at xD = xFD yields:

∂p4D
∂xD

∣∣∣∣
xD=xFD

= −β4 p2D|xD=xFD
(34)

Among them:

β4 = −−r42er41(xFD−xeD) + r42er42(xFD−xeD)
(
− r42

r41

)
er41(xFD−xeD) + er42(xFD−xeD)

3.2.4. Area 3

The fluid flows in the x-direction towards area 1 and is supplemented by fluid from
area 5 in the z-direction. The seepage control equation is:

∂2 p3D
∂xD

2 − λD
∂p3D
∂xD

+
K5

K3z1D

∂p5D
∂zD

∣∣∣∣∣zD=z1D =
s

η3D
p3D (35)

Order α3 = K5β5
K3z1D

+ s
η3D

, and by simplifying it into the above equation, we can obtain:

∂2 p3D
∂xD

2 − λD
∂p3D
∂xD

= α3 p3D (36)
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Closed oil reservoir, with external boundary conditions as follows:

∂p3D
∂xD

∣∣∣∣
xD=xeD

= 0 (37)

The pressure at the interface between area 3 and area 1 is continuous, and the internal
boundary conditions are:

p3D
∣∣
xD=xFD

= p1fD|xD=xFD
(38)

By combining the internal and external boundary conditions and the seepage control
equation, it is obtained that:

p3D = c3 p1fD|xD=xFD
(39)

Among them:

c3 =

(
− r32

r31

)
er31(xD−xeD) + er32(xD−xeD)

(
− r32

r31

)
er31(xFD−xeD) + er32(xFD−xeD)

r31 =
λD +

√
λ2

D + 4α3

2
, r32 =

λD −
√

λ2
D + 4α3

2
Taking the partial derivative of p3D at xD = xFD yields:

∂p3D
∂xD

∣∣∣∣
xD=xFD

= −β3 p1fD|xD=xFD
(40)

Among them:

β3 = −−r32er31(xFD−xeD) + r32er32(xFD−xeD)
(
− r32

r31

)
er31(xFD−xeD) + er32(xFD−xeD)

3.2.5. Area 2

The fluid flows in the y-direction towards area 1 and is supplemented by fluid from
area 6 in the z-direction, and area 4 in the x-direction. The seepage control equation is:

∂2 p2D
∂yD

2 − λD
∂p2D
∂yD

+
K6

K2z1D

∂p6D
∂zD

∣∣∣∣
zD=z1D

+
K4

K2xFD

∂p4D
∂xD

∣∣∣∣
xD=xFD

=
s

η2D
p2D (41)

Order α2 = K6β6
K2z1D

+ K4β4
K2xFD

+ s
η2D

, and by simplifying it into the above equation, we
can obtain:

∂2 p2D
∂yD

2 − λD
∂p2D
∂yD

= α2 p2D (42)

Closed oil reservoir, with external boundary conditions as follows:

∂p2D
∂yD

∣∣∣∣
yD=yeD

= 0 (43)

The pressure at the interface between area 2 and area 1 is continuous, and the internal
boundary conditions are:

p2D|yD=y1D
= p1fD|yD=y1D

(44)

By combining the internal and external boundary conditions and the seepage control
equation, it is obtained that:

p2D = c2 p1fD|yD=y1D
(45)
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Among them:

c2 =

(
− r22

r21

)
er21(yD−yeD) + er22(yD−yeD)

(
− r22

r21

)
er21(y1D−yeD) + er22(y1D−yeD)

r21 =
λD +

√
λ2

D + 4α2

2
, r22 =

λD −
√

λ2
D + 4α2

2
Taking the partial derivative of p2D at yD = y1D yields:

∂p2D
∂yD

∣∣∣∣
yD=y1D

= −β2 p1fD|yD=y1D
(46)

Among them:

β2 = −−r22er21(y1D−yeD) + r22er32(y1D−yeD)
(
− r22

r21

)
er21(y1D−yeD) + er32(y1D−yeD)

3.2.6. Area 1

This area is effectively modified with a developed secondary fracture network, where
we assume a dual medium and use the W R quasi steady state model. The fluid in the
fracture system of area 1 flows in the y-direction towards the main fracture area F, while
being supplemented by fluids from area 5, area 3, area 2, and the matrix system. The
fracture system is sensitive to permeability.

The continuity equation of the crack system in this area is:

−∂(ρ1v1f)

∂y
+ ρ1q21 + ρ1q31 + ρ1q51 + ρ1q1mf =

∂(ρ1φ1f)

∂t
(47)

The motion equation considering permeability sensitivity is:

v1f = −
K1fieγ(p1f−p0)

µ

∂p1f
∂y

(48)

where γ is the permeability modulus, MPa−1.
The equation of state for rocks and fluids is:

ρ1 = ρ0[1 + CL(p1f − p0)] (49)

φ1f = φ0 + Cf(p1f − p0) (50)

The supplementary items of source and exchange:

q21 =
K2

µy1D

∂p2

∂y

∣∣∣∣
y=y1D

(51)

q31 =
K3

µxFD

∂p3

∂x

∣∣∣∣
x=xFD

(52)

q51 =
K5

µz1D

∂p5

∂z

∣∣∣∣
z=z1D

(53)

q1mf = α
K1m

µ
(p1m − p1f) (54)

The continuity equation of the matrix system is:

q1mf = −φ1mCt1m
∂p1m

∂t
(55)
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The motion, state equation and supplementary equation are introduced into the
continuity equation and dimensionless to obtain the seepage control equation:

Matrix system:

λ(p1fD − p1mD) =
1−ω

η1D

∂p1mD

∂tD
(56)

Crack system:

e−γD p1fD [ ∂2 p1fD
∂yD

2 − γD(
∂p1fD
∂yD

)
2
] + K2

Kfiy1D

∂p2D
∂yD

∣∣∣
yD=y1D

+ K3
K1fixFD

∂p3D
∂xD

∣∣∣
xD=xFD

+

K5
K1fiz1D

∂p5D
∂zD

∣∣∣
zD=z1D

− λ(p1fD − p1mD) =
ω

η1D

∂p1fD
∂tD

(57)

The flow at the interface between area 1 and area 2 is continuous, and the outer
boundary conditions are:

eγD p1fD
∂p1fD
∂yD

∣∣∣∣
yD=y1D

=
K2

K1fi

∂p2D

∂yD

∣∣∣∣
yD=y1D

(58)

The pressure at the interface between area 1 and the main crack area F is continuous,
and the internal boundary conditions are:

p1fD|yD=
wD

2
= pFD|yD=

wD
2

(59)

Due to the presence of crack stress sensitivity, the equation is nonlinear and difficult
to solve directly. By applying the Pedrosa transformation, it can be transformed into a
linear equation.

Transforming pressure p1fD into functions of perturbation τ1fD:

p1fD = − 1
γD

ln(1− γDτ1fD) (60)

When τ1fD is expanded to n-th order, there are:

1
1− γDτ1fD

= 1 + γDτ1fD + γ2
Dτ2

1fD + · · · γn
Dτn

1fD (61)

− 1
γD

ln(1− γDτ1fD) = τ1fD +
1
2

γDτ2
1fD +

1
3

γDτ3
1fD + · · · 1

n
γDτn

1fD (62)

Considering that γD is generally a small value, only the zero-order expansion to obtain
τ1fD0 can satisfy the accuracy requirement.

After performing zero-order Pedrosa transformation on p1fD and Laplace transforma-
tion on tD, the seepage control equation is obtained as follows:

λ(τ1fD0 − p1mD) =
(1−ω)s

η1D
p1mD (63)

∂2τ1fD0
∂yD

2 + K2
K1fiy1D

∂p2D
∂yD

∣∣∣
yD=y1D

+ K3
K1fixFD

∂p3D
∂xD

∣∣∣
xD=xFD

+ K5
K1fiz1D

∂p5D
∂zD

∣∣∣
zD=z1D

−λ(τ1fD0 − p1mD) =
ωs
η1D

τ1fD0
(64)

∂τ1fD0
∂yD

∣∣∣∣
yD=y1D

=
K2

K1fi

∂p2D
∂yD

∣∣∣∣
yD=y1D

(65)

τ1fD0|yD=
wD

2
= τFD0|yD=

wD
2

(66)
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Order α1 = K2β2
K1fiy1D

+ K3β3
K1fixFD

+ K5β5
K1fiz1D

+ ωs
η1D

+ λ(1−ω)s
λη1D+(1−ω)s , the above equation can be

simplified as:
∂2τ1fD0

∂yD
2 = α1τ1fD0 (67)

The solution for area 1 is obtained by combining the internal and external boundary
conditions as follows:

τ1D0 = A1 cosh[(yD − y1D)
√

α1] + B1sinh[(yD − y1D)
√

α1] (68)

Among them:

A1 =
τFD0|yD=

wD
2

cosh[(wD
2 − y1D)

√
α1] + bsinh[(wD

2 − y1D)
√

α1]

B1 = bA1, b = − K2β2

K1fi
√

α1

Taking the partial derivative of τ1D0 at yD = wD
2 yields:

∂τ1D0

∂yD

∣∣∣∣
yD=

wD
2

= e1
√

α1 τFD0|yD=
wD

2
(69)

Among them:

e1 =
b cosh[(wD

2 − y1D)
√

α1] + sinh[(wD
2 − y1D)

√
α1]

cosh[(wD
2 − y1D)

√
α1] + bsinh[(wD

2 − y1D)
√

α1]

3.2.7. Area F

The main fracture area, where fluid flows towards the wellbore in the x-direction and
is supplemented by fluid from area 1 in the y-direction, has permeability sensitivity. The
seepage control equation in this area is:

e−γD pFD [
∂2 pFD

∂xD
2 − γD(

∂pFD

∂xD
)2] +

2K1fie−γD p1fD

KFiwD

∂p1fD
∂yD

∣∣∣∣
yD=

wD
2

=
1

ηFD

∂pFD

∂tD
(70)

Assuming the crack tip is closed, the outer boundary condition is:

eγD pFD
∂pFD

∂xD

∣∣∣∣
xD=xFD

= 0 (71)

The oil well is produced at a fixed production rate, and the internal boundary condi-
tion is:

e−γD pFD
∂pFD

∂xD

∣∣∣∣
xD=0

= − π

FCD
(72)

where FCD is the dimensionless conductivity of the main crack.
The internal boundary condition for constant pressure production in oil wells is:

pFD|xD=0 = 1, e−γD pFD
∂pFD

∂xD

∣∣∣∣
xD=0

= −πqwfD
FCD

(73)

Similarly, the zero-order Pedrosa transformation is introduced to transform it into a
linear equation and Laplace transformation is performed, resulting in:

∂2τFD0

∂xD
2 +

2Kfii
KFiwD

∂τ1fD0
∂yD

∣∣∣∣
yD=

wD
2

=
s

ηFD
τFD0 (74)
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∂τFD0

∂xD

∣∣∣∣
xD=xFD

= 0 (75)

Fixed production system:

∂τ1fD0
∂xD

∣∣∣∣
xD=0

= − π

FCDs
(76)

Fixed pressure production system:

τFD0|xD=0 =
1− e−γD

sγD
,

∂τFD0

∂xD

∣∣∣∣
xD=0

= −πqwfD
FCD

(77)

Order αF = s
ηFD
− 2e1K1fi

√
α1

KFiwD
, the above equation can be simplified as:

∂2τFD0

∂xD
2 = αFτFD0 (78)

The boundary conditions for simultaneous production can be solved as follows:

τFD0 =
π cosh[(xD − xFD)

√
αF]

FCDs
√

αFsinh(xFD
√

αF)
(79)

When xD = 0, the dimensionless bottom hole pressure solution in the Lagrangian
space for constant production rate is obtained as:

τwfD =
π

FCDs
√

αFtanh(xFD
√

αF)
(80)

By combining the boundary conditions of constant pressure, the dimensionless bottom
hole production in the Lagrangian space can be solved as:

qwfD =
(1− e−γD)FCD

√
αF

γDπs
tanh(xFD

√
αF) (81)

Perform Stehfest numerical inversion on the pressure solution in Laplace space to
obtain the dimensionless perturbation pressure solution in real space:

τwfD(tD) =
ln 2
tD

N

∑
i=1

ViτwfD(
ln 2
tD

i) (82)

Among them:

Vi = (−1)
N
2 +1

min(i, N
2 )

∑
K=[ i+1

2 ]

K
N
2 (2K)!

(N
2 − K)!K!(K− 1)!(i− K)!(2K− i)!

In engineering applications, N is an even number between 4 and 12, and is generally
selected based on actual debugging.

Finally, the perturbed pressure solution is subjected to inverse Pedrosa transformation
to obtain a dimensionless pressure solution under constant production conditions:

pwfD(tD) = −
ln{1− γDτwfD(tD)}

γD
(83)
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Similarly, the dimensionless production solution under constant pressure conditions
can be obtained:

qwfD(tD) =
ln 2
tD

N

∑
i=1

ViqwfD(
ln 2
tD

i) (84)

4. Model Validation

The established volume fracturing seven-area composite flow model was validated
using analytical and numerical simulation methods.

4.1. Comparative Validation of Analytical Models

When the fractures in the volume fracturing seven-area composite flow model com-
pletely penetrate the reservoir, and the permeability sensitivity of main fractures and the
secondary fracture network in the effectively modified area are not considered, neither is
the starting pressure gradient of the unmodified area, and the model degenerates into the
dual medium five-area linear flow model proposed by Stalgorova et al. Here, we compare
the degraded seven-area composite flow model with the five-area linear flow model.

As shown in Figure 2, the pressure and pressure derivative results for both coincide
exactly, proving the correctness of the pressure solution of the model.
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Figure 2. Comparison of analytical model pressure.

4.2. Numerical Simulation Comparison Verification

Compare the seven-area model with numerical simulation software using numerical
simulation methods. A numerical model was established using CMG, which can reflect
the characteristics of seepage in actual volume fractured vertical wells. The numerical
simulation model is shown in Figure 3. The effective renovation area adopts a dual medium
model, while the unmodified area adopts a single pore medium to simulate. By using the
zoning function, the stress sensitivity effect of cracks is set in the effective renovation area
and the main crack area, and the starting pressure gradient is set in the original unmodified
area. The other model data are shown in Table 1, and Figure 4 shows the comparison
between the theoretical calculation and numerical simulation yield results of the volume
fracturing seven-area composite flow model (without considering skin factors). It can be
seen that the yield curve is basically consistent, further verifying the correctness of the
model yield solution.
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Table 1. Table of basic parameters of numerical model.

Parameter Numerical Value Parameter Numerical Value

Reservoir length/m 370 Initial permeability of ESRV fracture system/µm2 5 × 10−3

Reservoir width/m 150 Fracture porosity 0.2
Reservoir thickness/m 30 Initial permeability of main fracture/µm2 1

Main crack seam height/m 20 Half-length of main crack/m 75
Matrix porosity 0.1 Main crack width/m 0.01

Matrix permeability/µm2 1 × 10−3 ESRV half-width/m 35
Comprehensive compressibility

coefficient of matrix 0.0001 Original formation pressure/MPa 20

Comprehensive compression
coefficient of cracks/MPa−1 0.001 Bottom hole flowing pressure/MPa 15

Oil volume factor 1.1 Starting pressure gradient/(MPa·m−1) 0.02
Crude oil viscosity/(mPa·s) 5 Permeability modulus/MPa−1 0.01
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4.3. Division of Flow Stages

The dimensionless bottom hole pressure and pressure derivative curve is drawn under
the fixed production system of volume fracturing vertical wells in double logarithmic
coordinates, as shown in Figure 5. It can be divided into six flow stages: 1© In the linear
flow stage of the main fracture and ESRV regional fracture network, the slope of the
dimensionless pressure and pressure derivative curves is 0.25. 2©Matrix fracture scouring
phase in the ESRV area, where the pressure and pressure derivative curves begin to be
non-parallel at the beginning of the phase and the pressure derivative becomes depressed.
3© In the linear flow stage of the ESRV area, the pressure and pressure derivatives are once

again parallel to each other, with slopes of 0.5. 4© During the boundary flow stage of the
ESRV area, the flow continues to extend along the crack network of the renovation area and
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reaches the boundary of the ESRV area. 5© Linear flow in unmodified areas, liquid supply
to ESRV area in unmodified areas. 6© During the stage of reservoir boundary influence, the
slope is related to the type of reservoir boundary, and the slope of a closed reservoir is 1.
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5. The Influence of Mesh Parameters on Flow Patterns

We use Matlab to program and calculate the analytical solution of the model, analyzing
the impact of different parameters on pressure and production. In the pressure curve graph,
the relevant parameters with the symbol in the legend represent the pressure derivative
curve.

5.1. Starting Pressure Gradient

From Figure 6, it can be seen that the starting pressure gradient has a significant impact
on production capacity from the boundary flow stage of the ESRV region in the middle to
late stages. In the early stage, the fracture network of the effective modification area reduced
the seepage resistance and weakened the impact of the starting pressure gradient on
dimensionless pressure, pressure reciprocal, and dimensionless production. As the starting
pressure gradient increases in the middle and later stages, the pressure consumption in the
unmodified area increases to maintain production under fixed production conditions. As a
result, the dimensionless pressure rises faster, and the pressure derivative also increases
accordingly. Under constant pressure conditions, a larger starting pressure gradient leads to
greater seepage resistance of fluid flowing into the effective modified area in the unmodified
area, and the dimensionless production is lower.
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5.2. Permeability Modulus

From Figure 7, it can be seen that the permeability modulus measures the sensitivity
of fractures to pressure changes. The stress sensitivity effect causes the permeability of
primary and secondary fractures to decrease with the decrease in formation pressure during
the production process. From the production curve, it can be seen that the stress sensitivity
effect affects the entire reservoir development stage. As the permeability modulus in-
creases, the degree of fracture closure increases, the permeability decreases, the production
decreases, and the pressure derivative curve rises faster under constant pressure conditions.
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5.3. Main Crack Penetration Ratio

From Figure 8, it can be seen that the fracture penetration ratio affects the pressure
and productivity of volume fracturing wells starting from the boundary flow stage of the
effective transformation area. When the length of the main crack and the width of the
renovation area are fixed, the crack penetration ratio increases and the effective renovation
volume increases. In the renovation area, the crack network develops, and the pressure
conductivity is stronger than in the unreformed area. Therefore, under fixed production
conditions, as the crack penetration ratio increases, the rise of dimensionless pressure and
pressure derivative curves slows down, and the start time of upward warping becomes
later. For constant pressure conditions, as the fracture penetration ratio increases, the
degree of transformation increases in the reservoir, and there are more flow channels in the
fracture network, resulting in higher oil well production.
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5.4. Half-Length of Main Crack

From Figure 9, it can be seen that the half-length of the main fracture is similar to the
penetration ratio of the main fracture, which directly determines the size of the effective
reconstruction area. Starting from the linear flow stage of the reconstruction area, it affects
the pressure and productivity of the volume fracturing well. When the height of the main
crack and the width of the renovation area are constant, the half-length of the main crack
increases, the rise of the dimensionless pressure and pressure derivative curve is slower for
fixed production conditions, and the start time of upward warping is later. For constant
pressure conditions, as the half-length of the main fracture increases, the oil drainage
area becomes larger, and the production of the oil well increases. Unlike the limitation of
reservoir thickness on fracture height, the variation range of fracture length is relatively
large, and its impact on dimensionless pressure and production curve is more significant.
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5.5. ESRV Area Width

From Figure 10, it can be seen that the width of the ESRV area has an impact starting
from the matrix crack flow stage of the effective transformation area. As the width of
the ESRV region increases, the dimensionless pressure and pressure derivative decrease
under constant production conditions, while the dimensionless production increases under
constant pressure conditions. From the production curve, it can be seen that the width of the
secondary fracture network has a significant impact on production. When the ESRV width
is 0, it is conventional fracturing. From the production curve, it can be seen that volume
fracturing is significantly better than conventional fracturing, which can significantly
improve the production capacity of tight oil reservoirs.
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5.6. Main Fracture Conductivity

From Figure 11, it can be seen that the conductivity of the main fracture mainly affects
the early and middle flow stages covered by the main fracture and the effective renovation
area. As the fracture conductivity increases, the dimensionless pressure curve is lower in
the early and middle stages and corresponds to higher production in the early and middle
stages. From the production curve, it can be seen that the high conductivity of the main
fracture can quickly increase the production capacity of the effective transformation area,
and shorten the development cycle of tight oil reservoirs, but it is ultimately limited by the
size of the effective transformation volume and the permeability of the formation matrix,
indicating that the matching relationship between the three should be optimized during
the development process.
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ESRV region has a significant impact on the linear flow and matrix flow of cracks in the
effectively modified area characterized by dual media. The permeability of the fracture
network represents the degree of transformation in the volume fracturing ESRV area. As
the permeability of the fracture network increases, the liquid supply capacity of the ESRV
area becomes stronger, the dimensionless pressure and pressure derivative become smaller,
the dimensionless production becomes larger, and entering the boundary flow stage of the
reformed area happens earlier, which is ultimately limited by the effective modification
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1

1

Figure 12. The influence of permeability in ESRV region on pressure and production.

5.8. ESRV Area Aspect Ratio

From Figure 13, it can be seen that under the same effective renovation volume, the
aspect ratio of the ESRV area determines the starting time of the linear flow stage in the
renovation area. The aspect ratio of the ESRV area is the ratio of the length of the main
crack to the renovation bandwidth. With the increase in the aspect ratio, the effective
renovation area is narrower and longer, the bandwidth is smaller, the pressure wave
propagates to the ESRV bandwidth boundary earlier, contacts the unmodified area earlier,
and enters the flow phase at the boundary of the modified area, which is reflected in the
mid-term dimensionless pressure and pressure derivative curves start to rise earlier. From
the production curve, it can be seen that as the aspect ratio of the ESRV region increases, the
mid-term production becomes higher and the production declines faster. This is because
the aspect ratio of the ESRV region is smaller (when the aspect ratio is maintained to be
larger than 1), the area of direct communication between the ESRV region and the matrix of
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5.7. ESRV Regional Permeability

From Figure 12, it can be seen that the permeability of the fracture network in the
ESRV region has a significant impact on the linear flow and matrix flow of cracks in the
effectively modified area characterized by dual media. The permeability of the fracture
network represents the degree of transformation in the volume fracturing ESRV area. As
the permeability of the fracture network increases, the liquid supply capacity of the ESRV
area becomes stronger, the dimensionless pressure and pressure derivative become smaller,
the dimensionless production becomes larger, and entering the boundary flow stage of the
reformed area happens earlier, which is ultimately limited by the effective modification
volume and formation matrix permeability.
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5.8. ESRV Area Aspect Ratio

From Figure 13, it can be seen that under the same effective renovation volume, the
aspect ratio of the ESRV area determines the starting time of the linear flow stage in the
renovation area. The aspect ratio of the ESRV area is the ratio of the length of the main
crack to the renovation bandwidth. With the increase in the aspect ratio, the effective
renovation area is narrower and longer, the bandwidth is smaller, the pressure wave
propagates to the ESRV bandwidth boundary earlier, contacts the unmodified area earlier,
and enters the flow phase at the boundary of the modified area, which is reflected in the
mid-term dimensionless pressure and pressure derivative curves start to rise earlier. From
the production curve, it can be seen that as the aspect ratio of the ESRV region increases, the
mid-term production becomes higher and the production declines faster. This is because
the aspect ratio of the ESRV region is smaller (when the aspect ratio is maintained to be
larger than 1), the area of direct communication between the ESRV region and the matrix of
the unmodified region, i.e., the oil drainage area is larger, and the production capacity is
released more quickly.
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6. Conclusions

1. Based on the reservoir transformation characteristics of actual volume fracturing
vertical wells, the volume fracturing transformation area was finely divided, and
a seven-area seepage mathematical model for volume fracturing vertical wells in
tight oil reservoirs was established. The pressure solution under constant production
conditions and production solution under constant pressure conditions were solved
using methods such as Laplace transform and Pedrosa transform. The accuracy of the
model was verified using analytical and numerical simulation methods, respectively.

2. Based on the dimensionless pressure and pressure derivative curve, the flow of vertical
well volume fracturing wells in tight oil reservoirs is divided into six stages: main
fractures, linear network flow in the ESRV region, matrix fracture channeling flow in
the ESRV region, linear flow in the ESRV region, boundary flow in the ESRV region,
linear flow in the unmodified region, and reservoir boundary influence.

3. The production of volume fracturing vertical wells is influenced by permeability
modulus, main fracture conductivity, ESRV area width, and ESRV area permeability.
The production decreases with the increase in permeability modulus. The high
conductivity of the main fracture can quickly release the production capacity of the
effectively transformed area, and shorten the development cycle of tight oil reservoirs,
but it is ultimately limited by the size of the effectively transformed volume. Under
constant pressure conditions, the yield increases with increasing ESRV area width and
ESRV area permeability.
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4. By using well testing parameters, the seven-area seepage model for volume fracturing
in tight reservoirs can be used to reverse calculate fracture parameters, providing
guidance for reservoir development design.
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Abstract: The persistent free radical content in petroleum is of the order 1018 spins/g (1 µmol/g), with
higher and lower values found depending on origin and in different distillation fractions. The field of
persistent free radicals in petroleum was reviewed with the aim of addressing and explaining apparent
inconsistencies between free radical persistence and reactivity. The macroscopic average free radical
concentration in petroleum is persistent over geological time, but individual free radical species in
petroleum are short-lived and reactive. The persistent free radical concentration in petroleum can
be explained in terms of a dynamic reaction equilibrium of free radical dissociation and association
that causes a finite number of species at any given time to be present as free radicals. Evidence
to support this description are observed changes in free radical concentration related to change in
Gibbs free energy when the bulk liquid properties are changed and responsiveness of free radical
concentration to dynamic changes in temperature. Cage effects, solvent effects, steric protection,
and radical stabilization affect free radical reaction rate but do not explain the persistent free radical
concentration in petroleum. The difference between persistent free radicals in straight-run petroleum
and converted petroleum is that straight-run petroleum is an equilibrated mixture, but converted
petroleum is not at equilibrium and the free radical concentration can change over time. Based on the
limited data available, free radicals in straight-run petroleum appear to be part of the compositional
continuum proposed by Altgelt and Boduszynski. Persistent free radical species are partitioned
during solvent classification of whole oil, with the asphaltenes (n-alkane insoluble) fraction having a
higher concentration of persistent free radicals than maltenes (n-alkane soluble) fraction. Attempts to
relate persistent free radical concentration to petroleum composition were inconclusive.

Keywords: persistent free radicals; petroleum; compositional continuum

1. Introduction

Persistent free radicals are present in high-molecular-mass natural raw materials like
petroleum and coal. The concentration of these free radical species can be quantified using
electron spin resonance (ESR) or electron paramagnetic resonance (EPR) spectrometry. This
technique exploits the magnetic moment of the unpaired electron, which makes substances
with an unpaired electron paramagnetic.

The concentration and electronic environment of unpaired electrons in a substance can
be detected by subjecting the material to a magnetic field. When subjected to an external
magnetic field, those unpaired electrons that are aligned with the magnetic field will have
a lower energy than those unpaired electrons aligned against the magnetic field. When
sufficient energy (h.ν) is provided for the unpaired electrons to change their spin state
under the influence of a magnetic field (B0), the amount of energy absorbed, as well as the
frequency of the electromagnetic radiation, provides information about the concentration
and nature of the unpaired electron. Specifically, this relationship is defined as the Landé
g-factor (Equation (1)).

g =
h.ν

µB.B0
(1)
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In this equation, h is the Planck’s constant = 6.626 × 10−34 J/s, ν is the microwave
frequency of the ESR in Hz, µB is the Bohr magneton = 9.273 × 10−28 J/Gauss, and B0 is
the magnetic field in Gauss. Organic free radicals can easily be distinguished from other
paramagnetic species present in petroleum, such as the vanadyl ion (VO2+), based on the
difference in g-factor. The unpaired electrons in organic free radicals have g-factors close to
that of a free electron, g = 2.0023.

This study is limited to persistent organic free radicals.
Reported concentrations of the organic free radicals in heavy petroleum and coal are

typically of the order 1018 spins/g. This is equivalent to about 1 µmol/g. Higher and
lower values can be found depending on the origin and distillation range of the material
(Table 1) [1,2]. If one then considers the high average molecular mass of heavy petroleum
fractions and coal, the concentration of persistent free radical species in molar concentration
is around 0.1 mol%.

Table 1. Persistent free radical content in petroleum and coal [1,2].

Material
Free Radical Content

Reference
(spins/g) (µmol/g)

Athabasca bitumen 0.9–1.1 × 1018 1.5–1.8 [1]
Cold Lake bitumen 0.9–1.1 × 1018 1.5–1.8 [1]
Coal (low rank) a 2.5–5.3 × 1018 4.2–8.8 [2]
Coal (high rank) b 7.2–25 × 1018 12–42 [2]

a Carbon content range 77–85%; b Carbon content range 89–97%.

The persistence of free radicals in petroleum and coal is intriguing because these free
radical species appear to have been present over geological time. Free radical persistence
over geological time is incongruent with the description of free radicals as reactive species.

Herein lies a conundrum for those interested in petroleum conversion processes that
proceed by free radical chemistry, such as visbreaking and coking. The reactions taking
place in thermal conversion processes are usually described in terms of free radical initiation,
propagation, and termination reactions [3]. The notion is that sufficient temperature is
required for homolytic bond dissociation to produce free radicals, i.e., initiation, so that
thermal conversion can take place. Yet, as was pointed out, the amount of persistent
free radicals present in heavy petroleum fractions is already of the order 0.1 mol%. The
implication is that thermal conversion can proceed at a lower temperature than required
for initiation by homolytic bond dissociation.

The purpose of this work is to review the field of persistent free radicals in petroleum.
It is a specific aim to address and explain the apparent inconsistencies between free radical
persistence and reactivity. It is a further aim to explore the relationship between the nature
of the free radical species and how it is affected by and related to bulk properties. To
do so and to guide the narrative, several questions will be posed and answered to the
extent possible. To illustrate specific concepts, the focus will be on petroleum and thermal
conversion processes applied to petroleum, although the work can be equally applied to
other materials.

2. What Is Meant by Persistent Free Radicals?

The term persistent free radical was defined by Griller and Ingold [4] as “. . . a radical
that has a lifetime significantly greater than methyl under the same conditions. . . ”. They
were also at pains to point out that there is a difference between “persistent”, “stable”, and
“stabilized” free radicals.

The term stable free radical was reserved for [4]: “. . . a radical so persistent and so
unreactive. . . under ambient conditions that the pure radical can be handled and stored
in the lab with no more precautions than would be used for the majority of commercially
available organic chemicals”. A commonly encountered example is molecular oxygen (O2),
which is a stable diradical species.
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Most persistent free radical species can therefore not be classified as stable free radicals
according to the preceding definition. Their persistence depends on their chemical environ-
ment and physical state [5]. It is therefore possible that under appropriate circumstances,
free radical species that would not normally be persistent appear to be persistent.

The triphenylmethyl radical is a prototypical example of a persistent free radical
species, which is stabilized by delocalization of the unpaired electron that is delocalized
into the adjacent systems of π-bonds of the phenyl groups [4]. This makes it a stabilized
free radical, but it is not a stable free radical that can be isolated and stored for an extended
period of time. In fact, the extent of stabilization of the triphenylmethyl radical is about
the same as for a benzylic radical because the three phenyl rings are not in the same plane
but at an angle to each other, like a propeller. Both electron delocalization and steric
hinderance contribute to the persistence, with a half-life of the triphenylmethyl radical in
dilute solution that is of the order of milliseconds [6].

The conundrum that arose due to observed free radical persistence in petroleum and
the apparent lack of reactivity was an artifact of semantics. In the petroleum community
the meaning of the term “persistent free radical” morphed into a description that implied
that the radicals were both long-lived and unreactive. This was a false impression. It
was demonstrated that the persistent free radical species in petroleum were reactive [7],
and evidence of hydrogen transfer at 60–100 ◦C was presented [8,9]. A change in free
radical concentration was also reported after keeping petroleum samples at 60 ◦C for
2 h [10]. It therefore appears unlikely that one would be able to isolate and store the pure
radical species found in petroleum as unreactive materials, which are requirements for
classification as stable free radicals according to the terminology of Griller and Ingold [4].

In petroleum, the macroscopically measured concentration of organic free radical
species remains constant at constant ambient conditions. The apparent longevity of the free
radical species in petroleum meets the criterion of description as persistent free radicals
but does not imply anything about the nature of the radicals, radical reactivity, or reason
for the radical persistence.

3. What Makes Free Radicals in Petroleum Persistent?
3.1. Cage Effect

When radicals are formed from non-radical precursors, two radicals are formed in
close proximity to each other and the reaction yield in the liquid phase is usually less than
in the gas phase for the exact same reaction and conditions. To explain this difference,
reference is made to the concept of a cage effect [11,12].

The cage effect can be explained in terms of the effect of the solvent molecules sur-
rounding free radicals, which effectively forms a solvent cage around the newly formed
radicals (Figure 1). Multiple collisions may have to take place before the radicals can diffuse
past those solvent molecules surrounding them to escape the solvent cage. This could
increase the probability of recombination, since the newly formed radical species are neigh-
bors in solution. Considering that all species in solution are surrounded by other molecules,
Lorand [11] elected to reserve the term cage only for the solvent molecules surrounding a
pair of newly generated radicals that were generated by the same event, so-called geminate
radicals. The cage effect is therefore the consequence of the lower diffusion rate in the liquid
phase compared to the gas phase. The extent to which the cage effect will affect a specific
reaction is dependent on the properties of the liquid phase that affects the diffusion rate.

For solvents that are mixtures, bulk liquid viscosity is not necessarily a good predictor
of the cage effect. It was shown that cage recombination rate was poorly related to bulk
viscosity (η, Pa.s) but was instead related to the inverse diffusion coefficient (1/D, s/m2)
they called “microviscosity” [13–15], which has the same units as inverse kinematic viscosity
(1/ν, s/m2).
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Figure 1. Schematic representation of solvent molecules surrounding a newly formed radical pair
that is referred to as the solvent cage.

The cage effect is a purely physical phenomenon. The solvent can of course also affect
the rate of radical recombination reactions by affecting the stability of the free radicals.
These chemical interactions are solvent-effects [16] and are discussed in Section 3.3. Changes
in recombination rate due to chemical interaction with the solvent molecules within the
cage are not considered a cage effect.

One of the explanations that was put forward in the petroleum literature for the
presence of persistent free radicals in petroleum was that of the cage effect [17]. Caging by
aggregation was offered as the explanation for persistence over time and to explain how
some radicals could survive under strong reducing conditions [18]. As envisioned, the
interaction was more than just a physical caging effect because the interaction was not just
decreasing the diffusion rate to slow mass transport; it was an interaction that effectively
prevented reaction with the free radicals species. Along similar lines, it was postulated that
free radicals played a role in the aggregation of asphaltenes [19], although in that work,
aggregation was not used as an explanation for free radical persistence; it was instead a
consequence of persistent free radicals in petroleum.

Aggregation is caused by chemical interaction or reaction between species that leads
to an increase in the molecular weight of the aggregate when compared to the species
involved in aggregation. Aggregation may then appear to physically keep the free radical
persistent because aggregates can also de-aggregate, which is the reverse reaction. Thus,
despite evidence for the relationship between aggregation and the free radical nature of the
species involved in aggregation, this is not a cage effect but a reaction that appears to be
causing a physical effect.

At the same time, aggregates when present in petroleum can cause a cage effect, as
noted by Gray et al. [20]: “Free radical species that form within nanoaggregates due to
thermal reactions would be restricted in their ability to react with the bulk liquid phase”.
The newly formed radicals are still within the aggregate and the aggregate presents a more
formidable diffusion barrier than monomeric species in solution. The physical restriction
imposed by the aggregate structure is a cage effect because it is a physical obstacle that
reduces the diffusion rate of the newly formed radical species. No claims were made in
that work [20] that the radicals formed within aggregates would persist indefinitely, only
that the radical species would have more restricted access to the bulk liquid phase.

For the sake of argument, the concept of a cage effect can be applied to persistent
free radical species in petroleum. The cage effect can explain how solvent molecules
surrounding a persistent free radical species can shield it from radical–radical termination
reactions, but it cannot explain how radical–radical termination reactions can be prevented.
Even if the petroleum viscosity is very high, the diffusion coefficient in the liquid phase
is not zero, which means that the rate of radical–radical termination reactions can only
be slowed down. Analogously, if the free radical species are trapped within an aggregate
structure, the radical termination is prevented only if the aggregate persists indefinitely.
Since it was shown that persistent free radicals are reactive, this is not the case. In conclusion,
the persistence of free radicals in petroleum cannot be explained by a cage effect.

3.2. Steric Protection

One of the causes of free radical persistence is steric protection [4], which affects the
reaction rate of the free radical. Pendant groups surrounding the free radical center may
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physically hinder the approach of a reagent to the radical center, thereby reducing the
probability of reaction during an interaction. The longevity of the free radical is increased,
and meeting the criterion for being described as a persistent free radical (see Section 2) is
easily met.

The size and nature of the pendant groups surrounding the free radical center may also
affect the stability of the free radical. For example, Rüchardt [21] showed the relative impact
of different pendant groups on the bond dissociation energy (BDE), which was related to
the hybridization of the atom where the free radical is located, and more specifically to
the bond angles of the pendant groups. Bulkier groups can also cause higher strain in the
molecule, resulting in a greater relief when going from a tetrahedral (sp3) to trigonal planar
(sp2) hybridization [6]. Thus, in addition to the steric protection offered by the pendant
groups, the pendant groups also affect the thermodynamic stability of the free radical,
which should be considered when assessing the impact of steric protection on reaction rate.
This will be discussed in Section 3.3.

In the case of straight-run petroleum, its free radical concentration remains invariant.
If this is due to steric protection, the steric protection must be absolute. Acevedo et al. [18]
demonstrated that it was possible to reduce the free radical concentration of a petroleum
asphaltenes fraction by boiling it in tetrahydrofuran (boiling point 66 ◦C). Since treatment
at such mild conditions is unlikely to cause skeletal rearrangement to change the extent
of steric protection of the persistent free radicals, steric protection cannot be used as
explanation for free radical persistence over geological time.

Alili et al. [7] purposefully investigated the impact of steric effects on free radical reac-
tivity of petroleum asphaltenes. Compounds with different pendant groups surrounding
C=C were used as probe reagents to evaluate the relative reactivity of persistent free radi-
cals in the asphaltenes fraction. The probe reagents themselves imposed steric restrictions
on reaction. As expected, the reaction rate of reagents with sterically crowded C=C was
slower, but with the exception of tetraphenyl ethylene, all other probe reagents resulted in
measurable conversion during reaction with persistent free radicals in asphaltenes within
1 h at 250 ◦C (Figure 2) [7].

Figure 2. Conversion of different probe reagents at 250 ◦C for 1 h with industrially produced n-
pentane insoluble asphaltenes from Athabasca bitumen with a persistent free radical content of
2.1 × 1018 spins/g [7].

In conclusion, although the impact of steric protection of free radical species in
petroleum cannot be disregarded, it does not offer an explanation for free radical per-
sistence over geological time.

3.3. Radical Stabilization Effects

The stabilization of free radicals can be viewed in terms of the rate of their formation
and disappearance. Radical stabilization has been described in terms of (i) thermodynamic
stabilization, which is related to the bond dissociation energy (BDE) of the bond leading
to radical formation, with contributing factors such as hyperconjugation, resonance, and
captodative effects; and (ii) kinetic stabilization, which is controlled by the steric hindrance
at a radical center and solvent stabilization effects.
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While hyperconjugation makes reference to a “donation” of electrons from a σ-bond
to a p-orbital which is electron deficient, resonance finds similarity with hyperconjugation
with the difference that the electron is delocalized in order to stabilize the radical and lower
BDE [21]. Another factor contributing to the thermodynamic stability is the captodative
effect. The captodative effect refers to the presence and combined action of electron
donating and electron withdrawing groups on a radical center. The stability results from
the combination of having an electron donor and an electron acceptor substituent on the
radical center that enables additional resonance structures that involve a separation of
charge [22,23].

It should be pointed out that thermodynamic stabilization generally does not lead to
the formation of persistent free radicals and that the lifetime of free radicals are determined
mainly by kinetic stabilization effects [4].

Kinetic stabilization due to steric protection was discussed in Section 3.2, and it
was already concluded that this type of stabilization is insufficient to explain free radical
persistence over a geological time period as is observed in petroleum. A second type of
kinetic stabilization is that provided by the properties of the bulk liquid or solvent.

One type of solvent effect that plays a role relates to the formation of solvent–radical
complexes, causing a redistribution of the π-electron density [24,25]. For example, Isenberg
and Baird [26] reported on the efficiency of polar solvents in which neutral molecules
dissociate due to the solvent’s polarity lowering the energy by a specific interaction between
the solvent and the radical.

Another type of solvent effect is related to the Gibbs free energy (∆G) of the reagents
and products from free radical decomposition in solution [5,16]. The ∆G of the free radical
species in solution is not necessarily the same as that of the material from which the free
radical species is formed, or the products from free radical termination. If the free radical
species have lower ∆G in solution than that of the termination products, there is an added
energy barrier to overcome. This will affect the equilibrium composition but may also lead
to a kinetic effect.

The kinetic stabilization effects can lead to free radical persistence in the sense that the
free radical lifetime is greater than that of a methyl radical under the same conditions but
do not explain how free radicals can remain persistent over geological time.

3.4. Dynamic Reaction Equilibrium

Persistent free radicals in petroleum may be stabilized by several factors, none of which
could explain the longevity of the free radicals over such a long time period. Furthermore,
it was shown that the free radicals in petroleum are reactive. When the straight-run
petroleum is perturbed through a change in temperature or composition, there is an impact.
It is necessary to explain both the long-term free radical persistence and reactivity of the
persistent free radicals.

The existence, persistence, and reactivity of persistent free radicals in petroleum can be
described by a dynamic equilibrium between associated radical pairs and their dissociated
forms [5,7]. This is illustrated by Figure 3. Such a description does not require the longevity
of any individual radical species and it describes the persistence in terms of the relative
rates of dissociation and association reactions.

Figure 3. Dynamic reaction equilibrium of free radical pairs as explanation of both longevity and
reactivity of persistent free radicals in petroleum.

The description of persistent free radicals in petroleum can be viewed in an analogous
way to the description of persistent ions in water. There is a dynamic equilibrium in water
between associated ion pairs (H2O) and their dissociated forms (H+ + OH−). No individual
ionic species remains persistent, but due to the dynamic nature of the equilibrium, at
constant conditions, the concentration of dissociated ion pairs in the water remains invariant
over time.
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What makes the description of the dynamic equilibrium associated with persistent
free radicals in petroleum more difficult is that it is not a simple binary combination. The
free radical species A• and B• in Figure 3 are not only engaged in a simple equilibrium
with A–B but also all of the other free radical species—C•, D•, E•, and so forth—and the
different potential binary combinations thereof. The macroscopically observed persistent
free radical concentration is then the result of the multicomponent equilibrium of all radical
species and combinations of radical species.

What evidence exists for this description of persistent free radicals in petroleum, and
can this description provide a viable explanation for the observations reported in literature?

3.4.1. Impact of Bulk Liquid Composition

One aspect of the impact of the solvent on free radicals that was noted in Section 3.3
was the influence of the solvent on the ∆G of the free radical species in solution. If the
persistent free radical species in petroleum is engaged in dynamic reaction equilibrium,
then a change in the bulk liquid properties should have an impact on the free radical
concentration. This was indeed what was reported.

It was found that the concentration of solvent affected the measured concentration
of free radicals in petroleum (Table 2) [1]. To be clear, the concentration of the free radical
species is expressed on the basis of the amount of analyte, the petroleum, which takes the
dilution into account (i.e., number of spins/g of analyte). The data were taken from a single
study because the quantification of free radical content has several pitfalls [27] which may
introduce discrepancies in the absolute numbers reported between studies.

Table 2. Change in free radical concentration in heavy gas oil (HGO) when ESR measurements were
performed at different concentrations of heavy gas oil in toluene [1].

HGO Concentration (wt%)
Free Radical Concentration

(spins/g HGO) (µmol/g HGO)

4.6 8.7 × 1017 1.4
11 4.0 × 1017 0.67
20 2.3 × 1017 0.38
22 2.0 × 1017 0.34
37 1.4 × 1017 0.23
49 1.1 × 1017 0.18

The change in the free radical concentration of the petroleum shown in Table 2 is a
consequence of the change in bulk liquid composition. In straight-run heavy gas oil, the
free radical concentration at ambient conditions was of the order 1 × 1017 spins/g but
increased to 8 × 1017 spins/g when diluted to 5 wt% in toluene.

In the example shown in Table 2, the impact of changing the bulk liquid composition
on the equilibrium free radical concentration was considerable. When this is interpreted
in terms of ∆G, toluene stabilized dissociated free radicals in solution better than the
petroleum fraction. The observation is consistent with the increased stabilization of chlorine
radicals by aromatic solvents reported before [28], and presumably for a similar reason.

The bulk liquid composition can also be changed in different ways by making use of
different solvents at the same concentration.

The effect of different solvents on the persistent free radical concentration in bitumen
has been previously evaluated. Khulbe et al. [29] evaluated different solvents in the
quantification of free radicals and noted that the number of free radicals in the bitumen–
solvent or asphaltenes–solvent solution was dependent on the nature of the solvent. In
their work, it was observed that the persistent free radical concentration of the analyte
decreased exponentially with an increase in the dipole moment of the solvent.

In a study by Tannous et al. [30], it was also found that at the same level of petroleum
dilution the type of solvent affected the free radical concentration. However, this study
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did not find a relationship between the free radical concentration in the solution with
the dipole moment of the solvent. Additionally, bulk properties of the solvent such as
molecular weight, refractive index, density, and viscosity were not correlated to the free
radical concentration of the analyte. Table 3 [30] illustrates the effect of the type of solvent
on the persistent free radical concentration. The measurements were all performed at the
same concentration of bitumen.

Table 3. Change in free radical concentration in bitumen when ESR measurements were performed
at the same concentration of bitumen, but different solvents [30].

Solvent
Free Radical Concentration

(spins/g Bitumen) (µmol/g Bitumen)

Carbon disulfide 1.44 × 1018 2.4
2,3-Benzofuran 0.99 × 1018 1.6

Cumene 0.92 × 1018 1.5
Toluene 0.76 × 1018 1.3

Tetrahydrothiophene 0.76 × 1018 1.3
Diphenyl sulfide 0.63 × 1018 1.0

Here, it is important to point out that some solvents are “lossy”, and this can affect
the quality factor (Q-factor) of an ESR, which will affect the signal intensity in relation to
the amount of free radicals present [27,31]. In practical terms, the Q-factor is a relationship
between the amount of energy stored in the ESR per unit time and the amount of energy lost
per unit time. As long as this ratio remains constant, the ESR spectrometer can be calibrated
to quantify the free radical concentration of unknown samples against the concentration of
free radicals in a known standard. When all samples are measured using the same type
of ESR hardware, ESR probes, and bulk solvent, the Q-factor remains the same. However,
when the bulk solvent is changed, there is a risk that the Q-factor may change.

The study by Tannous et al. [30] did not explicitly determine whether there was a
change in Q-factor, but this was evaluated in the study by Elofson et al. [32]. They compared
measurements of the free radical concentration of petroleum asphaltenes samples sealed in
a capillary tube placed in different solvents and the same petroleum asphaltenes dissolved
in those same solvents. It was reported that there was no change in Q-factor for benzene,
toluene, pyridine, quinoline, and tetralin, with a constant free radical concentration mea-
sured for the asphaltenes sealed in the capillary tube. They noted that the free radical
concentration changed when the asphaltenes were dissolved in the solvents, which means
that the change was not due to a change in Q-factor, but due to the interaction of the solvent
with the asphaltenes. The only solvent that was tested for which the Q-factor changed
was nitrobenzene.

It can be concluded that variation in the nature and concentration of solvent species
at constant temperature caused a change in the measured persistent free radical content
of petroleum. This is consistent with a description of persistent free radicals in terms of
dynamic reaction equilibrium that will be affected by changes in ∆G caused by the bulk
liquid properties.

3.4.2. Impact of Temperature

Reaction equilibrium is usually a function of temperature. If the persistent free radical
concentration is a consequence of dynamic reaction equilibrium, it is expected that the
measured concentration of free radicals should change with temperature. It is further
expected that the free radical concentration should increase with temperature, because
the dissociation is endothermic. This is unlikely to be a monotonic trend over a wide
temperature range because the free radicals are reactive, and over time, at elevated temper-
ature, it is expected that the measured free radical concentration will also be affected by
non-equilibrium reactions.
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The temperature dependence of free radical concentration is somewhat masked by
the effect of Curie’s law. The Curie law states that the mass magnetic susceptibility (χ) of a
paramagnetic substance is proportional to the inverse temperature (1/T, K−1). Whether
the Curie law applies to all petroleum fractions is unclear. The work of Elofson et al. [32]
showed little or no evidence that the Curie law was obeyed over the temperature range
−196 to +23 ◦C for five different asphaltenes samples, although some temperature depen-
dent changes were observed. Conversely, Hernández et al. [33] claimed that the Curie law
was obeyed over the temperature range −183 to +237 ◦C for three different asphaltenes
samples, although the data indicated that the fit was only approximate. Malhotra and
Graham [34] also reported that bitumen and n-heptane solubility fractions obeyed the Curie
law over the temperature range −263 to +27 ◦C.

A further challenge to such temperature dependent measurements is the reactivity
of the material. As mentioned before, there were measurable changes in composition
observed at 60 and 100 ◦C within 1–2 h [8–10]. Differently put, given sufficient time
at elevated temperature, the free radicals will participate in some reactions that are not
equilibrium reactions.

There is nevertheless evidence that the persistent free radical content in petroleum
samples dynamically increase, as the temperature is dynamically increased from ambient
conditions to about 150 ◦C [35,36].

Since the species in petroleum that are responsible for its persistent free radical nature
are the products of transformations that took place over geological time, the near instanta-
neous responsiveness to changes in temperature and bulk properties (Section 3.4.1) points
to a dynamic reaction equilibrium.

4. Are Persistent Free Radicals in Straight-Run and Converted Petroleum Different?

It would be convenient if the description of persistent free radicals for straight-run
and converted petroleum is the same. The evidence that was presented to show that
the apparent persistence of free radicals in petroleum is due to dynamic reaction equilib-
rium (Section 3.4) relied mostly on measurements made using straight-run petroleum and
petroleum fractions.

It stands to reason that when persistent free radicals are found in converted petroleum
products, the same arguments could be applied to explain the longevity of free radicals in
terms of dynamic reaction equilibrium. However, there are some important differences in
equilibration and the reaction pathways available to persistent free radicals in straight-run
and converted petroleum:

(i) The species that give rise to the observed persistent free radicals in straight-run
petroleum are species that over geological time, exhausted their reactive pathways to more
stable products within the mixture. The straight-run material is an equilibrated mixture.
When the petroleum is subjected to conversion, the material is no longer equilibrated.

(ii) Both hydrogen transfer and methyl transfer reactions can take place at meaningful
rates at temperatures below the onset of thermal cracking [8,9,37–39]. There is evidence
that petroleum processing at milder conditions than normally associated with thermal
conversion leads to changes in the composition and properties of the petroleum. For
example, changes in physical properties and spectroscopy of bitumen were clearly visible
over a period of 8 h exposure to temperature of 150 ◦C under inert gas atmosphere [40].
After heating bitumen to 70 ◦C over a period of 5.5 h, gas evolution was measurably
increased over the baseline emissions at 25 ◦C [41]. These are just two examples to illustrate
that the temperature threshold for reactive change is in petroleum with a high persistent
free radical content is quite low.

(iii) Conversion of petroleum changes the bulk liquid composition. It has already
been shown that a change in bulk liquid composition will affect the concentration of free
radicals. Depending on the severity of the change, the converted petroleum may also
contain additional hydrogen acceptor species, such as olefins. Under inert ambient storage,
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the converted petroleum will continue to change, with changes in the persistent free radical
content and properties of the material being apparent over a period of weeks (Table 4) [42].

Table 4. Changes in converted petroleum during storage at ambient conditions under inert atmo-
sphere [42].

Storage Time
(Weeks)

Free Radical Concentration Refractive
Index at 20 ◦C

Density at 20 ◦C
(kg/m3)(spins/g) (µmol/g)

0 1.9 × 1018 3.1 1.5749 986.6
8 1.6 × 1018 2.7 1.5774 997.1
20 1.3 × 1018 2.1 1.5809 1001.1

To avoid the complication of dealing with non-equilibrated materials, subsequent
questions about persistent free radicals in petroleum will be limited to straight-run materials.
At the same time, some of the observations may equally apply to converted petroleum
products, although no specific support for extending the conclusions to converted products
is presented in this study.

Finally, it should be noted that exposure of straight-run petroleum to air and light can,
over time, affect the free radical concentration. For example, the bond dissociation energy
for free radical formation to initiate new free radical reactions can be provided by light of a
sufficiently short wavelength (typically ultraviolet light) [43].

5. Is Persistent Free Radical Concentration Part of the Compositional Continuum?

One of the most powerful concepts in the characterization of petroleum is the concept
of the compositional continuum. To quote from Altgelt and Boduszynski [44],
“. . . compositional trends in fractions of increasing boiling point are continuous and that
this continuity extends even to nondistillable residues”. This continuity was demonstrated
for many properties, but the work did not include quantification of the free radical content.
Nevertheless, there was an expectation that the compositional features giving rise to the
persistent free radical nature of petroleum would also follow the compositional continuum.

There is a common trend that can be observed in the characterization of straight-run
petroleum in terms of its distillation fractions. As the atmospheric equivalent boiling
point of the distillation fraction increases, the persistent free radical content also increases.
Atmospheric distillate does not have a detectable amount of persistent free radicals. As the
boiling point of the petroleum fractions further increases, it is found that for light vacuum
gas oil (LVGO), heavy vacuum gas oil (HVGO), and vacuum residue (VR), the increase in
boiling point range corresponds to an increase in the persistent free radical concentration
of those fractions (Table 5) [1].

Table 5. Persistent free radical concentration in straight-run distillation fractions of Athabasca
bitumen [1].

Distillation Fraction
Free Radical Concentration

(spins/g) (µmol/g)

Light vacuum gas oil 7.8 × 1017 1.3
Heavy vacuum gas oil 8.7 × 1017 1.4

Vacuum residue 1.4 × 1018 2.3

The atmospheric equivalent boiling point temperature of petroleum is correlated with
the average molecular weight of the material [44]. The compositional continuum can be
rationalized by viewing the composition in terms of the probability of finding a specific
structural element for species with a specific molecular weight. For example, there is
a threshold molecular weight below which it is not possible to find trinuclear aromatic
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species, but beyond this threshold molecular weight, it is possible to find species that
contain a trinuclear aromatic substructure.

This reasoning can be applied to species that form persistent free radicals. It is
postulated that there are specific structural requirements that must be met by species
to participate in the dynamic reaction equilibrium involved in maintaining a persistent
free radical concentration. For example, we can see how specific structural groupings
with condensed hydrocarbon rings that have an odd number of carbons (Figure 4) would
naturally give rise to species that have a free radical nature. The likelihood of finding such
structural elements increases with increasing molecular weight.

Figure 4. Examples of condensed aromatic structures with an odd number of carbons that could
potentially exist as a free radical (as shown) in dynamic reaction equilibrium with another free radical
to give rise to a finite persistent free radical concentration in petroleum.

The simplest condensed aromatic structure with an odd number of carbons that
is prone to free radical formation is indene, which forms the indenyl radical (•C9H7).
Although indene is in the atmospheric distillate, with an atmospheric equivalent boiling
point temperature of 182 ◦C, upon heating, it self-reacts to form a product with measurable
persistent free radical content [45].

The aforementioned observations about the potential link between persistent free
radical nature and structural elements in species explains why there is the expectation
that persistent free radical content is a property that can be described in terms of the
compositional continuum. Unfortunately, the only study that the authors are aware of
that reported on the measured relationship between molecular weight and persistent free
radical content is that by Rudnick and Tueting (Figure 5) [46].

Figure 5. Relationship between persistent free radical concentration and average molecular weight of
two straight-run oils, redrawn using the data from Rudnick and Tueting [46].

In the study by Rudnick and Tueting [46], two straight-run oils were separated using
preparative size exclusion chromatography and characterized using ESR to determine the
persistent free radical content. The free radical concentration was determined based on a
calibration with 1,l-diphenyl-2-picryl-hydrazyl (DPPH), and measurement reproducibility
was reported to be within ±15% relative [46]. Based on current understanding, the molecu-
lar weights are likely over-estimated [47], but this does not detract from the value of this
study, which employed a single consistent measure of molecular weight.
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According to the data in Figure 5, the persistent free radical content has a regular
relationship with molecular weight, which, in turn, is related to the atmospheric equiv-
alent boiling point of the petroleum. Thus, both Table 5 and Figure 5 presented data
showing an increase in persistent free radical content with an increase in atmospheric
equivalent boiling point temperature. Based on the limited evidence presented, it appears
that persistent free radical content in straight-run petroleum is a property that is part of the
compositional continuum.

6. How Is Persistent Free Radical Concentration Related to Petroleum Composition?

Continuing from the tentative conclusion that the persistent free radical concentration
is part of the compositional continuum of petroleum (see Section 5), it would be useful to
know how the persistent free radical concentration is related to petroleum composition.
Properties of petroleum that are part of the compositional continuum may also be correlated
to the free radical concentration since both are correlated to atmospheric equivalent boiling
point temperature. The challenge is therefore to differentiate between properties that are
just correlated because they are both part of the compositional continuum and those that
are not only correlated but also causally related to the origin of the persistent free radicals.

It is unlikely that a clear answer to the question can be provided with the current state
of knowledge about persistent free radicals in petroleum. Some possible relationships can
nevertheless be explored.

6.1. Aromatic Carbon Content in Relation to Free Radical Concentration

The example presented in Figure 4 suggested that there might be a causal relationship
between the abundance of specific aromatic species and the persistent free radical concentra-
tion. Although that specific example was meant to be illustrative, it nevertheless presented
a plausible relationship between aromatic carbon content and free radical concentration.

The persistent free radical concentration of different materials was reported along
with their aromatic fraction [2,48], which indicated a relationship between these properties.
The relationship spanned many different materials, which included converted materials
from petroleum and coal.

However, the observation should be interpreted with caution. The apparent relation-
ship between the aromatic fraction and the free radical concentration is not restricted to the
aromatic carbon content, nor does it imply that the reported relationship involved carbon-
centered radicals. In fact, further evidence was provided that extended the relationship to
the heteroatom content of the materials, which is discussed next (Section 6.2).

6.2. Heteroatom Content in Relation to Free Radical Concentration

Generally speaking, carbon-centered radicals have g-factors closer to that of a “free
electron” compared to heteroatom-centered radicals that have slightly higher values [27].

For pure compounds, the g-factor and hyperfine splitting of the ESR signal can provide
detailed information about the nature of the radical center. Hyperfine splitting, or hyperfine
coupling, is when the unpaired electron is coupled with a nearby nucleus with non-integer
spin number, such as 1H, 13C, and 14N. The coupling affects the energy needed for the
change in spin orientation. Hyperfine splitting in ESR is analogous to the effect of spin-spin
coupling of nuclei in nuclear magnetic resonance (NMR) spectrometry.

However, the ESR spectrum of the organic radicals in petroleum consists only of a
single absorption. In complex mixtures, the overlapping signals of many different radical
species obscure the hyperfine splitting, and the observed g-factor (Equation (1)) becomes
the weighted average of the mixture.

Yen and Sprang [49,50] pointed out that the heteroatom content in free radical species
caused a systematic change in the g-factor of the organic radical peak. Specifically, it was
claimed that there was a linear relationship between the g-factor and the sum of the N, O,
and S elemental content in petroleum and coal. Retcofsky et al. [51] showed similar trends
between the g-factor and O and S content in coals, and Elofson et al. [32] also presented data
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that suggested that there was a relationship between the g-value and heteroatom content.
On the other hand, Malhotra and Buckmaster [52] found that the relationship, although
observed, was not always statistically significant at 99% level of confidence.

The relationship between g-factor and free radical concentration is of interest because
both are macroscopic averages that contain information about the nature of the free radicals.
An increase in g-factor implies that, on average, there is a larger contribution of heteroatom-
centered free radicals or an increase in carbon-centered radicals in proximity to heteroatoms
and other radical centers that may cause a shift in the g-factor.

6.3. Watson K-Factor in Relation to Free Radical Concentration

The persistent free radical concentration in petroleum was expected to be the result of
both the composition of the petroleum and the change in composition with boiling point, as
is the case with other properties that follow the compositional continuum. It was therefore
of interest to see whether the Watson K-factor (KW) was a property relationship that allowed
the normalization of the impact of the compositional properties and distillation profile in
relation to free radical concentration.

The KW is an empirical measure in petroleum refining that combines the mean atmo-
spheric equivalent boiling point temperature (T50, ◦R) and density expressed as specific
gravity (SG) to give an indication of composition (Equation (2)) [53].

KW =
3
√

T50

SG
(2)

The values for KW practically range from around 10.5 for very aromatic and naphthenic
oils to around 13.0 for very paraffinic oils.

It was found that for oil sands bitumen from different locations that had similar values
of KW, the persistent free radical concentrations varied more than could be explained by
experimental uncertainty (Table 6) [1,54,55]. The mean boiling points for these materials
were close, and it is known that the distillation profiles for Athabasca and Cold Lake
bitumens are quite similar [56]. Although the values in Table 6 were not from the same
study, the studies were from the same laboratory using the same analytical protocol. It is
therefore tentatively concluded that the KW does not adequately capture the properties that
determine the persistent free radical concentration.

Table 6. Comparison of different straight-run oil sands bitumen samples in terms of Watson K-factor
(KW), mean boiling temperature (T50), and persistent free radical concentration [1,54,55].

Sample KW
T50 Free Radical Concentration

Reference
(◦R) (◦C) (spins/g) (µmol/g)

Cold Lake bitumen 11.2 1530 577 9.5 × 1017 1.6 [1,54]
Athabasca bitumen 11.2 1489 554 1.6 × 1018 2.7 [55]

7. Are Persistent Free Radicals in Petroleum Found Only in the Asphaltenes Fraction?

A solubility class of petroleum that is often encountered as a topic of study is as-
phaltenes [57]. Asphaltenes are defined as a material that is insoluble in an n-alkane solvent
but soluble in an aromatic solvent. There are several standard test methods for the separa-
tion of asphaltenes from petroleum—for example ASTM D2007 [58], ASTM D4124 [59], and
ASTM D6560 [60]—and asphaltenes are also encountered as an industrial product obtained
from solvent deasphalting as process [53,56,57].

Persistent free radicals in the petroleum partition between the n-alkane soluble (maltenes)
fraction and n-alkane insoluble (asphaltenes) fraction. The free radical concentration is not
necessarily an additive property. Asphaltenes separated from petroleum have a higher
persistent free radical content than the whole petroleum, and the maltenes separated from
petroleum have a lower persistent free radical content (Table 7) [55]. The persistent free
radicals in petroleum are therefore not limited to only the asphaltenes. In fact, the persistent

128



Processes 2023, 11, 2067

free radical concentrations of several crude oils that were measured and reported, had little or
no measurable n-pentane insoluble asphaltenes fraction [32].

Table 7. Partitioning of persistent free radicals in Athabasca bitumen from Nexen Long Lake between
the maltenes (n-heptane soluble) and asphaltenes (n-heptane insoluble) fractions [55].

Sample
Free Radical Concentration

(spins/g) (µmol/g)

Whole petroleum 1.6 × 1018 2.7
Maltenes fraction 1.1 × 1018 1.8

Asphaltenes fraction 3.4 × 1018 5.6

As one would expect, the persistent free radicals in asphaltenes have features in
common with persistent free radicals in whole petroleum, namely, the responsiveness of
the free radical concentration to changes in solvent environment and dynamic changes in
temperature (see Section 3.4) [29,61].

In the study by Adams et al. [62], the n-pentane insoluble asphaltenes fractions from
different crude oils were further separated by size exclusion chromatography into differ-
ent molecular weight fractions, and the free radical concentration of each fraction was
determined by ESR spectrometry. The relationship between free radical concentration and
molecular weight found is shown in Figure 6 [62].

Figure 6. Relationship between persistent free radical concentration and average molecular weight of
different asphaltenes, redrawn using the data from Adams et al. [62].

The increase in persistent free radical concentration with the increase in molecu-
lar weight observed for whole petroleum (Figure 5) is also, to some extent, seen in the
asphaltenes (Figure 6). The trend, broadly speaking, is one where the free radical concentra-
tion increases with molecular weight, but it is not a monotonic increase, and for several of
the asphaltenes, the free radical concentration passed through a maximum with an increase
in molecular weight.

The molecular weights were determined in a consistent way [62], but (as mentioned
before) the values are too high based on current understanding [47]. The higher-molecular-
weight fractions from size exclusion chromatography likely represent a higher extent of
molecular-level aggregation [63], with a correspondingly larger difference between the
monomeric molecular weight and reported value.

Other studies that report both free radical concentration and molecular weight [18,64]
also found that the free radical concentration increased somewhat with an increase in
molecular weight, but when sufficient data was available to see a trend, the trend was
not monotonous.
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8. Conclusions

The stated purpose of this work was to review the field of persistent free radicals in
petroleum and to explain the apparent inconsistencies between free radical persistence and
reactivity. The main conclusions were as follows:

(a) There is a difference between the longevity of an individual free radical species
and the macroscopic average of free radical longevity in petroleum. Individual species
in petroleum may be termed persistent free radicals because their longevity exceeds that
of the methyl radical, but the individual free radical species in petroleum are short-lived
and reactive. It is the macroscopic average free radical concentration in petroleum that
persisted over geological time, not that of individual free radical species.

(b) The persistent free radical concentration in petroleum can be explained in terms
of a dynamic reaction equilibrium of free radical dissociation and association that causes
a finite number of species at any given time to be present as free radicals. Evidence to
support this description are the change in free radical concentration related to changes in
the Gibbs free energy of the system when the bulk liquid properties are changed, as well as
the responsiveness of free radical concentration to dynamic change in temperature.

(c) Cage effects, solvent effects, steric protection, and radical stabilization affect the
reaction rate of free radicals in petroleum, but these phenomena are not responsible for the
macroscopically observed persistent free radical concentration in petroleum.

(d) The main difference between persistent free radicals in straight-run petroleum and
those in converted petroleum is that the former system has been equilibrated over geologic
time, whereas the latter is not equilibrated. The free radical concentration in straight-run
petroleum at constant conditions is time invariant, whereas the free radical concentration
in converted petroleum can change over time, even at ambient conditions.

(e) The persistent free radical concentration in petroleum distillation fractions increases
with an increase in atmospheric equivalent boiling point of the distillation fraction. Based
on the limited evidence presented, it appears that persistent free radical content in straight-
run petroleum is a property that is part of the compositional continuum postulated by
Altgelt and Boduszynski.

(f) Separation of petroleum into solubility fractions causes a partitioning of the free
radical species. The asphaltenes (n-alkane insoluble material) fraction of whole petroleum
has a higher concentration of persistent free radicals, and the maltenes (n-alkane soluble
material) fraction has a lower concentration of persistent free radicals than whole petroleum.
As expected, the free radicals in the solubility fractions have the properties of the free
radicals in the whole petroleum, which includes responsiveness to changes in solvent
environment and dynamic changes in temperature.

(g) Attempts to relate persistent free radical concentration to petroleum composition
were inconclusive.
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Abstract: Presently, the use of fossil fuels is not ecologically sustainable, which results in the need
for new alternative energies such as biodiesel. This work presents a review of the classification of
the lipidic feedstocks and the catalysts for biodiesel production. It also presents the pros and cons of
the different processes and feedstocks through which biodiesel is obtained. In this context, cooking
oil (WCO) has emerged as an alternative with a high potential for making the process sustainable.
A detected limitation to achieving this is the high content of free fatty acids (FFA) and existing prob-
lems related to homogeneous and heterogeneous catalysts. To overcome this, the use of bifunctional
catalysts is being evaluated by the scientific community. Thus, this work also explores the advances in
the study of bifunctional catalysts, which are capable of simultaneously carrying out the esterification
of free fatty acids (FFA) and the triglycerides present in the WCO. For the sake of an improved
understanding of biodiesel production, flow diagrams and the mechanisms implied by each type
of process (enzymatic, homogenous, and heterogeneous) are provided. This article also highlights
some of the challenges in catalyst development for sustainable biodiesel production from low-grade
raw materials.

Keywords: biodiesel; waste cooking oil; bifunctional catalysts; transesterification

1. Introduction
1.1. Biodiesel Global Scenario

The energy model that currently prevails is highly dependent on the usage of fossil
fuels and supports various sectors such as transportation, industry, and agriculture, among
others [1]. However, this model has become less and less viable due to the reduction
in the non-renewable energy source, its increasing price, and the fact that this type of
fuel favors an elevation in greenhouse gas emissions, some of which have been shown to
have an impact on people’s health as they are related to various types of cancer [2–4]. As
stated by the United Nations’ Sustainable Development Goals (SDG), regarding sustainable
energy access (SDG7) and climate change (SDG13), several countries have started to take
actions to reduce carbon emissions by at least 43% by 2030 and to not reach an increase in
global temperature of 1.5 ◦C between 2030 and 2050 (IPCC, 2018) [5].

The aforementioned problems have motivated the development of other cleaner
energy options. An example is biodiesel, because of its capability to be produced from
vegetable and/or animal fats while also being able to be used in diesel engines without
major changes because it poses physicochemical characteristics similar to those of high-
performance diesel [6–8]. This biofuel improves engine performance in addition to having
cleaner combustion because it has an oxygenated molecule that allows it to reduce CO2
emissions by up to 80% [6,9].
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In the last decade, there has been an increase in biodiesel production of approximately
4–14%, which is an economic advantage due to its growing demand [10]. Figure 1 shows the
distribution of biodiesel production per geographical area in 2021 (42.7 billion liters) [11].
It can be observed in this figure that Europe produces the highest percentage of biodiesel
(34%) around the globe. Biodiesel production from 2023 to 2027 is expected to grow from
50 to 52.5 billion liters, respectively [12].
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However, the production of this biofuel still cannot match its demand in multiple coun-
tries, mainly due to its production cost, which is derived from 60–80% of the cost of the lipid
raw material [4,9]. Figure 2 shows biodiesel consumption in 2021 (45.6 billion liters) [11].
It is not surprising that the highest consumption percentage also lies in Europe (35%), and
Canada and Mexico are some of the lowest consumers (1.4%).
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In addition, there are several countries where the legislation to promote the production
of biodiesel is nonexistent and there are no established regulations about the composition of
biodiesel with petroleum diesel mixtures, as has been the case in other countries in Europe
and America.
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In recent years, many biodiesel-producing companies have used feedstock that is more
competitive and accessible than edible seed oils, such as waste oils. Furthermore, since
the beginning of the Ukraine–Russia conflict, the price of biofuels has increased due to the
shortage or increase in price of raw materials [13], and several European countries have
been forced to use cheaper oils or waste cooking oil (WCO) to obtain biodiesel.

1.2. Biodiesel Feedstock

Figure 3 shows the feedstocks from which this biofuel can be produced. Furthermore,
the context of their use will be discussed.
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• Edible Oils (EO): This raw material has been used and studied for several decades
mainly because, of its purity [14]. Nevertheless, its use is currently in great controversy,
mainly due to the ethical dilemma derived from its nutritional value in the market [6].
In addition, the use of this type of raw material increases the cost of biodiesel produc-
tion [14]. Some of the most commonly used refined oils are soybean, peanut, corn, and
sunflower [6].

• Non-edible Oils (NEO): The need to discover low-cost raw materials that do not com-
pete with the food market has led to various investigations for biodiesel production
from non-edible oils and reusable oils [6,14]. NEO has shown a reduction in biodiesel
production costs and is highly available in several parts of the world [6]. Around the
world, in different areas (mainly Africa and Asia), various species of plants are known
to have an oil content of≥20% within their seeds, which makes them potential sources
of edible oils [14]. However, the main disadvantage of using NEO as a raw material
comes from their high free fatty acid (FFA) content since they would saponify when in
contact with a basic catalyst [6]. To obtain a high-quality biodiesel from this feedstock,
it is necessary to conduct esterification prior to the transesterification reaction [15].
However, carrying out two processes considerably increases the final cost of biodiesel
production. Among the non-edible oils used to obtain biodiesel are: Jatropha curcas,
Croton megalocarpus, Ricinus communis, Cerbera odollam, Celastrus paniculatus, Lepidium
perfoliatum Linn, Ailanthus altissima (Mill.), Capparis spinosa L., Calophyllum inophyllum,
Carthamus lanatus L., neem, jojoba, date seed, palm kernel oil, medlar seeds, karanja,
and mahua [4,6,16–21]. Different from these oils, there are others such as that from
the Raphnus raphanistrum L. seed, which is easy to grow and whose oil FFA content
is very low, which allows the transesterification reaction to be carried out in a single
step, which would solve the aforementioned drawbacks [17].

• Microalgae: This group of unicellular organisms can be cultivated in multiple climatic
conditions and can be a great source of biomass with a high fat content (between
40–60%) [22,23]. This raw material has some considerable advantages, such as its
rapid growth, its ability to grow in wastewater bodies, and its high lipid content. How-
ever, some of their main disadvantages are the need for large amounts of nutrients
such as nitrogen and phosphorus, and some species of microalgae produce harmful
toxins [22,24] and the need for large areas of land for their cultivation [25]. Some
examples of microalgae that produce biodiesel are Chlamydomonas, Chlorella vulgaris,
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Chlorophyceae, Chrysophyceae, Crypthecodinium cohnii, Cylindrothec, Dinophyceae, Isochry-
sis, Monallanthus salina, Nannochliropsis, Rhodophyceae, and Xanthophyceae [14,26–30].

• Animal Fat (AF): This feedstock is available in large quantities and generally is taken
from waste generated by slaughterhouses or food processing industries [31]. This
residue is considered an economically viable raw material, being used mainly in
Europe, the United States, and Brazil, where it is considered the 2nd most used raw
material for biodiesel production [31–33]. As with reusable oils and non-edible oils, AF
has high fatty acid contents (5–40%) [34,35]. Therefore, it is necessary to use a catalyst
capable of handling the high fatty acid contents or a process of two steps (esterification
and transesterification) to obtain commercial-quality biodiesel [22,32]. Among the
most commonly used animal fats are chicken fat, lard, tallow (sheep or beef), and
mixtures of all of the above [22].

• Waste Cooking Oil (WCO) or Used Cooking Oil (UCO): The usage of this feedstock
allows for a reduction in the production cost of biodiesel by 70–80%, in addition to
being a raw material with high availability [2,36,37]. This lipid raw material can be
considered a viable option, mainly because it is a waste without nutritional value
generated by restaurants, households, and food processing industries [38]. WCO
can be classified as a combination of triglycerides and free fatty acids that have
undergone physicochemical changes, which occur when the oils are subjected to high
temperatures and humidity for food preparation [37].

• The use of WCO to obtain biodiesel has a double benefit: economically, it allows
a decrease in the cost of its production, and environmentally, it allows a reduction
in environmental contamination in water bodies and soils derived from its incorrect
disposal [39]. To obtain biodiesel from WCO, it is necessary to carry out three stages:
pretreatment, transesterification reaction, and biodiesel purification.

When EO or microalgae oils are used as lipid feedstocks, it is possible to obtain high-
quality biodiesel through the use of a conventional basic catalyst in the transesterification
reaction. The above is attributed to the low content of free fatty acids (FFA) in the raw
material. Nonetheless, when unrefined or waste raw materials are used, it is not possible to
omit a pre-treatment of the raw material. The objective of the pre-treatment is to eliminate
solid particles and contaminants from the cooking process. Depending on the catalyst
to be used, it may be imperative to perform acid esterification to reduce the amount of
FFA present in the lipid raw material, followed by basic transesterification. However, this
two-step process implies major energy consumption and higher production costs [14].

Recently, other unconventional feedstocks to produce biodiesel have begun to gain rel-
evance, such as those obtained from instant coffee production (spent coffee grounds, SCG)
or fat derived from insect biomass (black soldier fly larvae, H. illucens, BSF) [40–44]. World-
wide, it is estimated that 60 million tons of spent coffee grounds (SCG) are generated [45].
The coffee residue contains a high amount of fat (10–20%), and from this percentage, 80–90%
are glycerides, becoming a potential raw material to produce biodiesel [46]. With SCG oil,
biodiesel yields of 97.11–97.18% have been achieved [40,44]. Insects have a high fat content
(34–58%) compared to vegetable oils, which range from 15–46% [43]. For this reason, fats
derived from insects are attracting more interest in the production of biodiesel. Some of
the insects that have been studied are mealworm beetles, blowflies, meat flies, houseflies,
black soldier flies, and superworms [43,47–50]. Recently, the larva of the black soldier
fly H. illucens (BSFL) is the one that has generated the most expectations because it has
a high amount of fat (50%) [51,52], which can vary depending on the diet of the BSFL;
reporting important percentages of fatty acids: lauric acid (47.47%) [53], oleic acid (41.90%),
and palmitic acid (39.83%) [54]. Various methods have been used to obtain biodiesel from
BSF: acid-catalyzed esterification followed by alkali-catalyzed transesterification [55–60];
enzymatic catalysis (Novozym 435) [61], direct transesterification (the lipid extraction and
transesterification are carried out in one step) [62,63], and non-catalytic transesterification
(without lipid extraction, direct conversion of biodiesel from dry BSFL) [59]. Depending on
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the process for obtaining biodiesel and the diet that the BSFL have had, the biodiesel yield
ranges from 90–98%.

Waste Cooking Oil as a Feedstock for Biodiesel Production

Since 2014, the main exporting countries of WCO to the EU have been increasing,
being mainly China, Indonesia, Malaysia, Russia, the United States, and Saudi Arabia [64].
In 2019, WCO represented the second-most important feedstock, which translates to 21% of
the total feedstock for biodiesel production. In the European Union, the greatest biodiesel
producers were Germany, the Netherlands, Portugal, the United Kingdom, Spain, and
Austria, representing 90% of the use of WCO. However, in 2020, WCO collection decreased
during the COVID-19 pandemic as many countries in the EU closed or restricted restaurant
services [65].

According to Claeys et al. [66], almost one fifth of all European biofuels are made from
WCO, which has also seen the highest growth compared to any other biomass-based diesel
raw materials in Europe and North America in recent years. Globally, 6.6 million tons of
WCO biofuel were consumed in 2021, representing 5% of the total biofuels market [66]. The
size of the global WCO market was $6.1 billion in 2022 and is projected to attain $8.9 billion
by 2028, registering a 6.3% compound annual growth rate (CAGR) from 2023 to 2028 [67].

Due to the aforementioned, used cooking oil represents a viable alternative to satisfy
the demand for biodiesel, in addition to contributing to the proper handling and disposal
of this residue. This process contributes to the global politics of establishing a circular
economy; furthermore, because of the use of residue as a raw material, the environmental
impact categories are positively affected.

However, it is imperative to take into consideration the quality of the WCO since the
quality of the biodiesel obtained depends on it. During the frying process, oils are heated
to temperatures above 100 ◦C and can be used repeatedly, which leads to a degradation of
the quality of the oil because, during this process, thermal, hydrolytic, oxidative reactions,
polymerization and cracking [68,69], chemically modify the original oil. These changes
alter the properties of the WCO, presenting a higher content of free fatty acids (FFA), which
may affect the transesterification reaction, favoring the formation of soaps (saponification)
when basic catalysts are used. Other properties that are affected by the frying process are
viscosity, change in surface tension, flash point, color, and moisture content [69,70]. For this
reason, it is compulsory to conduct an adequate characterization of the residual cooking
oil to guarantee that the biodiesel produced meets quality standards and contributes to
the achievement of the sustainable development goals. Tables 1 and 2 show the fatty acid
composition and the properties of several WCO samples, respectively. As can be observed,
the composition and properties hinge on the type of oil and the handling it has had.

Table 1. Fatty acid composition of WCO.

Type of Fatty Acid
% % % % % % % %

[71] a [72] b [72] c [73] d [74] e [75] f [76] g [77] h

lauric (C12:0) 0.03 - - - - - - -

myristic (C14:0) 0.16 - - 0.77 - 1.00 - -

palmitic (C16:0) 12.03 0.36 5.98 31.88 11.00 39.00 8.48 18.14

palmitoleic (C16:1) 0.17 - - - - - - -

margaric (C17:0) 0.12 - - - - - - -

stearic (C18:0) 4.40 - - 6.45 4.00 4.50 2.73 4.73

oleic (C18:1) 23.58 0.8 2.74 41.04 24.00 44.60 66.79 38.86

linoleic (C18:2) 52.48 0.10 33.89 17.98 54.00 10.90 20.14 36.45

arachidic (C20:0) 0.33 - - - - - 1.86 -

linolenic (C18:3) 6.65 - - 0.43 7.00 - - 1.82
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Table 1. Cont.

Type of Fatty Acid
% % % % % % % %

[71] a [72] b [72] c [73] d [74] e [75] f [76] g [77] h

erucid (C22:1) - 0.26 - - - - - -

caprylic(C8:0) - - - - - - - -

undecylic (C11:0) - - 0.52 - - - - -

Others - 0.20 - - - - - -

a Waste oil from local food industry in Toluca, Mexico. b Waste sunflower oil from restaurants (fish and chips) in
Durban, South Africa. c Waste sunfoil from restaurants (chips) in Durban, South Africa. d Waste oil from local
restaurants in Bushehr, Iran. e Waste oil from canteen of Malaviya National Institute of Technology, Jaipur India.
f Waste oil from local source-UTP Cafeteria in Seri Iskandar, Perak. g Waste oil from local restaurant in Mérida,
Yucatán. México. h Waste oil from a restaurant in Malaysia.

Table 2. Properties of waste cooking oil samples.

WCO Properties [68] a [72] b [72] c [74] d [75] e [76] f [78] g [79] h

Acid value (mg KOH/g) 0.31 2.29 1.44 1.2 2.04 7.06 2.8 2.7

Viscosity at 40 ◦C (mm2/s) 49.40 31.38 35.23 54.00 51.04 42.98 13.45 -

Water content (wt%) 0.14 0.36 5.98 - 0.12 0.04 0.09 0.3

a Waste oil from a restaurant in Toluca, Mexico. b Waste sunflower oil from restaurants (fish and chips) from
Durban, South Africa. c Waste sunfoil from restaurants (chips) from Durban, South Africa. d Waste oil from
canteen of Malaviya National Institute of Technology, Jaipur India. e Waste oil from local source-UTP Cafeteria,
Seri Iskandar, Perak. f Waste oil from local restaurant in Mérida, Yucatán. México. g Waste oil from home activities,
Suez, Egypt. h Waste oil from fast food.

As previously mentioned, during the frying process, the properties of the oils are
modified. Saturated fatty acids like stearic acid, palmitic acid, and monounsaturated
fatty acids like oleic acid increase in relation to polyunsaturated fatty acids like linoleic
acid [72,80]. This is important because biodiesel obtained from feedstocks with a high
content of saturated or monounsaturated fatty acids has superior resistance to oxidation.
The oxidation rates for fatty acids (C18) are: linolenic > linoleic > oleic. A high oxidation
rate can cause damage to fuel pumps and injectors [81].

This work will discuss biodiesel synthesis methods, emphasizing esterification and
transesterification; the different types of catalysts that can be used in biofuel synthesis will
also be discussed, as well as some of their advantages and disadvantages. The present work
seeks to highlight the advances in the study of the development of bifunctional catalysts
and the challenges for sustainable biodiesel production from waste cooking oil (WCO),
although some results with other raw materials like refined oil and oil from microalgae are
presented to highlight the relevance of those results obtained with WCO.

2. Biodiesel Preparation Methods and Strategies
2.1. Pyrolysis

Pyrolysis, otherwise called thermal cracking, is a process that consists of decomposing
organic matter by heating it at high temperatures in an atmosphere devoid of air or
oxygen [82]. The resulting properties of the fuel obtained by this method are very similar to
those of petroleum diesel; however, the equipment used for thermal cracking is expensive
and releases gases into the environment, eliminating the environmental advantage of
biodiesel [83].

2.2. Esterification

This reaction is generally used as the pretreatment of lipid feedstocks with high FFA
contents, such as WCO. As you can see in Scheme 1, the esterification reaction involves the
production of fatty acid monoalkyl esters (FAMEs) from the reaction of FFAs with alcohol
and the use of a catalyst [4].
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Scheme 1. Esterification reaction of free fatty acid from WCO.

Commonly, this reaction is favored by acid catalysis, with sulfuric acid (H2SO4) being
the most widely used catalyst [4].

2.3. Transesterification

This is the process that has been used the most for biodiesel production on an indus-
trial scale because only three raw materials are required to produce it: oil, alcohol, and
a catalyst [32,84]. Scheme 2 shows this reaction, which consists of the transformation of
the triglycerides contained in oils, an alcohol, and a catalyst to obtain fatty acid monoalkyl
esters (FAMEs) [4]. This procedure has proven to be capable of producing good-quality
biodiesel, depending on the lipid feedstock used. The transesterification reaction requires
the use of triglycerides, which results in the need for a lipid raw material with a high degree
of purity, mainly due to the high sensitivity of most catalysts to the presence of FFA in
percentages greater than 2% [32,84]. The transesterification reaction consists of three steps:
the conversion of triglycerides (TG) into diglycerides (DG), these into monoglycerides
(MG), and finally obtaining glycerol (G).
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To obtain quality biodiesel from a lipid raw material with a high free fatty acid content
(>2% by weight), it is suggested to carry out a pretreatment process, such as esterification,
thus ensuring the quality of the final product [85]. However, this double process implies
a meaningful increase in the production cost of biodiesel.

Direct Transesterification

The direct (or in situ) transesterification reaction occurs when the extraction and trans-
esterification of lipids from the biomass are carried out in the same step. This reaction
is further enhanced when a co-solvent is used [62,86–88]. The co-solvent increases the
solubility of alcohol in lipids. Originally, in direct transesterification, methanol was used as
a reagent and solvent at the same time, which implied an excess of methanol that caused
the activity of the catalyst in the reaction to decrease as well as its effect as a disruptor
agent of the cell wall, so the yield of biodiesel also decreased [44,89]. Generally, organic
solvents such as chloroform, h-hexane, n-pentane, acetone, diethyl ether, isopropranol, and
petroleum ether have been used in direct transesterification [46,62,89], with the aim of reduc-
ing the amounts of methanol and avoiding the aforementioned problems. However these
types of chemical reagents are toxic and can cause serious environmental problems [44,90].
For this reason, several studies have reported the use of more environmentally friendly
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co-solvents such as 2-methyltetrahydrofuran (2-MeTHF), cyclopentyl methyl ether (CPME),
and 1,8-Diazabicyclo [5.4.0]undec-7-ene (DBU) solvents [91–93].

2.4. Electrolysis

The electrolysis method allows the use of feedstocks with a high content of FFA and
water [94–96]. Some of the advantages of electrolysis are that no pretreatment is required
to decrease free fatty acids and lipid moisture [97]. In addition, methoxide ions keep
forming rapidly in the electrolysis cell [94]. At the cathode, hydroxide ions are obtained
from the electrolysis of water molecules (Equation (1)), which then react with the methanol
molecules to produce methoxide ions (Equation (2)). OH− ions are formed at the cathode,
while H+ ions form at the anode (Equation (3)) [96,98], which ensures that esterification and
transesterification can be carried out in the same electrolytic cell [99]. By adding NaCl to the
mixture (Equation (4)) [96], the reaction rate rises due to the increase in conductivity [100].
The transesterification reaction requires the presence of methoxide ions that attack the
carbon of the carbonyl group to obtain methyl esters [101,102].

Cathodic Reaction:
2H2O + 2e− → H2 + 2OH− (1)

Proton Transfer Reaction:

CH3OH + OH− → CH3O− + H2 (2)

Anodic Reaction:
2H2O → O2 + 4H+ + 4e− (3)

2Cl− → Cl2 + 2e− (4)

The biodiesel produced by any of the aforesaid methods, depending on purity, can
be used directly in the engines or in blends. Blending or dilution consists of mixing
biodiesel or vegetable oil with diesel. This strategy aims to reduce the utilization of
fossil fuels in addition to the decrease in the viscosity of the mixture, which improves
the efficiency of compression engines [82,103]. Fossil fuel dilutions are made with some
additives (biodiesel, animal fat, vegetable oil, bioethanol, etc.). Some of the most common
blends are B10 (90% additive and 10% diesel) and B20 (80% additive and 20% diesel) [82]. In
this context, biodiesel is known as a bioaditive. This process, however, presents important
disadvantages, such as the generation of gums when oils with high FFA content are used
and the generation of carbon deposits inside the tanks and engines. In addition, for a diesel
engine to be able to use vegetable oils, significant changes in the materials of the pipes and
injectors need to be made [82]. To avoid these problems, some authors suggest mixing the
oils before carrying out the transesterification reaction, which would not only solve the
problem of insufficient raw materials but also improve the quality of the biofuel [104].

3. Catalysis in the Production of Biodiesel

It is well known that the transesterification reaction occurs at slow reaction rates, and
for biodiesel production to become sustainable, it is necessary to reduce reaction times and
reaction temperatures, for which the use of catalysts is required [105,106]. The reduction of
these two variables implies lower energy consumption and therefore lower environmental
impacts [107] and costs.

The catalysis studied in biodiesel production has three main categories: (1) homoge-
neous catalysis, (2) enzymatic catalysis, and (3) heterogeneous catalysis. Next, each of the
categories and their subdivisions will be discussed.

3.1. Homogeneous Catalysis

In homogeneous catalysis, reactants and the catalyst are in the same phase, which is
generally liquid. These catalysts are frequently used in industrial-scale processes because
they present higher reaction rates than heterogeneous catalysis.
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However, they have some disadvantages, for example, the impossibility of recovering
the catalyst when the reaction is finished, in addition to the need for a purification process
where large amounts of residual water are generated [108]. Figure 4 presents the biodiesel
production process using homogeneous catalysts.
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Next, the subdivisions of this type of catalysis are discussed: (1) Homogeneous acid
catalysis and (2) Homogeneous basic catalysis.

3.1.1. Homogeneous Acid Catalysis

This type of catalyst admits the use of unrefined lipid raw materials because they
present a high tolerance to FFA. Though this process is slower than basic catalysis.

Next, Table 3 shows some examples of homogeneous acid catalysts, in addition to the
type of feedstock used for the production of biodiesel, the reaction conditions used, and the
%FAMEs obtained. It can be seen in Table 3 that the preferred acids to be used as catalysts
are hydrochloric, sulfuric, and phosphoric acids.

Despite the fact that this kind of catalyst has a high tolerance to the FFA content within
the lipid raw material, its use has not been extended at an industrial level, mainly because
of its corrosion hazards, so its use poses environmental and safety risks [22]. In addition, to
remove this type of catalyst from the final biodiesel, it is necessary to carry out multiple
washes with water, which implies a considerable environmental impact.

The reaction temperatures required in this type of catalysis can range from 60 ◦C
to 200 ◦C, depending on the process used for biodiesel production. Conventional batch
processes generally require higher temperatures and longer reaction times. However, some
research papers suggest the use of microwave-assisted reaction systems or ultrasound to
reduce these disadvantages [122].
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Table 3. Examples of homogeneous acid catalysts used in biodiesel production.

Catalyst Oil Reaction Conditions Methyl Esters Content
(%FAMEs) References

HCl Microalgae T = 76.67 ◦C; 0.54 M;
M:o = 7.92:1; t = 1.73 h 98.19 [109]

H2SO4 Chrysophyllum albidum T = 65 ◦C; CC% 2%wt;
M:o = 12:1; t = 0.33 h 98.15 [2]

Orthophosphoric
acid

H3PO4

Calophyllum inophyllum L. T = 60 ◦C; CC% 0.8%wt;
M:o = 9:1; t = 1.25 h 97.14 [110]

H2SO4 S. obliquus lipids T = 60 ◦C; CC% 10%wt;
M:o = 30:1; t = 4 h 96.68 [111]

H2SO4 Microalgae T = 80 ◦C; CC% 3%wt;
M:o = 9:1; t = 8 h 96.5 [112]

H2SO4 WCOEsterification T = 60 ◦C; CC% 5%wt;
M:o = 12:1; t = 3 h 95.4 [113]

Superphosphoric
acid

H(n+2)P(n)O(3n+1)

Palm oil T = 70 ◦C; CC% 9%wt;
M:o = 12:1 95 [114]

H2SO4 Jatropha oil T = 60 ◦C; CC% 4%wt;
M:o = 7:1; t = 1 h 92.4 [115]

H2SO4 Corn oil T = 200 ◦C; CC% 0.2%wt;
E:o = 18:1; t = 0.5 h 92 [116]

H2SO4 Palm oil T = 60 ◦C; CC% 5%wt;
M:o = 9:1; t = 4.5 h 91.1 [117]

H2SO4 Soybean oil T = 60 ◦C; CC% 3.5%wt;
M:o = 9:1; t = 1 h 90.6 [118]

H2SO4 Oleic acid T = 60 ◦C; CC% 5%wt;
M:o = 3:1; t = 2 h 89.3 [119]

H2SO4 WCO
T = 80 ◦C; CC% 1.5–3.5 %mol;

M:o = 50:1; t = 4 h;
170–180 kPa pressure

97.0 [120]

HCl Waste Coconut Oil
Esterification

T = 80 ◦C; CC% 3%wt;
M:o = 10:1; t = 1 h 90.45 [121]

T—Reaction temperature, CC—Catalyst weight, M:o—Methanol:oil molar ratio, E:o—ethanol:oil molar ratio,
t—Reaction time.

In addition, as can be observed in Table 3, the percentage contents of FAMEs obtained
are very close to the one required by the European Union Quality Standard (UNE-EN 1403),
which requires a minimum of 96.5% FAMEs. It is also important to emphasize that the
lipid raw materials used in this research are mainly refined oils. However, we must not
forget the environmental and safety disadvantages that arise during the use and storage of
these catalysts.

Generally, this type of catalysis is used in conjunction with basic catalysis, being used
as a pretreatment for unrefined lipid raw materials or with a free fatty acid content greater
than 1%. First, an acid esterification is performed to decrease the FFA content (<1%), and
later, a basic transesterification is carried out.

The mechanism of this process is shown in Scheme 3. It begins with the protonation of
the carboxylic group of the ester (this step is the most important in the catalyst-reactive
relationship), followed by the action of the acid catalyst (H+), followed by the nucleophilic
attack of the alcohol, producing a tetrahedral intermediate. This intermediate breaks down
to form a diacylglyceride ion and the ester alkyl of the fatty acid; these steps continue until
three fatty acid esters are formed and, subsequently, the glycerol is released.
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3.1.2. Homogeneous Basic Catalysis

This type of catalysis is the most extensively utilized at the industrial level, as ho-
mogeneous basic catalysts are low-cost and easy to access [106]. It is also due to their
high reaction rates, which implies shorter reaction times, lower methanol:oil molar ratios
than acid catalysis, and mild reaction temperatures. Furthermore, the use of this catalysis
allows the elimination of corrosion problems related to the use of acid catalysts. The
transesterification reaction employing basic catalysts is faster than with homogeneous
acid catalysts [123,124]. The most commonly used basic catalysts are KOH, NaOH, and
CH3ONa. Some examples of these catalysts can be seen in Table 4.

Table 4. Examples of basic homogeneous catalysts used in biodiesel production.

Catalyst Oil Reaction Conditions Methyl Esters Content
(%FAMEs) References

NaOH WCO

T = 62.4 ◦C; CC% 1.16%wt; M:o = 9.4:1;
t = 0.017 h

Esterification
(1.56%wt FFA)

Transesterification
(0.35%wt FFA)

99.7 [125]

CH3ONa Refined palm oil T = 55 ◦C; CC% 0.32%wt; M:o = 5.48:1;
t = 0.67 h 98 [126]

KOH Black mustard oil T = 57.1 ◦C; CC% 0.4%wt;
M:o = 20.39%wt; t = 0.9 h; 0.8%wt FFA 97.3 [127]

KOH Jatropha curcas-WCO T = 50 ◦C; CC% 1%wt; M:o = 6:1;
t = 2 h; 1%wt FFA 97.1 [128]

CH3ONa WCO T = 65 ◦C; CC% 0.75%wt; M:o = 9:1;
t = 0.13 h; 2.4%wt FFA 97.1 [129]

NaOH Black mustard oil T = 59.5 ◦C; CC% 0.5%wt;
M:o = 21.5%wt; t = 1 h; 0.8%wt FFA 96.9 [127]

KOH Waste Cotton oil T = 50 ◦C; CC% 0.65%wt; M:o = 7:1;
t = 0.16 h

96.44
(Microwave) [130]
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Table 4. Cont.

Catalyst Oil Reaction Conditions Methyl Esters Content
(%FAMEs) References

KOH WCO T = 65 ◦C; CC% 1.2%wt; M:o = 6:1;
t = 1 h; 1.25%wt FFA 93.2 [131]

NaOH Mango oil T = 60 ◦C; CC% 1%wt; M:o = 6:1;
t = 3 h; 0.06%wt FFA 92.7 [132]

KOH WCO T = 60 ◦C; CC% 1.2%wt; M:o = 5:1;
t = 2 h; 0.41%wt FFA 92 [133]

CH3ONa WCO T = 25 ◦C; CC% 0.75%wt; M:o = 6:1;
t = 0.05 h; <2%wt FFA 87.0 [134]

NaOH WCO T = 56.5 ◦C; CC% 0.75%wt; M:o = 12:1;
t = 3.25 h; 0.92%wt FFA 82 [135]

KOH WCO T = 60 ◦C; CC% 1%wt; M:o = 6:1;
t = 0.5 h; 0.93%wt FFA 94.01 [136]

CH3OK WCO T = 60 ◦C; CC% 1%wt; M:o = 6:1;
t = 0.5 h; 0.93%wt FFA 99 [136]

KOH WCO T = 60 ◦C; CC% 1%wt; M:o = 8:1; t = 2 h 92.5 [137]

NaOH WCO T = 65 ◦C; CC% 0.8%wt; M:o = 12:1;
t = 0.033 h

98.2
(Microwave) [138]

KOH Soybean WCO T = 60 ◦C; CC% 0.5%wt; t = 2 h 93.2 [139]

T—Reaction temperature, CC—Catalyst weight, M:o—Methanol:oil molar ratio, t—Reaction time.

By contrasting Tables 3 and 4, it can be concluded that both acid and basic catalysis
allow the production of biodiesel at mild temperatures (∼60 ◦C). The obtained yields
with basic catalysis tend to be higher with lower reaction times. The methanol:oil ratio
(M:o) is also observed to be lower under basic catalysis. This does not represent an
improvement only in the process cost but also in energy consumption and therefore in
environmental impacts like global warming potential (carbon footprint), which is expected
to decrease [107].

Some of the disadvantages of homogeneous basic catalysts include the need to perform
washes to remove the catalyst at the end of the reaction, as well as not being able to recover
the catalyst [9,140]. The most important disadvantage of this type of catalyst, however,
lies in its high sensitivity to the presence of water or FFA within the lipid raw material,
since this type of catalyst needs to use refined feedstocks (<1%wt) or with a content of
FFA <2% weight [141–143].

Generally, to reach high-quality biodiesel from WCO, it is necessary to perform
a previous acid esterification (Scheme 1). In esterification, FFA present in oils is trans-
formed into biodiesel, which leads to a reduction of the percentage content of FFA in
the lipid raw material, making it possible to carry out a basic transesterification without
saponification.

Nevertheless, recent research has shown that the use of systems assisted by ultrasound
allows for high-quality biodiesel production using WCO with elevated FFA content and
basic catalysts. This is due to the fact that ultrasound waves influence heating at the
molecular level, allowing internal heating to be distributed evenly [130].

Table 4 shows that percentage contents of FAMEs higher than the minimum required
by the UNE-EN 1403 standard (96.5% FAMEs minimum) can be obtained. However, in
most cases, the acidity values reported for the used cooking oils were low (<2%wt), which
is considered the limit for obtaining high-quality biodiesel. It can also be observed that
in the case of feedstocks with a FFA with a higher content than refined oils (>1%wt), it is
necessary to conduct a prior esterification to obtain biodiesel with a standard quality. The
above-mentioned agrees with that reported by Hsiao and Mohadesi, who required carrying
out prior esterification to obtain high-quality biodiesel.
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The mechanism using basic catalysts (Scheme 4) can be accomplished by the attack
of the alkoxide ion on the electrophilic carbon of the triglyceride, forming an alkyl ester
(tetrahedral intermediate). Subsequently, the catalyst is deprotonated, and the proton is
joined to the diglyceride anion until esters and glycerol are formed.
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As mentioned above, the transesterification reaction using homogeneous catalysts
involves 3 stages: the triglyceride (TG) reacts with alcohol to obtain diglycerides (DG)
TG + ROH ↔ DG + R′CO2R , this reacts with alcohol to form monoglycerides (MG)
DG + ROH ↔ MG + RCO2R and finally, it reacts with alcohol to produce methyl esters
and glycerol (GL) MG + ROH ↔ GL + RCO2R .

For the determination of the kinetics of transesterification, DG and MG can be omitted
since methyl esters are the final product of this reaction, allowing us to use a simple
mathematical model that expresses total conversion as a single step. With respect to
the reversible reactions, they can also be depreciated due to the excess of methanol in
the product. Furthermore, in this reaction, there are no mass transfer problems, the
kinetic process is chemically controlled [144], and the kinetics of transesterification can be
considered irreversible pseudo-first order [145].

3.2. Enzymatic Catalysis

Recently, this type of biocatalyst has gathered the attention of researchers due to its
potential to produce quality biodiesel from high FFA content feedstocks with yields close
to 100% and a reduction of impurities in the final product. In addition, the formation of
soap is eliminated, the enzymes have a high tolerance to water content, have minor energy
consumption since the reaction is conducted at low temperatures, can be recycled when
immobilized, and are easily separated and purified from the products at the end of the
reaction [146]. However, it still presents limitations on an industrial scale as a result of the
high cost, deactivation of the enzyme, and low reaction rate [147]. Furthermore, as can be
seen in Table 5, the yields achieved are not as high as those achieved by basic catalysis (see
Table 4).
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Enzymatic catalysts are mainly divided into three types: extracellular lipases, intracel-
lular lipases, and free enzymes (see Table 5) [148,149].

Table 5. Examples of enzymatic catalysts used in the biodiesel production.

Catalyst Oil Reaction Conditions Methyl Esters Content
(%FAMEs) References

Callera TM Trans Lipase Soybean T = 35 ◦C; CC% 1.45%wt;
M:o = 4.5:1; t = 24 h 96.9 [150]

Lipozyme (Thermomyces
lanuginosus)

Wasted
fenix oil

T = 31 ◦C; CC% 9.7%wt;
M:o = 4.3:1; t = 6.9 h 93.8 [151]

Pseudonomas cepacia Jatropha T = 8 ◦C; CC% 5%wt;
M:o = 4:1; t = 50 h 98.0 [152]

Rice bran lipase Rice bran oil T = 40 ◦C; CC%;
M:o = 6:1; t = 288 h 83.4 [153]

Novozym 435 Waste
Fish oil

T = 35 ◦C; CC% 50%wt;
E:o = 35.45:1; t = 8 h 82.91 [154]

Novozym® 435 WCO T = 50 ◦C; CC% 40%wt;
M:o = 6:1; t = 14 h 72.0 [155]

Chromobactrium viscosum Jatropha curcas T = 30 ◦C; CC% 10%wt;
M:o = 4:1; t = 4 h 51–65 [156]

B. stearothermophilus and
S. aureus lipases
(Inmobilized)

WCO T = 55 ◦C; CC% 1%wt (50% of
each lipase); M:o = 6:1; t = 24 h 97.66 [157]

Oreochromis niloticus lipase WCO T = 45 ◦C; CC% 30 kUnit;
M:o = 4:1; t = 28 h 96.5 [158]

Candida rugosa and
Rhizomucor miehei lipases

(Inmovilized)
WCO T = 45 ◦C; CC% 1%wt (50% of

each lipase); M:o = 6:1; t = 24 h 96.5 [159]

Burkholderia cepacia lipase
(Immobilized) WCO T = 35 ◦C; CC% 25%wt;

M:o = 6:1; t = 25 h 85.2 [160]

Candida sp. lipase WCO T = 40 ◦C; CC% 1%wt; t = 12 h 80 [161]

Lipase from porcine
pancreas WCO T = 40 ◦C; CC% 7.5%wt;

M:o = 9:1; t = 10 h 92.33 [162]

T—Reaction temperature, CC—Catalyst weight, M:o—Methanol:oil molar ratio, E:o—ethanol:oil molar ratio,
t—Reaction time.

In the case of extracellular lipases, they offer great selectivity, preventing the generation
of by-products such as soaps and baits. However, they are expensive to produce due to their
complicated synthesis process, they can be easily deactivated by the wrong alcohol selection,
their reaction times are higher than basic catalysis (3–288 h), and enzimatic catalysts have
a high affinity for glycerin, which implies a drawback in their separation [22]. Intracellular
lipases can be used directly as catalysts, which makes them cheaper since expensive
processes such as extraction and purification are omitted [22]. In 2021, Acherki et al. [163]
reported the use of the Eversa® Transform 2.0 liquid enzyme with jatropha oil and butanol,
obtaining 83% biodiesel conversion (T = 42 ◦C, 9.79%wt catalyst). One of the advantages of
this enzyme is its low cost, the handling of oils with high FFA contents, and the fact that no
purification steps are required. A Finally, it is known that free enzymes or liquid enzymes
offer better miscibility and mass transfer, although they cannot be reutilized.

Figure 5 represents a process scheme using enzymes. When using WCO, it is necessary
to carry out a filtration to separate the solid particles. Later, it is recommended to dry the oil
in order to eliminate excess water since the presence of a lot of water may be undesirable,
without forgetting that water is necessary to maintain the catalytic activity of enzymes [101].
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Figure 5. Schematic of biodiesel production process using enzimatic catalysts.

The transesterification mechanism using an enzymatic catalyst involves two steps:
1. Hydrolysis of the esters to produce FFA; 2. Esterification to obtain esters (FAME). Fur-
thermore, it is assumed that the transesterification reactions with alcohol (methanol) are
simultaneous with the hydrolysis reactions [164–166]. Scheme 5 shows the mechanism
proposed by Andrade et al. [165] for enzymatic transesterification of castor oil, where:
TG = triglycerides, DG = diglycerides, MG = monoglycerides, FAME = fatty acid methyl es-
ters, FFA = free fatty acids, MeOH = methanol, W = water, GLY = glycerol, and E = enzyme.

3.3. Heterogeneous Catalysis

This kind of catalysis occurs when the reagents and the catalyst are in different phases,
the most common being that the catalyst is in solid form. Heterogeneous catalysis arose
from the need to reduce production costs implied by homogeneous catalysts.

These catalysts caught the attention of researchers because they can be separated
and reused many times before losing their catalytic activity, which allows cost reduction
in biodiesel production by reducing post-treatment complexity [167]. This is the reason
heterogeneous catalysis is considered the most effective way to produce biodiesel from
lipid raw materials with high FFA content [167].
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However, the main objection to the use of these catalysts lies in the contamination
of the final product derived from the leaching of the active sites and in the mass transfer
problems derived from the solid-liquid biphasic reaction [22]. Figure 6 shows the processes
of heterogeneoeus catalysis.

Next, the subdivisions of this type of catalysis are discussed: (1) Heterogeneous acid
catalysis and (2) Heterogeneous basic catalysis.

3.3.1. Heterogeneous Acid Catalysis

This type of catalyst is effective for biodiesel production from lipids with high FFA
content [167]. This type of catalyst can simultaneously perform the esterification of the FFA
and the transesterification of the triglycerides present in the lipid raw materials since these
catalysts have Brönsted acid sites and Lewis acid sites capable of promoting esterification
reactions and ester exchange reactions [168,169]. Although transesterification can also be
conducted on acid sites, this proceeds at a very low rate [170].

The most commonly used acid heterogeneous catalysts are mixed metal oxides, het-
eropoly acid derivates, ion exchange resins, sulfonated carbon-based catalysts, and sulfated
catalysts [170,171]. Table 6 below shows some examples of heterogeneous acid catalysts, as
well as the raw material from which biodiesel was produced, the reaction conditions used,
and the %FAMEs obtained.
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Table 6. Examples of heterogeneous acid catalysts used for biodiesel production.

Catalyst Oil Reaction Conditions Methyl Esters Content
(%FAMEs) References

4-BDS Palm oil T = 110 ◦C; CC% 20%wt;
M:o = 30:1; t = 7 h 98.1 [172]

(ZS/Si) Zinc stearate WCO T = 200 ◦C; CC% = 3%wt;
M:o = 18:1; t = 10 h; 15%wt FFA 98 [173]

Sulfonated
hypercrosslinked

exchange resin
WCO T = 60 ◦C; CC% 5%wt; M:o = 12:1;

t = 2 h 97 [174]

C-SO3H Oleic acid T = 80 ◦C; CC% 8%wt; M:o = 21:1;
t = 1 h 96.77 [175]

TPA/Bentonite WCO T = 100 ◦C; CC% 0.7 g; M:o = 10:1;
t = 4.5 h, 11.2%wt FFA 96 [37]

SO4/Fe-Al-TiO2 WCO T = 90 ◦C; CC% = 3%wt;
M:o = 10:1; t = 2.5 h; 2%wt FFA 96 [176]

S-TiO2/SBA-15 WCO T = 200 ◦C; CC% = 1%wt;
M:o = 15:1; t = 0.5 h; 2.92%wt FFA 94.96 [177]

WO3/ZrO2 S. obliquus lipids T = 100 ◦C; CC% = 15%wt;
M:o = 12:1; t = 3 h 94.58 [111]

Carbon acid catalyst WCO
Prior esterification

T = 100 ◦C; CC% 5%wt; M:o = 22:1;
t = 3 h 92.3 [178]

H2SO4/Bamboo ashes Oleic acid T = 65 ◦C; CC% 0.3 g;
Metanol: 2.7 g; t = 8 h 92.1 [84]

Carbon acid catalyst Chicken fat T = 200 ◦C; CC% 3%wt; M:o = 9:1;
t = 6 h; 50%wt FFA 90.8 [178]

RS-SO3H WCO T = 70 ◦C; CC% 5%wt; M:o = 18:1;
t = 1 h 90.38 [78]
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Table 6. Cont.

Catalyst Oil Reaction Conditions Methyl Esters Content
(%FAMEs) References

Bi2SiO5 Oleic acid T = 70 ◦C; CC% 10%wt; M:o = 20:1;
t = 6 h; 2.8%wt FFA 90.0 [179]

Xylose derived sulfonated
carbon catalyst WCO T = 80 ◦C; CC% 0.3 g; M:o = 120:1;

t = 2 h 89.6 [180]

SO4
−2/ZrO2 WCO T = 150 ◦C; CC% 10%wt;

M:o = 10:1; t = 4 h; 2.7%wt FFA 86 [181]

MgFx(OH)2−x WCO T = 150 ◦C; CC% 5%wt; M:o = 30:1;
t = 5 h; 13%wt FFA 75.29 [182]

T—Reaction temperature, CC—Catalyst weight, M:o—Methanol:oil molar ratio, t—Reaction time.

As can be seen in Table 6, these catalysts are capable of producing biodiesel with a high
amount of FAMEs from lipid raw materials whose FFA content is higher than refined oils
(such as animal fats and WCO). For conventional batch systems, this type of catalyst
requires longer reaction times as well as higher reaction temperatures (60–220 ◦C) [101,183].
Some of their main advantages are found in their ease of recovery, their ability to be reused,
the reduction of their corrosive nature (compared with homogeneous), and the possibility
of esterification and transesterification taking place simultaneously.

The works cited in Table 6 show that most of the WCOs used have an FFA content
greater than 2%wt, which means those lipidic raw materials are considered low-quality
oils. Despite the above, most of the catalysts manage to obtain >90% FAMEs at the end of
the reaction; nonetheless, relatively long reaction times (2–7 h) were required to reach these
percentages. In addition, many of these catalysts require MeOH:oil molar ratios greater
than 10:1. This leads to mass transfer problems (catalyst separation problems), increased
production costs [68,105] and a negative effect on environmental impact categories such as
global warming potential and photochemical oxidation [107].

The foregoing has motivated the search for catalysts that are capable of reducing such
reaction conditions, in addition to seeking to reduce the environmental impact derived
from the corrosive nature of this type of catalyst.

The mechanism of the esterification reaction (Scheme 6) by acid catalysts, begins with
the donation of an H+ to the carboxylic acid, later it undergoes the nucleophilic attack
by the hydroxyl group of the methanol to continue with the reaction until the water is
eliminated [184].
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According to several experimental studies using heterogeneous acid catalysts with
high FFA content oils, the experimental data approximates a pseudohomogeneous irre-
versible reaction [168,185]; first order for both FFA content and methanol concentration.
The above agrees with Zeng et al. [184], who found that when heterogeneous acid catalysts
are used, the esterification reaction follows a second-order mechanism.

3.3.2. Heterogeneous Basic Catalysis

This type of catalyst has been extensively investigated as it shows attractive catalytic
activities under mild reaction conditions as well as easy recovery and the ability to be
reused [106,186].
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Nonetheless, using these catalysts during the transesterification reaction of oils with
a high FFA content might result in a reduction in the quality of the biodiesel obtained
because the saponification reaction is favored [167]. This not only lowers the biodiesel
yield but also implies two main consequences: it makes it harder to separate glycerol
from biodiesel in addition to consuming the added catalyst [187]. Furthermore, this
type of catalyst is highly sensitive to poisoning when exposed to air (absorbing CO2 and
humidity) [186].

The most frequently used basic heterogeneous catalysts are zeolites, transition metal
oxides, hydrotalcite-based catalysts, mixed metal oxides, and alkaline earth metal ox-
ides [170]. These catalysts have good reaction kinetics and adsorption capacities and are
widely available in nature, which makes them low-cost [187].

Table 7 shows some examples of basic heterogeneous catalysts, as well as the sort of
raw material from which biodiesel was produced, the reaction conditions used, and the
%FAMEs obtained at the end of the reaction.

Table 7. Examples of basic heterogeneous catalysts used in biodiesel production.

Catalyst Type of Oil
Used Reaction Conditions Yield

(%FAMEs) References

K2CO3/Sepiolite Turnip oil T = 70 ◦C; CC% 2%wt; E:o = 12:1; t = 4 h 99.9 [188]

Na2ZrO3 Jatropha curcas L. oil T = 65 ◦C; CC% 5%wt; M:o = 65:1; t = 8 h 99.9 [189]

CaO WCO T = 80 ◦C; CC% 2%wt; M:o = 9:1; t = 0.17 h 98.7 [190]

CaO WCO T = 55 ◦C; CC% 6%wt; M:o = 8.3:1; t = 0.67 h 98.62 [191]

CaO (Mixture of blended oil) T = 61.61 ◦C; CC% 4.5%wt; M:o = 8:1; t = 1.08 h 98.0 [192]

KOH/limestone WCO T = 65 ◦C; CC% 5.36%wt; M:o = 12.26:1; t = 0.97 h 97.15 [193]

MgO-NaOH WCO T = 50 ◦C; CC% 3%wt; M:o= 6:1; t = 6 h 97 [194]

CH3ONa/Bentonita Sunflower oil T = 55 ◦C; CC% 2%wt; M:o = 12:1; t = 1.17 h 94.33 [195]

MgO WCO T = 65 ◦C; CC% 2%wt; M:o = 24:1; t = 1 h 93.3 [196]

SrO WCO T = 65 ◦C; CC% 3%wt; M:o = 9:1; t = 0.07 h 93 [197]

CaO Waste Cotton Oil T = 50 ◦C; CC% 1.3%wt; M:o = 9.6:1; t = 0.16 h 89.94 [130]

α-Fe2O3-Al2O3 WCO T = 65 ◦C; CC% 1%wt; M:o = 15:1; t = 3 h 87.78 [198]

KOH/Diatomita Palm oil T = 75 ◦C; CC% 5%wt; M:o = 9:1; t = 2 h 84.56 [199]

T—Reaction temperature, CC—Catalyst weight, M:o—Methanol:oil molar ratio, t—Reaction time.

Nevertheless, a major disadvantage of these catalysts involves the decrease of their
catalytic activity derived from the adhesion of reaction by-products, which results in the
deactivation of the catalytic materials [200].

The results observed in Table 7 indicate that when there is a raw material with a greater
FFA content than a refined oil (such as non-edible oils and WCO), they require higher
temperatures of reaction (to increase the collisions among molecules and to improve the
reaction rate), higher methanol:oil molar ratios, and a higher catalyst loading to obtain
biodiesel with a higher FAME content.

The aforementioned reaction conditions are linked to the basicity of the material used
and possible mass transfer problems. As an example of the above, it is well known that
using alcohol in excess will result in mass transfer problems [201].

Most of the works cited in Table 6 use WCO with FFA contents lower than 2%wt,
which allows this type of catalyst to obtain 85–99.9% FAMEs after the transesterification
reaction. Though we must remember that international standards require a 96.5% FAMEs
content to consider that the biodiesel has quality enough for its usage in engines.
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On the other hand, it is essential to remember that basic catalysts have a high sensitivity
to the FFA content, which is why, in the case of a low-quality raw material (>2%wt FFA),
it is necessary to reduce said content of FFA, for which an acid esterification reaction is
usually used as a pretreatment.

In addition, it is necessary to carry out process optimization. Some investigations
have suggested the use of microwave-assisted or ultrasonic systems to overcome the mass
transfer problems that occur in conventionally stirred processes, thus reducing reaction
times [170].

The mechanism of transesterification using a basic heterogeneous catalyst (Scheme 7)
begins with the formation of the methoxide anion, followed by the attack of the carbon
of the carbonyl group by the methoxide anion, forming an intermediate, to obtain the
ester and a diglyceride anion, which are compounds more stable. Subsequently, the attack
of the cation by the diglyceride anion occurs, forming the diglyceride regenerating the
catalyst (CaO). The mechanism is repeated until the methyl esters (biodiesel) and glycerol
are formed.
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Nain et al. [202] analyzed two kinetic models based on Langmuir-Hinshelwood-
Hougen-Watson (LHHW) and Eley-Rideal (ER) mechanisms of the transesterfication reac-
tion of canola oil and quicklime (CaO) as a heterogeneous catalyst. They concluded that
the best model, according to their experimental data, is the Eley-Rideal mechanism and
that the controlling step is the surface reaction [202]. This is consistent with the ER model,
especially when a highly basic catalyst is used, like CaO, BaO, or SrO [203]. Likewise, they
observed that there was no adsorption of triglycerides on the surface of the catalyst, this
being caused by the rapid adsorption of methanol [202].

3.3.3. Bifunctional Catalysis

As previously mentioned, biodiesel’s final quality is clearly related to the content of
FFA in the feedstock. In feedstocks with a low content of FFA (<2%wt), a transesterification
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reaction is good enough to obtain a high-quality product. Furthermore, the high sensitivity
of the transesterification reaction to the FFA content results in its saponification or in
obtaining low-quality biodiesel. To avoid the above drawbacks and ensure the quality
of the final product, it is necessary to carry out a process consisting of two steps, which
consist of a prior esterification reaction (to transform the FFA into FAMEs) and later
a transesterification of the triglycerides (see Figure 7).
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In the related literature, there is a broad variety of bifunctional catalysts used for
biodiesel synthesis. These catalysts generally consist of mixtures of some support and metal
oxides. Nevertheless, it is also possible to find bio-based catalysts [204,205]. Additionally,
it is precisely these catalysts based on biomass that have gained more attention in recent
years due to their economic origin and because they are friendly to the environment [206].

The obstacles mentioned above for catalysts in transesterification reactions have
allowed the development of research focused on obtaining sustainable technology for
biodiesel production. Within these investigations, the attention of researchers has been
centered on the use of bifunctional catalysts, also known as acid-base catalysts. These
catalysts involve the conjugation between a metal and metal oxides, which gives them both
acid and basic sites [207,208].

154



Processes 2023, 11, 1952

Below, Table 8 shows some examples of bifunctional catalysts, as well as the sort of
lipidic raw material employed, the reaction conditions used, and the %FAMEs obtained at
the end of the reaction.

Table 8. Examples of bifunctional catalysts used in biodiesel production.

Catalyst Oil
Used Reaction Conditions Methyl Esters Content

(%FAMEs) References

Fly ash WCO T = 59 ◦C; CC = 11.2%wt;
M:o = 3.1:1; t = 6 h 100 [209]

CaO(10%)-Fe2O3(10%) WCO T = 65 ◦C; CC = 3%wt;
M:o = 18:1; t = 3 h 98.3 [210]

TiO2/PrSO3H WCO T = 60 ◦C; CC = 4.5%wt;
M:o = 15:1; t = 9 h 98.3 [211]

RHC/K2O-20%/Ni-5% WCO T = 65 ◦C; CC = 4%wt;
M:o = 12:1; t = 2 h 98.2 [212]

CaO/Al2O3 WCO T = 60 ◦C; CC = 2.5%wt;
M:o = 12:1; t = 3 h 98.23 [213]

MgO/MgSO4 WCO T = 50 ◦C; CC = 6.4%wt;
M:o = 10.8:1; t = 0.8 h 98.8 [214]

LiNbO3 WCO T = 65 ◦C; CC = 2%wt;
M:o = 24:1; t = 6 h 98.08 [140]

CaO/Al2O3 WCO T = 65 ◦C; CC = 1%wt;
M:o = 11:1; t = 4 h 98 [215]

KOH/AC WCO T = 45 ◦C; CC = 1%wt;
M:o = 18:1; t = 1 h 97.8 [216]

SrTi0.85Fe0.15O3 Palm oil T = 170 ◦C; CC = 5%wt;
M:o = 18:1; t = 3 h 97.52 [217]

Sn-CaO WCO T = 85.15 ◦C; CC = 2.2%wt;
M:o = 16.1:1; t = 3.42 h 97.39 [218]

SrO-ZnO/Al2O3 WCO T = 75 ◦C; CC = 15%wt;
M:o = 10:1; t = 5 h 95.7 [219]

10W/BV WCO T = 65 ◦C; CC = 8%wt;
M:o = 6:1; t = 7 h 96 [220]

Sulfonated RHC WCO T = 50 ◦C; CC = 3.5%wt;
M:o = 13:1; t = 0.84 h 96 [221]

2.6SrO-ZnO/Al2O3 (2.6SZA) WCO T = 75 ◦C; CC = 15%wt;
E:o = 10:1; t = 5 h 95.7 [219]

PKSAC-K2CO3(30%)CuO(5%) WCO T = 75 ◦C; CC = 15%wt;
M:o = 10:1; t = 5 h 95 [222]

WO3-Zr2O3 (7WZ) WCO T = 80 ◦C; CC = 2%wt;
M:o = 15:1; t = 1 h 94.4 [167]

SrTiO3 Palm oil T = 170 ◦C; CC = 6%wt;
M:o = 15:1; t = 3 h 93.14 [223]

BBFC Neen seed oil T = 61.9 ◦C; CC = 2.58%wt;
M:o = 14.76:1; t = 1.21 h 92.89 [224]

CaO-CeO2 WCO T = 70 ◦C; CC = 4%wt;
M:o = 9:1; t = 1.2 h 90.14 [225]

CaO-Ca2Fe2O5-CaFeO3 WCO T = 60 ◦C; CC = 5%wt;
M:o = 12:1; t = 2 h 90 [71]

Cu/Zn/γ-Al2O3 Low grade T = 65 ◦C; CC = 10%wt;
M:o = 20:1; t = 2 h 88.82 [226]

MgO-SnO2 WCO T = 60 ◦C; CC = 2%wt;
M:o = 18:1; t = 2 h 88 [227]

7% SR/ZrO2 WCO T = 70 ◦C; CC = 1%wt;
M:o = 15:1; t = 0.34 h 85 [228]

T—Reaction temperature, CC—Catalyst weight, M:o—Methanol:oil molar ratio, E:o—Ethanol:oil molar ratio,
t—Reaction time.
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In Table 8, it can be seen there is a wide variety of materials that can be used to
synthesize bifunctional catalysts. To dope the support, metals such as tungsten [167],
lanthanum [229,230], strontium [219], iron [71,229], and zirconium [231,232]. It is also
important to note that each metal will have its own catalyst characteristics, such as the
crystalline phases present and acid strength. The catalytic features will depend on oxidation
states, the synthesis method used, and the catalyst precursor [71].

The combination of Lewis and Brönsted acid sites within the bifunctional catalyst
gives them a greater tolerance to FFA content in the lipid feedstock than basic catalysts, in
addition to eliminating the low catalytic activity of acid catalysts [140]. They are also easily
recoverable, which simplifies the end of the end of the need for takeout washings [140].
The above leads to a reduction in the process’s total cost.

Two of the main advantages of bifunctional catalysts are: (1) they are able to con-
currently carry out the esterification as well as the transesterification [140]; and (2) these
catalysts can be designed for specific needs, which allows them to have high selectiv-
ity [183]. In the case of biodiesel production, this permits the use of low-purity oils without
complex production and purification processes [9].

The supports used in the synthesis of these catalysts are also very important since
they can be obtained from various metal oxides such as Li2CO3 [140], CaO [213,225],
ZrO4H4 [167], and Al2O3 [219], among others. These supports will provide different
densities of basic sites, pore sizes, and surface areas, which will affect the final properties of
the catalyst and directly influence the percentage content of FAMEs obtained at the end of
the reaction.

In the search for cheap raw materials, multiple materials were discovered that are
sources of metal oxides; some of them are considered waste, which makes them low-cost
raw materials as CaO sources such as eggshell [233] and recycled waste oyster shells [234].
As a result of the high tolerance to the FFA content of the bifunctional catalysts, we can see
that most of those listed in Table 8 managed to obtain a high FAME content (>90%) at the
end of the reaction.

Despite having reaction times ranging from 20 min to 9 h, it is possible to obtain
high-quality biodiesel from a low-quality raw material in a single-step process consid-
ering that FFA esterification and triglycerides transesterification are carried out concur-
rently, which allows the reduction of production costs and the environmental impact of
energy consumption.

In addition, the works presented in Table 8 show that with this type of catalyst, in most
cases, it is possible to work with mild reaction temperatures. Depending on the catalyst
used, using higher reaction temperatures allows the catalyst to use feedstocks with higher
water contents (8%wt) without affecting the %FAMEs obtained, as reported by Li [235].

As can also be observed in Table 9, the use of nanocatalysts/magnetic catalysts. Several
investigations of nanocatalysts, most of them bifunctional, have been reported in recent
years. Nanocatalysts’ advantages are their high efficiency, minimal generation of chemical
residues, safety, reduced global warming, economic efficiency, and energy efficiency [236].
However, one of the most important disadvantages of this type of catalyst is the difficulty
of separating it from the reaction mixture. Therefore, they have been synthesized using
magnetic metals to facilitate their separation and using biomass materials in several of them.
A nano-magnetic catalyst (K/ZrO2/g-Fe2O3) was synthesized by Liu et al. [237] for the
transesterification of soybean oil, obtaining promising results with 5% by weight of catalyst,
a methanol-oil molar ratio of 10:1, a temperature of reaction of 65 ◦C, and 3 h of reaction.
A yield of 93.6% of biodiesel was obtained, presenting good magnetic characteristics that
allowed the adequate separation of the reaction products. Liu et al. [237] synthesized
a bifunctional magnetic catalyst based on bamboo charcoal, potassium, and iron (K/BC-
Fe2O3) to obtain biodiesel using soybean oil. This catalyst presented excellent catalytic
activity and good recoverability, reaching 98% yield with 2.5% catalyst, a methanol:oil
8:1 molar ratio, a reaction time of 1 h, and a temperature of 60 ◦C.
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In Scheme 8, the mechanism of the transesterification reaction using bifunctional
catalysts can be observed. It is carried out in three steps: (a) adsorption of the FFA from
the WCO on the acid sites and adsorption of methanol on the basic sites of the catalyst;
(b) reaction on the catalyst surface; and (c) desorption of methyl esters, glycerol, and
water. In this scheme, Enguilo et al., using a Fe/CaO bifunctional catalyst, postulate
that iron (the proton donor) provides the sites for both FFA esterification and triglyceride
transeserification.
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An area of opportunity to further our knowledge regarding the use of bifunctional
catalysts to produce biodiesel is being able to establish the catalyst composition related
to a specific FFA content. In addition, it is crucial for the sustainability of the process to
conduct life cycle assessments, not only of the processes but also of the catalyst making,
since several authors have reported this to be one of the most important stages contributing
to the environmental impact [107,238].

In addition, it is crucial for the sustainability of the process to conduct life cycle
assessments, not only of the processes but also of the catalyst making, since several authors
have reported this to be one of the most important stages contributing to the environmental
impact.

Table 9 shows the advantages, disadvantages, and economic feasibility of catalysts
used for biodiesel production.
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Table 9. Pros, cons and economic feasibility of catalyst type used for biodiesel production.

Catalyst Pros Cons Economic Feasibility References

Homogeneous acid
– High tolerance to the presence

of water and FFA
– Ability to use low-cost

raw materials

– Environmentally harmful
– Safety risky
– Corrosive nature
– Needs higher methanol:oil

molar ratios
– Higher reaction temperatures
– Slower reaction rates
– Longer reaction times
– Generation of large amounts of

wastewater

The high quality of the raw
material significantly affects
the production cost
of biodiesel.
The corrosive nature of these
catalysts results in an
economically
unfeasible process.

[22,122,140,239]

Homogeneous basic

– Lower cost.
– High availability
– Lower methanol:oil ratios
– Mild reaction temperatures
– No corrosive problems
– Relatively short reaction times

– High sensitivity to the presence
of water and FFA

– Need of refined raw materials
– The need of a previous

esterification to manage raw
materials with elevated
FFA content

– High reaction rate
– Generation of large amounts

of wastewater

The high quality of the raw
material significantly affects
the production cost
of biodiesel.
It can be considered as an
economically viable option to
produce biodiesel from
high-quality oils.

[9,106,123,124,
140–143,239]

Enzymatic

– No catalyst leaching
is generated

– Easy recovery.
– Mild reaction conditions
– High tolerance to the presence

of FFA
– Lower reaction temperatures
– Ability to be recycled
– Easy recovery
– Great selectivity

– High cost of most enzymes
– Easily disactivated by wrong

alcohol selection
– Slower reaction rates
– Enzyme deactivation

The high quality of the raw
material significantly affects
the production cost
of biodiesel.
These catalysts are good
examples to produce
biodiesel from low-quality
feedstocks in one step.

[23,239–241]

Heterogeneous acid

– High tolerance to the presence
of FFA

– Reduction of corrosive nature
– Ability to carry out

esterification and
transesterification
simultaneously

– Ability to use cheaper
raw materials

– Ability to be easily separated
and recycled

– Reduce purification costs

– Active sites leaching
– Mass transfer problems
– Slow reaction rate for

transesterification reaction
– Needs higher methanol:oil

molar ratios
– Higher reaction temperatures
– Longer reaction times

High profit at
minimal investment.
The high quality of the raw
material significantly affects
the production cost of
biodiesel.

[101,170,183,
206,239]

Heterogeneous basic

– Ability to be easily separated
and recycled

– Reduce purification costs
– Mild reaction conditions
– Lower cost
– High availability
– Lower methanol:oil rates
– Shorter reaction times

– Active sites leaching
– Mass transfer problems
– High sensitivity to the presence

of FFA
– Sensitive to poisoning by

absorbing humidity and CO2
– Deactivation derived from

adherence of reaction
by-products

High profit at
minimal investment.
The high quality of the raw
material significantly affects
the production cost
of biodiesel.
It can be considered as an
economically viable option to
produce biodiesel from
high-quality oils.

[106,167,186,
206,239]

Bifunctional and
Nanocatalysts/magnetic

– High tolerance to the presence
of FFA

– Ability to use cheaper
raw materials

– Ability to be easily separated
and recycled

– Ability to carry out
esterification and
transesterification
simultaneously

– Reduce purification costs
– Mild reaction conditions
– Acid-base conjugation

eliminates low activity of
acid catalysts

– High selectivity
– They can be designed with

specific characteristics

– Active sites leaching
– Mass transfer problems
– Higher synthesis cost

depending on the used metal
– Complicated synthesis

The high quality of the raw
material significantly affects
the production cost
of biodiesel.
These catalysts are good
examples to produce
biodiesel from low-quality
feedstocks in one step.

[9,140,183,237,
239]
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4. Reactors for Biodiesel Production

In recent years, biodiesel production has focused on trying to reduce production costs
by using various feedstocks that make them decrease, since the raw material represents
60–80% of the production cost. Therefore, the development of catalysts as well as the types
of reactors have been essential to optimizing and developing new sustainable technologies.
In the previous section, different types and characteristics of the catalysts used to obtain
biodiesel were shown. As for the reactors, they have an important role in the yield of
biodiesel since they must be optimized to achieve greater sustainability, technical advan-
tages, and economic viability. In the process of obtaining biodiesel, vegetable edible and
non-edible oils are mainly used, although oil-containing materials such as seeds, rice bran,
spent coffee grounds, fat derived from insect biomass, animal fat, waste cooking oil, and
products from edible oil have also been employed as feedstocks [6,19,26,38,43,47]. In some
studies, pure acids such as oleic, caprylic, and capric acids, as well as pure triolein, have
been utilized [242]. The reactors that are typically used for biodiesel production are shown
in Figure 8.

Processes 2023, 11, x FOR PEER REVIEW 26 of 41 
 

 

technologies. In the previous section, different types and characteristics of the catalysts 
used to obtain biodiesel were shown. As for the reactors, they have an important role in 
the yield of biodiesel since they must be optimized to achieve greater sustainability, tech-
nical advantages, and economic viability. In the process of obtaining biodiesel, vegetable 
edible and non-edible oils are mainly used, although oil-containing materials such as 
seeds, rice bran, spent coffee grounds, fat derived from insect biomass, animal fat, waste 
cooking oil, and products from edible oil have also been employed as feedstocks 
[6,19,26,38,43,47]. In some studies, pure acids such as oleic, caprylic, and capric acids, as 
well as pure triolein, have been utilized [242]. The reactors that are typically used for bio-
diesel production are shown in Figure 8. 

 
Figure 8. Types of reactors for biodiesel production. Adapted with permission [243] Copyright 2019 
Elsevier. 

In plug–flow reactors, products have consistent quality. They use liquids with di-
verse viscous ranges and have low maintenance and capital costs. 

Rotating reactors have tubes, discs, and impellers that require different energy and 
rotational power, directly affecting the biodiesel quality. These reactors are expensive due 
to the large amount of energy needed [22]. 

The most widely used plug flow reactor is the tubular, or PFR, where the reagents 
are fed, at a constant speed, through one end of the reactor with an adequate residence 
time to allow the reagents to mix while they flow towards the outlet. When handling vis-
cous liquids, PFRs present laminar flows, so it is necessary to use injection devices (a T 
mixer) or mechanical mixers. Some of the advantages of PFRs are that they do not require 
constant maintenance, are built in small spaces, and have low capital costs [243,244]. 

The cavitation reactors usually used to obtain biodiesel are hydrodynamic and sono-
chemical. Cavitation reactors are multiphase reactors that intensify the process using 
acoustic or flow energy, causing a cavitation phenomenon and, therefore, an increase in 
turbulence, thereby improving mass transfer. This cavitation phenomenon achieves high 
values of temperature and pressure [243–245]. 

Simultaneous reaction-separation reactors perform the chemical reaction, extraction, 
and separation of the products in a single stage. This type of reactor achieves better quality 
and a higher biodiesel yield because there is an optimal mixture. Of these reactors, the 
membrane ones are the most used in the production of biofuels since they do not require 

Figure 8. Types of reactors for biodiesel production. Adapted with permission [243] Copyright
2019 Elsevier.

In plug–flow reactors, products have consistent quality. They use liquids with diverse
viscous ranges and have low maintenance and capital costs.

Rotating reactors have tubes, discs, and impellers that require different energy and
rotational power, directly affecting the biodiesel quality. These reactors are expensive
due to the large amount of energy needed [22].

The most widely used plug flow reactor is the tubular, or PFR, where the reagents are
fed, at a constant speed, through one end of the reactor with an adequate residence time
to allow the reagents to mix while they flow towards the outlet. When handling viscous
liquids, PFRs present laminar flows, so it is necessary to use injection devices (a T mixer) or
mechanical mixers. Some of the advantages of PFRs are that they do not require constant
maintenance, are built in small spaces, and have low capital costs [243,244].

The cavitation reactors usually used to obtain biodiesel are hydrodynamic and sono-
chemical. Cavitation reactors are multiphase reactors that intensify the process using
acoustic or flow energy, causing a cavitation phenomenon and, therefore, an increase in
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turbulence, thereby improving mass transfer. This cavitation phenomenon achieves high
values of temperature and pressure [243–245].

Simultaneous reaction-separation reactors perform the chemical reaction, extraction,
and separation of the products in a single stage. This type of reactor achieves better quality
and a higher biodiesel yield because there is an optimal mixture. Of these reactors, the
membrane ones are the most used in the production of biofuels since they do not require
additional units in the process. Reactive distillation has also been used for the simultaneous
reaction-separation process, which presents advantages over other reactors, such as short
reaction times and improved yields because the products are extracted immediately after
production. Costs decrease since additional operating units are not required [243,244].

Table 10 shows some research regarding the use of chemical reactors to obtain biodiesel
from waste cooking oil. To intensify the production of this biofuel, techniques such as
supercritical conditions [31], microwaves [170,246,247], ultrasonic [248], hydrodynamic
cavitation [245], and spinning disk [249] have been used to eliminate resistance to mass
transfer between alcohol and oil and have short periods and low energy consumption
compared to industrial processes that are currently used [245].

Table 10. Examples of bifunctional catalysts used in biodiesel production.

Type of Reactor Oil Catalyst Catalyst Load
(%)

Alcohol:Oil
Ratio

Reaction
Temperature (◦C)

Yield
(%FAMEs) References

Continuous
Flow-Microwave WCO SrO/SiO2 41 12:1 65 99.2 [247]

Hydrodynamic
cavitation WCO KOH 1 6:1 60 98.1 [245]

Ultrasonic WCO KOH 1 7.4:1 60 96.5 [250]

Microreactor WCO KOH 2 12:1 50 >95.00 [251]

Rotating flask
oscillatory flow Coconut CWO KOH 1 6:1 60 93.72 [252]

Reactive distillation WCO CaO Bed height of 150 mm 4:1 65 93.48 [253]

Microtubes
(prior esterification) WCO H2SO4 1 9:1 65 91.76 [254]

Microwave
Irradiation WCO KOH 0.5 5:1 - 91.63 [246]

Batch stirred tank WCO Fe/CaO 7 12:1 60 90.0 [71]

As seen in Table 10, moderate reaction temperatures (60 ◦C) and several homogeneous
and heterogeneous catalysts are used in different types of chemical reactors, obtaining
yields of at least 90% in all of them with WCO.

Tangy et al. [247] reported the highest yield using WCO (99.2%) in a continuous flow
reactor for microwave-assisted transesterification and heterogeneous catalysts (SrO/SiO2).
However, it is necessary to improve the process and see other catalyst synthesis options to
prevent SrO leaching and make the FFA content fed to the reactor more efficient.

On the other hand, microreactors, whose advantages include small diffusion dis-
tances, increased specific surface area, high heat and mass transfer rates, and greater
safety, have driven the study of capillary reactors for biodiesel production [251,254].
Tanawannapong et al. [254] reported biodiesel production from waste cooking oil using
a microtube reactor with a 1.2 cm length and an internal diameter of 0.508 mm along
with a T mixer at the inlet of the reactor; a methyl ester content of 91.7% was obtained in
a 5 s reaction time; this study verifies that the transesterification reaction takes a shorter
time as compared to the batch reactor. Although satisfactory initial results are observed,
the technology still requires advancements in certain areas. Further research is needed to
develop operating procedures that include the usage of feedstock, possessing increased
levels of free fatty acids, and exploiting heterogeneous catalysts, in addition to high costs
and complexities in the fabrication of glass and silicon microdevices [255].
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In summary, the cost-effectiveness of the transesterification reaction to produce biodiesel
rests heavily on many process parameters, namely the oil type and composition, type
and amount of the catalyst, type and quantity of alcohol, residence time and temperature,
and process intensification method. Actually, the last parameters depend upon catalyst
type, and therefore its cost and activity greatly affect not only the overall cost of the
process [107,206,256] but also the environmental impacts [107]. Actually, it has been
demonstrated by Alanis et al. that the metal precursor used to prepare the catalyst has
a significant impact on the production cost and energy consumption because the catalyst
activity is modified. Therefore, in order to minimize environmental impacts and the overall
cost of the catalyst preparation and the biodiesel production process, an optimization of
the catalyst synthesis must be conducted.

The batch operation remains the most common process for the production of biodiesel.
However, continuous production has advantages, such as small spaces for their installation,
reduced operating costs, low investment, and ensuring a product of consistent quality.
This approach is ideal when a fast response is required and offers higher heat transfer and
selectivity than the batch method. As a result of all of this, the biodiesel industry now has
its eyes on the continuous process model, hoping to solve batch production problems.

5. A Perspective on Biodiesel Production in Different Countries and Biodiesel
Commercialization Improvement Strategies

In the last decade, the production and consumption of biodiesel in different countries
in the world have been increasing due to the increase in energy demand derived from
the growth of the human population [257]. This has allowed these countries to embrace
policies related to biodiesel production.

• In the US, biodiesel is commonly used by the transportation sector through blends
with fossil fuels, such as B10 or B20. Demand for biodiesel in the US is expected to
increase as fossil fuels are replaced. As an example, biodiesel production in 2023
is expected to be 37% higher than in 2022 due to the implementation of economic
incentives by the government [258].

• The Canadian government has improved biodiesel production through subsidies to
decrease the cost of biofuel production and comply with the agreements established
in the 2030 Agenda. As an example, biodiesel production in 2026 is expected to be
313 M liters, compared to the 147 M liters awaited this year [258].

• In Latin America, the biodiesel production expected in 2023 is 635 M liters. In Brazil,
the variety of climates and the large expanse of soil allow it to cultivate various oilseeds.
Aside that, this country has policies that promote this biofuel usage [258].

• In Europe and the UK the biodiesel production expected in 2013 is 37% higer than in
2022 [258]. Due to the implementation of different policies in the EU, biodiesel will be
more accessible in order to reduce the use of fossil fuels.

Despite the abundance of available studies about biodiesel production from waste
cooking oil, there are still various strategies that could improve its commercialization.
These are presented below.

(a) Implementing efficient collection systems according to local regulations for the correct
disposal of lipid waste of animal or vegetable origin. Then the need for these regula-
tions arises because large quantities of this residue are produced worldwide, which
increases proportionally to the human population’s increase. To promote the recollec-
tion and correct disposition of WCO, several countries have implemented different
incentives. For instance, China’s government offers several subsidies, such as training,
a collecting system focused on the market, and professional disposal. In Japan, the
subsidies offered to biofuel producers allow for greater economic competitiveness
by reducing production costs. In Spain, there is a WCO recollection program where
collection bins are set up in some neighborhoods of Barcelona and Valladolid [259].

(b) Designing industrial-scale processes based on a circular economy perspective: In
recent years, this concept has been introduced with the idea of reducing waste to
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a minimum, which implies the employment of renewable energy sources to use energy
more efficiently and reuse process water [260,261].

(c) Life Cycle Sustainability Assessment (LCSA) of existing processes. This is mandatory
to estimate the environmental impacts of biodiesel production through different
processes, which ultimately will aid the government and industry in making decisions
about the less harmful process [259,262,263].

This tool has been applied to evaluate different biodiesel production processes, such as
the one conducted by Talens Peiró et al. [264] which found that the transesterification pro-
cess contributed 68% to the total impact. Lombardi et al. [265] reported a comparison
against several methods of biodiesel production, and it shows that NaOH-catalyzed trans-
esterification of WCO can lead to decreased environmental impacts [265]. Alanís et al. [107]
compared the environmental impacts of biodiesel production from WCO catalyzed by a het-
erogeneous bifunctional catalyst synthesized with two different iron salt precursors [107].

6. Conclusions

Biodiesel can be obtained by the esterification and transesterification of waste cooking
oil (WCO) as a raw material by homogeneous or heterogeneous catalysis. The type of
biodiesel production process impacts the quality of biodiesel. In this context, transester-
ification is highly preferred. The feedstock and catalysis type used to produce biodiesel
determine the stages of the process. The homogenously catalyzed process implies two more
steps than the latter, and those are esterification under acid conditions (usually adding
H2SO4) and elimination of the transesterification catalyst (usually a base like NaOH or
KOH) by washing with water. Enzymatic catalysis to conduct the process is not a viable
option due to the long reaction times and cost of the enzyme. Bifunctional catalysts are
solids that contain both acid and basic sites and are able to reduce the number of process
stages by simultaneously conducting esterification of free fatty acids and triglyceride trans-
esterification. This eliminates the need to add an acid and the high consumption of water
to clean the biodiesel.

The challenges to overcome in biodiesel production using WCO and bifunctional
catalysts are reducing costs and energy consumption, using catalysts whose synthesis
does not demand high loads of energy, and conducting life cycle assessments in order to
establish the environmental impacts of each process and provide a relevant criterion to
make the decision of electing or not electing a specific production process.

From the assessed processes to conduct the transesterification of WCO, the ones in-
cluding microwaves, microreactors, and reactive distillation seem to be the most promising
ones in terms of yield, reaction time, and number of involved stages.

Biodiesel from WCO usually does not meet all the standards, mainly that of methyl
esters content and viscosity. In order to use biodiesel from WCO, it is suggested to use it in
blends, to use co-solvents or to improve the pre-treatment of the raw material.
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Abstract: Ketone compounds are oxidation products of crude oil in the in-situ combustion (ISC)
process. Revealing the molecular composition of ketones can provide theoretical guidance for under-
standing the oxidation process of crude oil and valuable clues for studying the combustion state of
crude oil in the reservoir. In this study, low-temperature oxidation (LTO) processes were simulated
in thermal oxidation experiments to obtain thermally oxidized oil at different temperatures (170 ◦C,
220 ◦C, 270 ◦C, and 320 ◦C). A combination of chemical derivatization and positive-ion electrospray
(ESI) Fourier transform ion cyclotron resonance mass spectrometry (FT-ICR MS) was used to analyze
the molecular composition of different kinds of ketones (fatty ketones, naphthenic ketones, and
aromatic ketones) in the oxidized oils at different temperatures. The results showed that the concen-
tration of aliphatic ketones and aliphatic cyclic ketones in the product oils decreased with the increase
in temperature, while aromatic ketones increased with the increase in temperature. At the same oxida-
tion temperature, the content of ketones follows this order: fatty ketones < cycloalkanes < aromatic
ketones. The concentrations of ketones reached their maximum value at 170 ◦C and decreased at
high temperatures due to over-oxidation. It was also found that nitrogen-containing compounds are
more easily oxidized to ketone compounds than their hydrocarbon counterparts in the LTO process.

Keywords: in-situ combustion; low-temperature oxidization; ketone; crude oil; FT-ICR MS

1. Introduction

In-situ combustion (ISC) has great potential for the recovery of heavy oil with high
viscosity and density. A large amount of heat is generated by the combustion of a small
fraction of heavy oil, reducing the viscosity of heavy oil and enabling in-situ upgrading [1].
For nearly 100 years, the in-situ combustion (ISC) technique has been used in the U.S. in
attempts to improve recovery from oil reservoirs. Despite its long history and the commer-
cial success of some field projects, the process has not found widespread acceptance among
operators due to failures in early field trials [2]. However, the majority of these failures
occurred due to a poor understanding of the physical and chemical processes involved in
ISC. Successful projects indicate that the process is applicable to a wide range of reservoirs,
and the chances of failure can be minimized through a detailed characterization of crude
oil from oil reservoirs and the adoption of mild engineering practices [3,4]. The reactions
involved in the ISC process are generally categorized into three regimes: low-temperature
oxidation (LTO), fuel deposition (FD), and high-temperature oxidation (HTO) [5]. Heavy oil
undergoes a series of complex physical and chemical reactions in ISC, such as distillation,
pyrolysis, and oxidation, to form coke, which serves as the fuel required for combustion [6].
The LTO products are the precursors of coke produced in the FD regime, which greatly
affects the sustainability and advance of the combustion front [7]. A deeper understanding
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of the LTO reactions of heavy oil is helpful for improving the process conditions of field
applications of ISC [8].

For many years, due to the complexity of crude oil, studies on the changes in the
chemical composition of heavy oil that result from the LTO processes focused on the use
of elementary and thermal analyses [9,10]. Extensive efforts have been made to analyze
the characteristics of heavy oil LTO products, such as acid value and organic element
content, which can provide more information on heavy oil oxidation [11,12]. To evaluate
the oxidation characteristics of heavy oils, thermal analyses such as thermogravimetric
analysis and differential scanning calorimetry (TG-DSC), pressure differential scanning
calorimetry (PDSC), and thermogravimetric analysis coupled with a Fourier transform
infrared spectrometer (TG-FTIR) have been applied [12,13]. However, thermal analyses
cannot reveal the specific reactions that occurred during the LTO process. Zhao et al. [14]
characterized oxidized oil using nuclear magnetic resonance (NMR) and electron paramag-
netic resonance (EPR), indicating that the free radicals in oxidized oil are mainly located in
aromatic hydrocarbons, aliphatic hydrocarbons, and oxygen atoms. It is found that some
components of crude oil can be oxidized to oxygenated hydrocarbon compounds (e.g.,
aldehydes, ketones, and alcohols), which can be further oxidized to carbon oxides such as
CO2 [15]. The formation of these compounds further exacerbates the complexity of LTO
products. Given their reactivity, ketones should be a class of compounds of interest. The
additions across the C=O double bond are numerous in organic chemistry, including those
with hydroperoxides [16]. Although ketones have been considered a key component in the
LTO process, little is known about their presence, likely due, at least in part, to the lack of
suitable analytical methods.

Gas chromatography–mass spectrometry (GC-MS), as an analytical method that can
simultaneously separate and analyze complex organic substances, has been used to study
the composition of crude oil during LTO [17,18]. Unfortunately, oxidized oils have higher
boiling points and more complex compositions compared to crude oils, which exceed the
upper limit of gas chromatography. Analytical developments have led to very powerful
mass spectrometric (MS) methods for the study of fossil materials, but they have mainly
been used for nitrogen, sulfur compounds, and acidic compounds, which are easily ionized
when used with electrospray ionization (ESI) [19–21]. Non-polar oxygen-containing com-
pounds, including furans and ketones, are not efficiently ionized in ESI [22,23]. In addition,
MS is incapable of distinguishing compound isomers that have the same molecular for-
mula. Therefore, in order to provide a comprehensive characterization of ketones in LTO
products, the isolation of ketones from the rest of the LTO products is necessary. Ketones
from fossil fuels have been traditionally separated by solid-phase extraction (SPE), liquid
chromatography, and thin-layer chromatography [24–27]. However, these methods are
insufficient to separate ketones from hydrocarbons, phenols, and other compounds with
similar polarities to enable a definitive identification.

In recent years, a novel approach based on chemical derivatization followed by ESI
high-resolution mass spectrometry has been used for the molecular characterization of
ketones in fossil fuels [28–30]. The Girard-T reagent can be used to selectively create a
positively charged quaternary ammonium moiety on carbonyls that can be accessed by
ESI [31]. Although ketones can be ionized by positive-ion ESI [23], the derivatization
largely improved the selectivity and sensitivity for the analysis of ketones in complex fossil
fuels [32]. Alhassan and Andersson [28] compared two commercial derivatization reagents
to selectively introduce a positive charge into the ketones for detection. It was found that
the quaternary aminoxy compound was superior to Girard-T since better detectability
and a larger number of ketones were found. Ketones in crude oil and coal tar were
characterized by their molecular composition. Wang et al. [29] further validate that the
Girard-T derivatization followed by positive-ion ESI MS analysis is suitable for the analysis
of ketones in a trace amount, but it has discrimination on high double-bond equivalent
(DBE) species (DBE ≥ 9).
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In this study, heavy crude oil from the Xinjiang oilfield in China was oxidized at differ-
ent temperatures using a batch reactor. The oxidized oils were separated from the residues,
and their properties were assessed, including the contents of C, H, O, and N and SARA
fractions (saturates, aromatics, resins, and asphaltenes). We applied chemical derivatization
with Girard-T coupled with Fourier transform ion cyclotron resonance mass spectrometry
(FT-ICR MS) to analyze ketones from the LTO products. This study will provide deep
insights on the molecular composition of ketones in crude oil and their oxidation products
at different reaction temperatures. The molecular composition of ketones will be helpful
for the understanding of chemical reactions in the LTO’s characteristics and mechanisms
and will provide insights for ISC field applications.

2. Experimental Section
2.1. Samples and Regents

The heavy oil sample used in this study was collected from the Karamay Oilfield
(Xinjiang, China), where in-situ combustion is being implemented. Crude oil from the same
area was characterized in our previous study [33]. In general, crude oils in this oil field are
biodegradable, having almost no light fraction and a boiling point lower than 200 ◦C.

Analytical-grade n-hexane, dichloromethane (DCM), chloroform, toluene, methanol,
and ethanol were purchased from Beijing Chemical Reagents Company and purified by
distillation with a 9600 spinning band distiller (B/R instrument, Easton Md, USA) before
use. Analytical-grade Girard-T reagent and cation exchange resin (Amberlite IRC-50) were
purchased from Aladdin Biochemical Technology Co., Ltd., Shanghai, China.

2.2. Oxidation Process

The oxidation experiments on the heavy oil were carried out in a batch reactor, as
previously reported in [33]. A hot air flow was introduced into the reactor and bowed
over the surface of the oil with a flow rate of 100 mL/min. The volatile components were
flowed out of the reactor and cooled by a condenser. The reaction system was kept at a
constant temperature for 2 h and then naturally cooled to room temperature. The reaction
temperatures were controlled at 170, 220, 270, and 320 ◦C, which represented four different
reaction degrees of the LTO process.

2.3. Bulk Property and Chemical Composition Analysis

The organic elemental composition of the heavy oil and its oxidation products was
analyzed according to the Chinese standard method GB/T 19143-2017. The contents of
carbon, hydrogen, and nitrogen were analyzed by a Vario EL Cube elemental analyzer
(Elementar, Germany). The samples were decomposed by combustion at 950 ◦C, adsorbed
and desorbed by a CO2 and H2O adsorption column, and detected by a thermal conductiv-
ity detector (TCD). The content of oxygen was analyzed by a Rapid OXY Cube elemental
analyzer (Elementar, Germany). The samples were decomposed at 1450 ◦C, adsorbed and
desorbed by a CO adsorption column, and detected by a TCD detector.

The saturates, aromatics, resins, and asphaltenes (SARA) composition of the heavy
oil and its oxidation products was analyzed according to the Chinese industry standard
method SY/T 5119-2016. Briefly, 30 mg sample was dissolved in 30 mL n-hexane, and the
asphaltenes were separated by filtration after sufficient precipitation. A total of 3 g of silica
gel and 2 g of alumina were added sequentially to the chromatographic column. The n-
hexane solution was concentrated and added to the chromatographic column. The saturates,
aromatics, and resins were sequentially eluted using 30 mL n-hexane, 20 mL DCM/n-
hexane (2/1, v/v), 10 mL ethanol, and 10 mL chloroform as eluents. The solvent of each
fraction was volatilized at low temperature and weighed until it reached a constant weight.

2.4. Derivatization and Separation of Ketones

To analyze the composition of ketones in the oils by using -ESI FT-ICR MS, the ketones
were derived into strongly polar compounds. The derivation of the ketones in the heavy oil
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and its oxidation products was carried out by a chemical derivatization process with Girard-
T reagent, which can introduce a charged quaternary ammonium moiety on carbonyl.
The derivatization and separation procedures were based on previous work [31] with
slight modifications, as shown in Figure 1. Briefly, 300 mg oil was dissolved in 2 mL
DCM/methanol (1/1, v/v). The solution was stirred with 200 mg Girard-T reagent and
40 mg cation exchange resin at 40 ◦C for 14 h.
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Figure 1. Sketch map of the separation of ketones and reaction schemes of ketones with
Girard-T reagent.

After the reaction, the product was separated and purified by a chromatographic
column composed of 2 g silica gel and 0.5 g KOH-modified silica gel. The unconverted
oil matrixes were eluted with 30 mL n-hexane, 30 mL toluene, 40 mL DCM, and 40 mL
DCM/methanol (37/3, v/v). The target derivatization products of the ketones were then
eluted using 30 mL DCM/methanol (3/1, v/v) and 30 mL DCM/methanol (1/2, v/v) as
eluents. The eluted solution was concentrated to 4 mL for analysis.

2.5. FT-ICR MS Analysis and Data Processing

The molecular composition of the ketones in the oils was obtained by analyzing the
Girard-T reagent derivatives using an Apex-Ultra FT-ICR MS (Bruker, Germany) equipped
with a 9.4 T magnet. The derivatives were diluted with toluene/methanol (1/1, v/v) to an
appropriate concentration and directly pumped into the ESI source using a syringe pump at
180 µL/h. The ESI source was in positive-ion mode, and the key operating parameters were
as follows: spray shielding voltage, –4500 V; front and terminal voltages of the capillary
column, –4500 V and 320 V, respectively. The ions accumulated in the collision cell for 0.6 s
and were transferred into the analysis cell for an ion injection time of 0.9 ms. The mass
range was set to m/z 100–800. A total of 64 consecutive scans were accumulated for each
analysis to improve the signal-to-noise ratio (S/N) of the mass spectrum.
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The data processing has been described elsewhere [34]. Briefly, the data were cali-
brated using a known series, and the mass peak with S/N over 6 was exported by the
Bruker DataAnalysis software (Version 3.4). A window of two nominal mass units chosen
among the abundant peaks was randomly selected for manual assignment of the elemental
composition of the peaks. For fast and reasonable calculation, the calculated molecular for-
mula results were constrained by a range of double-bond equivalent (DBE) of less than 30.
Once a peak was assigned to a molecular formula, it was used as a reference for assignment
for other peaks with consecutive DBE values (with a mass interval of 2 Da) and/or carbon
numbers (with a mass interval of 14 Da). The calculated results were further confirmed by
the isotopic abundance. The Kendrick mass defect (KMD) plot of the uncalculated peaks
was checked to make sure no classes were left out, which can be easily found as a row
and/or consecutive rows [35].

3. Results and Discussion
3.1. Properties of Crude Oil

Table 1 lists the contents of C, H, O, and N and O/C and H/C in the crude oil and
its oxidization products. The H/C ratio and the oxygen content imply that the crude
oil dominates saturated moieties and has a high total acid number value [36]. It can be
seen from the table that the contents of oxygen in the four oxidized oils are significantly
higher than those of the crude oil. Therefore, it can be inferred that some oxygenates
were generated during LTO. The O/C of crude oil is 0.012. Similarly, the O/C values
of the oxidation products, from 0.012 to 0.018, are significantly higher compared to the
crude oil, which was apparently caused by the introduction of oxygen atoms during the
oxidation process. The H/C values are an important indicator of the degree of molecular
condensation in fossil fuels. As the oxidation temperature increases, the H/C values of
the oxidation products decrease gradually, indicating that the oxidation process promotes
intramolecular condensation reactions such as cyclization and aromatization.

Table 1. Elemental contents of the crude oil and the oxidized oils.

Sample C, wt% H, wt% O, wt% N, wt% O/C H/C

Crude oil 85.91 12.38 1.42 0.28 0.012 1.73
170 ◦C 85.72 12.58 2.03 0.28 0.018 1.76
220 ◦C 86.42 12.18 1.87 0.28 0.016 1.69
270 ◦C 86.22 11.81 2.10 0.24 0.018 1.64
320 ◦C 86.68 11.45 2.12 0.21 0.018 1.58

The SARA composition of the crude oil and its oxidation products is listed in Table 2.
Apparently, the content of saturates in the oxidation products gradually decreased with the
increase in oxidation temperature, from an initial value of 53.21% to a final value of 30.18%.
The content of aromatics showed a trend of first decreasing and then slightly increasing
with the increase in oxidation temperature. The content of both resins and asphaltenes
increased with the increase in oxidation temperature, with the asphaltic value showing
the most significant increasing trend from 0.55% in the crude oil to 18.94% in the 320 ◦C
product. It is well known that compounds in the saturates are dominated by chain and
cyclic hydrocarbons; compounds in the aromatic fraction are mainly aromatic hydrocar-
bons and some weakly polar heteroatomic compounds (e.g., thiophenic compounds); and
compounds in resins and asphaltenes are dominated by high condensation and/or strong
polarity ones. The elemental compositions are consistent with the SARA compositions: on
the one hand, the increase in O/C improves the polarity of the oxidation products, and on
the other hand, the decrease in H/C increases the degree of condensation of the oxidation
products. Both of these can lead to a decrease in the content of non-polar components
(saturated and aromatic fractions) and an increase in the content of polar components
(resins and asphaltenes) in the products.
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Table 2. SARA composition of the crude oil and the oxidized oils.

Sample Saturates
(wt%)

Aromatics
(wt%)

Resins
(wt%)

Asphaltenes
(wt%) Yield (wt%)

Crude oil 53.21 22.20 12.81 0.55 88.78
170 ◦C 53.02 21.69 13.82 3.46 91.98
220 ◦C 45.68 17.26 15.87 13.08 91.90
270 ◦C 43.42 17.95 18.64 11.93 91.95
320 ◦C 40.18 18.07 20.61 18.94 97.80

The distribution of the elemental and SARA compositions shows the macroscopic
properties of crude oil during the LTO process. Combined with high-resolution mass
spectrometry, the molecular composition changes in crude oil during low-temperature
oxidation can be discussed at the molecular level.

3.2. Molecular Composition of Ketones in the Oxidation Products

After Girard-T reagent derivatization, the molecular composition of ketones in petroleum
can be characterized by high-resolution mass spectrometry equipped with an ESI source.
The results of the high-resolution mass spectrometry analysis of ketones in crude oil and
its products at different oxidation temperatures are shown in Figure 2. The two most
abundant mass peaks in the left area are contaminants induced in the derivatization
process. The inserts are mass spectra segments at around m/z 406, which illustrate the
high mass resolution (about 500 K) of the mass spectra. High mass resolution and mass
accuracy enable the unambiguous molecular assignments of these mass peaks. During the
derivatization process, the mono-ketones of the O1 class (compounds with one oxygen atom
in the molecules) are derivatized to produce N3O1 class species. It should be emphasized
that previous studies have proven that only one carbonyl group of the diketone participates
in the derivatization reaction, and the efficiency and conversion of both of its carbonyl
groups participating in the reaction at the same time are very low [37]. The magnified plot
of the mass point m/z 406 shows that significant N3O2, N3O3, and N3O4 classes appear in
the oxidation products as the oxidation temperature increases. According to the present
results, it can be confirmed that the oxygen atom in N3O1 is carbonyl oxygen; however,
it is not sure that the oxygen atoms in the N3O2, N3O3, and N3O4 classes are all present
in the form of carbonyl groups. In addition, the N3O1 class dominates the abundance
distribution of both crude oil and oxidation product compound types. Therefore, the
subsequent discussion in this study will mainly focus on the N3O1 class.

Figure 3 shows a histogram of the ion intensity of the N3O1 and N4O1 class species of
the Girard-T derivatization products of the crude oil and its thermal oxidation products
at different temperatures (170 ◦C, 220 ◦C, 270 ◦C, and 320 ◦C). The N4O1 class species
should be nitrogen-containing ketones because compounds with four nitrogen atoms are
rarely detected in crude oils without a separation for the enrichment of porphins and/or
porphyrins [22]. As shown in Figure 3, the ketones of N3O1 in the oxidation products are
more abundant than those in the crude oil. Meanwhile, the ketones of N4O1 reach their
maximum intensity at 170 ◦C.

In order to quantitatively describe the composition changes in the ketones, an indicator
of oxidation rate was defined according to Equation (1):

Oxidation rate = (Iproduct − Icrude oil)/Icrude oil × 100% (1)

where Iproduct and Icrude oil are the total ion intensities of the product and the crude oil,
respectively. The calculated oxidation rates are listed in Table 3. Apparently, the oxidation
rate of the N3O1 class tended to increase with the increase in oxidation temperature, from
9.22% at 170 ◦C to 44.94% at 320 ◦C, almost doubling. In contrast, the oxidation rate of the
N4O1 class showed a decreasing trend with the increase in oxidation temperature and even
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decreased to −63.98% at 320 ◦C. This may be caused by the increasing instability of the
nitrogen-containing ketones at higher oxidation temperatures.
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are shown more clearly in Figure 4.
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Table 3. Oxidation rates of N3O1 and N4O1 classes at different oxidation temperatures.

Oxidation Temperature ∆N3O1 (%) ∆N4O1 (%)

170 ◦C 9.22 93.65
220 ◦C 28.69 −1.59
270 ◦C 24.03 −55.77
320 ◦C 44.94 −63.98

180



Processes 2023, 11, 1664

Figure 4 shows the ion relative abundance plots of DBE versus carbon number of the
N3O1 and N4O1 class species assigned from the mass spectra of the Girard-T derivatives of
crude oil and its thermal oxidation products. According to the derivatization mechanism,
the N3O1 compounds correspond to ketones with five fewer carbon atoms and one fewer
DBE. The distributions of the N3O1 class species shown in Figure 4 indicate that the ketones
in the crude oil mainly have DBE values (one fewer than in the N3O1 class species) of
1, 2, 4, and 4, which correspond to acyclic, one-ring naphthenic, two-ring naphthenic,
and three-ring naphthenic ketones, respectively. The carbon numbers of the ketones (five
fewer than in the N3O1 class species) with high relative abundance in the crude oil are
mainly in a range of about 15–30. With the increase in temperature, the relative abundance
of ketones with DBE = 1 and 5–13 in the oxidized oils is significantly increased. It can
be speculated that ketones (fatty ketones, alicyclic ketones, and aromatic ketones) were
generated during LTO, and aromatic ketones are dominant. It can also be seen from Figure 3
that the compositional change is not continuous with the increase in temperature; this
should be due to the continuous oxidation of the generated ketones, which converts ketones
into acidic compounds or peroxides [38].
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Figure 4. Ion relative abundance plots of DBE versus carbon number for N3O1 and N4O1 class species
at different temperatures. Top: N3O1, corresponding to ketones; bottom: N4O1, corresponding to
nitrogen-containing ketones.

Figure 4 and Table 3 show that nitrogen-containing compounds seem to be more easily
oxidized to ketone compounds than hydrocarbons. This can be explained by the fact that
the nitrogen atom in the hydrocarbon increases the molecular polarity, resulting in the
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formation of carbocation intermediates in the oxidation process. However, with increasing
temperature, ketones are over-oxidized at temperatures higher than 170 ◦C, resulting in
lower contents of ketones compared to crude oil [39].

The ketones detected in the oils can be classified into some groups according to their
DBE values. Compounds with DBE values of 1, 2–4, and 5+ correspond to aliphatic ketones,
alicyclic ketones, and aromatic ketones, respectively. Figure 5 shows the composition
and classification of ketones in crude oil and its oxidation products. Aliphatic ketones
and alicyclic ketones gradually decrease with an increase in temperature, while aromatic
ketones gradually increase. This trend shows that aliphatic ketones, alicyclic ketones, and
aromatic ketones have different transformation rules, indicating that aliphatic ketones
and alicyclic ketones have a tendency to transform to aromatic ketones in the process
of LTO. The decreasing trend of H/C with the increase in temperature in the preceding
part of the text also confirms this conclusion. In addition, with the increase in oxidation
temperature and the deepening of the oxidation degree, more aromatic ketones with a high
condensation degree are generated, resulting in an O/C increase in oxidation products.
High condensation and O/C can result in an increase in polar components (resins and
asphaltenes), which corresponds well with the analysis results of the SARA composition.
Crude oil is naphthenic in nature, so it is not surprising that cyclic ketones are the dominant
ones in it. The increase in relative abundance of aromatic ketones could be caused by the
oxidation of aromatic hydrocarbons or by the aromatization of cyclic ketones.
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4. Conclusions

Low-temperature oxidation of crude oil was performed at four reaction temperatures.
The chemical transformation of the crude oil during the oxidation process was revealed by
the characterization of its bulk properties and molecular composition. With the increase
in oxidation temperature, the O/C values of the products increased, the H/C values
decreased gradually, and the content of polar components increased significantly. It was
found that the oxidation rate of mono-ketones, which dominated the absolute abundance,
tended to increase with the increase in oxidation temperature and was up to nearly 45%
at 320 ◦C. In addition, both aliphatic and cyclic ketones tended to convert to aromatic
ketones as the oxidation degree deepened. During oxidation, the oxygen content of the
products increases with deeper oxidation, and mono-ketones are important carriers of these
introduced oxygen elements. The conversion of aliphatic and cycloalkanones to aromatic
ketones is an important reason for the decrease in H/C and the increase in condensation of
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the products. Ultimately, these intramolecular conversions containing the introduction of
oxygen elements and the increase in condensation lead to an increase in polar components
(resins and asphaltenes). Since the composition and abundance of ketones (especially mono-
ketones) are closely related to the degree of oxidation, they have potential for applications
in determining the different stages of the LTO process.
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Abstract: Countries around the world recognize the numerous social, economic and environmental
advantages of promoting liquid biofuels. They invest in its development and introduce tax incentives
for its manufacture and tariffs of production regulation. In most studies, the process of synthesizing
fatty acid esters takes a long time from 1 to 8 h. In this work, the synthesis of fatty acid esters was
carried out in the range of volumetric ratios of ethanol to linoleic type oil in order to increase the
kinetics of the process. The main parameters of the synthesis were studied by use of magnetic stirred
tank reactors in a parallel reactor system, H.E.L. The synthesis was carried out in the presence of
a homogeneous alkaline catalyst. The volumetric ratio of ethanol to oil was maintained at 1:1, 2:1,
3:1, 4:1 and 5:1. The amount of catalyst added to the reaction mixture ranged from 0.25 to 2.5% by
the weight of the reaction alcohol. The dryness of ethanol varied from 91 to 99%. Effective process
conditions have been established to reduce the reaction time from 2.5 h to 5 min while maintaining a
high degree of conversion. The results obtained during the study suggest the possibility of using a
continuous reactor to produce fatty acid esters from linoleic raw materials containing up to 16% of
free fatty acids. This also means the possibility of using second generation biofuel feedstock.

Keywords: biofuels; rapeseed oil; ethanol; homogeneous catalysis; transesterification; fatty acid esters

1. Introduction

Due to the reduction in crude oil reserves and the harmful effects of the toxic emissions
of conventional diesel fuel on the environment, biodiesel has become important over the
past few years as an environmentally friendly, sustainable and renewable energy source [1–3].
According to the Energy Outlook Review forecast, it is expected that by the year 2030, a mixture
of 30% biodiesel with petrodiesel (B30) will be promoted as an alternative to petrodiesel [4,5].
According to the estimates of the world community, biodiesel accounts for 70% of the transport
fuel that will be in demand by 2040 [6,7].

Since biodiesel is made from natural ingredients, vegetable oil, animal fat or waste oil,
it is biodegradable and renewable. Despite the fact that biodiesel has various advantages
over conventional diesel fuel, it is still necessary to solve numerous technical and economic
problems [8–11]. Among them are the lower cost of diesel fuel derived from oil, the choice
of suitable catalysts and the development of technology for the economical and efficient
synthesis of biodiesel.

Since 60–80% of the cost of biodiesel is due to its raw materials, the most difficult task
is to choose inexpensive raw materials from a wide range of available sources [4,12,13].
Conditionally, three generations of biodiesel raw materials are distinguished. The raw
materials of the first generation are oilseed crops. Initially, this raw material was seen as a
promising option to reduce the extraction and use of traditional fuels. However, worries
have arisen about the use of food crops as raw materials and their impact on arable land,
biodiversity and global food needs [14–17].
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Processes 2023, 11, 1534

Biofuels of the second generation are produced from non-food lignocellulose or wood
biomass as well as agricultural waste. This raw material is grown on infertile lands or
on arable lands, but is a by-product of the main crop and is not used directly in the
production of food [18]. For example, straw, pulp, perennial herbs, yellow grease and solid
household waste can act as raw materials for the second generation. The advantage of
second-generation raw materials is an increase in waste-free production and the use of
resources unclaimed in industry. Nevertheless, there are still some limitations related to
economic efficiency since there are problems with expanding production to a commercial
level [14].

The raw material of the third-generation biofuels is the biomass of micro- and macroal-
gae cultivated in ponds or reservoirs on land or in the sea. The advantages of this type of
feedstock are high yields with minimal impacts on freshwater resources and the possibility
of production in seawater or wastewater. On the other hand, their production requires a
large amount of energy and fertilizers. Moreover, the resulting fuel has a shorter shelf life
than other types of biofuels and is inferior in low-temperature properties [14].

Based on the advantages and disadvantages presented, the most practical application
in the world is still found in first-generation raw materials. Among the EU countries and
North and South America, soybeans and rapeseed have become the most popular oilseed
crops. In Southeast Asia, it is the fruits and seeds of the oil palm. The main source of
biodiesel production in the world is rapeseed oil (53% of all raw materials for biodiesel
production) [19].

In the Russian Federation, rapeseed is one of the most promising oilseed crops for
biodiesel production. According to the NeoAnalytics research of 2021, rapeseed oil produc-
tion in Russia amounted to 701.4 thousand tons and increased by 11.8% over the year. At
the same time, the volume of the domestic consumption of rapeseed oil in Russia remains
small and accounts for only 1.34% of the total market (sunflower oil occupies more than
50%). Most of the rapeseed oil produced in Russia (more than 85%) is exported.

Based on this information, it can be concluded that the use of rapeseed oil as a raw
material for biodiesel is more reasonable for the Russian market.

Depending on the choice of feedstock containing an excess of free fatty acids or
their triglycerides, one of two reactions will be most effective for obtaining FAE—acid
esterification for FFA and basic transesterification for triglycerides (Figures 1 and 2). The
choice of reaction will determine the catalyst. Bronsted acid catalysts, such as H2SO4,
are more active in the esterification reaction due to their availability and high catalytic
activity; the basic homogeneous catalysts in the transesterification reaction are potassium
and sodium hydroxides [20–22].
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Both reactions are reversible. Therefore, the addition of an excess of reaction alcohol is
necessary in order to shift the equilibrium of the reaction towards the formation of products.
In the esterification reaction, it is also required to remove a by–product—water—from
the reaction system. In the case of vegetable oils, represented mainly by triglycerides, the
transesterification reaction will be preferable.

The quality of the feedstock—the content of free fatty acids and impurities—affects
the properties of the biodiesel. If the amount of free fatty acids in the raw material exceeds
1%, then the side saponification reaction reduces the yield and the rate of formation of FAE,
which creates difficulties for the following technological processes [23,24]. For the same
reason, water is an undesirable impurity in the feedstock since, in the presence of water,
the FFAs quickly react with the catalyst, deactivating and reducing its concentration in the
reaction mixtures.

The fatty acid composition of the starting oil affects some key properties of biodiesel,
such as cetane number, pour point, flash point, oxidation resistance, etc. [4,25]. To improve
the quality of the resulting biofuels, the refining of the raw materials (vegetable oils) is
often carried out. However, this process requires complex technological operations, such as
hydration, distillation refining and the use of solid activated adsorbents [26], which affects
the increase in the cost of raw materials.

Existing studies and technologies for the production of biofuels by the method of
alkaline transesterification make a bias towards the use of methanol as an alkylating
component due to its high reactivity [27,28]. However, methanol has a high toxicity. Its
maximum permissible concentration (MPC) in the air of the working area is 5 mg/m3

(Table 1).

Table 1. Monohydric alcohols MPC.

Alcohol Molecular Formula MPC of the Working Area, mg/m3

Methanol CH3OH 5
Ethanol C2H5OH 1000–2000

Propanol C3H7OH 10
Butanol C4H9OH 10

A complete or partial alternative to methanol in the synthesis of fatty acid esters can
be its homologues—ethyl, propyl, butyl alcohols, etc. [29–31]. Studies show that the use
of alcohols with a longer and branched carbon chain increases the calorific value of esters
obtained from them and improves the value of the pour point [32]. However, it is worth
considering the influence of the spatial volume of the molecule—the steric effect. Thus, an
increase in the carbon chain of an alcohol atom can slow down the reaction transesterification
or make it impossible; therefore, methyl or ethyl alcohols are most often used.

In this list, ethyl alcohol has a number of advantages that determine the choice of this
monatomic alcohol in the synthesis of liquid biofuels. Firstly, ethyl alcohol occupies the
position closest to methanol in the homologous series of monatomic alcohols. Therefore,
its reactivity will be greater than that of other similar alkylating agents—isopropanol and
isobutanol. Secondly, the MPC of ethyl alcohol is many times higher than the MPC of other
alcohols (Table 1). Thirdly, unlike others homologues obtained during the processing of
petroleum products, there is a technology for obtaining bioethanol from vegetable raw
materials [33–35].

The disadvantage of ethanol is the formation of an azeotropic mixture with water (4–6%)
with a boiling point of 78.5 ◦C. Therefore, the use of ethanol in the process of transesterification
requires a deeper drying of the alcohol, which increases the complexity of the technological
scheme. Nevertheless, due to the advantages of ethyl alcohol as an alternative to methanol,
research is currently underway in parallel with the study of the triglyceride methanolysis
transesterification of vegetable oils in the presence of ethanol [36–39].

Most studies devoted to the basic transesterification of vegetable oils recognize the
work in the optimal range of the initial components’ molar ratios. This is 6–10 moles of
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alcohol per 1 mole of oil. However, the use of such a molar ratio has an impact on the
kinetics of the reaction, since during the entire process the reaction mixture will remain in a
heterogeneous state. Initially, there will be oil and alcohol phases, and at the exit from the
process—an essential and a glycerin. In turn, this will affect the productivity and cost of
commercial products.

For example, in research papers, the basic synthesis of FAE in the range of the molar
ratios of ethanol:oil, equal to 6 ÷ 14:1, is taken from 1 to 6 h [36,37,40].

Reducing the reaction time can be achieved by reducing the volume of the reaction
mixture. In this option, the FAE synthesis can be implemented in plug-flow microreac-
tors (PRE) [39,41]. However, the use of reactors with small cross sections reduces the
plant productivity.

On the other hand, the issue can be solved by homogenizing the reaction mixture dur-
ing synthesis. As is known, the ethyl esters of fatty acids contribute to the homogenization
of the reaction mixture [42]. However, in this case, part of the desired reaction product will
be involved in the recycling of the technological scheme.

In this article, we suggest combining the above decisions and increasing the ratio
of components towards a volumetric excess of ethanol. Therefore, the reaction mixture
will be homogenized during the process. As a consequence, it will increase the rate of
the transesterification reaction and make it possible to use a bigger cross section for the
plug-flow reactor.

2. Experimental Section
2.1. Materials and Reagents

As objects of the study, two types of vegetable oil were used—refined sunflower (RSO)
and unrefined rapeseed (URO). The acid number and acidity of the oils were determined
according to ISO 660-83 “Animal and vegetable fats and oils. Determination of acid value
and acidity” by the titrimetric method.

The fatty acid composition of vegetable oil was determined according to GOST 30418-
96 “Vegetable oils. Method for determination of fatty acid content”.

Moisture content in oils was determined according to ISO 662-2019 “Animal and
vegetable fats and oils. Determination of moisture and volatile matter content”.

The results of the analysis of RSO and URO oils are presented below. (Table 2, Figure 3).

Table 2. Acidity and acid value of feedstock.

Oil Type Acid Value, mg KOH/g Oil % Acid Moisture, %Mass

Refined Sunflower Oil 3.49 1.76 0.076
Unrefined Rapeseed Oil 32.36 16.27 0.063
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To prepare biodiesel by basic catalyzed transesterification, potassium and sodium
hydroxides were used. Technical ethyl alcohol containing 5% water was used as the
reaction alcohol.

2.2. Alcohol Drying

Absolute ethanol was obtained using GOST 30418-96 “Vegetable oils. Method for
determination of fatty acid content”. The principle method consists of boiling ethanol
in the presence of CaO for 6–8 h, followed by distillation of absolute alcohol from the
mixture (Figure 4). The required amount of calcium oxide was calculated from the lime
slaking reaction:

CaO + H2O = Ca(OH)2 + Q
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Figure 4. Schematic illustration of a laboratory unit for drying alcohol: (a) suspension mixing
step; (b) absolute alcohol distillation step; 1—reflux condenser; 2—temperature probe; 3—glass
reactor with magnetic bar stirrer; 4—mantle heater; 5—ethanol-CaO suspension; 6—Wurtz’s nozzle;
7—condenser; 8—distillation receiver.

For example, for 100 mL of 95% ethanol, the following mass of calcium oxide will be
required:

mCaO = 0.28 mol ∗ 56 g/mol = 15.7 g

It is understood that increased water content in alcohol leads to the need to add a
large amount of CaO to the alcohol; consequently, a suspension would be generated. The
suspension can be overheated during the alcohol dehydration, which makes the reaction
system unstable and results in the loss of absolute ethanol. Therefore, in order to optimize
the drying process, the temperature in the reactor was lowered to 65–75 ◦C (depending on
the density of the suspension). Uniform mix was achieved with magnetic bar stirrer.

The purity of the alcohol was checked with a refractometer using the graphic depen-
dence of the optical density on the composition of the ethanol–water mixture (Figure 5).
Reactive alcohol with water content in the range of 2–9% was obtained by mixing absolute
ethanol with distilled water in a certain ratio.

2.3. Synthesis of Fatty Acid Esters (FAEs)

The synthesis of fatty acid ethyl esters was carried out at ethanol excess in a stirred
tank reactor in Auto-MATE system H.E.L (Figure 6) with a reflux condenser and a magnetic
stirrer [43–45]. The volumetric ratio of ethanol to oil was maintained at 1:1, 2:1, 3:1, 4:1
and 5:1. The amount of catalyst added to the reaction mixture ranged from 0.25 to 2.5% by
weight of the reaction alcohol. The dryness of ethanol varied from 91 to 99%.
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The transesterifications were carried out at 70 ◦C and 200–250 rpm for 2–4 h. Upon
completion of the synthesis, the upper ether phase was separated from the glycerol phase
by using a separation funnel.

In cases where a homogeneous phase was formed as a result of transesterification, it
was filtered. The ethereal phase was purified from excess alcohol by distillation, then the
glycerol phase was separated using a separating funnel.

The pilot study was divided into two blocks. Based on the theory of the transesterifi-
cation reaction, it can be said that refined oil is a higher quality type of upstream material.
That is why, in the first block basic process, conditions were determined by the example of
refined sunflower oil. Then—in the second block of the study—unrefined rapeseed oil was
used as a feedstock. In this block, the influence of unrefined oil on the parameters of the
transesterification process was investigated.

Moreover, in another series of experiments, the synthesis of FAEs from sunflower and
rapeseed oils was carried out using mixtures of absolute ethyl alcohol with water in the
range of 91–99%.

2.3.1. Refined Sunflower Oil (RSO) Transesterification—Classical Method

An amount of 10 mL of refined sunflower oil and KOH catalyst in an amount of 0.5 to
2.5% by ethanol weight were placed in a 250 mL steel reactor. Then, 10 to 40 mL of ethanol
was added to the reaction mixture and the stirring process was started. Ethyl alcohol was
not subjected to pretreatment. The water content in it was 4–5%.

The reaction mixture was heated to 70 ◦C with constant stirring at 200–250 rpm. The
mixing time was 2.5 h (Table 3). The process was stopped after the specified time. The
reactor was unloaded after complete cooling. The ether phase was analyzed for the content
of fatty acid esters by chromato-mass spectrometry.
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Table 3. FAE-RSO synthesis conditions.

No. Test Series 1 2 3 4

Temperature, ◦C 70 70 70 70

Stirring speed, rpm 200 ÷ 250 200 ÷ 250 200 ÷ 250 200 ÷ 250

Catalyst KOH NaOH KOH NaOH KOH KOH

Catalyst quantity, mass% (by weight of alcohol) 1 1 0.5 ÷ 2.5 1

Ethanol drying degree, %vol. 95 95 95 91 ÷ 99

Synthesis time, hour 2.5 0 ÷ 2.5 2.5 2.5

Val/Voil 1÷5 3 3 3

2.3.2. Crude Rapeseed Oil (URO) Transesterification—Improved Method

In the first series of tests, the FAEs of unrefined rapeseed oil were obtained by the
same method as the FAEs of refined sunflower oil. However, after observations about the
kinetics of the process, the synthesis method was subject to change in order to measure the
degree of conversion of raw materials for small periods of time.

An amount of 10 mL of unrefined rapeseed oil and KOH catalyst in an amount of 0.25
to 2.0% by ethanol weight were placed in a 250 mL steel reactor. The feedstock with the
catalyst was heated in the reactor to 80 ◦C with constant stirring at 200–250 rpm. Then,
without stopping the process, 10 to 50 mL of ethanol was added to the reaction mixture
(Table 3). The temperature of 70 ◦C was reached in the reactor in 30 s by reducing the
mantle heating.

The reaction mixture was stirred at constant temperature for 0.25–95 min. Then,
the synthesis process was stopped by rapid cooling of the reactor. The ether phase was
analyzed for the content of fatty acid esters by chromato-mass spectrometry.

The choice of starting point in the study of transesterification of rapeseed oil was
based on a priori knowledge about the effect of FFA in the composition of vegetable oils on
the process of alkaline transesterification. This is why a zero experiment was carried out
with rapeseed oil (Tables 3 and 4).

Table 4. FAE-URO synthesis conditions.

No. Test Series 0 1 2 3 4

Temperature, ◦C 70 70 70 70 70

Stirring speed, rpm 200 ÷ 250 200 ÷ 250 200 ÷ 250 200 ÷ 250 200 ÷ 250

Catalyst KOH KOH KOH KOH KOH

Catalyst quantity, mass% (by weight of alcohol) 1 1 0.25 ÷ 2 0.5 1 0.5

Ethanol drying degree, % vol. 93 91 ÷ 99 95 99 99 99

Synthesis time, hour 2.5 2.5 2.5 2.5 0 ÷ 2.5

Val/Voil 3 3 3 1 ÷ 5 3

2.4. Analysis of FAEs Composition

Fatty acid ethyl esters (FAEs) were determined using gas chromato-mass spectrometry
equipped with an RTX HP-5MS (30 m × 0.25 mm) column equipped with flame ionization
detector (FID). Helium was the carrier gas. The sample was injected at a flow rate of
0.5 mL/min. The injector temperature was 280 ◦C, and the detector temperature was
260 ◦C. The initial temperature of the oven was 120 ◦C for 2 min, increased at 5 ◦C/min to
250 ◦C, held for 10 min [46,47].

The internal standard method was used to determine the yield of the target product.
A 10 µL sample of the ether fraction was introduced into 1 mL of a solvent containing
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a known amount of an internal standard. Dodecane was used as an internal standard
(C12H26). The concentration of the target product was calculated by the (1):

CFAE =
SFAE
Sst

·Cst (1)

where CFAE and Cst—the ether and internal standard concentrations; SFAE
Sst

—the ratio of
ether peak area to internal standard peak area.

The FAEs yield was calculated as the ratio of the number of synthesized product moles
to the theoretical amount of product received at full product conversion:

γFAE =
ϑexp

ϑteor
·100% (2)

where γFAE—the product yield; ϑexp—the number of synthesized product moles; ϑteor—the
product moles received at full product conversion.

The ϑteor was calculated from the amount of raw material:

ϑteor =
ϑoil
3

(3)

2.5. FTIR Analysis of FAEs

The Fourier Transform Infrared (FTIR) spectra of FAEs were determined by using the
FTIR spectrophotometer Nicolet 6700 (Thermo Scientific, USA). The ZnSe cell was used
for this purpose. The FTIR spectrum was measured within a range of 400–4000 cm−1 with
4 cm−1 resolution.

3. Results and Discussions
3.1. Influence of the Water Content

As a result of the synthesis of rapeseed oil esters under zero experiment conditions,
the yield of the product was lower than in the transesterification of sunflower oil. The
FAE-URO yield did not exceed 24%.

The change in the yield of fatty acid esters (FAEs) could be affected by two factors: the
acidity of the vegetable oil and the drying degree of the ethanol. The use of the refined oil
with a low FFA content made it possible to eliminate the side reaction of saponification
and use ethyl alcohol with a drying degree of 95–97%, while in the zero experiment with
unrefined raw materials the ethanol of lower quality was used (93%). This conclusion
confirms the dependence of the FAE yield on the drying degree of the ethanol (Figure 7).
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The yield of the target product remains low at concentration of water in alcohol >4%.
At a water concentration of <4%, a jump in values is observed in the graph and a “plateau”
is reached. The maximum yield of FAEs is achieved by using absolute ethanol (99%). When
refined sunflower oil is used as a raw material, the jump in the yield of the target product
shifts to the left. A high yield of the target product is achieved with a content of up to 5%
water in ethanol for this type of raw material.

3.2. Influence of the Oil: Alcohol Ratio

Figure 8 shows the results of the first and third test series with refined sunflower oil
and unrefined rapeseed oil, respectively.
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We observe a linear increase in the concentration of the target product with an increase
in the oil–alcohol ratio in the reaction catalyzed by potassium hydroxide (Figure 7). This
corresponds to increases in the oil conversion degree and the yield of the target product,
respectively.

The maximum conversion of the oil is achieved with an oil:ethanol ratio of 1:3. A
further increase in proportions leads to a decrease in this value. On the one hand, this
negative effect can be attributed to a decrease in the oil concentration in the system. On the
other hand, increasing the volume of the reaction mixture requires more energy and time
to completely heat and blend the components. Another reason can be an increase in water
concentration in the system, leading to the deactivation of the catalyst.

An exponential increase in the yield of FAEs is observed in the transesterification
reaction catalyzed by 1% wt. sodium hydroxide (Figure 8b). However, the maximum oil
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conversion is beyond the selected ratio range. In this case, to achieve maximum efficiency,
more reactive alcohol is required and, consequently, the volume of the reaction mixture in
the reactor increases.

This can be explained by the lower activity of Na compared with K. Since K is in the
fourth rad of the alkali metal group of the periodic table it has one more energy level than
Na in the third row.

Thus, it can be concluded that potassium hydroxide is more effective as a catalyst in
comparison with sodium hydroxide in the example of the transesterification of refined
sunflower oil.

In the case of unrefined rapeseed oil, it can be seen that the maximum FAE yield is
achieved at a ratio of 1:2. After this point, the indicators level off (Figure 8b). In the synthesis
of FAE-URO, 99% ethanol has been used. This explains why the concentration of the target
product was not reduced by an increase in the oil–ethanol ratio, as was observed in the
synthesis of FAE-RSO. Therefore, it can be concluded that the moisture content of ethanol
has a predominant effect on the result obtained in the FAE-RSO synthesis (Figure 8a).

3.3. Influence Catalyst Concentration

We can see that the concentration of potassium hydroxide below 1% is not sufficient to
initiate the transesterification process of refined sunflower oil (Figure 9). The FAE yield at a
KOH catalyst concentration of 0.5% did not exceed 50%. There is an extreme concentration
of the target product in the reaction mixture after the synthesis of FAE-RSO in the presence
of 1% wt. KOH. A further increase in concentration results in a gradual decrease in the
FAEs’ yield. This decrease is correlated with a power function (Figure 8). This effect can be
explained by the fact that an increase in catalyst content in the system above 1% leads to the
esters’ hydrolysis in the presence of water. Potassium salts of fatty acids are the products
of this hydrolysis. The formation of potassium salts as a product of hydrolysis has been
proven to make the reaction mixture more viscous, and therefore reduce the conversion
rate [48–50].
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Figure 9. FAE-RSO yield dependence on different KOH catalyst content.

In the case of an increase in the content of FFA in the oil, the quality of alcohol has
more influence on the transesterification process. Therefore, the optimal concentration of
the potassium hydroxide would change (Figure 10). For instance, the peak of the FAEs’
yield on the graph had shifted towards a decrease in the catalyst content due to the use
of absolute ethanol. For this reason, a 0.25% KOH point was added to bring the optimum
point into the limits of the curve’s extreme values (Figure 10a). In the previous section,
we determined the effect of the oil–alcohol ratio on the FAE yield at 1% KOH catalyst. To
confirm the optimal catalyst concentration, we have built an additional curve at 0.5% KOH
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(Figure 10b). It can be seen that, for a concentration of KOH at 0.5%, the optimal ratio is 1:3.
For a concentration of 1% KOH, it is 1:2.
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Figure 10. FAE-URO yield dependence on: (a) catalyst content; (b) oil-ethanol ratio.

It took more catalyst to use ethanol without pre-drying. Moreover, the optimum point
is located below (Figure 10a). These results also confirm the negative effect of the water
content not only on the reaction balance, but on the catalyst efficiency due to its deactivation
by side saponification processes [23,24]. Therefore, less quality ethanol will require more
KOH. Increasing the KOH content beyond the optimum point leads to the yield decrease
the same way as in the sunflower oil experiment.

3.4. Process Kinetics

Since the FAEs synthesis takes place in the system of excess ethanol, this reaction can
be attributed to the pseudo-first order reaction [51]. Graphs (Figure 11a,b) show the kinetic
curves constructed for the first and second order reactions. The correlation coefficient of
the first order curve is greater than the correlation coefficient of the second order curve.
Therefore, it can be concluded about the first order of the transesterification reaction.

The KOH kinetic curve passes above the NaOH kinetic curve (Figure 11). This confirms
the fact that potassium hydroxide is a more efficient catalyst than sodium hydroxide.

The results of the FAE-URO synthesis, according to the method applied to refined
oil, are presented in Figure 12. The kinetic curve of rapeseed oil transesterification with
absolute ethanol is shown below in Figure 13.

It can be seen from the graph that the presence of water in the system strongly affects
the rate of the reaction. Thus, in the process of studying the kinetics of the zero experiment,
the FAE-URO yield remained low (Figure 12).

At the same time, the use of absolute alcohol (99%) made it possible to reach a plateau
of oscillations relative to the equilibrium line. This indicates that the concentration of the
target product has already reached its maximum in less than 15 min (Figure 13a,b).

Figure 13 shows the results of the synthesis of FAE-URO in excess of absolute ethanol
according to the optimized method. The maximum degree of the FAE-URO conversion is
already reached in the second minute of the process. Then, a plateau of values takes place.
These values fluctuate relative to the conditional equilibrium line (Figure 13a).

This result can be justified by the homogenization of the reaction mixture during
synthesis in a volumetric excess of ethanol and by the small total volume of the mixture in
the reactor (<50 mL). The improved synthesis method together with the optimal process
conditions allows us to make an assumption about the possibility of a transition from the
ideal mixing reactor model of the ideal displacement reactor.

Thus, in the paper [52], the authors compare two reactor models—oscillatory flow
reactor (OFR) and stirred tank reactor (STR). The synthesis time of the stirred tank reactor in
their work was 60 min. It is worth noting that, in paper [52], the synthesis in the stirred tank
reactor was carried out at a molar ratio of waste cooking oil to methanol of 1:6. Furthermore,
there was a large volume of reactor loading (5 L).
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Figure 13. The FAE‐URO synthesis kinetics: (a) whole period up to 2.5 h; (b) in the period less than 
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3.5. FAEs’ Composition

The IR spectra show characteristic peaks confirming the qualitative composition
similarity of the product with a mixture of fatty acid esters (Figure 14a,b). First of all, this is
a peak of stretching vibrations of the carbonyl group C=O bond, the shift of which coincides
with a narrow range for the esters of long chain fatty acids (1736–1744 cm−1) [53]. For
sunflower and rapeseed oil, this peak has a wave number of 1743 cm−1, which corresponds
to the fluctuation range characteristic of triglycerides (1744–1748 cm−1).

Moreover, characteristic of FAEs is a pair of peaks of the stretching vibrations of the
C-O bond. This most intense peak is around 1170 cm−1 (1178 cm−1 on the graph) with
a less strong band around 1245 cm−1 (1243 cm−1 peak on the graph). In contrast to the
FAEs’ IR spectrum, the characteristic peaks of the stretching vibrations of the C-O bond in
triglycerides are shifted and are located at about 1236, 1164 (more intense) and 1100 cm−1.
For sunflower oil, these peaks are 1236, 1159 and 1098 cm−1. For rapeseed oil, these peaks
are 1237, 1160 and 1096 cm−1 (Figure 14a).

In the FAEs’ IR spectrum, there is a small wide band of –O-H bond vibrations corre-
sponding to the carboxylic acid group (3500–2500 cm−1). There is also a small peak around
1560 cm−1. This peak is characteristic of vibrations of the carbonyl group in the structures
of the potassium and sodium salts of fatty acids [54]. This can indicate the presence of
water, catalyst, and soap residues in the FAEs. These impurities can be removed from the
product by washing with weak solutions of sulfuric or phosphoric acid and water [55].

GC-MS analysis made it possible to determine the qualitative composition of the result-
ing FAEs mixture (Figure 15a,b). Since the initial raw material was linoleic type oil, the ethyl
ester of linoleic acid predominates in the composition (Figure 15c). FAE-RSO contains no
ethyl esters of oleic and erucic fatty acids because of the sunflower oil composition.
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4. Conclusions

The production of ethyl ester from refined sunflower and unrefined rapeseed linoleic
type oil through the classical and optimized method of alkali-catalyzed transesterification
in volumetric excess of ethanol was investigated. In both methods, the ideal mixing reactor
model was used.

The results most significant for this study were obtained by changing the oil:ethanol
ratio. The use of volumetric ratios and absolute ethanol made it possible to reduce the
reaction time from 2.5 h to 5 min while maintaining a high degree of conversion. This
allowed us to consider the technological scheme with the use of a linear flow reactor or
perfect displacement reactor. The improved synthesis method also made it possible to fix
the conversion rate at different points of the kinetic curve by inhibiting the reaction by
abruptly cooling the reactor. With this method, it becomes possible to plot the kinetic curve
of processes occurring over short time intervals.

The materials presented serve to augment the study of the vegetable oils transes-
terification process. In the case of refined oil, despite the water content of the reaction
alcohol in the amount of 5% and the replacement of methanol with ethyl alcohol, alkaline
catalysis made it possible to achieve a high yield of the target product—75%. The optimal
synthesis conditions for refined sunflower oil were a KOH catalyst in a content equal to a
1% mass of the ethanol, a volume ratio oil:alcohol equal to 1:3, a stirring time of 2.5 h, and a
temperature of 70 ◦C.

In homogeneous alkaline catalysis, the quality of the raw materials and the reaction
alcohol has a strong influence on the balance of the reaction and, as a consequence, on
the yield of the target product. For instance, the change in the acid value of the oil due to
the change to the unrefined raw material led to a decrease in the target product yield and
higher requirements for the quality of the reactive alcohol. This conclusion was confirmed
by experimental evidence. Thus, while the sunflower oil esters yield was 75.8% for 95%
ethanol, it was only 30.1% for unrefined rapeseed oil under the same synthesis conditions.

It is optimal to use absolute ethanol for unrefined rapeseed oil. However, due to the
complexity of obtaining this alcohol drying degree, a range of concentrations of 96–99%
can be considered. In this case, more time will be needed for the synthesis process.

The use of watered alcohol also affects the amount of catalyst used in the process. The
optimum point on the graphical yield curve is shifted towards an increase in the KOH
content. These values were 0.5 and 1.5%, respectively, for the absolute and 95% ethanol.

The analysis of the component ratio effect on the target product yield confirmed the
earlier conclusion about the optimal value. The largest yield of the FAEs was obtained at
0.5% of KOH and the oil:ethanol ratio of 1:3. Therefore, the optimal synthesis conditions
for unrefined rapeseed oil were: the use of absolute ethanol (99%), oil:ethanol volume ratio
of 1:3 and the KOH catalyst content equal to 0.5% mass of ethanol.
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Further research on this topic will be devoted to the implementation of a displacement
reactor model for the optimal conditions for the synthesis of the fatty acid esters defined in
this work.

It should be noted that the question of the further purification of fatty acid esters from
excess ethanol, the glycerin phase, and the homogeneous catalyst remains relevant in this
study. It will be considered in the following works.
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TFA Triglycerides of Fatty Acids
FFA Free Fatty Acids
FAE/FAEs Fatty Acid Esters
RSO Refined Sunflower Oil
URO Unrefined Rapeseed Oil
FAE-RSO Fatty Acid Esters of Refined Sunflower Oil
FAE-URO Fatty Acid Esters of Unrefined Rapeseed Oil
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Abstract: Model compounds were used to provide some chemical boundaries for the eight-fraction
SAR-ADTM characterization method for heavy oils. It was found that the Saturates fraction consists
of linear and highly cyclic alkanes; the Aro-1 fraction consists of molecules with a single aromatic
ring; the Aro-2 fraction consists of mostly 2 and 3-ring fused aromatic molecules, the pericondensed
4-ring molecule pyrene, and molecules with 3–5 rings that are not fused; and the Aro-3 fraction
consists of 4-membered linear and catacondensed aromatics, larger pericondensed aromatics, and
large polycyclic aromatic hydrocarbons. The Resins fraction consists of mostly fused aromatic ring
systems containing polar functional groups and metallated polar vanadium oxide porphyrin com-
pounds, and the Asphaltene fraction consists of both island- and archipelago-type structures with a
broad range of molecular weight variation, aromaticity, and heteroatom contents. The behavior of the
eight SAR-ADTM fractions during hydrocracking and pyrolysis was investigated, and quantitative
relations were established. Intercriteria analysis and evaluation of SAR-ADTM data of hydrocracked
vacuum residue and sediment formation rate in commercial ebullated bed vacuum residue hydroc-
racking were performed. It showed that total asphaltene content, toluene-soluble asphaltenes, and
colloidal instability index contribute to sediment formation, while Resins and Cyclohexane-soluble
asphaltenes had no statistically meaningful relation to sediment formation for the studied range of
operation conditions.

Keywords: vacuum residue; hydrocracking; SARA composition; SAR-AD; asphaltene solubility
profile; intercriteria analysis

1. Introduction

Feedstock selection is the critical primary factor influencing most profitable petroleum
refining processes. Vacuum residue feedstock characterization is of pivotal importance
for bottom of the barrel hydrocracking upgrading processes [1–5]. The characterization
of the vacuum residues is not trivial due to their low volatility, high melting point, and
extremely complex composition. More than 95% of the molecules have never been isolated
or identified from vacuum residues and thus remain unknown [6]. The typical character-
ization of the petroleum distillates (that includes boiling point distribution and density,
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allowing prediction of some important structure parameters) is not feasible for the vacuum
residual oils due to their low volatility [7]. This has motivated researchers to devise meth-
ods to quantify similar classes of compounds using the saturates, aromatics, resins, and
asphaltenes (SARA) composition analysis [8]. These analyses have provided an effective
method to understand some aspects of bottom of the barrel upgrading processes [3,9–25].

Throughout the years, different methodologies have been developed to perform SARA
analysis [26–48]. In general, the SARA analysis methodologies applied by different re-
searchers can be divided into three main groups of chromatographic platforms: liquid
chromatography, thin layer chromatography/flame ionization detection (TLC/FID), and
high-performance liquid chromatography (HPLC) [42]. However, differences in the chro-
matographic platforms, sample preparation used for various methods can vary significantly,
and methodologies can vary by utilizing different sorbent and solvent phases. With re-
spect to sample preparation, some methods perform the asphaltene separation prior to
chromatographing the maltenes (SAR fractions). This is generally favored since a signifi-
cant portion of asphaltenes become irreversibly adsorbed to the sorbent phase, which can
change the sorbent’s activity. As an added layer of complexity, there are various solvents
that can be used to precipitate asphaltenes, which will affect the quantity of resins and
asphaltenes. In general, smaller alkyl chain solvents precipitate more asphaltenes than
longer alkyl chain solvents, e.g., pentane vs. heptane, and branched lower solubility param-
eter solvents like isooctane can precipitate more asphaltenes relative to more linear alkane
isomers. Other methods allow for in situ analysis for quantification of the SAR fractions
and asphaltenes for the whole residue. Aside from sample preparation, the other dominant
factor that affects the SAR separation is the sorbent and solvent systems used to perform
the chromatography. Different sorbent and solvent combinations affect the cut points and
overlap in molecular species during chromatography. As a result, data obtained from
the same samples in different laboratories that employ different SARA techniques can be
extremely variable, making it extremely difficult to draw universal conclusions from SARA
data from different laboratories [41,49]. Nevertheless, the SARA techniques do provide a
relatively complete characterization compared to individual molecular identification of
the vacuum residue and are useful for characterizing feedstocks for bottom of the barrel
upgrading processes [3,19,24,25].

For more sophisticated SARA separations, Liang et al. [27] proposed an eight group-
fraction separation method that further separated aromatics and resins into light, middle,
and heavy fractions, respectively [27]. Zhang et al. [23] employed the eight group-fraction
SARA separation method to investigate the coking tendency of the eight group-fractions of
Iranian vacuum residue. Che et al. [24] employed the eight group-fraction SARA separation
method to investigate the pyrolysis behaviors and kinetics of the eight group-fractions,
showing that each fraction has individual cracking pathways, which are determined by the
chemical nature of the constituents. Zhang et al. [25] investigated the millisecond pyrolysis
behavior of the eight group-fractions of Changqing vacuum residue. Their results showed
that the eight group-fractions from saturate to asphaltene showed different compositions
and structures, which provided valuable, more in-depth information for understanding
the structure of heavy oil. Due to this difference in composition and structure, the eight
group-fractions showed different cracking behaviors [25]. Within the portfolio of more
advanced separations is the Western Research Institute-developed SAR-ADTM separation
method [39,40]. In the SAR-AD separation, five distinct maltene fractions (Saturates,
Aromatics (Aro-1, Aro-2, Aro-3), and Resins) are obtained by chromatography, and three
different asphaltene subfractions are obtained by solubility using three different solvents
of increasing solvent power: cyclohexane, toluene, and dichloromethane:methanol (98:2
vol:vol) [50,51]. For simplicity, the cyclohexane-soluble asphaltenes are denoted as CyC6
and the dichloromethane-soluble asphaltenes are denoted CH2Cl2. The separation uses an
evaporative light scattering detector (ELSD), which provides data similar to gravimetric
weight percent, and a variable wavelength detector that measures the concentration of
brown colored molecules that absorb light at 500 nm. The Asphaltene Determinator (AD)
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portion of the separation was initially developed with U.S. Department of Energy and
petroleum industry partner funding to quantify and monitor pyrolysis tolerance and
coking onsets of heavy oils and bitumen. It was observed that as bitumen undergoes
pyrolysis/cracking/visbreaking (thermal bond breaking), the free solvent volume of the
asphaltenes decreases. The free solvent volume was found to be directly related to the
amount of CyC6 asphaltenes [52], which systematically decreased with pyrolysis severity.
As the CyC6 asphaltenes decrease, the more polar/less soluble pre-coke CH2Cl2 asphaltenes
increase. By taking a ratio of these two asphaltene subfractions, a robust Coking Index
was developed that is highly sensitive to the pyrolysis history and can predict the onset
of coke particle formation [51]. For most bitumen, the Coking Index is between 3 and 16.
For visbroken and hydrocracked materials, the Coking Index falls below 3 and can become
significantly lower depending upon the severity of the conversion.

In recent studies, we investigated the ebullated bed vacuum residue hydrocracking
performance employing the more traditional four-fraction SARA method for feed and
hydrocracked vacuum residue characterization [53]. No reports were found in the litera-
ture studying ebullated bed vacuum residue hydrocracking performance with feed and
hydrocracked vacuum residue characterization by the eight group SARA fractionation
methods. Therefore, SAR-AD characterization of different straight-run vacuum residues
derived from extra-light, light, medium, heavy, and extra-heavy crude oils from all over
the world is included, including hydrocracked vacuum residues obtained at the conversion
range of 55–91%. Nineteen individual vacuum residues derived from crude oils from
Russia, Saudi Arabia, Iraq, Libya, Tunisia, Kazakhstan, Greece, Italy, Venezuela, Azerbaijan,
and Albania, six blended vacuum residues available as feeds for processing in a commercial
ebullated bed vacuum residue hydrocracker, and nine hydrocracked vacuum residues were
characterized for this work.

The aim of this work is to study the eight SAR-AD fractions during hydrocracking
of different vacuum residues and to establish a model for the quantitative relationship
between the feedstock SAR-AD fraction contents and other common feed characterization
data with relation to the performance of a commercial ebullated bed vacuum residue
hydrocracker. A chemical understanding of the types of molecules that report to the
various SAR-AD fractions, using various model compounds, helped to explain some of the
trends and relationships for the feeds and products.

2. Materials and Methods

The properties of the nineteen studied crude oils and derived vacuum residues were
characterized for their bulk density (ASTM D 4052), sulfur content (ASTM D 4294), Con-
radson carbon content (ASTM D 189), and vacuum residue SARA composition, performed
according to the methodology developed in the LUKOIL Neftohim Burgas (LNB) Research
Laboratory [36]. These data are summarized in Table 1. The data in Table 1 also includes
the content of the vacuum residue fraction of the studied crude oils, determined by the
use of a true boiling point (TBP) apparatus operating under the requirements of ASTM
D 2892 for the atmospheric part and ASTM D 5236 for the vacuum part. The T50% of the
crude oils was determined by the use of high temperature simulated distillation (HTSD) in
accordance with the ASTM D 7169 standard.

The determination of softening point, T50% of the VRs, VR molecular weight, and
viscosity of blends of the 19 studied vacuum residues (VR) with fluid catalytic cracking
heavy cycle oil at a ratio of 70% VR/30% FCC HCO is described in our other recent
research [54].

This investigation was performed at the commercial LNB H-Oil vacuum residue
hydrocracker. A process diagram of the LNB H-Oil unit and the operating conditions
employed at the LNB H-Oil hydrocracker are presented in our earlier studies [53,55,56].
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The SAR-AD method was performed according to the literature [39,40]. The dual-
detector SAR-AD chromatograms obtained for a Lloydminster vacuum residue are shown
in Figure 1.

Processes 2023, 11, x FOR PEER REVIEW 5 of 39 
 

 

The determination of softening point, T50% of the VRs, VR molecular weight, and 

viscosity of blends of the 19 studied vacuum residues (VR) with fluid catalytic cracking 

heavy cycle oil at a ratio of 70% VR/30% FCC HCO is described in our other recent re-

search [54]. 

This investigation was performed at the commercial LNB H-Oil vacuum residue hy-

drocracker. A process diagram of the LNB H-Oil unit and the operating conditions em-

ployed at the LNB H-Oil hydrocracker are presented in our earlier studies [53,55,56]. 

The SAR-AD method was performed according to the literature [39,40]. The dual-

detector SAR-AD chromatograms obtained for a Lloydminster vacuum residue are shown 

in Figure 1. 

 

Figure 1. SAR-AD separation profiles for a Lloydminster vacuum residue. Asphaltene 1 = CyC6, 

asphaltene 2 = Toluene, and Asphaltene 3 = CH2Cl2. (The different colors designate Saturates—blue; 

Asphaltenes—black; Aromatics—green; Resins—red.) 

The top chromatogram in Figure 1 is obtained using an evaporative light scattering 

detector, which gives an approximate weight percent as long as molecules are heavy 

enough to remain during the solvent evaporation process. The bottom chromatogram is 

collected using a variable wavelength or diode array detector set at 500 nm to give the 

concentration of brown colored material in the sample. The SAR-AD instrument contains 

both detectors, with the 500 nm detector configured immediately before the ELSD. 

The Saturates fraction elutes first in the separation as non-adsorbed molecules flow-

ing through four analytical columns. These molecules include fully saturated alkyl mole-

cules, including cyclic (naphthenic) hydrocarbon molecules. It is the most hydrogen-rich 

non-polar fraction in the bitumen chemistry spectrum. The Aro-1 fraction contains hydro-

carbons with a single isolated aromatic ring with significant amounts of alkyl side chain 

branching, which may also contain cyclic moieties. Molecules in this fraction are a bit more 

polar in the solubility/polarity spectrum than those in the Saturates fraction. The Aro-2 

Figure 1. SAR-AD separation profiles for a Lloydminster vacuum residue. Asphaltene 1 = CyC6,
asphaltene 2 = Toluene, and Asphaltene 3 = CH2Cl2. (The different colors designate Saturates—blue;
Asphaltenes—black; Aromatics—green; Resins—red.)

The top chromatogram in Figure 1 is obtained using an evaporative light scattering
detector, which gives an approximate weight percent as long as molecules are heavy enough
to remain during the solvent evaporation process. The bottom chromatogram is collected
using a variable wavelength or diode array detector set at 500 nm to give the concentration
of brown colored material in the sample. The SAR-AD instrument contains both detectors,
with the 500 nm detector configured immediately before the ELSD.

The Saturates fraction elutes first in the separation as non-adsorbed molecules flowing
through four analytical columns. These molecules include fully saturated alkyl molecules,
including cyclic (naphthenic) hydrocarbon molecules. It is the most hydrogen-rich non-
polar fraction in the bitumen chemistry spectrum. The Aro-1 fraction contains hydrocarbons
with a single isolated aromatic ring with significant amounts of alkyl side chain branching,
which may also contain cyclic moieties. Molecules in this fraction are a bit more polar in
the solubility/polarity spectrum than those in the Saturates fraction. The Aro-2 fraction
generally contains two–three aromatic rings, 4 or 5 ring molecules, and a limited amount
of cyclic heteroatom-containing compounds (sulfur, nitrogen, and oxygen). Aro-3 con-
tains primarily molecules with four or more aromatic rings and has increased heteroatom
contents, which can consist of heterocyclic N-H, aromatic acyl, NH2, and aliphatic O-H

207



Processes 2023, 11, 1220

species. The Resins fraction consists of increasingly polar molecules, mainly attributed
to polar heteroatom functional groups and fused aromatic ring systems. Resins are the
most polar fraction of the maltenes. The CyC6 asphaltenes consist of alkyl-substituted
multi-aromatic core compounds with heteroatoms. Toluene asphaltenes are more polar due
to either increased heteroatom polarity, number of heteroatoms, ability to aggregate more
efficiently, and/or increased aromaticity. Finally, the CH2Cl2 asphaltenes are the most polar
of the bitumen fractions, consisting of either the greatest amount of polar functional groups
containing highly polar functional groups and/or the least amount of alkyl side chains.
During pyrolysis, increasing amounts of CH2Cl2 asphaltenes are produced from other
molecules and preclude the onset of coke formation, so in this case, they may be considered
as highly aromatic pre-coke molecules. CH2Cl2 asphaltenes can be chemically different
depending on their isolation method (e.g., from emulsion interfaces or from extrography)
or petroleum treatment method (e.g., asphaltenes produced upon oxidation of petroleum
have a higher amount of oxygen functional groups) from CH2Cl2 asphaltenes produced
upon pyrolysis.

Model compounds were evaluated to establish some chemical boundaries for the SAR-
AD bitumen fractions. Model compounds were purchased from Sigma-Aldrich St. Louis,
Missouri, USA or TCI Chemicals, Portland, OR, USA and 1,3-bis-(1-pyrene) propane was
purchased from Setareh Biotech, Eugene, OR, USA. For the volatile model compounds,
which are not significantly detected in the ELSD and do not absorb at 500 nm, a diode
array detector set to 290 nm was used. This allowed for the detection of molecules with at
least two fused aromatic rings with virtually no overlap from toluene, which is the mobile
phase used to elute two of the fractions. Absorbance at 290 nm was utilized to detect naph-
thalene; 2,6-diethylnaphthalene; 2,6-diisopropylnaphthalene; 2,6-ditertbutylnaphthalene;
acenaphthylene; phenanthrene; 9,10-dihydrophenanthrene; binaphthalene; and indole.
Model compound sample solutions were prepared at 2 percent wt/vol in chlorobenzene for
injection. All solvents used were HPLC-grade. ELSD or 290 nm data were blank subtracted,
and the areas were integrated according to the elution times used to define the fractions, as
shown in Figure 1.

A quality control Lloydminster vacuum residue was used at the beginning and end
of every sample sequence, and quality control was run after every 5 samples in sample
sequences greater than 6 samples to ensure the quality of the separation. The standard
deviation for the various fractions of the QC over the course of 10 days was 0.35 for
Saturates, 0.50 for Aro-1, 0.69 for Aro-2, 0.90 for Aro-3, 0.58 for Resins, 0.28 for CyC6
asphaltenes, 0.18 for Toluene asphaltenes, and 0.10 for CH2Cl2 asphaltenes.

Reference petroleum porphyrins were isolated from a Peace River bitumen by extract-
ing with acetonitrile and removing the solvent under rotary evaporation. The extracts were
then dissolved in heptane and separated chromatographically on activated Davisil 646
grade silica gel (Sigma Aldrich) using toluene as the eluent. The major porphyrin fraction
was eluted as a bright red band. The porphyrin signature was determined using UV-Visible
spectroscopy, which showed a strong Soret band at 410 nm and Q bands between 500 and
600 nm [57]. Figure 2 shows the elution of the porphyrins, the porphyrins after solvent
removal, and the UV-Visible spectrum. Several useful metrics can be calculated from the
SAR-AD fractions. The ratio between the CyC6 and CH2Cl2 asphaltenes is a sensitive
indicator for pyrolysis severity and is referred to as the Coking Index. It shows the buildup
of the least-soluble asphaltenes (the most problematic asphaltenes) relative to the most-
soluble asphaltenes and is directly related to how close the residue is to forming coke
particles [50,51]. The initial motivation to separate and quantify CyC6 asphaltenes was
to approximate the free solvent volume relative to the total asphaltenes. The free solvent
volume represents how much cracking the residue can undergo before forming coke [52,58].
Another useful metric for refinement is the colloidal instability index (CII). This is the ratio
of the incompatible phases (Saturates + Aro-1 and Total Asphaltenes [CyC6 + Toluene +
CH2Cl2]) to the dissolving/dispersing phase (Aro-2 + Aro-3 + Resins) [38].
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Figure 2. Porphyrins were extracted from Peace River bitumen using column chromatography (left),
which was dried to give a red-colored porphyrin fraction (upper right). This material was analyzed
by UV-Visible spectroscopy, which shows the presence of a strong Soret band at 410 nm, confirming
the presence of porphyrins. Bands above 500 nm are associated porphyrin Q bands.

For this work, a modification of the CII (MCII) was used because it takes into consider-
ation that the most soluble CyC6 asphaltenes may be removed from the numerator and
placed in the denominator along with the dispersing phase. This is justified because the
CyC6 asphaltenes are consumed during pyrolysis at a similar rate as the Resins fraction, and
their association with the free solvent volume indicates that they may be treated separately
from the asphaltene nanoaggregate phase. A Maltenes Index (MI) can be calculated to
estimate the solvent power of the maltenes phase by omitting the asphaltenes from the CII.
Equations for the Coking Index, CII, MCII, and MI are given in Equations (1)–(4):

Coking Index =
CyC6

CH2Cl2
(1)

where:
CyC6—Cyclohexane asphaltenes;
CH2Cl2—Dichloromethane asphaltenes.

CII =
(Sat + Aro 1 + Total Asphaltenes)

(Aro 2 + Aro 3 + Resins)
(2)

where:
CII—colloidal instability index;
Sat—saturated;
Aro-1, Aro-2, and Aro-3—Aromatic fractions 1, 2, and 3.

MCII =
(Sat + Aro 1 + Toluene + CH2Cl2)
(Aro 2 + Aro 3 + Resins + CyC6)

(3)

where:
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MCII—Modified colloidal instability index.

MI =
(Sat + Aro 1)

(Aro 2 + Aro 3 + Resins)
(4)

where:
MI—Maltenes Index.
Changes in SAR-AD fractions as a function of non-catalytic thermal cracking severity

were determined by pyrolyzing heavy oil in sealed tubing reactors. Heavy oil (25 g) was
loaded into 52 mL capacity Swagelok tubing reactors assembled from 1” stainless steel
pipe and 1” VCR weld glands, caps, and gaskets. Reactors were charged with heavy oil
(Canadian from Lloydminster or Peace River) and purged with nitrogen. Reactors were
sealed and placed in a preheated fluidized sand bath at 400 ◦C. Pyrolysis was performed
under autogenous pressure. Reactors were submerged in the sand bath for a predetermined
time and then removed and placed in front of a fan to air cool the reactors so that they were
at ambient temperature within 15 min.

Longer reaction times for pyrolysis reactions using FCC slurry oil were performed
in a 100 mL high-temperature, high-pressure Series 4590 Micro Reactor system from Parr
Instruments Company. The reactor was charged with oil and purged with nitrogen by
cycling three times with 300 psi of nitrogen. After the final purge, the reactor was filled with
300 psi of nitrogen. The oil was heated to 430 ◦C with maximum stirring under autogenous
pressure for various residence times. The reaction was cooled to ambient temperature, and
the pressure was released. The contents were vacuum distilled to an atmospheric cut point
of 240 ◦C.

A pseudo-delayed coker reaction was performed using a custom 1” stainless steel
tubing reactor assembled with Swagelok fittings. The apparatus used a heated nitrogen
purge flowing from the bottom of the vertical reactor through a backpressure regulator
set to 15 psi, an ambient temperature knockout trap, and finally through two cold traps.
The first cold trap was maintained at 0 ◦C using an ice water bath, and the second trap
was maintained at −90 ◦C using a dry ice/toluene slurry. Lloydminster C7 asphaltenes
(20 g) were placed in the reactor, which was flushed with nitrogen and maintained with a
nitrogen flow of 50 mL/min. The reactor was placed in a preheated fluidized sand bath set
to 500 ◦C for 120 min. The coke yield was 45 wt.%, the amount of condensable liquids was
41 wt.%, and the gas was 14 wt.%.

3. Results
3.1. SAR-AD Model Compound Study

To add a chemical meaning to some of the observed processing or behavior phenomena,
it is useful to know what kinds of molecules report to the various SAR-AD fractions and
obtain some information on the boundaries for those fractions.

From the SAR-AD ELSD chromatogram shown in Figure 1, the first peak (Saturates)
is material that ultimately elutes unadsorbed through the silica gel stationary phase with
n-heptane as the mobile phase. This material has the weakest interaction with the highly
active silica sorbent. This is consistent with saturated hydrocarbons and traditional SARA-
type separations. This fraction contains saturated hydrocarbons such as the model com-
pound n-C22, polywax, and natural waxes from crude oils isolated using MEK at −34 ◦C.
For saturated hydrocarbon model compounds, two extremes in structure are abundant in
natural hydrocarbons: linear n-alkanes and highly cyclic alkanes. Highly cyclic alkanes
are also known as naphthenes or naphthenic hydrocarbons. The elution of highly cyclic
alkanes within the saturates fraction was verified by using 5-α-cholestane (Figure 3) as a
model compound.
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Figure 3. Molecular structure of 5-α-cholestane which reports to the Saturates fraction. Stereochem-
istry is omitted for clarity.

Shortly after the elution of the Saturates fraction, a second fraction elutes. In most cases,
this fraction is not completely chromatographically baseline-resolved from the Saturates
fraction. These two closely eluting sets of molecule types are similar except that the
material that elutes in the second peak has a stronger interaction with the silica sorbent in
the presence of heptane. The enhanced interaction is attributed to the presence of a single
aromatic ring, which was confirmed by setting the diode array detector to 180 nm and
observing that the Saturates fraction showed no adsorption at this wavelength but that
the second peak had a high concentration of molecules that indeed showed absorbance at
this wavelength. Using dodecylbenzene (Figure 4) as the model compound, single-ring
aromatic compound elution was verified in the second SAR-AD peak. Due to the detection
of primarily 1-ring aromatics, this second eluting fraction is termed Aro-1.
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Figure 4. Molecular structure of dodecylbenzene, which reports to the Aro-1 fraction.

In order for single aromatic molecules to be detected in the ELSD, they must be heavily
substituted with aliphatic side chains or contain naphthenic structures so that they have a
sufficient molecular weight and are not evaporated with the solvent and thus not detected
(for example, n-C20 is not detected in the ELSD but n-C22 is detected). This high degree
of substitution causes steric hindrance around the aromatic unit, which prevents it from
having a high degree of interaction with the silica gel adsorption sites. This is why this
fraction is not completely resolved from the Saturates fraction. Evidence for steric hindrance
effects on elution is shown later for the model compounds used for the Aro-2 fraction.

To elute the Aro-2 material, which had previously adsorbed onto the highly active
silica gel stationary phase using n-heptane, the mobile phase is switched to toluene. From
the model compound evaluated, this fraction was found to contain mostly 2 and 3-ring
fused aromatic molecules, the pericondensed 4-ring molecule pyrene, and molecules with
3–5 rings that are not fused, such as o-terphenyl; binaphthyl; and 9,10-diphenylanthracene.
Figure 5 shows various aromatic molecules that were eluted in the Aro-2 fraction. From the
model compounds shown in Figure 5, it is clear that the presence of small pendent alkyl
groups (methyl or ethyl) or naphthenic cyclic structuring (1,2,3,6,7,8-hexahydropyrene)
does not significantly affect the elution characteristics of these compounds. It should be
noted that most of these exact model compounds do not occur at significant levels in
unprocessed petroleum. Instead, most petroleum molecules will contain these aromatic
core structures that are substituted with various alkyl groups.
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Figure 5. Aromatic model compound molecules that elute in the Aro-2 fraction.

To probe the effect of steric hindrance on elution behavior, naphthalene molecules
substituted with alkyl groups of varying steric sizes were analyzed by the SAR-AD. In-
creasing steric hindrance around the aromatic π-electrons is expected to reduce their
interaction with the silica gel sorbent. The model compounds chosen for this study had
steric hindrance increasing in the following order: naphthalene; 2,9-diethylnaphthalene;
2,9-diisopropylnaphthalene; and 2,9-ditertbutylnaphthalene (Tolman cone angle for:
ethyl = 132◦, isopropyl = 160◦, and t-butyl = 182◦ [53]). SAR-AD analysis of these com-
pounds showed that the addition of two ethyl groups provided slight steric bulk to repel
the naphthalene core from the sorbent surface, so that about 94% of the compound eluted
in Aro-2 (with 6% eluting in Aro-1). The addition of two isopropyl groups significantly
altered the elution of the parent naphthalene compound, so that approximately 75% eluted
with the Aro-2 fraction. Increasing the steric bulk further by adding the tertbutyl groups
slightly affected the elution relative to the isopropyl groups, with 72% eluting with Aro-2.
Due to the lack of readily available higher substituted naphthalene compounds, it was
not possible to determine the effect of additional isopropyl and tertbutyl groups on the
elution behavior of the naphthalene core, but with this limited set of molecules, the trend
of steric bulk effects in Aro-1/Aro-2 distribution is evident. Figure 6 shows the molecular
structure of the naphthalene model compounds and a visualization of the steric bulk due
to the various 2,9-alkyl substituents.
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Figure 6. Molecular structures of naphthalene and naphthalene with various 2,9-alkyl substituents
and increasing steric bulk. Illustrative steric volumes of pendent alkyl groups are shown in a shaded
area. Shaded areas are not to scale. Tolman cone angles are: ethyl = 132◦, isopropyl = 160◦, and
t-butyl = 182◦ [59].

In common SARA separations, a small number of heteroatoms also begin to appear in
the aromatic fraction. Therefore, it was of interest to determine which types of heteroatom
functional groups may elute in the Aro-2 fraction. It is not expected that highly polar
functional groups such as esters, phenols, carboxylic, thiol, or amines would appear in
the aromatics fraction. However, depending on the structure, stearic bulk, and electron
distributions, less polar groups such as esters and thioethers (or sulfides) may be expected.
Figure 7 shows model compounds containing low-polarity oxygen, sulfur, and nitrogen
groups that were also found to elute in the Aro-2 fraction.
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After elution of the Aro-2 material, a significant amount of material remains adsorbed
on the glass beads and aminopropyl silica columns used in the separation. These two
chromatography columns, working in tandem, are the stationary phases used for the
elution of the Aro-3 and Resins fractions. Some molecules in the Aro-3 fraction absorb light
at 500 nm, indicating a small concentration of molecules with larger aromatic chromophores
and/or potentially the presence of low-polarity (sulfide, ether, thiophene, pyrrole, and
carbazole) heteroatoms. For the non-heteroatom-containing aromatic molecules where all
the rings are fused, the 4-membered linear and catacondensed aromatic model compounds
elute with this fraction, as do large polycyclic aromatic hydrocarbons (PAHs) like coronene
(with seven fused rings). Substitution of some of these PAHs by one or two methyl groups
did not affect the elution relative to the parent PAH core. Figure 8 shows the molecular
structure of molecules that eluted with the Aro-3 fraction.
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From the model compounds that eluted in the Aro-2 fractions, there were some com-
pounds with additional carbon-carbon bonds (Figure 5) between phenyl or other fused
ring units (Car-Car) that did not alter the elution characteristics of the largest fused ring
subunits (9,10-diphenylanthracene and binaphthyl, respectively). It is expected that the
addition of additional phenyl groups to other larger fused ring systems would impact the
chromatographic cut point between Aro-2 and Aro-3. It was of interest to probe this further
since recent work on scanning tunneling microscopy coupled with atomic force microscopy
(STM-AFM) has shown that archipelago types of aromatic structures are present in as-
phaltenes [60]. The archipelago type of asphaltenes identified by STM-AFM do not show
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aromatic groups linked by alkyl groups, which was often depicted for archipelago asphal-
tene structures in early work. Rather, AFM studies generally show direct Car-Car bonds
linking different aromatic groups to represent archipelago-type molecules. Model com-
pounds analyzed by the non-contact AFM (nc-AFM) method show that aromatic groups
connected by long aliphatic linkers are readily detectable and stable with respect to the
method, so if they are present in significant amounts they should be readily detected [61].
It should be noted that outside of FCC pitch pyrolysis products [61], to date there has
not been evidence for asphaltenes containing significant aliphatic linkages between differ-
ent aromatic groups, which is why most of the selected model compounds in this work
contain aromatic molecules with pendant phenyl or other fused ring groups. For the
SAR-AD separation, adding phenyl groups to anthracene did not change its elution from
Aro-2, but joining two anthracene molecules together or adding naphthalene to anthracene
did increase its interaction with the sorbents, causing it to elute in the Aro-3 fraction.
Additionally, large aromatic molecules such as 9,9′,10,10′-tetraphenyl-2,2′-bianthracene
(MW = 658.84 Daltons), which has a molecular weight similar to asphaltenes, elute exclu-
sively in the Aro-3 fraction. From the non-heteroatom containing aromatic molecules used
in this study, no size limit from readily available model compounds was reached, which
caused the molecule to elute to more polar fractions, even when using the dye molecule
DPB, which has a molecular weight of 804.97 Daltons. However, this does not preclude that
other larger, less-soluble, non-heteroatom-containing aromatics, with distinctly different
geometries or other combinations of alkyl and aryl substitutions, would prevent these
from reporting to the Resins or Asphaltene fractions. It should be noted that substantially
larger non-heteroatom aromatics have been identified in asphaltene fractions by nc-AFM55.
Figure 9 shows the archipelago-type of model aromatics that eluted with the Aro 3 fraction.
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bridging Car-Car linkages, with the smaller aromatic cores consisting of three fused aromatic rings
(top row) and those with four or more fused aromatic rings (bottom row).

215



Processes 2023, 11, 1220

As mentioned, nc-AFM work on petroleum pitch (M-50, produced through thermal
conversion of FCC decant oil to form larger aromatic units for mesophase production
and carbon materials) has shown evidence of a minor fraction of molecules with aliphatic
carbon-carbon bonds (Cal-Cal) groups joining aromatic units [62,63]. To study the effect of
aliphatic linkages between aromatic units, a model compound with two pyrene groups
linked together by a propyl group was analyzed by the SAR-AD. This molecule was shown
to elute in the Aro-3 fraction (Figure 10), whereas the single aromatic units that are not
linked show up in the Aro-2 fraction. The addition of moderately polar functional groups
to small aromatic systems, such as pyrrolic, thiazine, or non-aromatic ring ether, can also
cause these molecules to report to the Aro-3 fraction. Figure 11 shows model compounds
that eluted in the Aro-3 fraction that would have otherwise eluted in the Aro-2 fraction
without their functional groups (it was ambiguous for indene if it would have eluted in the
Aro-1 or Aro-2 fraction because it was not able to be detected by ELSD or by absorbance at
290 nm).
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Figure 10. Aromatic molecules with bridging Cal-Cal linkages 1,3-di-(1pyrenyl) propane, which is
linked by an aliphatic propyl group. This molecule eluted in the Aro-3 fraction.
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Figure 11. Examples of aromatic molecules that eluted to the Aro-3 fraction that would have otherwise
eluted in the Aro-2 fraction if the heteroatoms were replaced by carbon atoms. (The green color
designates sulfur atom, the blue color—NH group, and the red color—oxygen atom).

Other functional groups, like carbazole, can cause non-heteroatom parent PAHs that
report to Aro-3 to partially elute into the subsequent Resins fraction. For example, tetracene
elutes exclusively with the Aro-3 fraction. However, by replacing the aromatic unit with a
pyrrolic group, such as in 11H-benzo[a]carbazole, the molecule begins to partition into the
Resins fraction (15%). By adding another aromatic unit and also changing the geometry of
the molecule from a linear to a “U” shape (7H-dibenzo[c,g] carbazole), a greater net dipole
is present, and the pyrrolic molecule contributes even more in the Resins fraction (30%).
Figure 12 shows the molecular structures for 11H-benzo[a]carbazole and 7H-dibenzo[c,g]
carbazole. In general, the slight shift to the Resins fraction due to the pyrrolic functional
groups is not as significant as for other functional groups.
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Figure 12. Molecular structures for pyrrolics containing 11H-benzo[a]carbazole and 7H-dibenzo[c,g]
carbazole. These molecules belong mostly to the Aro-3 fraction and partially to the Resins fraction.
(The blue color indicates the NH group).

More polar ketone and acyl groups connected to Aro-2 parent molecules (like an-
thracene or pyrene) cause these molecules to report heavily to the Aro-3 fraction with only
minor partitioning into the Resins fraction (~<10%). Similar elution patterns were observed
with the addition of the amino group in 1-aminopyrene. However, this observation may
be more related to the interaction of the amine functional groups with the aminopropyl
silica sorbent. Figure 13 shows some examples of model molecules that report mostly to
the Aro-3 fraction but would otherwise report to the Aro-2 fraction in the absence of the
functional groups.
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Figure 13. Examples of aromatic molecules that eluted to the Aro-3 fraction that would have otherwise
eluted in the Aro-2 fraction if the heteroatoms were replaced by hydrogen atoms. (The red color
indicates oxygen atom, and the blue color—the NH2 group).

Hydroxyl groups are significantly more polar than ketone and acyl groups, and they
can participate in strong intermolecular hydrogen-bonding interactions. By placing a
hydroxyl group on a highly saturated hydrocarbon, it causes the molecule to report to the
Aro-3 fraction with some elution into the Resins fraction (about 10%). This is the case with
beta-sitosterol (Figure 14).

Processes 2023, 11, x FOR PEER REVIEW 15 of 39 
 

 

 

Figure 12. Molecular structures for pyrrolics containing 11H-benzo[a]carbazole and 7H-

dibenzo[c,g] carbazole. These molecules belong mostly to the Aro-3 fraction and partially to the 

Resins fraction. (The blue color indicates the NH group.) 

More polar ketone and acyl groups connected to Aro-2 parent molecules (like anthra-

cene or pyrene) cause these molecules to report heavily to the Aro-3 fraction with only 

minor partitioning into the Resins fraction (~<10%). Similar elution patterns were ob-

served with the addition of the amino group in 1-aminopyrene. However, this observation 

may be more related to the interaction of the amine functional groups with the aminopro-

pyl silica sorbent. Figure 13 shows some examples of model molecules that report mostly 

to the Aro-3 fraction but would otherwise report to the Aro-2 fraction in the absence of the 

functional groups. 

 

Figure 13. Examples of aromatic molecules that eluted to the Aro-3 fraction that would have other-

wise eluted in the Aro-2 fraction if the heteroatoms were replaced by hydrogen atoms. (The red 

color indicates oxygen atom, and the blue color—the NH2 group.) 

Hydroxyl groups are significantly more polar than ketone and acyl groups, and they 

can participate in strong intermolecular hydrogen-bonding interactions. By placing a hy-

droxyl group on a highly saturated hydrocarbon, it causes the molecule to report to the 

Aro-3 fraction with some elution into the Resins fraction (about 10%). This is the case with 

beta-sitosterol (Figure 14). 

 

Figure 14. The molecular structure of beta-sitosterol has been attributed mainly to the Aro-3 fraction 

(~90%) due to the presence of the hydroxyl group. Stereochemistry is omitted for clarity. (The read 

color indicates OH group.) 

Figure 14. The molecular structure of beta-sitosterol has been attributed mainly to the Aro-3 fraction
(~90%) due to the presence of the hydroxyl group. Stereochemistry is omitted for clarity. (The red
color indicates OH group).
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Phenolic groups are more acidic than aliphatic hydroxyl groups and are expected to
produce stronger intermolecular hydrogen bonding. In 4-nonylphenol and 4-dodecylphenol,
the phenolic groups and aromatic rings cause these molecules to report exclusively to the
Resins fraction. Without the phenolic OH groups, these molecules would normally re-
port to the Aro-1 fraction. Likewise, phenolic groups on anthracene and pyrene cause
these molecules to report to the Resins fraction, whereas without the phenolic groups, the
parent fused-ring aromatic molecules would report to the Aro-2 fraction. The addition
of a less acidic methanolic (CH2-OH) functional group on fused-ring aromatics, such as
9-anthracenemethanol, also caused the compound to report to the Resins fraction. Other
polar functional groups can significantly change the elution of Aro-2 parent fused-ring
molecules to report to the Resins fraction. For instance, having two pyridinic nitrogen
atoms, as in 1,10′-phenanthroline, allows for a strong chelating effect of the nitrogen groups
at active sorbent sites, also causing this molecule to report to the Resins fraction. It is
likely that nitrogen substitution at other positions may not have such a strong effect since
they would not lend themselves to the chelating effect; for instance, the single nitrogen
in phenanthradine still caused the molecule to report to the Aro-2 fraction (Figure 7), like
its non-nitrogen-containing analogue phenanthrene. Figure 15 shows various model com-
pound molecules that eluted in the Resins fraction that would otherwise report to less polar
aromatic fractions in the absence of their heteroatoms.
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Figure 15. Molecular structures of model compounds that eluted to the Resins fraction. For simplicity,
a single isomeric structure for nonylphenol is shown. (The red color indicates OH group, while the
blue color designates nitrogen atom).

As shown in Figure 1 and as mentioned previously, elution of asphaltenes occurs in
SAR-AD after Aro-1, but will be discussed at this time to preserve continuity of the bitumen
solubility/polarity spectrum discussion. Finding reasonable model compounds that report
to the three SAR-AD asphaltene subfractions is not trivial. Interestingly, addition of phenyl
groups to 1,10-phenathroline, as is the case with bathophenanthroline (Figure 16), caused
this compound to elute between the Toluene asphaltenes and the Resins fraction. The split
between the two fractions was around 1:1. It should be noted that the SAR-AD separation
was not optimized to separate discrete pure compounds but rather to provide a generic and
highly repeatable cut point for the separation of complex mixtures of thousands of different
compounds. Therefore, it is expected that some model compounds will not cleanly report
to a single fraction.

Other types of molecules that were found to report to the asphaltene subfractions were
acenaphthenequinone; Coumarin 343; acenaphthenequinone; N,N-bis-2-ethylhexyl-3,4,9,10-
perylenetetracarboxylic diimide; and the charged Reichardt’s dye molecule. Admittedly,
these molecules are not ideal asphaltene models in terms of covering asphaltene average
properties for molecular weight, heteroatom content, aromaticity, and functional group type.
However, they do provide some insight about the SAR-AD separation and the relationship
between molecular size, structure, and functional groups. The molecular structures of the
asphaltene model compounds are shown in Figure 17.
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Figure 16. Molecular structure for bathophenanthroline, which reports to the Resins and Toluene
asphaltene fraction (1:1).
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Figure 17. Molecular structure for model compounds acenaphthenequinone (MW = 182.17 Dal-
tons); Coumarin 343 (MW = 285.29 Daltons); N,N-bis-2-ethylhexyl-3,4,9,10-perylenetetracarboxylic
diimide (MW = 614.79 Daltons); and N,N-ditridecyl-3,4,9,10-perylenetetracarboxylic diimide
(MW = 755.06 Daltons). Reichardt’s dye reports to the CH2Cl2 asphaltenes, while the other molecules
elute to the Toluene asphaltenes.

With the exception of Reichardt’s dye, all of these molecules consist of polar carbonyl
groups, and Coumarin 343 also consists of a carboxylic group. For model compounds to be
insoluble in heptane (and thus precipitated on the first analytical column using the SAR-AD
technique) but soluble in toluene, there needs to be a balance between the size, polarity
(such as the very small but polar acenaphthenequinone), and aromaticity. Coumarin 343 is
small and contains a polar carbonyl and carboxylic group, but has two naphthenic cycles,
and N,N-bis-2-ethylhexyl-3,4,9,10-perylenetetracarboxylic diimide (MW = 614.79 Daltons)
contains four carbonyl groups but two longer branched aliphatic chains. It should be noted
that the longer-chain compound N,N-ditridecyl-3,4,9,10-perlenetetracarboxylic diimide
(MW = 755.06 Daltons) was also tested and eluted mostly in the Toluene asphaltene fraction,
but it was significantly less soluble. Again, with the exception of Reichardt’s dye, other
asphaltene model compounds showed up primarily in the Toluene asphaltenes, with less
than 10% reporting to the CH2Cl2 asphaltenes. On the other hand, Reichardt’s dye, a
charged molecule, reported primarily to the CH2Cl2 asphaltene fraction. It would be of
interest to determine more realistic model compounds that report to the three different
asphaltene subfractions, especially the CyC6 asphaltenes and CH2Cl2 asphaltenes, since
these fractions are heavily impacted by the oxidation of asphalt and the pyrolysis of various
petroleum feedstocks (the Coking Index for example). It is also important to determine

219



Processes 2023, 11, 1220

if blends of the various compounds cause interactions that change their co-solubility or
elution behavior.

A limited study was performed using porphyrins and their metal complexes. Metallo-
porphyrins are extremely important since they affect catalyst performance and coke quality.
For more aliphatic porphyrins, like octaethylporphyrin, and more aromatic tetraphenyl-
porphyrin, both of these molecules were reported to the Aro-3 fraction. These results
are consistent with those of other model compounds in this study, which showed that
the pyrrolic group is not highly polar. The metalation of nickel II to etioporphyrin is not
expected to change the polarity of the porphyrin system significantly. This was confirmed
as the etioporphyrin I nickel complex reported to the Aro-3 fraction. Figure 18 shows the
molecular structures for octaethylporphyrin, tetraphenylporphyrin, and etioporphyrin
I nickel.
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Figure 18. Molecular structures for octaethylporphyrin, tetraphenylporphyrin, and etioporphyrin I
nickel, which elute the Aro-3 fraction.

However, vanadium IV oxide porphyrins contain an out-of-plane carbonyl group,
which would induce a strong dipole in the complex, causing it to become more polar. This
was confirmed as vanadyl octaethylporphyrin eluting in the Resins fraction. Figure 19
shows the molecular structure of vanadyl octaethylporphyrin.
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For validation, the petroleum porphyrins concentrated from the Canadian Peace River
bitumen (Figure 2) were analyzed by SAR-AD and were found to be concentrated primarily
in the Aro-3 and Resins fractions (1.2:1 by ELSD), with less than 10% also showing up in
the asphaltenes.

3.2. SAR-AD Hydrocracker Relationships

The primary issue that needs to be overcome with ebullated bed vacuum residues is
the formation of coke-like sediments that deposit on the reactor and downstream vessels as
well as on the catalyst surface and cause both operability and rapid catalyst deactivation
problems [64,65]. Their level in the hydrocracked residual oils determines the hydrocrack-
ing reaction severity [66], and it is considered acceptable when the total sediment existent
(TSE) in the atmospheric tower bottom (ATB) product is no higher than 0.3–0.4 wt.%. Such
a level of ATB TSE guarantees smooth operation and achievement of the planned cycle
length between two consecutive cleanings of the commercial ebullated bed vacuum residue
hydrocracker unit. In this research, nine cases were investigated where the vacuum residue
conversion varied between 55 and 91%. For these cases, the SAR-AD fraction contents,
along with reaction temperature, liquid hourly space velocity (LHSV), and bulk properties
of the hydrocracked vacuum residues, called vacuum tower bottoms (VTBs), are presented
in Table 2.

The data in Table 2 show that the ATB sediment content for the studied cases varied
between 0.04 and 2.2 wt.%. Three of the ATB TSE cases are distinguishable because their
sediment is greater than 0.4 wt.%. These are higher than the allowable limits, and, as a
result, they caused increased fouling in the commercial hydrocracker [54,67].

In order to assess which parameters contribute to the increased ATB sediment content,
an intercriteria analysis (ICrA) of the data in Table 2 was performed. The ICrA evaluation
determines the degrees of correlation between the criteria, depending on the user’s choice
of µ and ν. These correlations between the criteria are classified as follows: ‘positive
consonance’, ‘negative consonance’ or ‘dissonance’ [68]. The values of µ in the range
0.75 ÷ 1.00 and ν = 0.00 ÷ 0.25 denote a statistically meaningful positive relation. Respec-
tively, the values of negative consonance with µ = 0.00 ÷ 0.25 and ν = 0.75 ÷ 1.0 represent
a statistically meaningful negative relation. Details of the ICrA application to investigate
petroleum property relations are given in our prior publications [61,62].

To visualize the results in the ICrA evaluation for index matrices Mµ and Mν, we use
color scales, which can be achieved with a simple function as the “Conditional Formatting”
in Excel, e.g., from green for the results equal to complete intuitionistic fuzzy truth, i.e., the
pair 〈1,0〉 to red for the results equal to complete intuitionistic falsity, i.e., the pair 〈0,1〉.
This colorization scheme allows for more immediate visual detection and interpretation of
the results. Two software packages for ICrA have been developed and are freely available
as open source from https://intercriteria.net/software/ (accessed on 21 March 2023); they
are described in further detail in [69–72]. Tables 3 and 4 summarize the results for µ and υ

values of the ICrA evaluation.
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Based on the µ and υ values of the ICrA evaluation, one can see that the sediment
content in the H-Oil ATB product has statistically meaningful positive relationships with
the total asphaltene content (µ = 0.81; υ = 0.17); the Toluene asphaltenes (µ = 0.78; υ = 0.17);
the CII (µ = 0.75; υ = 0.22); and the MCII (µ = 0.75; υ = 0.22). These results confirm that
asphaltenes are primarily responsible for sediment formation during hydrocracking due to
their inclination to aggregate, strongly adsorb to surfaces, and promote condensation and
crosslinking reactions [73–87]. The data in Tables 3 and 4 suggest that the concentration of
Toluene asphaltenes, which are the predominant part of the H-Oil VTB, affects the sediment
formation in the H-Oil hydrocracked residual oils. The results also show that CH2Cl2
asphaltenes have a stronger influence on the sediment content than CyC6 asphaltenes.
However, the most polar pre-coked CH2Cl2 asphaltenes at these low levels in the feeds may
not be as polar as the Toluene asphaltenes because they are almost an order of magnitude
smaller in amount.

Apart from asphaltene content, sediment formation has been reported to be signif-
icantly affected by reaction conditions like LHSV, reaction time, temperature, pressure,
and catalytic active site concentration [76,77,80–82,87]. This can explain why the positive
consonance of the H-Oil ATB sediment content with the VTB asphaltene content alone,
although statistically meaningful, is still weak. This implies that the LHSV, the fresh catalyst
addition rate (solid catalyst and liquid nano-dispersed HCAT [53,67] catalyst), and the
temperature (pressure is constant) applied at the commercial ebullated bed vacuum residue
hydrocracker also have a significant impact on the sediment formation rate.

The data in Tables 3 and 4 indicate that the reaction temperature has strong statistically
meaningful consonances with conversion (positive; µ = 0.92; υ = 0.06), Saturate content
(negative; µ = 0.08; υ = 0.89), Aro-1 content (negative; µ = 0.03; υ = 0.94), Maltene Index
(negative; µ = 0.03; υ = 0.94) and intermediate consonances with Aro-3 content (positive;
µ = 0.89; υ = 0.08), and the colloidal instability index (negative; µ = 0.14; υ = 0.83). These
findings show that the increase in reaction temperature understandably enhances the
conversion of the thermally sensitive Saturates, and Aro-1, with some dependence on
Aro-3 components. With increasing temperature, thermal cracking reactions increase more
rapidly than their hydrogen addition counterparts [88]. Increasing temperature results in
the rapid depletion of VTB Saturates, and Aro-1. These two fractions can continue thermal
cracking and conversion, eventually producing gas. However, polyaromatic core structures
mostly remain intact, and if they do not become small enough to enter the vapor phase,
they can eventually undergo crosslinking and coke formation.

The relationship between polycyclic aromatic molecules in Aro-3 is complex. Cleav-
age of aliphatic groups, or smaller pendant aromatics, from Aro-3 polyaromatic cores
should mostly result in producing smaller Aro-3 core molecular fragments from the parent
molecule.

During hydrocracking, some FCC slurry oil is added to the blends. FCC slurry oil is
highly aromatic and enriched in predominantly 3–5 aromatic ring systems [89] and is a good
control oil to shed some light on the behavior of the aromatic fractions during pyrolysis.
Pyrolysis experiments with FCC slurry oil showed that Aro-3 increased due to aromatic
addition reactions. This is shown in Table 5. Coincidentally, this experiment also shows
the rapid degradation and near-complete conversion of the Saturates fraction, consistent
with alkane pyrolysis. In addition to these factors, Aro-3 molecules can be produced by the
thermal degradation of asphaltenes. For asphaltenes, both island- and archipelago-type
structures have been identified in a wide range of crude sources at varying ratios, which
also has a significant impact on various fluid and processing phenomena [90–94]. The
amount of Aro-3 produced will be highly dependent on the chemistry of the asphaltenes
and whether they are more island- or archipelago-type. In a hydrocracker, hydrogen is
intended to cap radicals produced from thermal bond breaking, so it is likely that aromatic
addition reactions are somewhat retarded, as in the case of aromatic growth occurring
in the FFC slurry oil. In the case of the production of Aro-3 from asphaltenes, this is
likely more favored in the presence of hydrogen, as further reactions of heavy molecules
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and Aro-3 molecular fractions to form coke will be depressed. However, hydrogen is
not expected to influence the initial amount of parent Aro-3 molecules fragmenting into
cracked Aro-3 molecules. These results suggest that Aro-3 has a distinct and dominant
reactivity, especially when compared to Aro-2. Prevailing Aro-3 relationships are likely
because the reactivity of this fraction will have a large impact since it is the most abundant
of the maltene fractions for the oils surveyed here. The special reaction sensitivity of this
fraction may be inferred from oxidation experiments, which show that the Aro-3 fraction is
readily consumed in air at 100 ◦C under a pressure of 2.1 mPa [95]. It is well known that
benzyl carbons on aromatic molecules are some of the most reactive compounds in bitumen,
so it is reasonable that they are easily reacted during pyrolysis and hydrocracking [96,97].

Table 5. SAR-AD data for FCC slurry oil pyrolyzed at 430 ◦C at different retention times.

Hours Saturates Aro-1 Aro-2 Aro-3 Resins CyC6 Toluene CH2Cl2 Total Asp.

0 17.47 0.00 46.19 34.94 0.73 0.00 0.65 0.02 0.67
2 6.63 0.00 40.25 46.68 1.12 0.00 4.56 0.76 5.32

2.5 0.52 0.00 29.10 57.22 0.86 0.00 9.91 2.39 12.30

The LHSV has weak statistically meaningful consonances with conversion (negative;
µ = 0.19; υ = 0.78), Saturate content (positive; µ = 0.81; υ = 0.17), Aro-3 content (negative;
µ = 0.22; υ = 0.75), Resin content (positive; µ = 0.75; υ = 0.22), CyC6 asphaltene content
(positive; µ = 0.86; υ = 0.08), CII, and Maltene Index (positive; µ = 0.75; υ = 0.22). These
findings are in line with expectations, as they show that the increase in LHSV (decrease
in reaction time) leads to decreased conversion due to a low level of thermal cracking
in the ebullated bed vacuum residue hydrocracking [98,99]. The level of cracking with
increased LHSV will be more similar to early thermal cracking since there is less time for
interaction with the catalyst and hydrogen. From this analysis, the Saturates content has a
strong positive relationship with LHSV, which is likely due to its thermal sensitivity. The
decomposition of Saturates relative to Aro-2 and Aro-3 is easily seen in Table 5 for FCC
slurry oil, but it is not as easily seen when pyrolyzing heavy oil, as seen in Table 6 and
Figure 20. This is because in the case of heavy oil, a significant amount of saturates are also
generated from all the other aromatic, resin, and asphaltene fractions while the original
Saturates fraction is being cracked (Table 7 shows Saturates generated from pyrolysis of
only the asphaltenes). Resins and CyC6 asphaltenes also have a positive consonance, which
is related to their sensitivity to thermal cracking, as shown in Table 6 and Figure 20. It is
interesting to note the sensitivity of the Resins and CyC6 fractions since, if a molecular
continuum is assumed, the main difference between these fractions and Aro-3 is largely
driven by polar heteroatoms. These heteroatoms may decrease the energy barrier to thermal
bond cracking in the aromatic cores, which should be explored in more detail. The Resins
and CyC6 fractions are more soluble than the other asphaltene fractions, which allows them
to remain in solution longer and endure a higher level of cracking before phase separation
and forming coke.

Table 6. SAR-AD data after 400 ◦C pyrolysis of Lloydminster vacuum residue at increasing resi-
dence time.

min @ 400 ◦C Sat Aro-1 Aro-2 Aro-3 Resins CyC6 Toluene Cl2Cl2 Total Asph.

0 14.0 7.5 8.5 36.7 18.8 4.0 10.3 0.1 14.4
10 15.5 8.2 10.1 35.6 16.8 3.6 10.2 0.1 13.8
20 16.3 8.8 10.2 35.4 15.1 2.2 11.9 0.1 14.2
30 17.4 9.3 10.4 35.1 12.6 1.1 13.9 0.2 15.2
40 17.7 9.9 10.7 35.6 9.2 0.8 15.4 0.8 16.9
50 17.6 9.7 10.3 35.1 9.3 0.6 16.3 1.0 17.9
60 17.3 9.4 10.4 35.9 7.9 0.5 16.1 2.4 19.0
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Figure 20. Plot showing the change in SAR-AD fraction from the pyrolysis of Lloydminster vacuum
residue in Table 7.

Table 7. SAR-AD data for liquids produced from Lloydminster asphaltenes after heating to 500 ◦C.

Sample ID Saturates Aro-1 Aro-2 Aro-3 Resins CyC6 Toluene CH2Cl2 Total Asp.

Coked Lloydminster Asphaltenes 15.62 9.02 47.13 24.55 1.28 0.11 2.09 0.20 2.40

For the various indices, CII, MCII, and MI, the MI had the strongest consonances
with the following characterization factors: density at 15 ◦C (negative; µ = 0.03; υ = 0.97),
conversion (negative; µ = 0.08; υ = 0.92), and CCR (negative; µ = 0.17; υ = 0.83). Whereas the
CII and MCII were the same for conversion and density at 15 ◦C (negative; µ = 0.14; υ = 0.86)
and the CCR had a lower consonance (negative; µ = 0.22; υ = 0.78). These relationships are
expected since more aliphatic maltenes will result in higher conversion, less density, and
lower coke. This is consistent with the results above. However, this does not mean that
asphaltenes can be neglected because, for practical applications, they dominate catalyst
performance and ATB TSE.

Figures 21 and 22 display plots of variation of Saturates, Aro-1, Aro-2, Aro-3, Resins,
CyC6, Toluene, and CH2Cl2 asphaltene fractions in the H-Oil VTBs with conversion severity
juxtaposed against these SAR-AD components in the feeds. It is evident from the data in
Figure 21 that Saturates increase in the VTB until very high conversion.
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This is because aliphatic saturated molecules can be liberated from aromatic cores
when cracking asphaltenes and other heavy fractions. This is consistent with observations
during thermal cracking without catalyst and hydrogen, as shown in Figure 20. Ultimately,
at the highest conversion, the Saturates fraction in the VTB trended lower than the feeds,
consistent with further cracking of saturate molecules decreasing in molecular weight with
conversion, allowing them to be more easily removed during distillation as lighter fuel
fractions. A similar trend was observed for Aro-1, except that the decrease in the VTB with
conversion occurred sooner. This is consistent with the fact that Aro-1 is very similar to the
Saturates fraction, and this justifies placing the Aro-1 fraction in the numerator for indices
such as CII, MCII, and MI.

For the more aromatic fractions—containing fused ring systems—the Aro-2 fraction
content initially decreases in the hydrocracked vacuum residue and continues decreasing
with amplification of conversion, while that of Aro-3 fraction increases with conversion en-
hancement. Amounts of Aro-2 decrease because this fraction initially consists of molecules
with 2–4 fused rings, and cracking aliphatic groups allows the residual cores to become
lighter and more easily distilled. Alternatively, some aromatic ring addition reactions may
occur, as in the case of FCC slurry oil (Table 5), to potentially generate Aro-3 and other
molecules. Aro-3 molecules have 4+ fused rings, preventing them from becoming signif-
icantly volatile, even under severe pyrolysis and complete cracking of pendant groups.
Evidence for the production of Aro-3 has also been demonstrated by coking Lloydminster
archipelago-type asphaltenes, as previously mentioned (Table 6).

Various models were developed to correlate the SAR-AD data to the ebullated bed
VTB hydrocracker conversion level. The dependence of the feed Saturates, Aro-1, Aro-2,
and Aro-3 is expressed by the regression Equations (5)–(8). These equations reflect what is
observed in the data in Figure 21, indicating that all three fractions—Saturate, Aro-1, and
Aro-2—decrease their contents in the hydrocracked vacuum residue, with their contents
diminishing in the feed and with enhancement of the conversion. The VTB Aro-3 fraction
content also decreases with lower feed Aro-3 content but increases with conversion. As
explained, this increase is probably dominated by the breakdown of asphaltene archipelago
structures to generate 4+ ring aromatic molecules.

VTBSaturates = 33.28 + 0.617046 ∗ FeedSaturates − 0.30778 ∗Conversion
R = 0.946; Error = 5.5%

(5)

where:
VTBSaturates—Saturate content in the vacuum tower bottom (hydrocracked vacuum

residue);
Feedsaturates—Saturate content in the feed.

VTBAro1 = 10.32 + 0.759841∗FeedAro1 − 0.11986∗Conversion
R = 0.974; Error = 4.7%

(6)

where:
VTBAro1—Aro-1 fraction content in the VTB;
FeedAro1—Aro-1 fraction content in the feed.

VTBAro2 = 13.62 + 0.597046∗FeedAro2 − 0.14038∗Conversion
R = 0.940; Error = 2.4%

(7)

where:
VTBAro2—Aro-2 fraction content in the VTB;
FeedAro2—Aro-2 fraction content in the feed.
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VTBAro3 = −32.84 + 1.233803∗FeedAro3 + 0.439633∗Conversion
R = 0.977; Error = 3.6%

(8)

where:
VTBAro3—Aro-3 fraction content in the VTB;
FeedAro3—Aro-3 fraction content in the feed.
The data in Figure 22 show that the contents of Resins and CyC6 asphaltenes in the

VTB are lower than those in the feed, while the content of CH2Cl2 asphaltenes in the
VTB is higher than that in the feed. The amount of the Toluene asphaltene fraction is
higher than that in the feed in six of the nine cases studied. The decrease in Resins and
CyC6 asphaltenes with a corresponding increase in CH2Cl2 asphaltenes is consistent with
previous observations [51] and thermal cracking data for Lloydminster vacuum residue as
shown in Table 7 and Figure 20. When this data in Figure 20 is compared to Figure 22, the
observed trends between thermal cracking and hydrocracking are quite similar.

With respect to the Toluene asphaltenes, during thermal cracking, the amount generally
increases until 50 min, when it begins to decrease with a substantial increase in the CH2Cl2
asphaltenes. This suggests that this fraction is an intermediate fraction in that some
molecules form Resins and CyC6 asphaltenes become new Toluene asphaltenes as they
lose their solubilizing aliphatic side chains, while at the same time the indigenous Toluene
asphaltenes likewise transform to CH2Cl2 asphaltenes due to the loss of aliphatic groups.
At higher conversion, the new Toluene asphaltenes also convert to CH2Cl2 asphaltenes,
and with further conversion, they ultimately become coke [51].

The developed regression Equations (9)–(11) show that the contents of Resins, CyC6,
and CH2Cl2 asphaltene fractions in the VTB depend only on the contents of these fractions
in the feed.

VTBResins = 0.5026∗FeedResins − 0.233
R = 0.885; Error = 9.8%

(9)

where:
VTBresins—resins content in the VTB;
Feedresins—resins content in the feed.

VTBCyC6 = 0.10872∗FeedCyC6 − 0.00401
R = 0.864; Error = 18.6%

(10)

where:
VTBCyC6—CyC6 asphaltene content in the VTB;
FeedCyC6—CyC6 asphaltene content in the feed.

VTBCH2Cl2 = 3.5294∗FeedCH2Cl2
R = 0.960; Error = 19.4%

(11)

where:
VTBCH2Cl2 —CH2Cl2 asphaltene content in the VTB;
FeedCH2Cl2 —CH2Cl2 asphaltene content in the feed.
In order to explore the effect of the SAR-AD eight-fraction composition of the studied

straight-run vacuum residual oils processed in the LNB commercial H-Oil hydrocracker,
it was necessary to define the conversion level and the sediment formation rate obtained
during processing of the individual vacuum residues. Unfortunately, it is common prac-
tice at the refinery to process crude oil blends instead of individual crude oils, with the
exception of the Urals crude oil, which is still processed individually. Another feature
of the commercial ebullated bed vacuum residue hydrocracking is that it operates at an
approximately constant sediment level in the ATB product to guarantee fulfillment of the
planned cycle length between two consecutive cleanings. Thus, it is not possible to compare
the individual vacuum residue hydrocracking behaviors at different sediment formation
rates. Therefore, the behavior of the studied individual vacuum residues was compared
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at the same sediment formation rate. Based on our past experience for distinguishing the
effects of the different individual feedstocks processed in blends by fluid catalytic cracking
and hydrocracking [99], during the adoption of the approximate linear combination tech-
nique [100,101], we determined the conversion levels of 22 feeds whose SAR-AD fraction
contents were measured (Table 8). After regression of the data for these 22 individual
vacuum residues that were processed in the commercial LNB H-Oil hydrocracker, the
following Equation (12) was developed.

SRVRConversion = 65.04− 0.5659VRAsp − 0.1051VRRes + 2.783VRSul
R = 0.983; Error = 0.78%

(12)

where:
SRVRConversion—Conversion of the straight-run vacuum residue;
VRAsp—Asphaltene content in the vacuum residue;
VRRes—Resins content in the vacuum residue;
VRSul—Sulfur content in the vacuum residue.
It is clear from Equation (12), with plotted regression results in Figure 23, that the

total asphaltene content, Resin fractions and sulfur contents are the factors controlling the
conversion level of the vacuum residues in the commercial ebullated bed vacuum residue
hydrocracking operating at the same sediment formation rate.
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Figure 23. Agreement between observed and predicted by Equation (12) conversion of the straight-
run vacuum residues having different SAR-AD fraction compositions.

The effect of sulfur on vacuum residue conversion, as shown in Equation (12), agrees
with literature reports. It has been shown that sulfides are some of the most reactive
chemical groups and that the rate of cracking is most dependent on their concentration [102],
while other studies focus on the total sulfur content of the whole vacuum residue [103,104].
The retardation effect on the conversion of the Resin and total asphaltene content in the
vacuum residue during hydrocracking has been previously reported by Guo [9], which
showed that the resin and asphaltene fractions are the most refractory components during
the thermal cracking of Jinzhou vacuum residue.
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The resin and asphaltene vacuum residue fractions contain the majority of vanadium,
nickel, and nitrogen impurities [105–107], which are known to have detrimental effects
on catalyst activity [108–115] and consequently on sediment formation rate [108,112]. In
our previous studies, the dependence on the Resins fraction was not observed [21,53]
when using SARA data obtained according to ASTM D4124. This is because ASTM D4124
produces a very large cut for the polar Aromatics/Resins fractions. This lack of resolution
masks differences between feeds with respect to a more defined Resins fraction. For the
SAR-AD, the Resins fraction is material from the maltenes, which reversibly adsorbs onto
glass beads. When eluted, this fraction is highly brown in color, which can be observed in
Figure 1 in the 500 nm data. This is different from the Aro-3 fraction, which has a very low
concentration of 500 nm-absorbing molecules. The Resins fraction has a high concentration
of compounds that absorb at 500 nm, indicating a significant amount of aromatic conjuga-
tion, but also polar heteroatoms that change the electronic pi-electron transition of fused
aromatic ring systems to make them more colored. Surface activity (polar heteroatoms) in
the Resins fraction is confirmed not only by the fact that this material adsorbs to the glass
beads column but also by the model compound study, which showed that polar oxygen
and nitrogen functional groups report to this fraction. Furthermore, the model compound
study shows that metalated polar vanadium oxide porphyrin compounds preferentially
report to the Resins fraction as well as isolated petroleum porphyrins. It should be noted
that the high concentration of brown material at 500 nm for the Resins fraction does not
carry over to how the asphaltene and maltene separations are performed on the first inert
column with heptane. This is inferred from the fact that the amount of heptane asphaltenes
produced during the SAR-AD separation is in very good agreement with reported gravi-
metric heptane asphaltene separations performed on well-characterized Strategic Highway
Research Program asphalt binders (vacuum residues) [116]. Figure 24 shows the correlation
between the heptane SAR-AD asphaltenes and gravimetric asphaltenes.
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Figure 24. Correlation between SAR-AD heptane asphaltenes and gravimetric heptane asphaltenes
for select SHPR core asphalt binders.

Vacuum residues, which are richer in the SAR-AD resins and asphaltene fractions, are
expected to exhibit poor performance in the ebullated bed vacuum residue hydrocracking,
resulting in a higher sediment formation rate and requiring operation at a lower severity
that eventually results in lower conversion.
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4. Conclusions

Thirty-four primary and secondary vacuum residual oils were characterized by the
Western Research Institute SAR-AD eight-fraction method. On the basis of intercriteria
analysis and evaluation, it was shown that the main limitation in the ebullated bed vacuum
residue hydrocracking, at a constant sediment formation rate, positively correlates with
only two SAR-AD characteristics: toluene asphaltene and total asphaltene content. The
content of the Saturates, Aro-1, Aro-2, and Aro-3 fractions in the hydrocracked vacuum
residue was found to depend on their contents in the feed and the conversion level. The
Resins, CyC6, and CH2Cl2 asphaltene fractions were found to depend only on their content
in the ebullated bed vacuum residue feed. The VTB Toluene asphaltene fraction did not
show any statistically meaningful relation to its content in the feed or to its conversion level.
It seems that the Toluene asphaltene fraction content in the VTB is due to the fraction being
an intermediate fraction, produced from the destruction of the Resins fraction and CyC6
asphaltenes and their subsequent depletion and conversion to CH2Cl2 asphaltenes. The
Toluene asphaltene content may also depend on the available catalyst active sites, which are
governed by the fresh catalyst addition rate. The straight-run vacuum residue conversion
at a constant sediment formation rate depends negatively on SAR-AD fractions, resins, and
total asphaltenes and positively on the total sulfur content. Non-catalytic coking and mild
pyrolysis of Lloydminster asphaltenes and Lloydminster vacuum residue, respectively,
show consistency in trends observed with ebullated bed results.

SAR-AD model compound and thermal cracking results helped to explain why the
Aro-3 fraction increases with conversion, relative to the other maltene fractions. This is
mostly due to the large size and refractory nature of the 4+ fused aromatic ring structures
in this fraction. Model compounds also show that polar functional groups and metallated
porphyrins are present in the SAR-AD Resins fraction. This explains why the Resins fraction
also contributed to lowering conversion levels during hydrocracking despite being good at
stabilizing asphaltenes.

The correlations developed in this study can be used to evaluate the effect of the
vacuum residues derived from different crude oils on the performance of the ebullated bed
hydrocracking in the process of crude oil selection.
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Nomenclature:

SAR-ADTM Saturates, aromatics, and resins—Asphaltene Determinator;
SARA Saturates, aromatics, resins, and asphaltenes;
TLC/FID Thin layer chromatography/flame ionization detection;
HPLC High performance liquid chromatography;
ARO Aromatics;
ELSD Evaporative light scattering detector;
AD Asphaltene Determinator;
CH2Cl2 Dichloromethane;
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CyC6 Cyclohexane;
ASTM American Society for Testing and Materials;
LNB Lukoil Neftochim Bourgas;
TBP True boiling point;
HTSD High temperature simulated distillation;
VR Vacuum residue;
FCC HCO Fluid Catalityc Cracking Heavy Cycle Oil;
H-Oil Ebullated bed hydrocracking;
CII Colloidal instability index;
MCII Modified colloidal instability index;
MI Maltenes Index;
SAT Saturated;
PAH Polycyclic aromatic hydrocarbons;
STM-AFM Scanning tunneling microscopy coupled with atomic force microscopy;
FCC Fluid Catalityc Cracking;
TSE Total sediment existent
ATB Atmospheric tower bottom;
LHSV Liquid hourly space velocity, h−1;
VTB Vacuum tower bottom;
IcrA Intercriteria analysis;
D15 Density at 15 ◦C, g/m3;
CCR Conradson carbon content, wt.%;
C7 asp. n-heptane asphaltenes, wt.%;
C5 asp. n-pentane asphaltenes, wt.%;

VIS
kin. viscosity at 80 ◦C of the blend: 70% VR/30% fluid catalytic cracking heavy
cycle oil;

Crude T50% Boiling point of 50% of the evaporate from the crude oil, ◦C;
VR T50% Boiling point of 50% of the evaporate from the vacuum residue fraction, ◦C;
TRX Weight average bed temperature, ◦C.
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Abstract: With regard to speed, comfort, and a dense network of destinations, the popularity of air
transport is on the rise. For this reason, jet fuel is a commodity with rapidly growing consumption
and interesting refinery margins. At the same time, however, it is becoming a focus of attention in
terms of reducing negative environmental impacts. As a response to these trends, it will be necessary
to coprocess alternative petroleum fractions with sustainable aviation components in oil refineries. Six
alternative jet fuel samples of different origin were used to investigate their jet fuel-specific properties,
that is, aromatics (from 0 to 59.7 vol%), smoke point (from 12.2 to >50 mm), freezing point (from
−49 to <−80 ◦C) and net specific energy (41.2–43.7 MJ·kg−1), and these properties were compared
to standard hydrotreated straight-run Jet A-1 kerosene. The properties of the components studied
differed significantly with respect to each other and to the requirements of Jet A-1. Nevertheless,
the properties could be well correlated. This provides an opportunity to study possible synergies in
blending these components. It was also found that the current methods and instruments used do not
always allow a precise determination of the smoke point (>50 mm) and freezing point (<80 ◦C).

Keywords: jet fuel; density; simulated distillation; carbon number; aromatics; n-alkanes; smoke
point; freezing point; net specific energy

1. Introduction

Jet fuel is a global strategic commodity with a high potential for growth. Consump-
tion is expected to more than triple by 2050 [1]. Currently, the air transport business is
responsible for 2.1% of total carbon dioxide emissions or 12% of carbon dioxide emissions
from transport [2]. An overview of the standards applicable to jet fuel is available [3,4]. Jet
A-1 [5], produced from crude oil straight-run kerosene refined by oxidation of thiols [6] or
hydrotreatment, is the most widely used jet fuel in civil aviation. The properties of typical
jet fuels have been reviewed in detail [7–9]. The International Air Transport Association
(IATA) estimates that SAF’s share of jet fuel consumption will be only 0.1% in 2022 [10].
Therefore, it is entirely legitimate that jet fuel should be part of a general effort to reduce
harmful emissions from transport originating from petroleum hydrocarbons. Sustainable
aviation fuels (SAFs) are now the subject of extensive research and testing and are an
important part of strategic plans for the further development of air transport. It is clear that
the future role of SAFs will be much more important in this respect than in car transport,
where competing alternatives such as electromobility are now dominating.

Several reviews and strategies have been published on all aspects of SAF implementa-
tion [11–29], which together include hundreds of references on this topic. SAFs are part of Task
39 of the International Energy Agency (IEA), and the IEA is very active in this regard [30–32].
The use of various biofeeds and biotechnologies dominates these reviews. Based on these re-
views, there are other primary issues associated with the implementation of SAFs: availability,
costs [33–37] and different quality [38,39] compared to petroleum jet fuel. It is important to
note that the currently applicable jet fuel quality standards were derived from the properties
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of the petroleum fractions. However, the typical properties of individual SAFs may differ
significantly from those of petroleum kerosene. Therefore, SAFs must be qualified for air
operations [38]. The drop-in concept plays an important role in overcoming some of the
quality problems. The drop-in concept means that SAF can be blended with petroleum-based
jet fuel, and the final product does not require changes in infrastructure or equipment. The
approved SAF and the maximum concentration in jet fuel are standardized [39]. Jet fuel blends
with different compositions have been studied in terms of jet fuel quality [40–42]. Clearly,
the most successful SAFs at present are hydrotreated esters and fatty acids (HEFA), which
use mainly second-generation feedstocks, especially cooking oils and waste fats [20]. Related
technologies were primarily commercialized for the production of hydrotreated vegetable
oil (HVO) as a component to diesel fuel [43]— for example, NEXBTL, since 2007 [44,45] in
Porvoo, Rotterdam; Singapore oil refineries, and Ecofining, since 2009 [46] in Venice and Gela
biorefineries, Livorno; and Sines oil refineries. Each HVO unit can produce from 15 vol%
(without additional CAPEX) to 50 vol% (additional CAPEX is required) of HEFA. Moreover,
the quality of HEFA is similar to other SAFs based on synthetic i-alkanes produced primarily
from the synthesis gas of different origins using Fischer–Tropsch technology followed by
the hydrocracking of synthetic crude oil and isomerization of the kerosene fraction [47,48].
Progress in the commercialization of biojet fuel has been discussed [49] and reported [50–54].
From a circular economy point of view, SAFs produced from bulk wastes of petrochemical
origin (waste polyolefins [55–60]) and scrapped tires [61] using mature pyrolysis and hy-
drogenation technologies are very interesting. Regarding the strategy of rapidly increasing
jet fuel consumption in a situation of declining crude oil consumption, it is important to
address alternative petroleum fractions applicable to this strategy as a basis for the successful
implementation of SAFs [62]. These are mainly kerosene from the hydrocracking of vacuum
distillates [4,63,64], hydrotreated heavy naphtha from FCC [65], or kerosene obtained instead
of the gasoline component by oligomerization and hydrogenation of C4 hydrocarbons [66,67].
The use of these alternative fractions for jet fuel production can be very interesting; however,
it will require specific research on additional CAPEX in oil refineries.

The purpose of the research was to analyze the properties of kerosene samples of differ-
ent origins, produced by different technologies, and with significantly different properties,
all of which provide significant potential for increasing jet fuel production. The quality of
standard Jet A-1 produced from hydrotreated straight-run kerosene was compared with
alternative kerosene fractions produced by hydrocracking and FCC technologies and with
SAFs represented by HEFA and hydrotreated kerosene from the pyrolysis of waste poly-
olefins and scrapped tires. The focus was mainly on the fractional and group composition
of the samples and on jet fuel-specific properties such as aromatic and diaromatics content,
smoke point, freezing point, and net specific energy. The samples were selected to be
within the possible limits of the physical and chemical properties of the alternative fractions
currently being considered, researched, and tested for the production of jet fuel. This is im-
portant for assessing synergies when blending fractions. It was also examined whether the
methods and analytical instruments currently in use are capable of determining the critical
properties of the alternative fractions considered for Jet A-1 and whether these properties
of samples of very different origin and composition can be correlated as a function of, for
example, mean boiling point, n-alkanes and aromatics content.

2. Materials and Methods

To monitor the properties of the investigated kerosene samples, the following ana-
lytical methods and devices were used: Density—EN ISO 12185 and Anton Paar DMA
4000 density analyzer with an oscillating U-tube (Anton Paar GmbH, Graz, Austria). The
measurement was carried out at 15 ◦C. Distillation—ASTM D86 (A) and NDI 440 Monitor-
ing & Control Laboratories automatic distillation unit (Monitoring & Control Laboratories,
Frankenwald, South Africa). Exactly 100 mL of sample was consumed for each analysis.
Simulated distillation (SimDist)—ASTM D2887 and the Trace GC Ultra gas chromatograph
(Thermo Fisher Scientific Inc., Waltham, MA, USA). Primary chromatographic data were

242



Processes 2023, 11, 935

also used to calculate the approximate content of n-alkanes and hydrocarbon groups with
the same number of carbon atoms. Flash point—ASTM D56 (A) and Tanaka ATG-7 au-
tomated instrument (Tanaka Scientific Limited, Tokyo, Japan). Exactly 50 mL of sample
was used for each analysis. Aromatics—ASTM D6379 (A) and Shimadzu HPLC-RID au-
tomated instrument (Shimadzu Corporation, Tokyo, Japan). Aromatics, diaromatics, and
polyaromatics were separated on a liquid chromatograph column. Detection was carried
out using a refractive-index detector. Approximately 1 g of sample was consumed for each
analysis. Smoke point—ASTM D1322 and ATS Scientific Inc. SP 10 automatic instrument
(AD Systems, Saint André sur Orne, France). The result was calculated as an average of
three measurements. The instrument measures the smoke point from 0 mm to 50 mm.
Exactly 20 mL of the sample was consumed for each analysis. Freezing point—ASTM
D5972 and Phase Technology FPA-70X automatic instrument (Phase Technology, Richmond,
Canada), which measures the freezing point from 20 ◦C to −80 ◦C. Approximately 20 mL
of sample was consumed for each analysis. Net specific energy measured—ASTM D4809
and LECO AC-350 automated instrument (LECO Corporation, Sant Joseph, USA). The
instrument was calibrated with benzoic acid. Using elemental analysis according to ASTM
D5291, the hydrogen and water contents were determined, and these values were entered
into the instrument. The results of the elemental analysis were used to calculate the (H/C)at
ratio. Approximately 0.5 g of sample was consumed for each analysis. Net specific en-
ergy calculated—ASTM D3338 using known aromatic content, mean boiling point from
ASTM D86 distillation and density. All test methods were applied in accordance with
standard test procedures and uncertainty of measurement was lower than repeatability of
the corresponding method.

The redistillation of hydrotreated pyrolysis oil samples was performed on a distillation
apparatus from Fischer Technology. The 150–250 ◦C fraction was taken as kerosene.

The following samples were studied: Jet A-1—the hydrotreated straight-run kerosene
distilled from light crude oil. It was a commercial refinery product for which a quality
certificate was available. A similar sample can be obtained in a number of oil refineries.
Therefore, it was used to validate the measured data. This sample represented a substantial
part of the jet fuel currently produced [9]. Jet HC—kerosene produced by deep hydro-
cracking of vacuum distillates from medium-heavy crude oil, of the quality used in the
refinery for Jet A-1 production. A similar sample can only be obtained in some oil refineries
since it requires adding stabilization, kerosene fraction additivation and separate storage
and distribution of jet fuel to the standard hydrocracker unit. This utilization of kerosene
provides an interesting opportunity for hydrocracking-type refineries to increase refinery
margins [4]. FCC HN—hydrotreated heavy naphtha obtained by fluid catalytic cracking
(FCC) of atmospheric residue from light crude oil, subsequent redistillation of FCC gasoline
on a 3-cut splitter and hydrotreating of heavy fraction. FCC hydrotreated heavy naphtha is
the standard output of the catalytic cracking process. The fraction is commonly used for
the blending of mogas and is currently also used for the production of jet fuel as a drop-in
component in units of percent. This represents an opportunity to diversify the products
from the FCC. PyrTIR—kerosene from scrapped tires pyrolysis oil from an external pilot
unit, hydrotreated in a laboratory scale fixed-bed catalytic unit [68,69] with a capacity of
33 g·h−1 under severe conditions (360 ◦C, 10 MPa, commercial hydrotreating NiMo/γ-
Al2O3 catalyst) and redistilled in the laboratory as a fraction with the distillation range of
150–240 ◦C. PyrPO—kerosene from waste polyolefins pyrolysis oil, treated as described
above for the previous sample. Both samples based on pyrolysis oil were prepared specif-
ically for this research. Considering the capacity of the laboratory unit and the yield of
kerosene from the hydrotreated product, it was difficult to obtain a sample in the required
quantities. Therefore, the focus, in this case, was on the critical and specific properties
of jet fuel. Jet fuel from the pyrolysis of waste polyolefins and scrapped tires represents
an important opportunity to implement the chemical waste recycling concept and is a
major research and development challenge currently. All of the above samples can be
considered to be crude oil based. HEFA Cam—biokerosene made from camelina, for which
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quality data were available from an independent laboratory because this component was
previously used to research drop-in components for jet fuel [40]. HEFA 215—biokerosene
provided by a partner laboratory from an undisclosed source as an alternative to HEFA
from camelina. Both HEFA samples met the quality requirements of ASTM D7566 [39],
which was considered essential for their use in research. HEFA, as an alternative jet fuel, is
currently the focus of attention of SAF producers, aircraft manufacturers and major airlines.

The authors of this paper do not have permission to mention the manufacturer of the
samples used.

The results presented in this paper were part of a master thesis defended at the
University of Chemistry and Technology, Prague, in 2022 [70].

3. Results and Discussion

In line with the research objectives described in the introduction, properties impor-
tant for the evaluation of the studied samples and limiting their yield as jet fuel were
summarized and compared with the current Jet A-1 requirements [5] (Table 1). The Ta-
ble additionally includes the (H/C)at ratio from the elemental analysis (ASTM D5291)
and the calculated net energy value (ASTM D3338). Values that did not meet the Jet A-1
requirements are underlined. The data are further discussed in the following figures.

Table 1. Key properties of the samples studied.

Component JIG Jet A-1
Requirements Jet A-1 Jet HC FCC HN HEFA Cam HEFA 215 PyrTIR PyrPO

Density at 15 ◦C (kg·m−3) 775–840 802.3 817.3 858.8 759.5 760.7 850.9 794.8
Distillation (◦C)

10% distilled (◦C) max 205 178.5 181.0 178.2 164.4 180.1 175.8 180.5 1

End of distillation (◦C) max 300 234.9 228.6 232.3 279.0 271.0 238.9 240.5 1

Distillation residue (vol%) max 1.5 1.1 1.1 1 1.1 1.4 1.2 1

Distillation loss (vol%) max 1.5 0.3 1 0.3 0.1 0.2 0.8 1

(H/C)at - 1.928 1.882 1.550 2.177 2.172 1.708 1.972
Aromatics content (vol%) max 26.5 19.7 22.7 59.7 0.3 0.0 44.2 15.9

Monoaromatics 18.5 22.6 54.2 0.3 0.0 43.8 15.7
Diaromatics 1.2 0.1 5.5 0.0 0.0 0.4 0.2

Smoke point (mm) min 18 22.2 18.9 - >50 2 >50 2 12.2 26.6
For naphtalenes > 3 vol% min. 25 - - 9.3 3 - - - -

Freezing point (◦C) max −47 −55.4 <−80 <−80 −57.2 −49.1 −80 −50.1
Flash point (◦C) min 38 50 53 54.5 43.5 43 1 1

Net specific energy (MJ·kg−1) min 42.8
measured (ASTM D4809) 42.8 42.7 41.2 43.3 43.7 42.2 43.0
calculated (ASTM D3338) 43.2 43.0 42.0 44.1 44.1 42.3 43.4

1 Not measured due to lack of sample. ASTM D86 points calculated from SimDist; 2 sample did not smoke; 3 as
diaromatics. Values that did not meet the Jet A-1 requirements are underlined.

Distillation is the simplest technology in oil refineries to control product quality. In
the case of jet fuel, it is used to control the distillation range, flash point, freezing point in
straight-run oil fractions and aromatics in cracking fractions by setting the correct initial
and end point of distillation. ASTM D86 is the basis for determining the distillation
characteristics of products in oil refineries and was also used for the samples studied
(Figure 1).

Since not enough PyrPO sample was available to determine the ASTM D86 distillation,
it was substituted in Figure 1 by values calculated from SimDist. The distillation curves of
the crude oil-based samples, including PyrTIR and PyrPO, were very similar, the distillation
range was relatively narrow (95–5 vol% < 59 ◦C) and the samples were characterized by a
large reserve at 10 vol% distillation temperature and the end of distillation compared to the
requirements of JET A-1. The distillation curves of the two HEFA samples differed from the
crude oil-based samples and were characterized by a significantly higher range of boiling
points (95–5 vol% > 96 ◦C), therefore, they were steeper.

SimDist (ASTM D2887) provided a more precise distillation characteristic (Figure 2).
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Figure 1. ASTM D86 distillation of the samples studied.
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Figure 2. SimDist of the samples studied.

As it results from the nature of the SimDist ASTM D2887 method, which allows a better
separation of hydrocarbons by boiling point than the ASTM D86 method, the distillation
curves were significantly steeper than those from ASTM D86. However, their relationship
was similar to Figure 1, i.e., similar for the oil-based samples and clearly different for the
two HEFA samples.

The SimDist results allow us to calculate the ASTM D86 distillation curve. Since
the samples studied were of very different origin and composition, it was interesting to
compare the experimental ASTM D86 results with these calculated values (Table 2).

Table 2 shows that the SimDist-based calculation can be well used to estimate the
ASTM D86 distillation of the kerosene samples of very different quality. The biggest
differences were found in IBP. The average absolute deviation of both methods did not
exceed 5.1 ◦C.

The SimDist results allow us to estimate the hydrocarbon distribution (Figure 3) and
n-alkanes distribution (Figure 4) by carbon number.
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Table 2. Differences between experimental and calculated ASTM D86 results of the samples studied (◦C).

Sample Jet A-1 Jet HC FCC HN HEFA Cam HEFA 215 PyrTIR

IBP 8.8 −4.3 −11.0 −0.9 −10.9 −6.3
5 vol% 1.4 2.2 −1.2 3.1 −3.7 −2.3
10 vol% 2.1 5.3 2.9 3.8 −0.6 0.8
30 vol% 3.3 4.8 5.0 −1.6 −1.3 4.1
50 vol% 2.5 3.1 2.9 −2.8 −1.2 1.8
70 vol% 3.5 5.1 3.3 −1.9 −1.1 1.7
90 vol% 4.4 5.4 6.4 2.4 1.5 5.0
95 vol% 4.3 6.6 8.9 2.8 1.4 5.3

FBP 0.8 3.4 7.4 −1.2 −3.0 −0.4
Average absolute

deviation (◦C) 3.3 4.2 5.1 2.3 2.7 3.0
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Figure 3. Distribution of hydrocarbons in the samples studied by carbon number.

Each of the samples studied has its characteristic imprint in Figure 3, which differed more
significantly than the distillation curves. The high concentration of hydrocarbons C10–C13 was
typical for crude oil-based samples. The Jet A-1 sample based on the hydrotreated straight-run
kerosene had a very similar hydrocarbon distribution to kerosene from hydrocracking (Jet
HC). In contrast, in both HEFAs, a wider range of C9–C16 hydrocarbons was present, without
a significant maximum. Logically, the narrower the distillation range of the samples studied
(Figure 2), the smaller the difference in the carbon numbers of the samples.
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Figure 4. Distribution of n-alkanes in the samples studied by carbon number.
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The total n-alkane content of each sample is given in the figure legend. It varied
substantially from sample to sample. For samples representing the product of cracking
technologies, i.e., hydrocracking (Jet HC, HEFA Cam and HEFA 215), catalytic cracking
(FCC HN) and pyrolysis (PyrTIR), the n-alkane content was logically low because n-alkanes
crack or isomerize. In the waste polyolefins pyrolysis (PyrPO) sample, n-alkanes were a
dominant reaction product mainly for polyethylene cracking. For the Jet A-1 sample, the
distribution of n-alkanes corresponded to their presence in straight-run kerosene because
n-alkanes are not converted during hydrotreatment, and the concentration was the highest
of all samples.

The n-alkane content in kerosene is important due to its direct relationship with the
freezing point, which determines the temperature of the formation of the paraffin crystals
(Figure 5).
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All components met the Jet A-1 freezing point requirements (max −47 ◦C, see the
dotted line in Figure 5). For the three samples studied (Jet HC, FCC HN, and PyrTIR),
the freezing point was not measurable by the method used (ASTM D5972); therefore, the
value of −80 ◦C was considered. This may provide an incentive for further development
of this method with respect to samples with low concentrations of n-alkanes (<4 wt%)
or an extremely low freezing point (<80 ◦C). On the contrary, both HEFA samples had
a relatively high freezing point despite their moderate n-alkane content (<9 wt%). This
may be due to the presence of C15 and C16 n-alkanes in these samples. Although the
statement that the freezing point increases with the n-alkane content was generally true
for the samples studied, this relationship was not trivial, as shown by the low correlation
coefficient R2 = 0.57 for the linear regression in Figure 5. Thus, the n-alkane content was not
the only important factor in determining the freezing point of kerosene samples. Aromatics
appeared to be another important factor in the behavior of the samples at low temperatures
(Figure 6)

The freezing point of the samples decreased with increasing aromatics because the
aromatics probably hindered the formation of n-alkane crystals. If aromatics were included
as an additional variable in the multivariable linear regression, the value of the correlation
coefficient improved significantly (R2 = 0.85). As the alternative components of jet fuel
generally represent fractions of very different aromatic contents, this may be a subject of
further research.
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Figure 6. Freezing point relation to the aromatics for the samples studied.

Density is an important characteristic of all petroleum fractions. For jet fuel, density
requirements are very liberal, which means that the allowed range is very wide (Table 1).
For samples of similar origin, it increases with boiling point. However, for samples of
different origin and composition, this relationship is more complex and may even be
reversed (Figure 7).

Processes 2023, 11, x FOR PEER REVIEW 9 of 15 
 

 

  

Figure 7. Density relation to the middle boiling point of the samples studied. 

Although all of the samples studied met the distillation characteristics and the freez-

ing point required for jet fuel, only three samples met, in principle, the basic density re-

quirement. The density of both HEFA samples was too low due to the almost zero aro-

matic content, while for the PyrTIR and FCC HC samples, the density was too high, based 

on their high aromatics (see Table 1). Therefore, for the density of the samples studied, the 

group composition and aromatics were more important than the distillation characteristic 

(Figure 8). 

 

Figure 8. Density relation to the aromatics of the samples studied. 

For the samples studied, the density relation to the aromatics was almost linear. The 

density increased with increasing aromatics. From the samples that did not meet the re-

quired density, the PyrTIR and FCC NH samples also did not meet the aromatics require-

ment. This signals that the use of some samples studied in jet fuel may be problematic 

because they did not simultaneously meet several critical parameters of jet fuel. However, 

there might be a possibility of blending samples that are on opposite sides of the density 

and aromatic spectra, which will be the subject of further research. 

The aromatics in jet fuel are closely related to another specific qualitative parameter 

of this product—the smoke point. In general, the smoke point decreases with increasing 

Jet A-1

Jet HC

FCC 

HEFACa

HEFA 215 

PyrTI

PyrPO

R² = 0.91

750

770

790

810

830

850

870

185 190 195 200 205 210 215 220 225

D
en

si
ty

 (
k

g
·m

-3
)

Middle boiling point (˚C)

Density (max 840 kg·m-3)

Density (min 775 kg·m-3)

Regression Density (Middle boiling point)

Jet A-1

Jet HC

FCC HN

HEFA Cam

HEFA 215

PyrTIR

PyrPO

R² = 0.99

750

770

790

810

830

850

870

0 10 20 30 40 50 60

D
en

si
ty

 (
k

g
·m

-3
)

Aromatics (vol%)

Density (max 840 kg·m-3)

Density (min. 775 kg·m-3)

Aromatics (max 26.5 vol%)

Regression Density (Aromatics)

Figure 7. Density relation to the middle boiling point of the samples studied.

Although all of the samples studied met the distillation characteristics and the freezing
point required for jet fuel, only three samples met, in principle, the basic density require-
ment. The density of both HEFA samples was too low due to the almost zero aromatic
content, while for the PyrTIR and FCC HC samples, the density was too high, based on
their high aromatics (see Table 1). Therefore, for the density of the samples studied, the
group composition and aromatics were more important than the distillation characteristic
(Figure 8).
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Figure 8. Density relation to the aromatics of the samples studied.

For the samples studied, the density relation to the aromatics was almost linear. The
density increased with increasing aromatics. From the samples that did not meet the
required density, the PyrTIR and FCC NH samples also did not meet the aromatics require-
ment. This signals that the use of some samples studied in jet fuel may be problematic
because they did not simultaneously meet several critical parameters of jet fuel. However,
there might be a possibility of blending samples that are on opposite sides of the density
and aromatic spectra, which will be the subject of further research.

The aromatics in jet fuel are closely related to another specific qualitative parameter
of this product—the smoke point. In general, the smoke point decreases with increasing
aromatics [4]. Which of these characteristics limit the production of jet fuel at the oil refinery
first always depends on the specific case. This dependence was investigated for the samples
studied (Figure 9).
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Figure 9. Smoke point relation to the aromatics content for the samples studied.

The dependence of the smoke point on the aromatics was clearly different for samples
with a concentration of up to 26.5 vol% and with higher aromatics. For samples with
aromatics above the JIG requirement for Jet A-1 max 26.5 vol%, the effect of aromatics on
the smoke point was less significant. As far as the two HEFA samples were concerned,
the aromatics were so low that the smoke point could not be measured. Therefore, the
maximum value of the laboratory instrument used (50 mm) was considered in Figure 9.
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Only two samples (PyrTIR and FCC HN) did not meet the smoke point of 18 mm. Further-
more, since the FCC HN sample contained 5.5 vol% diaromatics, it should meet the stricter
limit of the smoke point minimum (25 mm), and therefore, this sample was significantly
outside the JIG requirement for Jet A-1. Based on Figure 9, it can be concluded that there is
a nonlinear relationship between the smoke point and aromatics for components with very
different aromatics.

In jet fuel, aromatics represent a chemical structure with the lowest (H/C)at ratio.
Since hydrogen generally has the highest net specific energy (NSE) per unit mass of all
elements, samples with the highest aromatics should have the lowest value of all samples
(Figure 10).
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Figure 10. Relationship between measured net specific energy (MJ·kg−1) and aromatics of the
samples studied.

The results confirmed the expectations. The two HEFA samples with zero aromatics
and the highest (H/C)at ratio (Table 1) had the highest net specific energy, while the two
very aromatic samples (PyrTIR and FCC HN) had the lowest value. The Jet A-1 sample,
made from hydrotreated straight-run kerosene, had a net specific energy value at the limit
of the requirement (42.8 MJ·kg−1).

ASTM D3338 provides a correlation to calculate the net specific energy. It was inter-
esting to see how accurate this calculation is for samples with compositions significantly
different from standard jet fuel. A comparison of experimental and calculated values
yielded a maximum deviation of 2.1%, indicating that this correlation can be used on a
wide range of jet fuel compositions (Table 1).

From the point of view of an airline carrier, the net specific energy in a unit volume of
jet fuel, which depends not only on the chemical composition but also on the density of the
jet fuel, should be more important than the net specific energy in a unit mass (Figure 11).

This dependence is the opposite of the dependence depicted in Figure 10. Thus, the
density has a greater effect on the net specific energy per unit volume of jet fuel than
the (H/C)at ratio. For example, a unit volume of the sample of standard jet fuel (Jet A-1,
density 802.3 kg·m−3, (H/C)at 1.928) contained 4.3% more energy than the HEF Cam
sample (density 759.5 kg·m−3, (H/C)at 2.177).

The experimental results obtained for the Jet A-1 and HEFA Cam samples agree very
well with the certificates from the independent laboratories available for these samples,
which confirmed the precision of the results obtained.
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Figure 11. Relationship between measured net specific energy (MJ·L−1) and aromatics of the
samples studied.

4. Conclusions

Seven kerosene samples of very different technological origin and composition were
studied in terms of Jet A-1 property requirements. The samples represented not only
prospective SAFs (HEFA and kerosene from pyrolysis of recycled plastics and scrapped
tires) but also interesting crude straight-run kerosene petroleum alternatives, i.e., kerosene
produced by deep hydrocracking of vacuum distillates and FCC hydrotreated heavy
naphtha. The focus of the study was on the specific and critical properties of these samples
related to jet fuel.

Both HEFA samples differed significantly by zero aromatics and non-smoke combus-
tion from the other petroleum-based ones. Four out of the seven samples studied did not
meet the current JIG requirements for Jet A-1. These samples were the two HEFA (density
< 775 kg·m−3), FCC hydrotreated heavy naphtha and hydrotreated kerosene, from the
pyrolysis of scrapped tires (for both density > 840 kg·m−3, aromatics > 26.5 vol%, smoke
point < 18 mm and net specific energy < 42.8 MJ·kg−1). Thus, the critical properties of the
samples were density, aromatics, smoke point and net specific energy. In contrast to the
current prevailing practice of producing jet fuel by simple additivation of a single fraction,
it will be necessary to blend the studied alternative components with straight-run kerosene
(drop-in concept) or with each other, i.e., similar to the way other motor fuels are now
produced. Some of the properties of the samples studied differed significantly from those
of the petroleum fractions currently used (freezing point < −80 ◦C, smoke point > 50 mm,
density significantly outside the required range of 775–840 kg·m3), so it will be necessary to
consider modifications to the existing standards and the modification of analytical methods
to determine their properties in a wider range (freezing and smoke point). This will be
extremely important to properly evaluate the benefits of alternative components in refinery
optimization models. The results of the measurements inspired further research aimed at
blending alternative petroleum components with SAFs and components that lie on the op-
posite sides of the spectrum of the properties studied, such as HEFA and FCC hydrotreated
heavy naphtha.
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Nomenclature

ASTM American Society for Testing and Materials, West Conshohocken, PA, USA
CAPEX Capital Expenditures
EN Euro Norm, Office for Official Publications of the European Communities,

Luxembourg, Luxembourg
FBP Final Boiling Point
FCC Fluid Catalytic Cracking
HEFA Hydrogenated Esters and Fatty Acids
HN Heavy Naphtha
HVO Hydrogenated Vegetable Oil
IATA International Air Transport Association
IBP Initial Boiling Point
IEA International Energy Agency
ISO International Organization for Standardization, Geneva, Switzerland
JIG Joint Inspection Group, Cambourne, Great Britain
NSE Net Specific Energy
SAF Sustainable Aviation Fuels
UCT University of Chemistry and Technology Prague
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Abstract: The precipitation of asphaltene and waxes occurs when crude oil characteristics change
as a consequence of pressure, temperature variations, and/or chemical modifications, etc. The
costs associated with the cleaning of deposition on the production equipment and the loss of profit
opportunities can go beyond hundreds of millions of USD. Thus, there is a strong incentive to
search for ways to mitigate deposit formation during the crude production process. A light crude
bottom hole fluid sample from a deep well with an asphaltene deposition problem was analyzed in
the laboratory. Basic data on density, viscosity, bubble point, GOR, and asphaltene onset pressure
were measured at a PVT laboratory. Asphaltene characterization, as a prescreening for appropriate
inhibitors, has been conducted using asphaltene phase diagrams (APD). The APD generated from
two developed software programs in both Matlab and Excel codes were favorably compared with the
phase behavior of other oil samples available in the literature and has shown to be an excellent match.
Various test methods were used to demonstrate the asphaltene instability of the oil samples. Eleven
chemical inhibitors from five global companies were screened for testing to inhibit the precipitation.
The optimum concentration and the amount of reduction in precipitation were determined for all of
these chemicals to identify the most suitable chemicals. Finally, some recommendations are given for
the field application of chemicals.

Keywords: crude oil; SARA; asphaltene stability; precipitation; asphaltene inhibitor

1. Introduction

Asphaltene precipitation can negatively affect the oil recovery and refining processes
from its early stage in the reservoir and during enhanced oil recovery (EOR), to the flow of
produced oil in the production well, as well as surface facilities. Through the adsorption of
crude oil polar components onto surfaces, asphaltene can alter wettability. It will also block
pore spaces, resulting in reduced local permeability and, therefore, reduce oil production
rates. The asphaltene deposition can also occur in the production well where the pressure
drop is maximum, and the thickness of deposited asphaltene changes over time. If the
crude oil is sensitive to the acids used for well stimulation this may cause a decrease in the
production rate due to asphaltene precipitation. Furthermore, it is also reported that an
increase in asphaltene precipitation has been observed in sections of the well with increases
in turbulence in the flow.
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Asphaltenes are complex molecules with molecular weights ranging from 1000 to
5000 g/mol and densities of about 1100–1250 kgm−3. Asphaltene molecules contain some
heteroatoms such as nitrogen, sulfur, and oxygen. They are mainly aromatics and may
precipitate at certain thermodynamic conditions such as temperature, pressure, and oil
composition. Asphaltene colloid formation, flocculation, and precipitation processes have
been studied and reported in the literature [1–4].

The presence of resins plays an imperative role in asphaltene precipitation and de-
position. During gas injection into a reservoir for enhanced oil recovery processes, the
composition of oil changes, and, consequently, precipitation may occur [5]. In addition to
the composition of the crude oil, the type and amount of injected gas, temperature, pres-
sure, flow characteristics, and properties of the conduit (pipeline or production well) will
affect asphaltene precipitation. A recent review of asphaltene precipitation and associated
problems in production processes were made by Mohamed, et al. [6,7].

Due to the complex nature of asphaltene, the phenomenon of asphaltene precipitation
was never fully understood by the researchers despite extensive research conducted in this
area over the last several decades. The three main questions for the industry regarding
asphaltene deposition are: when it happens, how much precipitation occurs, and how to
prevent or reduce the amount of precipitation.

It is important to correctly predict the onset of asphaltene precipitation and deposi-
tion. Thermodynamic models developed for the prediction of asphaltene precipitation are
composition-dependent and they should be optimized for a given crude. We will use some
crude oil samples and will develop a suitable thermodynamic model tuned for similar oils
and reservoirs. This paper is focused on experimental measurements for a light crude oil
sample, the development of an appropriate thermodynamic model for the phase behavior
of the oil, and the determination of the regions of instability. The other major objective of
this work was to determine a suitable inhibitor or chemical that can be used to minimize
the amount of asphaltene precipitation.

2. Materials and Methods
2.1. Crude Oil Samples and Their Characterization

The oil sample was taken by the operating company from an onshore deep well
(referred to as sample A). This was the main sample used for experiments, testing, and
evaluation. Three samples, each of 500 mL were taken on 5 June 2018 at a depth of 14,000 ft.
The bottom hole pressure and temperature were 4063 psi and 242 ◦F, respectively. This
oil sample was used in the petroleum research facility laboratory at Kuwait University to
measure the basic PVT data, as given in Table 1. The bubble point was determined from a
constant mass experiment (CME) conducted at 242◦. The composition of the sample was
determined from PVT and a subsequent GC analysis. A summary of the results is given in
Table 1.

Some similar basic data on another oil sample (Sample B) from another well located in
the same field are given in Table 2. The composition of oil samples for these oils is given in
Table 3.

In addition to the live oil sample, 10 L of dead crude oil was collected by the gathering
center which was received in November 2020. Basic measured properties for these oil
samples are given in this section. Properties such as API, density, viscosity, sulfur, and
asphaltene contents were measured at Lukoil Neftochim Burgas and are given in Table 4
and the true boiling point distribution is presented in Figure 1.
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Table 1. General Properties for Oil Sample A at 242 ◦F.

Reservoir Temperature 242

Sample volume used at reservoir T & P, mL 67.5
Flashed Liquid Volume at STP, mL 47.1
GOR, scf/bbl 675.5
Basic Sediment & Water Content, wt.% 0
Reservoir Initial Pressure, psig 9300
Bubble point pressure, psia 2271.6
Asphaltene onset pressure, psia 5200
Density at reservoir condition, g/cm3 0.640
Density at 60 F, kg/m3 823.8
Mol. Wt., g/mol 194
API Gravity 40.1
Absolute viscosity, cP 4.91
Kinematic viscosity at 60 F, mm2/s (cSt.) 4.04
SARA analysis of STO
Saturates, wt.% 65.5
Aromatics, wt.% 28.3
Resin, wt.% 4.7
Asphaltene, wt.% 1.6

Table 2. SARA Analysis and BP of Oil Sample B.

Reservoir Temperature, F 230

Asphaltene onset pressure, psia 4500
Bubble point pressure, psia 3130
SARA analysis of STO
Saturates, wt.% 57.3
Aromatics, wt.% 28.5
Resin, wt.% 3.1
Asphaltene, wt.% 1.0

Table 3. Composition of two live oil samples from an oil field in the Middle East.

Component Sample A Sample B
mol % mol %

CO2 2.03 0.90
N2 0.12 0.03

H2S 1.91 0.03
C1 27.47 41.95
C2 12.68 10.68
C3 8.23 7.11

nC4 3.10 3.48
iC4 0.90 0.96
nC5 3.41 2.10
iC5 2.95 1.22
C6 5.36 2.89
C7+ 31.84 28.65

MW7+ 212 211
SG7+ 0824 0.843

The densities at two different temperatures were measured according to the ASTM
D4052 test method. The sulfur for each cut was measured according to the ISO 8754 test
method. These data are given in Table 5 and presented in Figures 2–4. Simulated Distillation
(GC) by ASTM D 7196 is presented in Figures 5 and 6.
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Table 4. Basic properties of dead crude oil sample.

Property Value

Density at 15 ◦C, g/cm3 0.8313
Density at 20 ◦C, g/cm3 0.8277
API Gravity, 60 ◦F/60 ◦F 39.29
Sulfur content, wt.% 1.049
C5 asphaltenes, wt.% 2.6
C7 asphaltenes, wt.% 1.6
Kin. Viscosity at 40 ◦C, mm2/s 9.4
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Figure 1. TBP Distribution for the crude oil sample. Test Methods: ASTM D2892 and ASTM D 5236.

Table 5. Density and sulfur contents of narrow cuts. Test Methods: Density: ASTM D4052. Sulfur:
ISO 8754.

Narrow Cuts BP, ◦C
Density g/cm3

Content of Sulfur, wt.%
at 15 ◦C at 20 ◦C

IBP-70 ◦C 0.6496 0.6447 0.060
70–100 ◦C 0.6949 0.6902 0.048
100–110 ◦C 0.7170 0.7124 0.061
110–130 ◦C 0.7302 0.7256 0.058
130–150 ◦C 0.7503 0.7458 0.063
150–170 ◦C 0.7675 0.7630 0.073
170–180 ◦C 0.7775 0.7733 0.070
180–200 ◦C 0.7857 0.7819 0.073
200–220 ◦C 0.7952 0.7914 0.077
220–240 ◦C 0.8029 0.799 0.107
240–260 ◦C 0.8160 0.8123 0.224
260–280 ◦C 0.8307 0.8271 0.466
280–300 ◦C 0.8442 0.8406 0.677
300–320 ◦C 0.8482 0.8446 0.787
320–340 ◦C 0.8638 0.8602 1.252
340–360 ◦C 0.8820 0.8784 1.831

>360 ◦C
360–380 ◦C 0.8885 0.8812 1.824
380–390 ◦C 0.8949 0.8916 1.815
390–430 ◦C 0.9000 0.8967 1.716
430–470 ◦C 0.9163 0.9132 1.876
470–490 ◦C 0.9291 0.9261 2.047
490–500 ◦C 0.9377 0.9347 2.248

>500 ◦C 0.9828 0.9802 3.025
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Figure 3. API gravity and boiling point of narrow cuts.

2.2. Asphaltene Stability Test Methods

The asphaltene stability test methods employed in this study are itemized below:

• Method I: asphaltene/resin ratio deduced from a SARA analysis as described by
Yen et al. [8];

• Method II: colloidal instability index (CII) defined based on SARA analysis as ex-
plained in [8] and shown by Equation (1):

CII =
Saturates (wt.%) + Asphaltenes (wt.%)

Aromatics (wt.% + Resins (wt.%)
(1)
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• Method III: asphaltene stability test by the Stankiewicz method explained in detail
in [9];

• Method IV: based on the method suggested by Yen et al. [8] based on SARA analysis,
where the graph of the Y-X diagram is prepared with Y = Asphaltenes + Saturates; and
X = Aromatics + Resins;

• Method V: based on the method suggested by de Boer et al. [10]. It employs the
difference between initial pressure and bubble point pressure and the density of
reservoir fluid under reservoir conditions.
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Figure 4. Sulfur content of narrow cuts, wt.%.
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2.3. Regions of Asphaltene Instability

Once it has been determined that an oil sample is unstable, based on the methods
discussed in the previous section, it is important to determine the region in the phase
diagram where asphaltene precipitation can occur. This can be done through an asphaltene
phase diagram (APD). Generation of an APD is the key to determining under what con-
ditions asphaltene formation occurs. Perturbed chain statistical associating fluid theory
(PC-SAFT) is a rather advanced approach to the estimation of the behavior of a complex
mixture originally proposed by Chapman et al. [11], and later modified by Gross and
Sadowsky [12]. Cubic-plus-association equation of state (CPA-EOS) is also another class of
EOS, which takes into account the association between the molecules. Chapman and his
group at Rice University over the last two decades showed that PC-SAFT is quite suitable
for estimating the asphaltene–crude oil PVT behavior [13–17]. They particularly proposed
a thermodynamic framework based on PC-SAFT EOS to predict asphaltene phase behavior
and named the tool the asphaltene deposition tool (ADEPT) [13]. According to Gross and
Sadowsky, the total compressibility factor can be calculated as the sum of the ideal gas, hard
chain, and dispersion contributions, as follows [12]: Z = Zid + Zhc + Zdisp. In the PC-SAFT
framework, three parameters of segment number in a chain (m), the segment diameter (σ),
and segment energy (ε/k) are used to differentiate components. So far, researchers have
proposed different methods for the estimation of these parameters [11]. There exist a few
correlations that are mostly used for asphaltene precipitation modeling, as reported by
Gonzalez et al. [15] which can be used for calculating the PC-SAFT parameters of petroleum
cuts and fractions.

In this work, the PC-SAFT approach of neglecting the association term was used
to develop software for the asphaltene phase equilibria calculation of some Kuwaiti oil
samples. Two software were developed, one with Matlab and one fully with Excel VBA
code. The Matlab version is faster as it uses its internal optimization tool while for Excel,
we developed our own optimization in the VBA codes. The input data for each oil sample
is fluid composition, SARA analysis, bubble point, and or onset pressure at least at the
reservoir or bottom hole temperature (BHT). For gas injection processes, an option for
the amount of injected gas is provided. Experimental data on bubble point and/or upper
asphaltene onset pressure (UAOP) can be used to get optimized values for the aromaticity
and molecular weight of the asphaltene component of the oil sample. These parameters

261



Processes 2023, 11, 818

need to be determined only once for each crude sample, and for all subsequent calculations,
there is no need for this optimization step. When optimized parameters are used, the
calculations in Excel are quite fast (similar to Matlab) and calculations are performed in
less than 30 seconds. A schematic of the flow diagram for the calculation of asphaltene
onset and bubble point pressures is shown in Figure 7.
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2.4. Screening of Chemical Inhibitors for Retardation of Asphaltene Precipitation

The asphaltene flow assurance problem can be handled in three different ways: (one)
to prevent it from happening, (two) to reduce the extent of precipitation, and (three) to
dissolve deposited asphaltene. It is interesting to know that if the asphaltenes in the pro-
duced fluid are in the stable dispersion form, they will not harm the production through
permeability reduction, although they will increase the oil–solid mixture viscosity. The ex-
tent of asphaltene precipitation can be controlled by not allowing the size of the asphaltene
aggregate to grow. For example, the adsorption of nonionic dispersants onto the surface
of an asphaltene particle can avoid its growth and, therefore, will limit the size of the
aggregate, which in turn will allow the asphaltene to be carried along the oil phase [19].

There are clearly two groups of chemical additives that can prevent asphaltene deposi-
tion. They are ADs (asphaltene dispersants) and asphaltene inhibitors (AIs). Examples of
nonpolymeric ADs are the very low polarity alkylaromatics or the alkylaryl sulfonic acids.
Examples of AIs are the alkylphenol/aldehyde resins and similar sulfonated resins, poly-
olefin esters, amides or imides with alkyl, alkylenephenyl or alkylenepyridyl functional
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groups, and alkenyl/vinyl pyrrolidone copolymers. AIs are not effective in formations but
are mainly used in wellbores and surface equipment. AIs increase the asphaltene stability
under wider operation conditions while ADs reduce the particle size and keep particles
in suspension form in the oil. These chemicals are oil-specific. For example, the presence
of nitrogen in asphaltene can interact with the polymeric inhibitors containing H+ atoms
such as hydroxyl groups. In general, AIs are polymeric-type chemicals and to be effective
we must reach a certain critical concentration while ADs act almost proportionately to
concentration. AIs can be best applied upstream of the bubble point pressure which is
commonly downhole to prevent asphaltene flocculation. It is recommended to use either
an AI or an AD, but not both. The use of live oils and dead oils in testing AIs and ADs may
give different results, however, tests with dead oil can be used for general screening of AIs
or ADs since the trends of effectiveness are similar to those with live oils. More specific
information about the properties and effectiveness of these chemical additives is given by
Kelland [19].

When an inhibitor is used to reduce asphaltene deposition, we need to determine its
performance by measuring the amount of deposit before and after a dispersant is used.
Methods of deposit test level are fully described in the literature [20–35]. The asphaltene
dispersant test (ADT) method has been used in this study to determine the effectiveness
of an inhibitor in reducing asphaltene deposition as described in our earlier study [26]
and adopted from [27]. Once the mass of asphaltene before and after the addition of an
inhibitor is measured, the efficiency can be calculated from the following equation:

Efficiency (%) =
Volume of asphalteen deposit before inhibitor − Volume of Asphalteen deposit after inhibitor

Volume of asphalteen deposit before inhibitor
× 100 (2)

The effect of the use of inhibitors to suppress sediment formation was examined by
employing an asphaltene dispersant test (ADT), as described in [27]. The oil sample is mixed
with large amounts of heptane to obtain a clear sample that allows sediment observation
through it. During this study, the crude oil sample A and the H-Oil ATB samples were
mixed with n-heptane in an amount of 93%. The blend of 7% oil/93% n-heptane was placed
in a graduated centrifuge tube and then centrifuged at 5000 rpm for 30 min. A sample of the
oils with no dispersant was used as a control. The commercial additives were mixed with
the studied oils and then homogenized in a closed beaker for a period of one hour using a
magnetic stirrer at 700 rpm. Then, three grams of crude oil sample A (0.5 grams of H-Oil
VTB samples) with the additive were placed in a graduated centrifuge tube and mixed
with 40 grams of n-heptane, and after that centrifuged at 5000 rpm for 30 min. Reading
the volume of the sediment from the graduated centrifuge represents the amount of the
sediment formed at the conditions studied. The sediment volume of the pure crude oil
sample A was 0.12 mL, while those of the pure H-Oil ATB samples were 0.40, and 0.45 mL.
The relative error of the measurement of the sediment volume was found to be 11.0%.

3. Results
3.1. Results from Asphaltene Stability Test Methods

One simple method to judge the oil colloidal stability is to calculate the ratio of
saturates/aromatics from SARA analysis. This ratio is an indirect measure of the solvating
power of an oil sample for asphaltenes (a high ratio implies poor solvating power). The
asphaltene/resin ratio, on the other hand (Method I), relates to the measure of colloidal
stability of the asphaltenes (ratio of asphaltene/resin implies good colloidal stabilization).
Oils with higher resin content are more stable with the addition of a solvent such as n-C5 or
n-C7. Another simple method is to determine a parameter known as the colloidal instability
index (CII) defined based on SARA analysis as described by Yen et al. [8]. If CII is less than
0.7, the oil is stable and if greater than 0.9, it is unstable. If CII is between 0.7 and 0.9, the oil
is mildly unstable (Method II). In addition to these methods, there are three other graphical
methods. Method III was proposed by Stankiewizc, et al. [9] and Method V is based on the
difference between the initial pressure and the bubble point pressure applied to crude oil
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sample A, as shown in Figure 8a,b, respectively. Another method proposed by Yen et al. [8]
shows three regions of unstable, mildly stable, and stable regions from the correlation of
SARA data (Method IV). Results obtained from all these methods are consistent with each
other. For example, as shown in Figure 9a,b, when Methods III and IV were used to test
oil sample B, both methods showed that the crude oil sample is unstable. For the oil in
sample B (Table 2), the ratio of asphaltenes/resins is 0.337, which is greater than 0.3, and
based on Method I, the oil is unstable. Similarly, the colloidal instability index (CII) based
on Method II was calculated for this oil as 2.03, which is greater than 0.9, and, thus, the oil
is unstable. As a result, both crude oil samples were unstable according to all these five
stability test methods.
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Figure 8. (a). Asphaltene Stability Test Method III Applied to Oil Sample A. (b). Asphaltene Stability
Test Method V Applied to Oil Sample A.
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3.2. Determination of Regions of Asphaltene Instability for the Studied Crude Oil Samples

To evaluate our program, described in Section 2.3 in this work, we used ADEPT [13]
of the Chapman group at Rice University with several oil samples, and a good agreement
was observed, as shown in Figure 10. A similar agreement was observed when tested with
other oil samples in which the ADEPT results were available in the literature.

Processes 2023, 11, x FOR PEER REVIEW 14 of 28 
 

 

 

 
Figure 10. Evaluation of APD program (a) with ADEPT model (b) using oil data from Jamaluddin 
et al. [29]. 

50

200

350

500

650

800

300 350 400 450 500

Pr
es

su
re

 (B
ar

)

Temperature (K)

a- APD Results Using Jamaluddin Oil

Bubble Point Upper AOP Lower AOP

EXP Bubble Point EXP Upper AOP

50

200

350

500

650

800

300 350 400 450 500

Pr
es

su
re

 (B
ar

)

Temperature (K)

b- ADEPT-Gonzalez Results using Jamaluddin Oil

Bubble Point Upper AOP

EXP Bubble Point EXP Upper AOP

Figure 10. Evaluation of APD program (a) with ADEPT model (b) using oil data from
Jamaluddin et al. [29].

266



Processes 2023, 11, 818

An asphaltene phase diagram for oil sample A is given in Figure 11 and for oil sample
B in Figure 12. The impact of injecting CO2 gas on APD for oil sample A is shown in
Figure 13 for 20% CO2 injection. By comparing Figures 11 and 13, one can see that by
adding CO2 to the oil, the unstable region increases to a wider condition.
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Figure 11. Asphaltene phase diagram (APD) for oil Sample A (in Table 3).
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Figure 13. Asphaltene phase diagram (APD) for oil Sample A with 20% CO2 (see Figure 11 for
no CO2).

3.3. Retardation of Asphaltene Precipitation by the Use of Chemical Additives

Eleven chemical additives employed to retard sediment formation, manufactured
and supplied by five major companies around the world, were selected to be used in this
study. These chemicals and additives are used for the inhibition, dispersion, and dissolving
(dissolution) of asphaltene as well as other types of solid deposition from petroleum fluids
with applications in production fields.

The scarce information provided by the supplier indicates that the 11 chemical addi-
tives may contain amines in the aromatic solvent, poly-iso-buthylene succinimide, poly-
mer in an aromatic solvent, phosponothioc acid, poly-isobutenyl derivatives, esters with
penta-erythritol, alkenyl thio phosphorous ester, formaldehyde, polymers with branched
4 nonylphenol,ethylene-diamine, phosphoric acid, 2-ehyl-hexyl ester, C24-36 alkene, alpha-
polymers with maleic anhydride, organic acid derivative, and 1,2,4 trimethylbenzene. The
individual additives present a blend of the chemical substances mentioned above in a
proprietary and confidential ratio. They are labeled as A1, A2, A3, A4, A5, A6, A7, A8,
A9, A10, A11. In order to get some insight into the chemical nature of these 11 additives,
infrared (IR) analysis was performed. The IR spectra of the 11 additives are presented in
Figures S1–S13. The data from Figures S1–S7 suggest that the additives A1, A2, A3, A4,
A5, and A6 pertain to the group of organic acid derivatives. The additives A1, A2, A3, A4,
A5, and A6 have the same valence oscillations, however, in different ratios, suggesting a
different ratio of the active components in the distinct additives. Figure 14 presents graphs
of precipitate volume versus inhibitor concentration for the additives A1–A6 treatment of
the crude oil in sample A.
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Figure 14. Amount of deposit versus treating rate of inhibitors A1 (a). A2 (b), A3 (c), A4 (d), A5 (e),
and A6 (f) (treated crude oil sample A).

Figure 15 presents graphs of precipitate volume versus inhibitor concentration for the
additives A7–A11 treating the crude oil in sample A.

Figure 16 presents graphs of precipitate volume versus inhibitor concentration for
the additives A2 (a), A3 (b), A4 (c), A5 (d), A7 (e), and A8 (f) with H-Oil hydrocracked
atmospheric residue (H-Oil ATB)—sample 1 was treated with additives A2, A3, A4, and
H-Oil ATB. Sample 2 was treated with additives A5, A7, and A8—Table 6.
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Figure 15. Amount of deposit versus treating rate of inhibitors A7 (a). A8 (b), A9 (c), A10 (d), and
A11 (e) (treated crude oil sample A).
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Figure 16. Amount of deposit versus the treating rate of the inhibitors A2 (a). A3 (b), A4 (c), A5
(d), A7 (e), and A8 (f) with H-Oil hydrocracked atmospheric residue (ATB)—sample 1 treated with
additives A2, A3, A4, and ATB. Sample 2 treated with additives A5, A7, and A8—Table 6.

The optimum concentration and amount of reduction in a solid deposition for the
tested chemicals with crude oil sample A are given in Table 7.
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Table 6. SARA Analysis and BP of Oil Sample C.

Properties H-Oil ATB (68%Urals/32BL)
15.10.2018 Sample-1

H-Oil ATB (80%Urals/20BL)
15.10.2018 Sample-2

H-Oil VR conversion, wt.% 73.6 72.9
Specific gravity SG4

20 1.027 1.012
SARA analysis
Saturates, wt.% 28.9 31.4
Aromatics, wt.% 59.4 56.8
Resin, wt.% 3.7 4.5
Asphaltene, wt.% 8.0 7.3
Colloidal instability index 0.58 0.62

Table 7. Ranking of the commercial Inhibitors for crude oil Sample A.

Performance
Ranking Order Inhibitor ID

Figure No. for
Performance

Test

Optimum
Concentration

ppm

Optimum
%Reduction
in Precipitate

1 A4 Figure 13d 500 ppm 75%
2 A5 Figure 13e 700 ppm 75%
3 A6 Figure 13f 700 ppm 75%
4 A2 Figure 13b 700 ppm 75%
5 A3 Figure 13c 500 ppm 67%
6 A1 Figure 13a 500 ppm 67%
7 A11 Figure 14e 700 ppm 17%
8 A8 Figure 14b 500 ppm 0% (no effect)

9 A10 Figure 14d 700 ppm +42% (increasing
precipitation)

10 A9 Figure 14c 700 ppm +50% (increasing
precipitation)

11 A7 Figure 14a 1000 ppm +250% (increasing
precipitation)

The optimum concentration and amount of reduction in a solid deposition for the
tested chemicals with the H-Oil ATB samples are given in Table 8.

Table 8. Ranking of the commercial inhibitors for H-Oil ATB samples.

Performance
Ranking Order Inhibitor ID

Figure No. for
Performance

Test

Optimum
Concentration

ppm

Optimum
%Reduction
in Precipitate

1 A3 Figure 15b 500 ppm 42%
2 A2 Figure 15a 500 ppm 38%
3 A4 Figure 15c 500 ppm 38%
4 A8 Figure 15f 1000 ppm 33%
5 A5 Figure 15d 300 ppm 22%
6 A7 Figure 15e 1000 ppm 4%

It is interesting to note here that while with the crude oil sample A, additive A8 had no
effect on the reduction of the precipitation volume. For the case of H-Oil ATB sample-2, the
precipitated volume was reduced by 33%. Additive A7 showed a promotion effect on the
precipitation volume of crude oil sample A, whereas, with H-Oil, ATB sample-2 exhibited
no effect. The findings in our study are in line with the reports of Mahdi et al. [22], Melendez-
Alvarez et al. [27], and Barsenas et al. [30] that the asphaltene dispersants can promote
sediment formation depending on the oil treated, chemistry of the additive, medium, and
the concentrating range. Barsenas et al. [30] showed in their study that the same asphaltene
aggregation inhibitors at lower concentrations inhibited the asphaltene agglomeration
while increasing their treatment rate and their efficacy diminished significantly. They
found that the same inhibitor during the changing of the medium (from toluene at 50 ◦C to
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o-dichlorobenzene at 90 ◦C) the asphaltene inhibitor turned into an asphaltene aggregation
promoter [30]. They suggested that the inhibitor molecules (i) significantly self-associated
in the more polar solvent (o-dichlorobenzene), which could be a reason for the asphaltene
adsorption (and enhanced agglomeration) on the surface of such inhibitors and (ii) self-
associate occulting their head polar part in the less polar solvent (toluene), which might be
a reason for the reduction in inhibitor adsorption on the asphaltene surface and worsening
of the inhibition efficiency [30].

3.4. Optimum Inhibitor Concentration at the Field and Impact of Water Cut

The optimum concentrations reported in Table 7 were obtained from laboratory tests
conducted at room conditions and with a dead crude oil sample. The conditions at the field
are quite different, specifically with the following parameters:

- Temperature;
- Pressure;
- Fluid composition (presence of lighter components);
- Flow rate;
- Water (water cut);
- Concentration of salt and metals in the brine such as Al3+ and Fe3+ in water.

The temperature of the fluid in the well is higher than the lab temperature. At higher
temperatures, the solubility of asphaltene in the oil increases, and this will result in less
precipitation and deposition at the field. Furthermore, at higher pressures, the asphaltene
stability in the oil increases, as is demonstrated in the APD of Figure 11. Another important
factor is the amount of water cut in the wellbore. Generally, as the percentage of water cut
increases, the amount of deposition decreases. With a high water cut, the oil is emulsified in
water. A high amount of water may turn the wellbore to become water wet and asphaltene
deposition may significantly be reduced. However, for the case of well A, the water cut is
low at 5%. Furthermore, the flow of oil can cause a reduction in asphaltene precipitation and,
as shown by Kor and Kharrat [31], with an increase in oil velocity, asphaltene deposition
on the wall decreases. All these factors contribute to a reduction in the amount of inhibitor
when applied in a production well. As a rule of thumb, it is believed that the amount
of asphaltene deposition in the wellbore is about 30% less than those given in Table 7.
Therefore, the optimized dosage in the field is expected to be in the range of 200–300 ppm
for recommended chemicals.

Another contributing factor to the rate of asphaltene deposition is the composition
of water in the wellbore. Salts contribute to the promotion of asphaltene deposition.
Furthermore, the presence of Al3+ and Fe3+ ions in the water also causes an increase in the
amount of deposition. For these reasons, although laboratory tests are helpful to identify
suitable chemicals, the best method to determine the optimum concentration is field testing.
It is also a good idea to test the chemicals over a period of time (a few days or more) to
evaluate their performance and compare it with the incumbent chemical’s performance.
The best chemical is the one that minimizes the amount of asphaltene deposition at the
lowest possible cost per unit barrel of crude. At higher water-cut fields use of a demulsifier
that produces the fastest and cleanest separation of oil and water at the lowest possible cost
per unit barrel of crude is recommended.

The water associated with oil sample A was separated and analyzed for metal elements
that may affect the amount of asphaltene precipitation. The instrument used for the water
analysis was the Sequential Wavelength Dispersive X-Ray Fluorescence Spectrometer or
SWD XRF–ZSX available in the Chemical Engineering Laboratory which is capable of
analyzing elements from Be to U with a microanalysis to analyze samples as small as
500 µm. The instrument is recommended for an elemental analysis of solids, liquids,
powders, alloys, and thin films. The results are given in Table 9. The water weight is 81.18%
and the remaining is total dissolved solid.
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Table 9. Test results (in both ppm and wt.%) for water associated with oil sample A collected on 28
February 2021.

Comp. Na Mg Al Si S Cl K Ca Br Sr Ba W H2O

Unit mass% mass% mass% mass% mass% mass% mass% mass% mass% mass% mass% mass% mass%
Result 5.205 0.243 0 0.001 0.019 11.42 0.241 1.530 0.082 0.062 0.021 0.001 81.18
Unit ppm ppm Ppm ppm ppm ppm ppm ppm ppm ppm ppm ppm ppm
Result 52046 2432 <29 15 192 114169 2406 15291 822 618 214 11 52046

The water was also analyzed for Al3+ and Fe3+ ions by another instrument microwave
plasma (Agilent model—4100 MP-AES) and the result indicated that the Al content was
0.4 ppm and the Fe content of the water was 3.29 ppmw. The total amount of dissolved
solids (TDS), as determined by a simple evaporation and drying method (without the use
of any instrument), was determined to be about 21 wt.%, which is just slightly above 19
wt.% determined by the XRF instrument given in the above table.

3.5. Calculation of the Required Amount of Inhibitor, Cost Analysis, and Final Recommendations

The volume rate of the inhibitor required to be injected for a certain oil production rate
and ppm can be calculated from one of the following simple relations in gallon, liter, or kg:

Required Inhibitor Rate, Gallon/day = (4.2 × 10−5) × (Oil Rate, BPSD) × (ppm);

Required Inhibitor Rate, Liters/day = (1.59 × 10−4) × (Oil Rate, BPSD) × (ppm);

Required Inhibitor Rate, Kg/day = (1.431 × 10−4) × (Oil Rate, BPSD) × (ppm);

where:
Required Inhibitor Rate, Gallon/d = Required Inhibitor Rate in Gallons per day;
Required Inhibitor Rate, Liter/d = Required Inhibitor Rate in Liters per day
ppm = Desired concentration of inhibitor in oil in ppm;
Required Inhibitor Rate, Kg/d = Required Inhibitor Rate in kilogram per day;
Oil Rate (BPSD) = Oil Production Rate (after separator and excluding water cut and

associated gas) in BPSD (barrel per service day);
Unit Conversion Factors: 1 US Gallon = 3.785 liters, 1 barrel = 42 US Gallons,

1 ppm = 1 part per million = 1 × 10-6 v/v or g/g. Approximate density of the
inhibitor ≈ 900 kg/m3 (0.9 g/mL).

For example, for each 1000 bbl of oil to have an inhibitor concentration of 300 ppm,
a volume of 47.7 L (12.6 US Gallons) or about 43 kg of inhibitor should be injected into
the wellbore. If the inhibitor price is taken at 5 EUR/kg, the chemical injection cost would
be about 200 EUR for each 1000 bbl of crude oil produced. The above relations show that
the inhibitor rate is directly proportional to the oil flow rate or desired concentration in oil
in ppm.

Any selected chemical, when used over a period of time, must be economically
attractive and contribute to the overall return on investment (ROI). Cost analysis can be
gauged through ROI, which can be calculated as:

ROI = (Incremental Revenue-Incremental Cost of Treatment)/(Incremental Cost of Treatment) ×100

where:
Incremental Revenue in USD = (oil production after treatment, BPSD – oil production

before treatment, BPSD) × (oil price, $/bbl);
Incremental Cost of Treatment in USD = (Rate of inhibitor injected in Gallons per day)

× (unit price of inhibitor, $/gallon);
It is very important that a chemical is injected at the right and optimized dose. An

overdose or a low dosage may cause adverse effects resulting in an increased amount of
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asphaltene deposition. One way to avoid this is a regular monitoring plan and testing in
the field more often.

4. Discussion

The employed methods to determine the asphaltene stability of studied crude oil samples
denoted that crude oil samples A and B are unstable (or mildly unstable) (Figures 8 and 9). Thus,
one may expect that they would be prone to precipitate asphaltenes and form sediments
in the process of crude oil production. In order to minimize the probability of asphaltene
precipitation 11 commercial chemical additives designed to inhibit the sediment formation
process were examined. It was found that six of these additives were capable of asphaltene
precipitation minimization (Figure 14, Table 7). The IR-spectra (Figures S1–S7) of these six
additives showed the presence of valence oscillations in the region 3000–2800 cm−1, typical
for the presence of aliphatic groups, with bands at about 2960and 2870 cm−1 corresponding
to the symmetric and asymmetric oscillation of CH3 groups, whilst those at 2860 cm−1

corresponding to the symmetric oscillation of CH2 groups, with bands at around 1600 and
1500 cm−1 which are probably a result from the oscillation of C-C bonds in the aromatic
ring. There is a maximum at around 1770 cm−1 which is an indicator of the presence of C=O
ester and cyclic ester. The band at around 1700 cm−1 is probably a result of the oscillation
of the C=O bond participating in the carboxylic group. There is a band at about 1460 cm−1

characterizing the asymmetric oscillation of CH3 groups. Therefore, the additives A1-A6
could be considered to be composed of aliphatic, aromatic, and organic acid derivative
components. However, the ratio between these components seems to be different for the
distinct additives judging from the different areas of the peaks responsible for the diverse
component structures.

The additives A9, A10, and A11 exhibit the same valence oscillations as those of
additives A1-A6, however with different intensities (Figures S10–S12). This suggests a
different ratio between the aliphatic, aromatic, and organic acid derivative components.
The additives A9, A10, and A11 exhibited either a very small inhibiting effect or the pro-
motion of asphaltene precipitation (Figure 15, Table 7). Therefore, the ratio between the
component structures seems to be crucial for the performance of the chemical additive.
Barsenas et al. [30] showed that the same inhibitor during the changing of the medium
(from toluene at 50 ◦C to o-dichlorobenzene at 90 ◦C) turned from an asphaltene inhibitor
into an asphaltene aggregation promoter. Thus, the ratio between the aliphatic, aromatic,
and organic acid derivative components seems to control the efficiency of the additive as
an asphaltene precipitation inhibitor. The IR spectra of the additive A7 (Figure S8) showed
that it contains bands in the region of 3000–2800 cm−1 at 1463 and 1380 cm−1, which is
typical for the presence of aliphatic groups. Three broad bands at about 2700–2500 cm−1,
2400–2100 cm−1, and 1800–1600 cm−1 are due to the presence of hydroxyl groups that are
strongly involved in hydrogen bonding to phosphoryl oxygen atoms in acidic organophos-
phorus acids. The very strong and broad band at 1213 cm−1 is due to the P=O stretching
vibration. The strongest and also very broad absorption at ~1024 cm−1 is attributed to the
P-O stretching vibrations. Several weak bands between 881–650 cm−1 are characteristic of
the ethylhexyl groups. The absorption intensities at 1607 cm−1 and 1505 cm−1 correspond
to carbon–carbon stretching vibrations in the aromatic ring, indicating the presence of
aromatic compounds. Obviously, the existent ratio between the component structures in
additive A7 is unfavorable for asphaltene precipitation in crude oil sample A, making it
an asphaltene precipitation promoter instead of an inhibitor. This component structure
ratio in A7, however, as evident from the data in Figure 15e (Table 8) which does not
make it an asphaltene precipitation promoter when H-Oil ATB is treated, which confirms
again that the additive performance is oil specific, as reported in another research [23]. A
more informative view of the functional groups identified to be present in the 11 studied
additives by the use of FTIR is presented in Table 10.
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Table 10. Assignments of IR absorption bands in the spectra of all tested additives (A1–A11).

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 Functional Group/
AssignmentsGroup Frequency, Wavenumbers (cm−1)

3450 3449 3483 3448 3447 3400 3426 3386 −OH; −NH stretch

3002 3017 =C−H stretch

2963 2957 2963 2959 2956 2956 2961 2953 2964 2953 2958 C−H asymmetric
stretch

2931 2926 2933 2926 2926 2927 2930 2925 2925 2925 2925 C−H asymmetric
stretch

2873 2872 2872 2872 2871 2873 2873 2871 C−H symmetric
stretch

2856 2855 2858 2854 2855 2855 2856 C−H asymmetric
stretch

1770 1772 1780

C=O stretch
1736 1736 1735 1735

1717
1711

1706 1701 1702 1702

1607 1608 1607 1607 1602 1602 1607 1607 1607 carbon-carbon
stretching vibrations
in the aromatic ring

1577
1516

1505 1506 1505 1505 1505 1505 1505 1505

1462 1464 1461 1462 1464 1466 1463 1459 1455 1466 1462 C−H bend:CH2

1386/1366 1385/1366 1389/1366 1377/1366 CH(CH3)2

1366 1380 1377 1377 C−H bend: CH3

1388/1377/1366 1385/1377/1366 1389/1377/1366 C(CH3)3

1213 P=O stretch

1024 P−O stretch

900–700 900–700 900–700 900–700 900–700 900–700 900–700 900–700 C−H out-of-plane
bend

750–400 Metal—oxygen stretch

The data in Table 8 (Figure 15) displays that additives A2, A3, and A4 demonstrated
good performance as asphaltene precipitation inhibitors also when H-Oil ATB was treated.
The efficiency of the asphaltene precipitation reduction, however, was almost double as
low as that of the crude oil sample A (Table 7) implying that the efficiency of asphaltene
inhibition is also oil specific. The additive A5 being Nr.2 in the ranking of asphaltene
inhibitors for crude oil sample A (Table 7) also showed precipitation reduction when H-Oil
ATB sample 2 was treated (Figure 15d). However, with the H-Oil ATB, the ranking of A5 is
number five indicating again that the efficiency of asphaltene inhibitor performance is oil
specific. Therefore, the selection of a chemical additive to inhibit deposit formation during
oil production or during refining operations is a subtle matter.

The proper selection can provide an opportunity to improve profitability by increasing
the cycle length of the operation equipment, reducing maintenance costs, and creating
higher reliability in crude oil production and oil refining facilities to overcome chemical
costs. The improper selection, however, can have a deleterious effect on the economics of
both crude oil production and refining.

5. Conclusions

Two crude oil samples (A, and B) from the same deep reservoir located in Kuwait were
analyzed for asphaltene instability. A simulator was developed to construct asphaltene
phase diagrams and to show regions of instability. The crude oil samples were qualified as
unstable or mildly unstable based on the five methods applied to assess crude oil stability.
Eleven commercial chemical inhibitors were examined to reduce asphaltene precipitation by
the use of an asphaltene dispersion test. IR spectra of the inhibitors revealed that they were
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composed of aliphatic, aromatic, and organic acid derivative components in different ratios.
Six of the inhibitors were ranked as suitable for field application, reducing the asphaltene
precipitation between 67 and 75%. The other five chemical additives were considered
inappropriate since they either had no effect or promoted asphaltene precipitation.

Aside from crude oil sample two, H-Oil ATB samples were also tested with six com-
mercial chemical inhibitors. It was found that four of the inhibitors reduced the asphaltene
precipitation in the H-Oil ATBs as they did when the crude oil sample was treated. How-
ever, their efficiency was lower than that observed during the crude oil treatment. An
inefficient additive for the crude oil sample was found efficient when the H-Oil ATBs were
treated. An additive that promoted asphaltene precipitation during crude oil treatment did
not show the same promoting effect when the H-Oil ATBs were treated. This confirms the
conclusion made by other researchers that additive performance is oil specific. The paper
concluded with some recommendations for the field application of chemical inhibitors.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/pr11030818/s1, Figure S1: IR-spectra of additive A1; Figure S2: IR-
spectra of additive A2; Figure S3: IR-spectra of additive A3; Figure S4: IR-spectra of additive A4;
Figure S5: IR-spectra of additive A5; Figure S6: IR-spectra of additive A6; Figure S7: Combined
IR-spectra of the additives A1, A2, A3, A4, A5, and A6.; Figure S8: IR-spectra of additive A7; Figure S9:
IR-spectra of additive A8; Figure S10: IR-spectra of additive A9; Figure S11: IR-spectra of additive
A10; Figure S12: IR-spectra of additive A11; Figure S13: Combined IR-spectra of the additives A7, A8,
A9, A10, and A11.
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Nomenclature

ADEPT Asphaltene Deposition Tool
ADs Asphaltene Dispersants
ADT Asphaltene Dispersant Test
AIs Asphaltene Inhibitors
APD Asphaltene Phase Diagrams
APDD Asphaltene Phase Diagram and Deposition
API Gravity The American Petroleum Institute gravity
ATB H-Oil hydrocracked atmospheric residue
BHT bottom hole temperature
BP Bubble point
BPSD Barrel Per Stream Day
CII Colloidal Instability Index
CME Constant Mass Experiment
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cP Centipoise
CPA-EOS Cubic-plus-association equation of state
cSt Centistokes
EOR Enhanced Oil Recovery
GC Gas chromatography
GOR, scf/bbl Gas Oil Ratio, standard cubic feet of gas per barrel of oil
H-Oil ATB H-Oil hydrocracked atmospheric residue
IBP Initial Boiling Point, ◦C
ID Identity
IR Infrared
KOC Kuwait Oil Company
Mol. Wt. Molecular weight
MW7+ Molecular weight of C7+
PC-SAFT Perturbed chain statistical associating fluid theory
Psia Pounds per square inch absolute
Psig Pounds per square in gauge
PVT pressure–volume temperature
ROI return on investment
SWD XRF–ZSX Sequential Wavelength Dispersive X-ray Fluorescene Spectrometer
UAOP Upper asphaltene onset pressure
VBA codes Visual Basic for Applications
XRF X-ray fluorescence
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Abstract: Asphaltenes are known to cause problems related to flocculation, precipitation, and plug‑
ging, either in the formation, production lines, and processing equipment. Different models have
been proposed to predict the thermodynamic conditions under which asphaltenes precipitate over
the past years. This work analyses the performance of various models on their capability to match
the literature experimental data of precipitated asphaltene mass fractions. Twenty‑five different
models based on equation‑of‑state (EoS), polymer solution, and thermodynamic‑colloidal theories
were identified. The performance/test datasets were collected and classified according to their pres‑
sure/temperature conditions, CO2, n‑C5/n‑C7 gas, and liquid titrations. Statistical analysis, including
residuals, parity plots, and average absolute relative deviation (AARD, %), were used to compare
the adequacy of selected models. Results confirmed the need for further model development for
general applications over wide pressure, temperature, and composition intervals.

Keywords: asphaltene precipitation modeling; EoS; polymer solutions; colloidal theories; model
evaluation

1. Introduction
The growing production of heavy crude oil as reservoirs continue to deplete has mo‑

tivated the search for methods to improve their extraction, transportation, and refinement.
One of the natural properties of these oils is their high amount of asphaltenes, which causes
high viscosity and difficulties in producing and refining them.

Asphaltenes are a solubility class of compounds with high aromaticity, high molec‑
ular weight, and an undefined boiling point. Asphaltenes are soluble in aromatic com‑
pounds, such benzene or toluene, and insoluble in low‑molecular‑weight alkanes, such as
n‑pentane or n‑heptane. Asphaltenes are considered the most polarizable and aromatic
fraction of crude oil. They are rich in heteroatoms (nitrogen, oxygen, and sulfur) and met‑
als (nickel and vanadium) [1]. Asphaltenes mainly exist as monomers in bulk crude oil,
while they behave as a polymer upon association and precipitation [2]. In both refinery and
production operations, asphaltene dispersion with chemicals is preferred to avoid their
aggregation and subsequent precipitation. It is generally accepted that resins, which are
absorbed on the surface of asphaltenes, are natural peptizing agents of asphaltenes [3]. As‑
phaltenes are known to be the main precursor of sediment formation, with major difficul‑
ties in oil production, transportation, and processing equipment [4]. Several investigations
have revealed that asphaltene behavior is influenced by pressure, temperature, crude oil
properties, type and amount of precipitant, and characteristics of porous media (oil wells).
Solid formation inducted by asphaltene precipitation causes major effects on production
systems, in both upstream and downstream operations. [5].

Asphaltene precipitation is influenced by the nature of the medium in which they are
hosted [6]. Changes in composition (in‑field mixing with different crude oils, addition of
solvent, dispersant, CO2 injection, etc.) canmodify the stable‑to‑unstable conditions in the
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medium, leading heavy organics to flocculate, precipitate, and deposit [4]. Asphaltene ad‑
sorption onto surfaces is a phenomenon that can be used to predict and avoid asphaltene
precipitation from reservoir production and downstream operations. Asphaltene adsorp‑
tion could be an efficient method to assist enhanced oil recovery efforts [7].

Rheological properties of the oil are important for the study of precipitation of as‑
phaltenes in different stages of the oil production chain. Asphaltene flow behavior in di‑
verse media, including waxy matrix, polymer matrix, and oil/water emulsions, represents
interactions at the interface between asphaltene‑asphaltene, asphaltene‑maltenes, and
asphaltene‑water. Because the amount of asphaltene and resins tends to increase as a re‑
sult of oil well decline, rheological properties of oil changes and asphaltene behavior is
more complex and tends to precipitate onto reservoir and production facilities [8].

Therefore, the study of asphaltenes is of great importance for anticipating the prob‑
lems that they may cause, particularly when dealing with unstable, asphaltenic crude oils.
In previous works, our group reviewed methods based on SARA (saturates, aromatics,
resins asphaltenes) analysis to determine the stability of crude oils [9]. We applied them
to a wide range of Mexican crude oils [10]. Apart from SARA‑analysis‑based methods,
there are other more sophisticated models which use a solubility approach or a colloidal
approach to predict precipitation.

In this work, we perform a comprehensive review of the literature models used to cal‑
culate asphaltene precipitation, either as a function of pressure and temperature, or from
gas and liquid titration data, using their reported data‑matching accuracy and statistical
tests. Conclusions on the most appropriate models are given, based on the above tests.

2. Description of Models for Asphaltene Precipitation
To estimate asphaltene precipitation, various studies have been carried out using dif‑

ferent approaches, and these can be classified into two different approaches: solubility
approach models and colloidal approaches models [11].

2.1. Solubility Approach Models
It is common to quantitatively describe asphaltene precipitation via parameters of sol‑

ubility. The solubility parameter indicates the relative solvency behavior of a specific sol‑
vent, and the relationship among solubility, van der Waals forces, and the cohesive energy
density. Hildebrand defined the solubility parameter as the square root of the cohesive
energy density (Vargas and Tavakkoli 2018).

The solubility approach is classified into four different theories: regular solution the‑
ory models (RST), cubic equation of state models (C‑EoS), cubic plus association equation
of state models (CPA‑EoS), statistical association fluid theory equation of state models
(SAFT‑EoS), Scott‑Magat theory models (SMT), and Flory‑Huggins theory models (FHT).
Table 1 summarizes the RSTmodels, while C‑EoS, CPA‑EoS, SAFT‑EoS, SMT, and FHT are
reported in Tables 2 and 3.
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2.1.1. Regular Solution Theory
The regular solution theory was originally developed by Scatchard, Hildebrand, and

Wood to describe the thermodynamics of solutions [12]. Models developed by this the‑
ory provide semiquantitative estimates of solubility parameters for solutions of nonpolar
liquids. The models based on RST identified in this work are the following:

(1) Hirschberg et al., model [13]. This model was developed to describe the behavior
of asphalt and asphaltenes in crude oil reservoir upon changes in pressure, temperature, or
composition. The model appears to be well applicable to conditions at which asphaltenes
are associatedwith resins, andmay be used to identify field conditionswhere asphalt or as‑
phaltene precipitation would occur. Themodel overestimates the solubility of asphaltenes
at very high dilution ratios [11].

(2) Burke et al., model [14]. The model describes the precipitation mechanism as a
polymer solution theory. The overall model depends on two types of fluid equilibria: V/L
equilibrium of the total fluid and L/L equilibrium between liquid oil and pseudo‑liquid
asphaltene phases. The agglomeration of asphaltenes may hinder the quantitative perfor‑
mance of the model. Data generated by the model can be used to determine critical prop‑
erties of the solvent/oil system. The model can also be used to estimate the probability of
precipitates formation as the composition and properties of the reservoir fluid change.

(3) Novosad and Costain model [15]. Hirschberg’s model with asphaltene‑asphaltene
and asphaltene‑resin association was used to correlate asphaltene precipitation data. The
Peng‑Robinson EoS was used to determine the V/L equilibrium data on oil‑CO2 mixtures.
The model has a large number of fitting parameters. More data on physical properties of
asphaltenes and resins are needed to predict asphaltene stability and the extent of their pre‑
cipitation with confidence. All asphaltene precipitation data were successfully correlated
using a molecular thermodynamic model with association. Model calculations indicated
that asphaltene destabilization may be minimized by producing wells at high wellhead
flowing pressures.

(4) Rassamdana et al., model [16]. The model employs a scaling function, somewhat
like those encountered in aggregation and gelation phenomena. The scaling function has
a very simple form, and its predictions agree well with the experimental data. This scaling
equation provides a particularly simple, and apparently universal, prediction for the onset
of asphaltene (or asphalt) precipitation.

(5) Buckley et al., model [17]. Themodel assumes that the dominant intermolecular in‑
teraction energy governing asphaltene precipitation is the London dispersion contribution
to the van derWaals forces. The interaction energy is a function of the differences between
the squares of the refractive indices of the asphaltene and solvent. Solubility parameters
of the asphaltene and solvent are related to their refractive indices. The refractive index
is a function of the composition and density. Refractive indices were extrapolated to zero
frequency as a parameter into the model.

(6) Chung model [18]. The model is based on thermodynamic principles for solid‑
liquid phase equilibrium and assumes that asphaltenes are dissolved in oil in a true liquid‑
solid state, not in a colloidal suspension. The model considers the effects of temperature,
composition, and activity coefficient on the solubility of wax and asphaltenes in organic
solutions, and can predict the solubility of asphaltene in crude oil systems.

(7) Cimino et al., model [19]. The model based on polymer solution thermodynamics
and was developed using experimental phase behavior data. The model allows for the
prediction of asphaltene stability with few experimental data, and considers that on phase
separation, asphaltenes contain a fraction of the solvent.

(8) de Boer et al., model [20]. The model is based on the solubility of the oil and
the asphaltenes and their molar volumes (similar to the Hirschberg model). The author
found that all crude oil properties were correlated with the density of the crude at in situ
conditions. The model assumes that the asphaltene precipitation depends on the degree
of saturation of the asphaltene phase due to the pressure drop during production.
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(9)Alboudwarej et al., model [21]. Themodel is based on the liquid‑liquid equilibrium
regular solution theory. The input parameters of the model are the mole fraction, molar
volume, and solubility parameters of each component. During the model development,
asphaltenes were divided into fractions with different associated molar mass according to
the Schultz‑Zimmmolarmass distribution. The effect of the solvent type and the onset and
amount of asphaltene precipitation can be calculated with the model.

(10) Yarranton and Masliyah model [22]. The model describes the asphaltene solu‑
bility using a solid‑liquid equilibrium through the calculation of K‑values derived from
Scatchard‑Hildebrand solubility theory andFlory‑Huggins entropy ofmixing. Asphaltenes
were considered as a series of polyaromatic hydrocarbons with randomly distributed as‑
sociated functional groups. The model calculates asphaltene precipitation onset and the
amount of precipitated asphaltenes.

(11) Thomas et al., model [23]. The model relates the fugacities of the liquid/solid
components. The model’s main contribution is the correlation of the required properties:
enthalpy change of fusion, fusion temperature, solubility parameters, and liquid partial
molar volumes.

(12) Wang and Buckley model [24,25]. This asphaltene solubility model (ASM) was
developed to predict the phase behavior of asphaltenes in crude oil. The thermodynamic
model was derived from Flory‑Huggins polymer theory and reproduces a wide range of
experimental data for the onset of asphaltene precipitation. The better prediction of the
model over others arises by the estimation of solubility parameters based on refractive in‑
dices measurements, the solution of the thermodynamic equations to obtain compositions
of both asphaltene poor and asphaltene rich phases, and the use of the Gibbs free energy
curve to define onset conditions.

2.1.2. Cubic Equation‑of‑State (C‑EoS)
Equations of state are useful to describe properties of fluids, mixtures, and solids.

In the oil industry, the most widely used EoS are Soave‑Redlich‑Kwong (SRK) and Peng‑
Robinson (PR). Equations of state are not limited to describing the liquid‑vapor equilib‑
rium, but they can also describe liquid‑liquid and liquid‑solid equilibria. Models devel‑
oped from equations of state include the following.

(13) Nghiem et al., model [26]. Themodel is based on the division of the heaviest com‑
ponent in the oil into a non‑precipitating and a precipitating component. Model can make
quantitative calculations of experimental data from the literature, as well as additional
data from industry. Asphaltenes are considered a pure dense phase, and are referred to as
the asphalt phase and can either be liquid or solid. The model can calculate a decrease in
asphaltene precipitation at high solvent concentrations.

(14) Sabbagh et al., model [27]. The model is an adaptation of the Peng‑Robinson
equation of state using group contribution methods for the fitting and prediction of the on‑
set and amount of asphaltene precipitation from both asphaltenes/toluene/n‑alkane and
bitumen/n‑alkane systems. A liquid‑liquid equilibrium is assumed with only asphaltenes
partitioning to the dense phase, while saturates, aromatics, and resins are considered as sin‑
gle pseudo‑components. The model matches asphaltene yields for n‑alkane diluted bitu‑
men. However, it fails to fit yields from n‑pentane‑diluted bitumen at high dilution ratios.

2.1.3. Statistical Association Fluid Theory Equation of State (SAFT‑EoS)
SAFT‑EoS is the most widely used for the prediction of asphaltene phase behavior by

applying Wertheim’s theory. SAFT is an equation of state where the molecules are mod‑
eled in the form of chains composed of bonded spherical segments. This equation of state
describes the residual Helmholtz free energy (Ares) of a mixture of associating fluids. The
PC‑SAFT equation of state is organized into different types of intermolecular interactions,
such as the hard chain reference, dispersion, association, polar interaction, and ions.

(15) Ting et al., model [28]. The SAFT equation of state was used to model asphaltene
phase behavior in live oil (mixture of n‑C7 insoluble asphaltenes, toluene, and methane)
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and a recombined oil (stock tank oil with its separator gas). The refractive index of the
mixture at onset of asphaltene precipitation was used to characterize SAFT parameters of
the asphaltenes. With this data, the densities for stock tank oil and the recombined oil were
predicted very well with experimental measurements.

(16) Wu et al., model [29,30]. The author considered that asphaltenes are represented
by attractive hard spheres that can associate with themselves. The Helmholtz energy of
hard spheres (A^hs) was included in the SAFT equation (SAFT‑HS). The author concludes
that the effect of the oil medium on asphaltene precipitation is only determined by its
Hamaker constant (obtained from oil´s density and concentration of light compounds in
the oil).

(17) Buenrostro et al., model [31]. The author includes intermolecular interactions in
SAFT EoS with variable‑ranged potentials (SAFT‑VR). SAFT‑VR approach exploits that
molecular parameter to model real effects in fluids. SAFT‑VR approach resulted in a
promising ability to predict phase equilibria of asphaltene precipitation due to changing
conditions (P, T, and composition), as well as for pressure depletion at reservoir conditions
in live oil samples.

2.1.4. Cubic Plus Association Equation of State (CPA‑EoS)
The cubic plus association equation of state is a combination of the classical cubic equa‑

tion of state and chemical contribution (association). Classical EoS describes the physical
part of attraction and repulsion, and the chemical contribution is related to Chapman’s as‑
sociation term originally developed for statistical association fluid theory (SAFT). The CPA
equation of state has been successfully applied to a variety of complex phase equilibria,
including mixtures containing alcohols, glycols, organic acids, water, and hydrocarbons.
The following models are based on this approach:

(18) Li and Firoozabadi model [32]. It is applied to model the effects of temperature,
pressure, and composition on asphaltene precipitation in live crude oils. A liquid‑liquid
equilibrium between the upper onset and bubble point pressures, and a gas‑liquid‑liquid
equilibrium between the bubble point and lower onset pressures were considered to de‑
velop the model. The model’s advantage is based on the existing fluid characterization,
which can be readily implemented in compositional reservoir simulators. It was able to
reproduce the amount and onset pressures of asphaltene precipitation in several live oils
over a broad range of composition, temperature, and pressure conditions.

(19) Shirani et al., model [33]. The model is based on a combination of a physical part
and an association term. Themodel combines a cubic EoS and association (chemical) terms
fromWertheim theory. The interactions between molecules are considered in the physical
and association parts. The model is expressed in terms of the compressibility factor, Z.
The physical contribution of the compressibility factor was obtained using Peng‑Robinson
and Soave‑Redlich‑Kwong equations of state. For the physical part, SRK EoS gives more
accurate results than the PR EoS for predicting the asphaltene phase behavior. The model
showed good accuracy with experimental data from three live oil samples.

2.1.5. Scott‑Magat Theory
The Scott‑Magat theory assumes that polymers have a heterogeneous structure, and

polydispersity plays an important role in the molecular weight of polymers. This assump‑
tion is applicable when using the following model.

(20) Kawanaka et al., model [34]. This statistical thermodynamic model is used to
predict the onset point and amount of asphaltene deposition of crude oils. Asphaltene is
assumed to consist ofmany components of similar polymericmolecules. Themodel is used
to predict the phase behavior in CO2/oil mixtures, and is applicable to estimate organic
deposition (asphaltene, wax, diamantine, etc.) from reservoir fluids under the influence of
a miscible solvent at various temperatures, pressures, and compositions.
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2.1.6. Flory‑Huggins Theory
The Flory‑Huggins theorywas originally developed by Flory andHuggins to describe

the Gibbs free energy mixing of polymer solutions [35,36]. The theory assumes that as‑
phaltenes have a homogeneous structure and properties. Models based on this theory are
the following.

(21) Flory‑Huggins model [35,36]. It assumes that the polymer has the form of a flexi‑
ble chain of segments and that each segment is equal in size to a solvent molecule. Several
models are based on this theory.

(22) Flory‑Huggins‑Zuo equation of state (FHZ EoS) [37]. Flory‑Huggins‑Zuo EoS
assumed that a reservoir fluid is treated as a mixture with two pseudo‑components: non‑
asphaltene (or maltene) and asphaltene components. It also describes the equilibrium con‑
centration distribution of heavy ends in the oil column. The FHZ EoS includes gravita‑
tional forces on the existing Flory‑Huggins regular solution model, which has been used
to model asphaltene precipitation in the oil and gas industry. It has been successfully em‑
ployed to estimate asphaltene concentrations in different crude oil columns around the
world, incorporating the size of asphaltene molecules, asphaltene nanoaggregates, and as‑
phaltene clusters. Downhole fluid analysis (DFA) has been used to measure continuous
fluid profiles and properties of discontinuous fluids in reservoir connectivity [38]. DFA
measurements are related to all parameters of the FHZ EoS, like composition, the gas‑oil
ratio, and the density of heavy components.

2.2. Colloidal Approach Models
The colloidal approach assumes that asphaltenes exist in the oil medium as solid par‑

ticles suspended and stabilized by resins. The short‑range intermolecular repulsions be‑
tween resin molecules adsorbed on neighboring asphaltene particles and the long‑range
repulsions between asphaltene particles are the conditions for keeping asphaltenes stable
in solution. On the other hand, the precipitation of asphaltenes is assumed to be an ir‑
reversible process, and a certain quantity of resins is necessary to completely peptize the
asphaltenes in crude oil. The colloidal approach has three different paths to describe as‑
phaltenes precipitation: chemical potential, micellization, and reverse micellization. Ta‑
ble 4 summarizes the models based on the colloidal approach.

Table 4. Models to calculate asphaltene precipitation based on the colloidal approach (Chemical
Potential, Micellization, and Reverse Micellization).

Chemical Potential Micellization
Author Equation Author Equation

(23) Leontaritis and
Mansoori
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resin
∆µR
RT =
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vm
+ XR

(24) Victorov and
Firozoobadi
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2.2.1. Chemical Potential
Chemical equilibrium between two phases is related to the chemical potential and is

equal in both phases for each component. Since resins act in the peptizing of asphaltenes,
its chemical potential is equal to the resins in the asphaltene and oil phases. The nextmodel
was developed according to this thermodynamic concept.

(23) Leontaritis andMansoori model [39]. The model is based on the thermodynamic‑
colloidal approach and is capable of predicting the onset of flocculation of colloidal as‑
phaltenes in oil mixtures, either due to changes in composition (solvent addition) or elec‑
trical phenomena (streaming potential generation due to flow of asphaltenes containing
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oil in conduits or porous media). The model can make predictions regarding the velocity
ranges where colloidal asphaltene flocculation can be avoided.

2.2.2. Micellization
Micellization is a self‑association phenomenon that occurs on the surface of active

materials in aqueous systems. An asphaltene colloidal particle has a core of asphaltene
molecules surrounded by resin molecules on its surface. The following model is based on
this approach.

(24) Victorov and Firoozabadi model [40]. The model describes asphaltene molecules
in crude oils as micelles, and the solubilization of asphaltene polar species by resin polar
molecules in the micelles. The model describes the change in precipitation power of differ‑
ent alkane precipitants and the effect of pressure on asphaltene precipitation. The amount
and the onset of predicted asphaltene precipitation are sensitive to the quantity of resins
in the crude oil. The authors concluded that, at high solvent ratios, the asphaltene mate‑
rial does not precipitate, and when precipitation does take place, most of the asphaltene
material remains in the crude oil.

2.2.3. Reverse Micellization
Reverse micellization assumes that asphaltenes can be redissolved into the oil phase

when conditions are favorable for redissolution, and the asphaltene precipitation process
is reversible. The following model is based on this approach.

(25) Pan and Firoozabadi model [41,42]. The model was developed using a liquid‑
liquid equilibrium to obtain a thermodynamic micellization model. The heavy phase is
assumed to be in the liquid state and to consist of only asphaltene and resin. The model is
used to calculate asphaltene precipitation and shows good accuracy. The effect of pressure,
temperature, and composition on precipitation is calculated by the model. The model can
calculate resin precipitation at high propane concentrations and asphaltene precipitation
at high concentrations of CO2 and injected gasses. The model shows that an increase in
resin concentration could inhibit asphaltene precipitation.

3. Results and Discussion
Following a consecutive description of the variousmodelsmentioned in the preceding

section, we use the numbers 1 to 25 to refer to model features and results. The results of
statistical analysis refer to the literature experimental data of precipitated asphaltene mass
fraction of the reported models.

3.1. Experimental Titrations
Liquid titrations are used to determine the amount of asphaltenes for a particular n‑

alkane titrant/test crude oil system in the laboratory. Calculation of the entire titration
curve (i.e., asphaltene weight % vs. volume of n‑alkane titrant added/g of test crude oil) is
an important calculation test for any asphaltenemodel. Table 5 shows the type of test crude
oils, solvents used, and the type of titration data (liquid/gas) used in the works where a
particular model has been reported in the literature. Some models were developed from
a set of self‑measured experiments, and others have used data reported elsewhere in the
literature. As can be seen, the set of experimental data measured by Hirschberg et al. and
Burke et al. were used in the development of models 13, 19, 20, 23, 24, and 25.
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From Table 5, it can be seen that most of the models were developed with crude oils
with API gravity ranging from 19 to 48, and only a few used Athabasca bitumen sam‑
ples. The asphaltene content ranged from 0.1 to 21.8 wt%. Interestingly, the method of
choice used to precipitate asphaltenes was IP‑143. Some models were developed with pre‑
cipitated asphaltenes with only one solvent (n‑C5, n‑C7 or CO2), while others used up to
six different solvents.

3.2. Pressure and Temperature Conditions for Each Model
Since each model was developed with different types of crude oil and solvent, the

pressure and temperature conditions for asphaltene precipitation were different, and the
applicability of each model depends on all of these conditions. Figure 1 depicts the pres‑
sure and temperature conditions used to develop each model. Not all of the models re‑
ported the experimental conditions. In general, temperatures ranged from −20 to 250 ◦C,
while pressure ranged from 0 to 105.5 MPa. Only model 11 used a wide range of temper‑
atures, i.e., −20 ◦C to 250 ◦C, being the one with the widest temperature range. Models
7 and 19 were second in terms of wider temperature ranges (25–177 ◦C), and the widest
pressure range (0–105 MPa for model 7, and 5–50 MPa for model 19). The model with the
narrowest pressure and temperature ranges was model 4 (21 to 38 ◦C, and 0.1 to 1.0 MPa).
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3.3. Models Excluded from the Analysis
Some models did not report information to validate their accuracy in calculating as‑

phaltene precipitation (models 5, 8, 10, 12, 21, and 23), and others only reported limited
information (models 2, 3, 6, 7, 9, 11, 13, and 22). For later models, the limited information
provided was considered insufficient to carry out a statistical analysis. Only 11 out of the
25 models (i.e., 1, 4, 13, 14, 16, 17, 18, 19, 20, 24, and 25) reported information on the precip‑
itated asphaltene mass fraction to perform the statistical analysis. Models excluded from
the analysis were: 2, 3, 5, 6, 7, 8, 9, 10, 11, 12, 15, 21, 22, and 23. The few calculation proper‑
ties reported by the models excluded were: solubility parameters for asphaltenes and sol‑
vents (Burke et al., Chung et al., and de Boer et al. models), refractive index of asphaltenes
and solvents (Buckley et al., Ting et al., and Wang and Buckley models). Furthermore, a
comparison between experimental and calculated asphaltene precipitation data was not
reported by these models.

3.4. Analysis of Models
Asphaltenes are dispersed in crude oil in equilibrium with saturates, aromatics, and

resins fractions, constituting a colloidal system. Asphaltene precipitation is caused due to
changes in pressure, temperature, composition, flow, etc., which alter this colloidal system
equilibrium, and then induce aggregation and precipitation.

3.4.1. Effects of Pressure and Temperature
Hirschberg et al. and Pan and Firoozabadi reported comparisons of calculated val‑

ues from their models against experimental data from Hirschberg et al., (tank oil 1 and
propane weight ratio 1:7, at 93 ◦C) as depicted in Figure 2a. In general, models calculated
the trend of asphaltenes precipitation with changes in pressure well; i.e., when pressure
decreases, asphaltene precipitation increases. Shirani et al., Ngheim et al., and Victorov
and Firoozabadi reported comparisons of calculated values from their models against ex‑
perimental data from Burke et al., (live crude oil 3 at 100 ◦C) as depicted in Figure 2b. The
model by Shirani et al. could calculate asphaltene precipitation with higher accuracy than
the models by Nghiem et al. and Victorov and Firoozabadi. It exhibited a slight error at
pressures between 13 and 15 MPa.

At 30 ◦C, Figure 3 shows that Li and Firoozabadi´s model was not able to calculate
asphaltene precipitation from the experimental data from Szewczyk et al. [43,44]. At low
pressures (<10MPa), themodel then overestimated the experimental data from10 to 15MPa
for oil X2. For pressures higher than 25MPa, it calculated the experimental data quite well,
with a slight underestimation. For oil X3, the model was not able to calculate asphaltene
precipitation at P <20 MPa, and it overestimated the experimental data from pressures
20 to 25 MPa. Above 30 MPa, the model showed a slight underestimation.

3.4.2. Effects of Injected CO2

Injection of CO2 is one of the techniques used for oil recovery, but sometimes it can
lead to significant problems of asphaltene precipitation in the reservoir. Figure 4 shows
that Li and Firoozabadi, Pan and Firoozabadi, Wu et al., and Shirani et al. models calcu‑
lated that, as CO2 concentration increases, asphaltene precipitation also increases. Experi‑
mental data from Weyburn crude oil with 4.9 wt% of asphaltenes [45] were used by these
models to obtain asphaltene precipitation in the presence of CO2. The models by Pan and
Firoozabadi and Li and Firoozabadi exhibited a tendency to underestimate the experimen‑
tal data from 0.41 to 0.6 fractions of CO2 and overestimated the experimental data up to
0.65 to 0.75 fractions of CO2 with a maximum error of 29%. Pan and Firoozabadi were
not able to calculate asphaltene precipitation at <0.51 mole fraction of CO2. It exhibited a
maximum error of almost 15%. The model by Shirani et al. exhibited good accuracy in
reproducing experimental data quite well from 0.46 to 0.53 mole fractions of CO2, then
underestimated the experimental data from 0.54 to 0.65 mole fractions of CO2. It exhibited
a maximum error of 17%. The model by Wu et al. overestimated the experimental data

292



Processes 2023, 11, 765

up to 0.38 to 0.54 fractions of CO2 and underestimated the experimental data from 0.55 to
0.65 with a maximum error of 23%.
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3.4.3. Effects of the Addition of n‑Alkanes as Solvents
The models by Kawanaka et al., Sabbagh et al., Rassamdana et al., Wu et al., Buen‑

rostro et al., and Victorov and Firoozabadi reported asphaltene precipitation by adding
n‑C5 and n‑C7 as solvents. Figures 5 and 6 depict the experimental data versus the calcu‑
lated results for these models. The models show an increase in asphaltenes precipitation
due to an increase in solvents (n‑C5 and n‑C7). Figure 5a,b shows the results of asphaltene
precipitation in five models with n‑C5 as solvent. The model by Kawanaka et al. used
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the experimental data of crude oil with a 1.9 wt% asphaltene content. Initially, the model
overestimated the experimental data from 0.60 to 0.80mass fraction of the solvent, then cal‑
culations exhibited good accuracy in the range of 0.85 to 0.97 mass fraction of the solvent.
It exhibited a maximum error of 3%. Sabbagh et al. calculated asphaltene precipitation
from Athabasca bitumen and Cold Lake bitumen with contents of 14.60 and 15.30 wt% of
asphaltenes, respectively. For both samples, the model underestimated the experimental
data, and presented a maximum error of 51% for Athabasca bitumen and 27% for Cold
Lake bitumen. Rassamdana et al. and Victorov and Firoozabadi could calculate experi‑
mental data with a maximum error of 42 and 29%, respectively. Wu et al. could calculate
asphaltene precipitation quite well for Suffield oil. For Lindberg oil, the model exhibited a
considerable deviation from0.6 to 0.94mass fraction of n‑C5. In general, themodel showed
amaximum error of 14%. Buenrostro et al. were able to reproduce experimental data quite
well for both Mexican oils (C1 and Y3). The model exhibited a slight underestimation at
0.97 mass fraction of n‑C5.
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Figure 5. Effect of adding n‑pentane solvent on precipitated asphaltene fraction. (a) Rassamdana
et al., (u experimental,—— calculated), Buenrostro et al., (for oil Y3: □ experimental,— · ·— calcu‑
lated, and for oil C1: • experimental,—— calculated), plot inside refers to: Experimental data (▲) by
Hirschberg et al., at 60 ◦C, (••••) calculated by Victorov and Firoozabadi, and (— ·—) calculated by
Kawanaka et al., (b) Wu et al., (for oil Lindberg: ■ experimental,— calculated, and for oil Suffield:
# experimental, — — calculated), plot inside refers to Sabbagh et al., (for Athabasca bitumen: ▲
experimental, •••• calculated, and for Cold lake bitumen: △ experimental,— ·— calculated).
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Figure 6. Effect of adding n‑heptane solvent on precipitated asphaltene fraction. (a) Buenrostro
et al., (for oil Y3: u experimental,—— calculated), Rassamdana et al., (# experimental,—— calcu‑
lated), plot inside refers to: Experimental data (■) by Hirschberg et al., at 60 ◦C, (••••) calculated
by Victorov and Firoozabadi, and (— · —) calculated by Kawanaka et al., (b) Sabbagh et al., (for
Athabasca bitumen: □ experimental,—··— calculated, and for Cold lake bitumen: 3 experimental,
—— calculated), plot inside refers to: Wu et al., (for Suffield oil: ▲ experimental,—— calculated).

Figure 6a,b shows the results of asphaltene precipitation by five models with n‑C7
as a solvent. The model by Kawanaka et al. calculated the experimental data quite well
from 0.60 to 0.80 mass fraction of n‑C7, then overestimated the experimental data above
0.80 mass fraction of n‑C7. The model by Sabbagh et al. initially exhibited good accuracy
from 0.60 to 0.71 mass fraction of n‑C7, then, for both samples, the model overestimated
the experimental data from 0.71 to 0.95 mass fraction of n‑C7. The model exhibited a maxi‑
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mum error of 51% for Athabasca bitumen, and 50% for Cold Lake bitumen. The model by
Rassamdana et al. calculated the experimental data with a certain accuracy in all ranges
of mass fraction of n‑C7, and exhibited a maximum error of 42%. The model by Victorov
and Firoozabadi presented a constant amount of precipitated asphaltene (0.019 wt% of as‑
phaltene) from 0.78 to 0.98 mass fraction of n‑C7. The model by Wu et al. was capable
of calculating asphaltene precipitation quite well for Suffield oil. In general, the model
showed a maximum error of 14%. The model by Buenrostro et al. underestimated exper‑
imental data from 0.25 to 073 mass fraction of n‑C7 and exhibited a slight overestimation
at 0.87 mass fraction of n‑C7.

3.5. Statistical Analysis
The experimental data sets on the precipitated asphaltene mass fraction reported by

some models were used to perform a statistical analysis to determine which model is the
most accurate to calculate asphaltene precipitation according to the effect of pressure, CO2
injection, and addition of n‑alkanes (n‑C5 and n‑C7). To evaluate the accuracy of each
model, the following parameters were used:

Residual (R) : R = xexp
wa − xcalc

wa (1)

Error (E) : E =

(
xexp

wa − xcalc
wa

xexp
wa

)
× 100 (2)

Average absolute relative deviation (AARD) : AARDi =
100
n ∑

∣∣∣∣∣
xexp

wa − xcalc
wa

xexp
wa

∣∣∣∣∣ (3)

Tables 6–8 show the results of the statistical analysis of the models.

Table 6. Statistical analysis for models to calculate asphaltene precipitation by effects of pressure
and temperature.

Model
Hirschberg

et al.
1

Nghiemet al.
13

Li and
Firoozabadi

18

Shirani et al.
19

Victorov and
Firoozabadi

24

Pan and
Firoozabadi

25

AARD, % 74.8564 52.6946 40.3938 7.3951 70.0516 40.8937
(+) Residuals 4 2 13 8 3 3
(−) Residuals 1 2 4 7 1 5
Highest positive
residual 0.0070 0.0091 0.3588 0.0093 0.0104 0.0057

Lowest negative
residual −0.0064 −0.0007 −0.1058 −0.0034 −0.0058 −0.0044
Range 0.0134 0.0097 0.4646 0.0127 0.0162 0.0101
R2 0.9817 0.0014 0.7902 0.9857 0.0028 0.9532
Slope 1.2743 0.0434 1.0470 0.9714 0.1092 0.8243
Intercept −0.0057 0.0032 −0.0522 0.0000 0.0036 0.0025

Statistical Analysis for the Best Model to Calculate Asphaltene Precipitation
(a) For pressure and temperature effects. The models by Hirschberg et al., Nghiem

et al., Li and Firoozabadi, Shirani et al., Victorov and Firoozabadi, and Pan and Firoozabadi
were analyzed. The statistical analysis for the models evaluated are presented in Table 6.
The model by Shirani et al. exhibited the best AARD% value (7.39%) and a good balance
of residuals with eight positive residuals and seven negative residuals, and values of R2,
slope, and intercept of 0.985, 0.9714, and 0.00, respectively. The model by Hirschberg et al.
showed a tendency to underestimate the experimental data, as it presented four positive
residuals and only one negative residual, and an AARD% value of 74.85%. According to
the parameters of R2, slope, and intercept, Victorov and Firoozabadi´s model exhibited
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values of 0.0028, 0.1092, and 0.0036, being the worst model to calculate asphaltene precipi‑
tation due to changes in pressure and temperature.

Table 7. Statistical analysis for models to calculate asphaltene precipitation by effects of CO2 injec‑
tion.

Model Wu et al.
16

Li and Firoozabadi
18

Shirani et al.
19

Pan and Firoozabadi
25

AARD, % 23.5848 29.4782 17.2113 14.5783
(+) Residuals 2 2 2 2
(−) Residuals 1 1 1 1
Highest positive residual 0.0800 0.1492 0.0622 0.1017
Lowest negative residual −0.0800 −0.0741 −0.0463 −0.0624
Range 0.1600 0.2233 0.1085 0.1642
R2 0.9312 0.9036 0.9237 0.9030
Slope 0.5799 1.3970 0.7508 1.2222
Intercept 0.1365 −0.1863 0.0679 −0.0949

Table 8. Statistical analysis for models to calculate asphaltene precipitation by effects of adding
n‑alkanes (n‑C5 and n‑C7), as precipitants.

Model
Rassamdana

et al.
4

Sabbagh et al.
14

Wu et al.
16

Buenrostro
et al.
17

Kawanaka
et al.
20

Victorov and
Firoozabadi

24

AARD, % 9.5662 18.0057 7.5443 13.0570 13.8824 15.4236
(+) Residuals 15 18 11 11 3 6
(−) Residuals 7 10 9 5 4 1
Highest positive
residual 0.0048 0.0371 0.1099 0.0069 0.0014 0.0056

Lowest negative
residual −0.0025 −0.0151 −0.2413 −0.0018 −0.0054 −0.0005
Range 0.0073 0.0522 0.3512 0.0086 0.0068 0.0061
R2 0.9728 0.8745 0.8743 0.9307 0.3049 0.9815
Slope 1.0417 0.8781 0.7686 1.0427 0.3458 1.1614
Intercept −0.0020 0.0043 0.2098 −0.0023 0.0208 −0.0072

(b) For CO2 injection effect. The models by Wu et al., Li and Firoozabadi, Shirani
et al., and Pan and Firoozabadi were analyzed. Table 7 exhibits statistical analyses realized
for these models. The model by Pan and Firoozabadi et al. exhibited the best AARD%
value, with 14.578%, and a good balance of residuals with two positive residuals and one
negative residuals. This means that the model does not tend to over or underestimate
the experimental data. The model that exhibited the highest value of AARD% was the
model by Li and Firoozabadi, with a value of 29.478%. According to the parameters of
R2, slope, and intercept, the model byWu et al. exhibited the best values (0.931, 0.579, and
0.136, respectively). Themodel by Shirani et al. exhibited the best performance to calculate
asphaltene precipitation with pressure, as well as temperature changes. The model by Pan
and Firoozabadi exhibited the best performance to calculate asphaltene precipitation with
an injection of CO2 effects.

(c) For n‑C5 and n‑C7 titration tests. The models by Rassamdana et al., Sabbagh et al.,
Wu et al., Buenrostro et al., Kawanaka et al., and Victorov and Firoozabadi were analyzed.
According to residual balance, the model by Rassamdana et al. did not over or underes‑
timate the experimental data. It exhibited a residual balance of fifteen positive residuals
and seven negative residuals. The model by Sabbagh et al. exhibited 18 positive residuals
and 10 negative residuals, indicating that the model did not tend to over or underesti‑
mate the experimental data when n‑C5 or n‑C7 were added. The few experimental data
reported by Kawanaka et al. and Victorov and Firoozabadi were not sufficient (seven ex‑
perimental data were reported for both models) to determine their accuracy. The model
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by Kawanaka et al. exhibited a residual balance of three and four positive and negative
residuals, while the model by Victorov and Firoozabadi showed six and one positive and
negative residuals, respectively. The models by Wu et al. and Buenrostro et al. exhibited
the best residual balance, with eleven positive residuals and nine negative residuals, and
eleven positive residuals and five negative residuals, respectively. According to AARD%,
the model byWu et al. was the best, with 7.54%. The model by Rassamdana et al. was sec‑
ondwith anAARD%value of 9.56%, and themodel by Victorov and Firoozabadi exhibited
an AARD% value of 15.42%, the highest value in this analysis. For parameters R2, slope,
and intercept, the models by Rassamdana et al. and Buenrostro et al. exhibited similar
values (0.972, 1.041 and −0.002 for Rassamdana, 0.930, 1.042 and −0.002 for Buenrostro),
being the models with best performance to calculate asphaltene precipitation due to the
addition of n‑alkanes (n‑C5 and n‑C7).

In order to determine which model was the best in calculating asphaltene precipita‑
tion among all models analyzed, we used the average absolute relative error (AARD, %).
Tables 6–8 and Figure 7 depict values of AARD for eachmodel analyzed. Themodel by Shi‑
rani et al. exhibited the lowest values, with 7.395% for pressure and temperature changes.
The model by Pan and Firoozabadi exhibited the lowest value, with 14.578% for the injec‑
tion of CO2. The model by Wu et al. exhibited the lowest value, with 7.544% for the addi‑
tion of n‑C5/n‑C7. Themodel by Hirschberg et al. exhibited the highest value (74.856%) for
pressure and temperature changes. The model by Li and Firoozabadi exhibited the high‑
est values (29.478%) for CO2 injection effect. The model by Sabbagh et al. exhibited the
highest values (18.005%) for the addition of n‑C5/n‑C7 effect. For R2, slope, and intercept,
the model by Shirani et al. exhibited the best values (0.985, 0.971, and 0.0003, respectively)
for pressure and temperature changes. The model by Wu et al. exhibited the best values
(0.931, 0.579, and 0.136, respectively) for the injection of CO2 effect. The model by Vic‑
torov and Firoozabadi exhibited the best values (0.981, 1.161, and−0.007, respectively) for
addition of n‑C5/n‑C7 effect.
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4. Discussion
In this work, a study of the calculation capabilities of eleven published models of

asphaltene precipitation was carried out, using statistical analysis from their reported cal‑
culation results in the literature. Model accuracies were compiled and used to perform a
statistical analysis to determinewhichmodel could calculate asphaltene precipitationwith
good accuracy. It was observed that when the pressure is reduced in a system, the precipi‑
tation of asphaltenes is favored; the temperature also increases the amount of asphaltenes
to precipitate decreases.

In the case of CO2 and n‑C5 and n‑C7 titrations, the precipitation of asphaltenes in‑
creases when the addition of these compounds increases. This is due to the low or no
solubility of asphaltenes with saturated compounds (n‑alkanes). Unlike other models, the
model by Sabbagh et al. explicitly addresses heavy crude oils (Athabasca and Cold Lake
bitumen). This model only covers the addition of n‑C5 and n‑C7 as solvents.

Table 5 shows the types of crude oils used for the development of each model, as
well as the solvent used in its development and the amount of asphaltenes present in the
sample. On the other hand, Figure 1 shows the pressure and temperature conditions for
each model.

As seen in Table 5, previous studies have focused on experimentswith blends of crude
oilswith aromatic solvents (i.e., toluene) and precipitants (i.e., n‑C5, n‑C7, andCO2). Blend‑
ing crude oils with different chemical natures may cause asphaltene precipitation, so there
is still a need to improve some of the models so that their applicability is extended to heav‑
ier crude oils, as well as for mixtures between different types of crude oils.

To achieve these goals, it is important to obtain accurate and exhaustive experimen‑
tal data so that the parameters included in the models can be properly predicted to allow
for better predictions of the behavior of hydrocarbons under different conditions. Exper‑
iments with different crude oils and asphaltenes are also necessary to establish a depen‑
dence of model parameters on feed properties.

5. Conclusions
From the literature reports, it is observed that the solubility approach has a greater

impact on the study of asphaltene precipitation, with 18 models developed under this
method. Most of the models in the literature have used n‑C5 and n‑C7 titration data to
determine the model´s performance and accuracy. Since the solubility and colloidal ap‑
proaches require the calculation of thermodynamic properties, such as solubility param‑
eters, molar volumes and molecular weight, equations‑of‑state, such as Soave‑Redlich‑
Kwong and Peng‑Robinson (Hirschberg et al., Novosad and Costain, Rassamdana et al.,
Cimino et al., Nghiem et al., Sabbagh et al., Li and Firoozabadi, Shirani et al., Ting et al.,
Wu et al., Buenrostro et al.), are typically used to determine these thermodynamic param‑
eters for crude oils and solvents. According to the statistical analysis of the precipitated
asphaltene mass fraction by different procedures and approaches, the model by Shirani
et al. exhibited the best values for R2, slope, and intercept (0.985, 0.971, and 0.0003, respec‑
tively), as well as an AARD value of 7.395% when this model was applied to calculate the
amount of precipitated asphaltenes as functions of pressure and temperature changes. The
model by Victorov and Firoozabadi exhibited values for R2, slope, and intercept of 0.981,
1.161, and −0.007 when this model was applied to calculate the amount of precipitated
asphaltenes due to the addition of n‑alkanes. The model by Wu et al. exhibited values for
R2, slope, and intercept of 0.931, 0.5799, and 0.136 when this model was applied to calcu‑
late the amount of precipitated asphaltenes due to the injection of CO2. As per the AARD
analysis, models that exhibited the worst values of AARD were those by Hirschberg et al.,
with 74.85%, and Victorov and Firoozabadi, with 70.05% for pressure and temperature
changes. The models by Li and Firoozabadi, with 29.47%, and Wu et al., with 23.58%, had
the worst values for CO2 injection effect. The models by Sabbagh et al., with 18.00%, and
Victorov and Firoozabadi, with 15.42%, had the worst values for the addition of n‑C5/n‑C7
effect. From these results, it is evident that it is necessary to develop a model that ad‑
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dresses the precipitation of asphaltenes when dilutions are made between crude oils with
different characteristics.
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Abstract: The exactitude of petroleum fluid molecular weight correlations affects significantly the
precision of petroleum engineering calculations and can make process design and trouble-shooting
inaccurate. Some of the methods in the literature to predict petroleum fluid molecular weight are
used in commercial software process simulators. According to statements made in the literature,
the correlations of Lee–Kesler and Twu are the most used in petroleum engineering, and the other
methods do not exhibit any significant advantages over the Lee–Kesler and Twu correlations. In order
to verify which of the proposed in the literature correlations are the most appropriate for petroleum
fluids with molecular weight variation between 70 and 1685 g/mol, 430 data points for boiling
point, specific gravity, and molecular weight of petroleum fluids and individual hydrocarbons were
extracted from 17 literature sources. Besides the existing correlations in the literature, two different
techniques, nonlinear regression and artificial neural network (ANN), were employed to model the
molecular weight of the 430 petroleum fluid samples. It was found that the ANN model demonstrated
the best accuracy of prediction with a relative standard error (RSE) of 7.2%, followed by the newly
developed nonlinear regression correlation with an RSE of 10.9%. The best available molecular weight
correlations in the literature were those of API (RSE = 12.4%), Goosens (RSE = 13.9%); and Riazi and
Daubert (RSE = 15.2%). The well known molecular weight correlations of Lee–Kesler, and Twu, for
the data set of 430 data points, exhibited RSEs of 26.5, and 30.3% respectively.

Keywords: petroleum; molecular weight; modeling; artificial neural network; nonlinear regression;
empirical correlation

1. Introduction

In petroleum engineering simulations to design new equipment or rate the existing one
the molecular weight of the petroleum fluids is one of the most important characterization
parameters [1–5]. It affects thermodynamic phase equilibrium, reaction kinetics, and vapor
density calculations [5]. The measurement of petroleum fluid molecular weight is not
a simple job, and, depending on the method used, either vapor pressure osmometry or
freezing point depression, some discrepancies may arise [6]. For example, Powers et al. [7]
reported repeatability of 15% for molecular weight measurement of asphaltenes, while
Yarranton et al. [8] reported repeatability of 12% for saturates/aromatics/resins (SAR),
and Lemus et al. [2] reported repeatability of ±15% for the bitumen and its distillation
cuts. All these studies [2,7,8] employed vapor pressure osmometry. Thus, petroleum fluid
molecular weight has the highest measurement uncertainty of the three main physical
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properties: boiling point, specific gravity, and molecular weight [1]. Considering the
higher precision of measurement of boiling point and specific gravity, several empirical
correlations were developed to predict petroleum fluid molecular weight from boiling point
and specific gravity (density) [1,2,6–23]. Schneider [6] summarized the petroleum fluid
molecular weight correlations, which appeared in the period 1964–1984. He concluded that
the molecular weight correlation selected impacts engineering calculations to a significant
degree [6]. During simulation of a crude distillation column for Bachaquero crude feed
constant side-draw product rates, constant barrels per day (bpsd) overflash, constant
column bottoms true boiling point (TBP) 5% point flash zone temperature variations
of 10 to 30 ◦F, and heater duty differences of 5 to 10%, were obtained when different
molecular weight correlations were employed [6]. Such large variations, he concluded,
would make the process design and troubleshooting inaccurate. Unfortunately, he did
not point out which of the studied molecular weight correlations were most appropriate.
Instead he deduced that a molecular weight correlation used for any purpose should
not be extended beyond the limits for which it is valid without caution. Goosens [9]
announced in his research that a major oil company had reviewed 37 different methods
and their marked deviations beyond molecular weights of 300 g/mol. A major reason
for the abundance of still less satisfactory correlations, he underlined, is the fact that the
principal independent variable for the prediction of the molecular weight, being some
average boiling point, is often ill-defined. Lemus in her PhD thesis [1] summarized the
petroleum fluid molecular weight correlations, which appeared in the period 1989–2010.
She reported average absolute relative deviation for the molecular weight prediction
of bitumen and heavy oils ranging between 7.6 and 30.7% for the different literature
correlations [1]. The new molecular weight correlation proposed in her PhD thesis shows
an average absolute relative deviation of 5.3%. Since 2016, no reports have appeared in the
literature to summarize the available information about the molecular weight correlations
of petroleum fluids. Moreover, in 2021 Hosseinifar, and Shahverdi [10] proposed a new
petroleum fluid molecular weight correlation suggesting that it should be superior to others.
Considering the importance of the molecular weight in petroleum engineering calculations,
we decided to make a generalization of the correlations published in the literature for
the period 1969–2021. Table 1 summarizes 13 published in the literature petroleum fluid
molecular weight correlations for the period 1969–2021. Nine of these correlations (Hariu
and Sage [21], Kesler and Lee [13], Riazi and Daubert (1980) [15], Twu [20], Rao and
Bardon [19], Soreide [12], Goosens [9], Riazi and Daubert for MW ≤ 300 [18], Riazi and
Daubert for MW ≤ 700 [15]) and their applications have been already discussed in the PhD
thesis of Lemus [1]. The additional four correlations included in Table 1 (Liñan et al. [23],
Liñan et al. (API) [23], Lemus et al. [2], and Hosseinifar, and Shahverdi [10]) have not
been examined with a great number of data points, and can be considered relatively new
because the last assessment of molecular weight correlations was reported in 2016 [2].
The correlation of Liñan et al. [23] has been developed to predict molecular weight of
petroleum residues and cuts. The correlation of Lemus et al. [2] has been developed to
predict molecular weight of heavy oil distillation cuts. The correlation of Hosseinifar, and
Shahverdi [10] has been developed for petroleum fluids having a specific gravity from 0.68
to 0.92, boiling points from 340 to 722 K, and molecular weight from 84 to 414 g/mol.

There is no consent in the literature about which correlation can be deemed most
appropriate to predict the molecular weight of petroleum fluids. For example, Liu et al. [24]
argue that the developed correlations after those of Lee–Kesler correlation [13,14], and the
Twu correlation [20], described by Riazi [18] do not have a significant advantage over the
Lee–Kesler or Twu correlations. Liu at al. [24] reported that Aspen HYSYS uses the Twu
correlation to calculate the molecular weight of petroleum fluids.
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Table 1. Summary of correlations available in the literature to estimate molecular weight.

Source (Year of Publication) Correlation Range of Applicability Eq.

Hariu, and Sage [21] (1969)

MW = 0.6670202 +0.1552531Kw
−0.005378496Kw2

×0.004583705TbKw
+0.00002500584TbKw2

+0.000002698693T2
b

+0.0000387595T2
b Kw

−0.00000001566228T2
b × Kw2

30 < Tb < 800 (1)

Kesler and Lee [13] (1976)

MW = [D] + [A]
Tb

+ [B]
T3

b

Tb < 750 (2)
D = −12272.6 + 9486.4 × SG + (4.6523–3.3287 × SG)× Tb

A =
(
1 − 0.77084 × SG − 0.02058 × SG2)×

(
1.3437 − 720.79

Tb

)
× 107

B =
(
1 − 0.80882 × SG + 0.02226 × SG2)×

(
1.8828 − 181.92

Tb

)
× 1012

Riazi and Daubert [15] (1980) MW = 0.000045673 × T2.1962
b × SG−1.0164 300 < Tb < 610 (3)

Twu [20] (1984)

ln(M) = ln M
◦
[(1 + 2 fM)/(1 − 2 fM)]2

MW < 600 (4)

fM = ∆SGM

[
χ +

(
−0.0175691 + 0.143979

T1/2
b

)
∆SGM

]

χ =
∣∣∣0.012342 − 0.2445541/T1/2

b

∣∣∣
∆SGM = exp

[
5
(

SG
◦ − SG

)]
− 1

SG
◦
= 0.843593 − 0.128624α − 3.36159α3 − 13749.5α12

α = 1 − Tb/T
◦
b

Rao and Bardon [19] (1985) ln MW = (1.27 + 0.071Kw) ln( 1.8Tb
22.31+1.68KW

) 361 < Tb < 830 (5)

Soreide [12] (1989) Tb =
[
1928.3 − 169500 × MW−0.03522 × SG3.266D

]
/1.8 361 < Tb < 830 (6)D = EXP(0.004922 × MW − 4.7685 × SG + 0.003462 ∗ MW ∗ SG)

Goosens [9], (1996) MW = 0.010770T
[1.52869+0.06486 ln (

Tb
1078−Tb

)]

b /d 306 < Tb < 1012 (7)

Riazi and Daubert for
MW ≤ 300 g/mol [18] (2005) M = 1.6607 × 10−4T2.1962

b SG−1.0164 300 < Tb < 610 (8)

Riazi and Daubert for
MW ≤ 700 g/mol [18], (2005)

M = 42.965
[
exp
(
2.097 × 10−4Tb − 7.78712SG + 2.08476

×10−3TbSG
)]

T1.26007
b SG4.98308 300 < Tb < 900 (9)

Liñan et al. [23] (2011)
MWadC = 284.75[exp(0.00322(tVABP + 273.15))][exp(−2.52SG)]×

(tVABP + 273.15)0.083SG2.44 673 < Tb < 1235 (10)

Liñan et al. [23] (2011) (API)
MWAPI = 219.05[exp(0.0039(tb + 273.15))][exp(−3.07SG)]×

(tb + 273.15)0.118SG1.88 (11)

Lemus et al. [2] (2016) Tb =
[
1805 − 21131 × MW−0.049 × SG1.5258D

]
/1.8 300 < Tb < 900 (12)D = EXP(−0.005 × MW − 2.675 × SG + 0.003 × MW × SG)

Hosseinifar, and Shahverdi [10]
(2021) Mw(Tb, SG) =

∣∣∣∣∣∣
d1 × Td2

b

(
3+2SG
3−SG

) d3
2
+ d4 × Td5

b

(
3+2SG
3−SG

) d6
2

∣∣∣∣∣

d7

340 < Tb < 722 (13)

Goosens [9] stated that the correlation developed in his work was superior to that
of API procedure 2B2.1 imposed as a standard that was limited to molecular weights of
700. The correlation of Goosens covers the full practical range of molecular weights of
75–1700 [9]. Hosseinifar and Shahverdi [10] have developed recently a new petroleum fluid
molecular weight correlation, which is suggested to have advantage over the published
(until 2021) other molecular weight correlations. In addition, Hosseinifar and Shahverdi [25]
developed a method to generate TBP distillation data from molecular weight, or T50%
and density, that allowed us, in our recent study, to employ artificial neural network
(ANN) to predict petroleum viscosity [26]. The same approach could be applied to predict
petroleum fluid molecular weight from boiling point and density using the method of
Hosseinifar and Shahverdi [25] to generate more than two (density and boiling point) inlet
parameters to allow the employment of the ANN method. In our recent research, the
ANN method using the approach discussed above demonstrated the best prediction of
petroleum viscosity [26]. In order to evaluate the molecular weight prediction ability of
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the available empirical correlations in the literature, data from 430 petroleum fluids and
individual hydrocarbons with molecular weight variation between 70 and 1685 g/mol
were selected from 21 literature sources [1,2,9,22,23,27–42] and shown in Table S1. The
data generated by the use of the Hosseinifar and Shahverdi [25] method, described in
our recent research [26], along with specific gravity, boiling point, and the corresponding
molecular weight of the 430 petroleum fluids to be used for molecular weight modeling by
the ANN method, are presented Supplementary Table S2. The wide range of variation of
molecular weight, boiling points, and density of the 430 petroleum fluids and individual
hydrocarbons allows us to explore the capabilities of two commonly used techniques to
model petroleum properties: the nonlinear regression and the ANN. This can give a notion
as to which method is better to model petroleum fluid molecular weight. Comparisons
between capabilities of the nonlinear regression and the metaheuristic methods to model
oil properties have been reported in several studies [43–48]. However, no such study has
been reported yet, to the best of our knowledge, for modelling of petroleum fluid molecular
weight by the use of ANN. That was the reason for us to conduct this research.

The aim of this investigation is to develop two new methods to predict petroleum
fluid molecular weight using two different techniques, nonlinear regression and ANN, and
contrast them with the empirical correlations available in the literature.

2. Materials and Methods

The petroleum fluids, whose measured density, boiling point, and molecular weight
were extracted from the literature, vary between light naphtha and vacuum residue. The
carbon number of the individual hydrocarbons, extracted from the literature, and used in
this study, varies between C6 and C52. The boiling point of the 430 petroleum fluids and
individual hydrocarbons varies between 30 (303K) and 739 ◦C (1012K), and specific gravity
at 15.6 ◦C varies between 0.631 and 1.527. The boiling point, specific gravity, and measured
molecular weight of the 430 oils are summarized in Table S1.

The method of Hosseinifar and Shahverdi [25] and its use to generate TBP boiling
point at 5, 10, 30, 50, 70, and 90 vol.% and its application for making more inlet parameters
required by the ANN method is detailed in our recent research [26]. The equations used to
generate TBP boiling point at 5, 10, 30, 50, 70, and 90 vol.% are shown below:

T50 = 1.037003 ∗ Tb − 16.0825 (14)

T70 = −1.06487 ∗ Tb + 18.49267 (15)

T30 =
[
(1.679547 ∗ Tb − 31.7009)3 − T503 − 2T703

]1/3
(16)

T10 =

[
Abs

(
(−0.94473 ∗ Exp(SG) + 3.178959) ∗ Kw−1.52054)]1.011152

T50−1.58808 (17)

T90 =
[−1.01857 ∗ 0.5 ∗ (Tb + T70) + 11.24528]2

0.5 ∗ (T50 + T10)
(18)

T5 = Abs
(
(1.42946 ∗ Tb ∗ T50)0.5 − 7.25905

)3
− T703 − T903) 0̂.343176 (19)

where,

T50–TBP boiling point at 50% evaporate, ◦C;
T70–TBP boiling point at 70% evaporate, ◦C;
T30–TBP boiling point at 30% evaporate, ◦C;
T10–TBP boiling point at 10% evaporate, ◦C;
T90–TBP boiling point at 90% evaporate, ◦C;
T5–TBP boiling point at 5% evaporate, ◦C;

It is worth mentioning here that the use of the method of Hosseinifar and Shahverdi [25]
has not been made to construct the real TBP curve, but instead to make more than two
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inlet parameters (specific gravity, and boiling point) to apply for ANN modeling purposes.
Kw-characterization factor of the studied oils was estimated as shown in our recent arti-
cle [26]. Table S2 summarizes the data employed for ANN modeling that includes nine
inlet characterizing parameters: specific gravity, boiling point (K), T5%, T10%, T30%, T50%,
T70%, T90%, and Kw. The Kw-characterization factor for the studied oils varies between 7.4
and 14.5.

The computer algebra system (CAS) Maple and NLPSolve with Modified Newton
Iterative Method as described in [43] was employed to develop a new empirical correlation
predicting molecular weight of petroleum fluids using the data extracted from the literature
and discussed above.

The artificial neural network (ANN) modeling approach used in this investigation is
described in our earlier research [26].

The accuracy of petroleum fluid molecular weight prediction has been evaluated by
the statistical parameters shown as Equations (20)–(25).

Error (E) : E =

(
MWexp − MWcalc

MWexp

)
× 100 (20)

Standarderror (SE) : SEi =

(
∑
(
(MWexp − MWcalc)

2

N − 2

)) 1
2

(21)

Relativestandarderror (RSE) : RSEi =
SE

mean o f the sample
× 100 (22)

Sumof squareerrors (SSE) : SSE = ∑
1

MW2
exp

(MWexp − MWcalc)
2 (23)

Averageabsolutedeviation (%AAD) : %AAD =
1
N

∑
∣∣MWexp − MWcalc

∣∣
MWexp

× 100 (24)

Sumof relativeerrors (SRE) : SRE = ∑(
MWexp − MWcalc

MWexp
)× 100 (25)

3. Results

Goosens [9] mentioned in his work that a great number of petroleum fluid molecular
weight correlations exhibited marked deviations beyond molecular weights of 300 g/mol.
That was the reason for us to select a data base with a very wide range of variation of molec-
ular weight, boiling points, and specific gravity. Figure 1 shows a graph of dependence of
molecular weight on boiling point for the selected data base of 430 petroleum fluids and
individual hydrocarbons. It is evident from this data that molecular weight exponentially
increases with boiling point augmentation. It can be also seen that some individual polynu-
clear aromatic hydrocarbons deviate from the general exponential dependence, displaying
lower molecular weight at the same boiling point.
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Figure 1. Dependence of molecular weight on boiling point for petroleum fluids and individual
hydrocarbons.

The specific gravity, which well reflects the aromatic structure content [45], accounts
for this deviation of the polynuclear aromatic compounds from the general exponential
dependence of molecular weight on boiling point. By the use of CAS Maple and NLPSolve
with Modified Newton Iterative Method and 306 points (the data with numbers from 1 to
306 from Table S1) out of 430, the following new empirical correlation was developed:

MW = −552.982 + 453.095 ∗ EXP(0.19239 ∗ EXP
(

0.000421163 ∗ BP1.22097

SG0.297075

)
) (26)

where,

BP = boiling point of the petroleum fluid or individual hydrocarbon, K;
SG = specific gravity at 15.6 ◦C.

The remaining 124 data points were used to test the validity of Equation (26). For the
development of the artificial neural network, a 3-layer deep learning neural network with
a structure of 9 inputs (SG, BP, T5%, T10%, T30%, T50%, T70%, T90%, and Kw), 12 neurons in
the first layer, 1 neuron in the output layer, and 1 output was used. Figure 2 presents the
structure of the neural network employed in this study.

The entire training process took 18 iterations, and the performance was 0.0031481. The
training process is shown in the Figure 3.

The regression coefficients of the artificial neural network are: Training—0.99705,
Testing—0.99118, Validation—0.99638, All—0.99615 (Figure 4).

It is worth mentioning here that, during ANN modeling, the logarithm of molecular
weight was modeled and the output of the ANN model was converted in molecular weight
by the use of exponential function.
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Figure 4. Regression coefficients of the learning process of the ANN.
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Figure 5 presents parity graphs for both new methods to predict molecular weight of
petroleum fluids using nonlinear regression (Figure 5a) and ANN (Figure 5b).

Figure 5. Parity graph for predicted versus measured molecular weight by Equation (20) (a) and by
the ANN model (b).

Figures 6–9 presents parity graphs of predicted versus measured molecular weight by
the empirical correlations of Goosens (Figure 6a), the API method reported in [23], Riazi
and Daubert correlations for MW ≤ 300 (Figure 7b) and 700 g/mol (Figure 7a), Kesler and
Lee [14] (Figure 8a), Twu (Figure 8b), Liñan et al. [23] (Figure 9 a), and Hosseinifar and
Shahverdi [10] (Figure 9b).
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Figure 6. Parity graph for predicted versus measured molecular weight by Equation (7) (Goosens
correlation) (a) and by Equation (11) (API method, 2011) (b).
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Figure 7. Parity graph for predicted versus measured molecular weight by Equation (9) (Riazi and
Daubert correlation up to MW ≤ 700 g/mol) (a) and by Equation (8) (Riazi and Daubert correlation
up to MW ≤ 300 g/mol) (b).
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Figure 8. Parity graph for predicted versus measured molecular weight by Equation (2) (Kesler and
Lee) (a) and by Equation (4) (Twu) (b).
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Figure 9. Parity graph for predicted versus measured molecular weight by Equation (11) (Liñan et al.)
(a) and by Equation (13) (Hosseinifar, and Shahverdi) (b).

Table 2 summarizes the statistical analyses for the new empirical correlation, the ANN
model, and the ten studied empirical correlations available from the literature.

Table 2. Statistical analysis of studied methods to predict petroleum fluid molecular weight for the
whole range of studied molecular weights.

Standard
Error

Rel. St.
Error

Sum of
Squarred Errors %AAD SRE

ANN 23.0 7.2 1.6 4.3 −126.8
New empirical correlation (this work) 34.8 10.9 3.4 6.4 695.5
Hosseinifar (2021) [10] 84.4 26.6 8.6 9.4 −1851.7
Goosens (1996) [9] 44.1 13.9 4.5 7.6 1970.2
Riazi and Daubert MW ≤ 700 g/mol (2005) [18] 48.3 15.2 3.9 6.3 358.2
API (2011) [23] 39.3 12.4 5.1 8.6 −999.1
Liñan (2011) [23] 54.4 17.1 10.2 11.3 −2973.1
Twu (1984) [20] 96.4 30.3 20.6 18.7 7840.0
Lee–Kesler (1976) [14] 84.2 26.5 7.1 9.7 345.9
Riazi and Daubert ≤ 300 g/mol (2005) [18] 117.3 36.9 12.4 12.5 4155.7
Lemus et al. (2016) [2] 103.0 32.4 14.0 10.8 864.9
Soreide (1989) [12] 84.1 26.5 12.2 9.4 −598

The data in Table 2 indubitably indicates that the ANN method provides the best
accuracy of molecular weight prediction of petroleum fluids, following by the new empirical
correlation developed in this work. If one compares the data for accuracy of molecular
weight prediction of the methods tested in this work with the 430 petroleum fluid sample
points with those reported by the authors who have developed the correlations, some
discrepancies will be seen. For example, Goosens [9] reported standard deviation for his
method of about 2%, while the relative standard error, that can be assumed equivalent
to the standard deviation shown in Table 2, is 13.9%. The %AAD of Riazi and Daubert
MW ≤ 700 g/mol was reported as 4.7 [18], while that shown in Table 2 for this method is
6.3%. Liñan et al. [23] reported %AAD of 2.2, while that shown in Table 2 for this method is
11.3. Lemus et al. [2] reported %AAD of 5.3, while that shown in Table 2 for this method
is 10.8. The reason for these discrepancies may lie in the range for which the discussed
correlations were developed, confirming again the statement of Schneider [6] that any
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molecular weight correlation should not be extended beyond the limits for which it is valid.
Considering that some of the tested correlations were developed for a narrower range of
boiling point and molecular weight variations, a statistical analysis of the studied methods
was performed for the petroleum fluids whose molecular weight is ≤300 g/mol.

Table 3 presents data of standard error, relative standard error, and %AAD for the
predictive methods employing only these petroleum fluid data whose molecular weight is
≤300 g/mol.

Table 3. Statistical analysis of studied methods to predict molecular weight for petroleum fluids and
individual components whose molecular weight ≤ 300 g/mol.

Standard
Error

Rel. St.
Error %AAD

ANN 13.4 7.9 3.6
New empirical correlation (this work) 16.5 9.7 5.1
Hosseinifar (2021) [10] 18.1 10.7 8.1
Goosens (1996) [9] 17.8 10.5 5.4
Riazi and Daubert MW ≤ 700 g/mol (2005) [18] 16.0 9.4 4.0
API (2011) [23] 17.0 10.0 5.4
Twu (1984) [20] 38.8 22.9 13.0
Lee–Kesler (1976) [14] 18.3 10.8 7.3
Riazi and Daubert MW ≤ 300 g/mol (2005) [18] 11.5 6.8 4.6
Lemus et al. (2016) [2] 29.4 17.3 8.0
Soreide (1989) [12] 32.0 18.8 7.6

The data in Table 3 indicates that the correlation of Riazi and Daubert MW ≤ 300 g/mol
and the ANN model demonstrate the highest accuracy in molecular weight prediction,
followed by the new correlation developed in this work. It is worth mentioning here that
a great part of the data points in Table S1 which have molecular weight ≤ 300 g/mol
83 points out of 240 (35%), is taken from Riazi’s work [27]. Therefore, the highest accuracy
of the correlation of Riazi and Daubert MW ≤ 300 g/mol may be attributed to this fact.
It is also worth noting here that the accuracy of prediction of the lower molecular weight
petroleum fluids (MW ≤ 300 g/mol) is understandably higher than that of the higher
molecular weight petroleum fluids (MW ≥ 300 g/mol), because the heavy oil molecular
weight is measured with a lower exactitude. Nevertheless, the correlations developed on
the basis of extended molecular weight range also exhibit a satisfactory prediction for the
lower molecular weight petroleum fluids (see, for example, the data for the ANN model,
the new correlation, and Riazi and Daubert MW ≤ 700 g/mol from Table 3).

4. Discussion

Artificial neural networks are a mathematical model inspired by biological neural
networks [49]. They are a class of artificial intelligence algorithms addressing different
aspects or elements of learning, such as how to learn, how to induce, and how to deduce [50].
In our study, a classical three-layered neural network, as depicted in Figure 10, was availed.
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where

• P is an entry network’s vector;
• am is the exit of the m-th layer of the neural network, where;
• wm is a matrix of the coefficients of all inputs;
• bm is neuron’s input bias;
• Fm is the transfer function of the m-th layer exit.

In multilayer networks, the outputs of the previous (or first) layer become inputs to the
next. In tutored learning (supervised learning), the neural network must achieve a result
that is labeled as a goal and is predefined. Weighting factors are accordingly calculated to
target values. After training, the neural network is tested—only input signals are given,
without the one to be received. The main algorithm for training neural networks with a
teacher is back-propagation. It is designed for multilayer networks with direct transfer.

The ANN molecular weight model developed in this research, as shown in the data
in Figure 5b and Tables 2 and 3, distinguishes with the highest accuracy of prediction
among all investigated empirical correlations. These findings support the opinion of
Hadavimoghaddam et al. [51] that the artificial intelligence models provide the lowest
average absolute relative error of petroleum property prediction. The use of Hossenifar
and Shahverdi [25] method to generate seven additional inputs for the ANN showed
again that it is a successful approach to model not only viscosity, as reported in our recent
research [26], but also molecular weight of petroleum fluids.

The data in Table 2 and in Figures 5–9 and Figure 11 indicates that the new empirical
correlation (Equation (26)) demonstrates the best accuracy among the other empirical
correlations available in the literature when the whole data base of 430 points is concerned.
Then the correlations of Goosens (Equation (7)), Riazi and Daubert (Equation (9)), and that
of API (Equation (11)) distinguish with better accuracy in molecular weight prediction than
the remaining seven correlations. However, the new correlation (Equation (26)) and those
of Goosens and Riazi and Daubert have been developed based on a great amount of data in
Table S1. That is why their comparison with data not included in their development may
give a better indication of their molecular weight prediction ability. This was performed
with 124 data points, and the statistical analysis of this comparison is summarized in
Table 4.
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Figure 11. Parity graph for predicted versus measured molecular weight by Equation (6) (Soreide) (a)
and by Equation (12) (Lemus et al.) (b).
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Table 4. Statistical analysis of the new empirical correlation developed in this work, and of the corre-
lations of Goosens, Riazi and Daubert, and API with 124 data points not used in their development.

Standard
Error

Rel. St.
Error %AAD

New empirical correlation (this work, test data) 42.1 11.6 8.8
Goosens (1996) [9] 56.7 15.6 12.1
Riazi and Daubert MW ≤ 700 g/mol (2005) [18] 52.7 14.5 8.7
API (2011) [23] 47.1 13.0 9.0

The data in Table 4 again confirms the best performance of Equation (20) among the
empirical correlations. It deserves mentioning here that 52 data points (42%) (the data
pints with numbers from 379 to 430 from Table S1) of all tested 124 data points (the data
pints with numbers from 307 to 430 from Table S1) were reported to be measured with
repeatability of 15% [1]. This could explain the higher inaccuracy of molecular weight
prediction for this test data set compared with that observed for the whole 430 data points
and shown in Table 2.

5. Conclusions

The measurement of molecular weight of heavy oils is a difficult task associated with
an error of about 15%. Thus, the correlations which satisfactorily predict molecular weight
of various petroleum fluids can be an appropriate substitute for measurement. Among the
correlations existing in the literature examined in this work, three distinguished with a
better precision of prediction: Goosens, Riazi and Daubert, and API. The new correlation
developed in this work using a nonlinear regression technique demonstrated a higher
accuracy of molecular weight prediction than that of the three correlations mentioned above.
However, the molecular weight prediction by the ANN three-layered neural network with
a back-propagation teacher model exhibited much better exactitude than the new nonlinear
regression correlation. This observation confirms again that the ANN method can predict
petroleum properties with a higher accuracy than the regression correlations. In opposite
of some statements in the literature that the other correlations developed after those of Lee–
Kesler and Twu are not superior, the results of this research showed that the correlations of
Goosens, Riazi and Daubert, API, and the new correlation predicted the molecular weight
with a higher accuracy.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/pr11020426/s1, Table S1: 430 data points for boiling point, specific
gravity, and molecular weight of petroleum fluids, and individual hydrocarbons to be used for
nonlinear regression modeling; Table S2: 430 data points for boiling point, specific gravity, Kw-
factor, and TBP distillation characteristics and molecular weight of petroleum fluids, and individual
hydrocarbons to be used for ANN modeling.

Author Contributions: Conceptualization, D.S.; methodology, E.S.; software, S.N. and S.S. (Sotir
Sotirov); validation, S.S. (Stanislav Simeonov), R.D. and D.Y.; formal analysis, G.N.P.; investigation,
I.V.K. and S.V.; data curation, I.S.; writing, D.S.; supervision, K.A. All authors have read and agreed
to the published version of the manuscript.

Funding: This research was funded by Asen Zlatarov University—Burgas, Project: Center of Excel-
lence UNITE BG05M2OP001-1.001-0004 /28.02.2018 (2018–2023).

Conflicts of Interest: The authors declare no conflict of interest.

316



Processes 2023, 11, 426

Nomenclature

ANN Artificial neural network
%AAD % Average absolute deviation
E Error
Kw Kw-characterization factor of petroleum fluids
MW Molecular weight
RSE Relative standard error
SE Standard error
SRE Sum of relative errors
SSE Sum of squared errors
RSE Dichloromethane
Tb Boiling point
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Abstract: Forty-eight crude oils with variations in specific gravity (0.782 ≤ SG ≤ 1.002), sulphur content
(0.03 ≤ S ≤ 5.6 wt.%), saturate content (23.5 ≤ Sat. ≤ 92.9 wt.%), asphaltene content (0.1 ≤ As ≤ 22.2 wt.%),
and vacuum residue content (1.4 ≤ VR ≤ 60.7 wt.%) were characterized with HTSD, TBP, and SARA
analyses. A modified SARA analysis of petroleum that allows for the attainment of a mass balance
≥97 wt.% for light crude oils was proposed, a procedure for the simulation of petroleum TBP curves
from HTSD data using nonlinear regression and Riazi’s distribution model was developed, and a new
correlation to predict petroleum saturate content from specific gravity and pour point with an average
absolute deviation of 2.5 wt.%, maximum absolute deviation of 6.6 wt.%, and bias of 0.01 wt.% was
developed. Intercriteria analysis was employed to evaluate the presence of statistically meaningful
relations between the different petroleum properties and to evaluate the extent of similarity between the
studied petroleum crudes. It was found that the extent of similarity between the crude oils based on HTSD
analysis data could be discerned from data on the Kw characterization factor of narrow crude oil fractions.
The results from this study showed that contrary to the generally accepted concept of the constant Kw
characterization factor, the Kw factors of narrow fractions differ from that of crude oil. Moreover, the
distributions of Kw factors of the different crudes were different.

Keywords: petroleum; crude oil; characterization; HTSD; TBP; SARA; correlation; regression;
intercriteria analysis

1. Introduction

The characterization of petroleum is undoubtedly the most crucial element in petroleum
engineering and processing. It provides information required by petroleum engineers to
assess the behavior of petroleum during exploration operations and by oil-refining engi-
neers to evaluate the performance of refining units while processing particular crude oils or
crude oil blends [1–4]. True boiling point (TBP) distillation analysis and the measurement
of specific gravity of narrow crude oil cuts are considered necessary for the petroleum
engineering calculations of petroleum engineering and processing [5,6]. Unfortunately,
TBP distillation analysis is tedious, time-consuming and costly, so other less expensive and
faster methods to convert data into TBP information are desired. Some methods have been
developed to convert American Society for Testing and Materials (ASTM) methods into
TBP methods used for oil fractions [7,8]. Simulated distillation was found to be equivalent
to the TBP of oil fractions boiled up to 360 ◦C [9]. Villalanti and Raia [10] showed an
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excellent agreement between high-temperature simulated distillation (HTSD) and ASTM
D2892 [11] (TBP) and D 5236 [12] for reference oil boiled at 10% of 231 ◦C and at 90% of
495 ◦C. We also showed in our recent study [13] that HTSD (ASTM D7169) is equivalent to
TBP for gas oil fractions boiled between 231 and 655 ◦C. Durand et al. [14] also reported a
very good agreement between conventional simulated distillation, with the TBP for gas oils
having aromatic content of between 2 and 75%. The agreement between HTSD and TBP for
deasphalted oils with saturate contents of 8.5% and 45%, a vacuum distillate with a saturate
content of 31.2%, and atmospheric residue with a saturate content of 59% was also very
good [14]. Different studies in the literature have dealt with the simulated distillation and
TBP analysis of petroleum fluids [15–22]. To the best of our knowledge, however, no reports
have compared the HTSD and TBP of a wide variety of crude oils in the five main crude oil
groups: extra light, light, medium, heavy, and extra heavy. In our previous research [23],
we concluded that additional investigations for the development of a reliable method that
allows for the conversion of simulated distillation data into TBP data for all crude oil types
are still required. The current research compares HTSD and TBP distillation data for a wide
range of crude oils in to the main five groups originating from all over the world.

Another important petroleum characterization method that is used in a number of state
equations, forming the basis of thermodynamic models predicting sediment formation in
the process of petroleum extraction and refining the saturates/aromatics/resins/asphaltenes
(SARA) analyses [24–36]. However, the mass balance closure of the SARA analysis of crude
oils with a specific gravity of less than 0.92, as reported in our previous paper [23], is
an issue. Due to the higher content of highly volatile components, lighter crude oils are
lost during the process of solvent recovery following column SAR (saturates, aromatics,
and resins) separation. To avoid this loss, 48 crude oils in to the five main groups were
distilled in a TBP apparatus to separate the naphtha fraction from the crude oil. Then,
the naphtha fraction was analyzed with gas chromatography to determine the PIANO
(paraffins, iso-paraffins, aromatics, naphthenes, and olefins) composition. The reduced
crudes were analyzed for saturates, aromatics, resins and asphaltenes. Then, the results
from both analyses were combined to obtain the whole crude oil SARA composition. In
this way, we achieved a mass balance closure no lower than 97 wt.% and a saturate content
of 92.2 wt.%. The higher saturate content reported in our earlier research [23] based on
literature data was 88.9 wt.%. In this study, we investigated the possibility of predicting the
saturate content in petroleum crudes from other easier, faster, and less expensive methods
than SARA analysis.

The aims of this work were to research a procedure to simulate the TBP curves of all
kinds of crude oils from HTSD data, to develop a method to predict the saturate content
of all kinds of petroleum, and to evaluate the possibility of obtaining the specific gravity
curves of the crude oils from HTSD and the bulk petroleum specific gravity.

2. Materials and Methods

Petroleum crudes from all over the world (Albania, Australia, Azerbaijan, Brunei,
Egypt, Equatorial Guinea, Greece, Indonesia, Iraq, Italy, Kazakhstan, Kuwait, Libya, Mexico,
Nigeria, the Netherlands, Russia, Saudi Arabia, Tunisia, Turkmenistan, the UK, the USA,
and Venezuela) in the five main groups—extra light (API > 40), light (30 < API < 40),
medium (20 < API < 30), heavy (10 < API < 20) and extra heavy crude oils (API ≈ 10)—were
investigated in this research. They were analyzed in terms of their bulk properties: specific
gravity in accordance with ASTM D4052 [37], sulphur content following ASTM D4294 [38]
requirements, pour point according to ASTM D97 [39], and kinematic viscosity according
to ASTM D445 [40].

The crude oils were analyzed for their true boiling point (TBP) distribution with the
Euro Dist System from ROFA Deutschland GmbH, designed to perform according to ASTM
D2892 [11] requirements at pressure drop from 760 to 2 mmHg. Its fractionation column is
equipped with packing equivalent to 15 theoretical plates, and a condenser provides the
standard mandatory reflux ratio of 5:1. The atmospheric residue from the TBP column was
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fractionated under vacuum from 1 to 0.2 mmHg in Potstill Euro Dist System from ROFA
Deutschland GmbH according to ASTM D5236 [12] requirements.

In addition to the TBP analysis of the investigated crude oils, their distillation character-
istics were also analyzed with gas chromatographic high-temperature simulated distillation
(HTSD) according to ASTM D7169 requirements. The HTSD analyses were carried out
with the Agilent Technologies GC System 7890B, which was equipped with a FID (flame
ionization detector). Liquid nitrogen was used as a coolant. The carrier gas was helium
of 99.9999% purity (14 mL/min), and the inlet pressure was 1.2 psi (8.27 kPa) with a total
flow equal to 87 mL/min. Hydrogen was used as a fuel gas (40 mL/min) and nitrogen
was used as a makeup gas (15 mL/min), both with high purity (99.999%). The installed
column was 5 m long and 530 µm in diameter, and the film thickness was 0.15 µm. The
oven operated under a program from −20 ◦C to 430 ◦C at a ramp rate of 15 ◦C/min and a
4 min hold time at the maximum temperature. The injector was programmed to operate
from 50 ◦C to 450 ◦C at a rate of 15 ◦C/min, and the injected sample volume was 4 µL.
Before the simulated distillation analyses, the studied oil samples were preliminarily stirred
and accurately weighted to obtain 2 weight percent of the studied oils dissolved in carbon
disulphide (0.03 g of each sample dissolved in 1.5 mL of CS2 (99.9%)). All prepared samples
were stored at a temperature around 4 ◦C prior to analyses. The simulated distillation char-
acteristics were automatically calculated with SIMDIS software, and the distillation curve
boiling point in ◦C versus evaporate in wt. % was obtained. The minor intervention of the
operator took place during the chromatogram processing. The HTSD GC was calibrated
with a blend of normal paraffins with a carbon number between C5 and C120. The software
(GC OpenLab CDS with Simdis program for ASTM D7169) used in this application of
HTSD allowed for the estimation of the final boiling point of the residual oils higher than
750 ◦C.

The SARA (saturates, aromatics, resins, asphaltenes) analysis of the reduced crude
oils (the crude oil fraction boiling above 220 ◦C) was performed following the procedure
described in our earlier research [41]. Considering that the content of asphaltenes in crude
oil is not an additive value, as reported in our recent study [23], it was determined for
the whole not fractionated crude oil following the procedure described in our earlier
research [42].

The PIANO (paraffins, iso-paraffins, aromatics, naphthenes olefins) analysis of the
crude oil fraction boiled below 220 ◦C (naphtha fraction) was carried out with a gas chro-
matograph equipped with a flame ionization detector. To identify the compounds in the
naphtha fraction, gas chromatography/mass spectrometry was utilized. The gas chro-
matograph with flame ionization detector was a model 5890 series II Hewlett Packard
(Agilent Technologies, Inc., Santa Clara, CA, USA). An HP PONA capillary column
(50 m length × 0.20 mm id × 0.5 µm film thickness) was used with a split injector. The
instrument parameters were as follows: The initial oven column temperature was 35 ◦C,
and then it increased at increments of 2 ◦C/min to 200 ◦C and held for 30 min at 200 ◦C;
helium was used as a carrier gas at a flow rate of 0.5 mL/min; the injector and detector
temperatures were 200 ◦C and 250 ◦C, respectively; and the volume that was injected and
analyzed was 0.1 µL. Data acquisition parameters, instrument operation information, and
chromatographic data were collected and recorded by means of Clarity 2.6. Gas chromatog-
raphy/mass spectrometry analysis was performed with a 7890A GC System equipped with
an HP PONA capillary column (50 length m × 0.2 mm id × 0.5 µm film thickness) and a
5975C Inert XL EI/CI mass selective detector (Agilent Technologies, Inc., Santa Clara, CA,
USA). The oven column temperature conditions were identical to those used with the gas
chromatograph with flame ionization detector. High-purity helium was used as the carrier
gas at a flow rate of 0.8 mL/min. The injection port was held at 200 ◦C, and the injection
volume was 0.1 µL of the sample. The mass selective detector was operated in the electron
impact ionization mode (70 eV) with continuous scan acquisition from 15 to 250 m/z at
a cycling rate of approximately 1.5 scan/s. The parameters were as follows: the electron
multiplier was set to 1224 V, the source temperature was set to 230 ◦C, and the transfer line
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temperature was set to 150 ◦C. System control and data acquisition were achieved with HP
G1033A D.05.01 MSD ChemStation revision E.02.00.493. The compounds were identified
with the NIST MS Search version 2.0 library of mass spectra.

The Kw characterization factor of the studied crude oils and their narrow fractions
was estimated with Equation (1).

Kw =
3
√

1.8[T50% + 273.15]
SG

(1)

where T50% = boiling point of 50% of evaporate according to the TBP (ASTM D292/D5236),
◦C, and SG = specific gravity at 15 ◦C.

The computer algebra system Maple and NLPSolve with the Modified Newton It-
erative Method was used to develop nonlinear regression equations to transform the
HTSD data into TBP data for the studied crude oils. Riazi’s distribution model, shown
as Equation (2), was used to build the TBP curve from the HTSD data transformed into
TBP data.

Ti − T0

T0
=

A
B

[
Ln
(

1
1 − xi

)] 1
B

(2)

where Ti = boiling point of i-weight fraction of distillation curve, K; T0 = initial boiling
point, K; and xi = weight fraction of i-component.

Intercriteria analysis (ICrA) evaluation was employed to determine the degree of
similarity between the studied crude oils based on distillation characteristics, Kw char-
acterization factor variation through the whole crude oil distillation range, and sulphur
variation through the whole crude oil distillation range. It was also used to determine
the statistically meaningful relations between the different crude oil characteristics. The
intercriteria analysis (ICrA) was developed in the Institute for Biophysics and Biomedical
Engineering, Bulgarian Academy of Sciences (BAS) as a tool to support decision making in
multi-object multicriteria problems [43–45]. It has been successfully applied in the fields
of medicine, biology, economics, and physics, among others, and it can be considered a
component of the artificial intelligence toolkit [43]. It was also successfully applied in
several studies in the field of petroleum chemistry and technology [46–48]. A detailed
explanation of the essence of ICrA applied in the field of petroleum processing can be
found in [49]. µ = 0.75 ÷ 1.00 and υ = 0 ÷ 0.25 denote a statistically meaningful significant
positive relation, where the strong positive consonance exhibits values of µ = 0.95 ÷ 1.00
and υ = 0 ÷ 0.05 and the weak positive consonance exhibits values of µ = 0.75 ÷ 0.85
and υ = 0.2515 ÷ 0.1525. The values of negative consonance with µ = 0.00 ÷ 0.25 and
υ = 0.75 ÷ 1.00 indicate a statistically meaningful negative relation, where the strong
negative consonance exhibits values of µ = 0.00 ÷ 0.05 and υ = 0.95 ÷ 1.00, and the weak
negative consonance exhibits values of µ = 0.15 ÷ 0.25 and υ = 0.75 ÷ 0.85. All other cases
are considered dissonance.

3. Results
3.1. HTSD and TBP of Crude Oils

The high-temperature simulated distillation data of extra light, light medium, heavy,
and extra heavy 30 crude oils (boiling point at 1%) are presented in Table S1.

The same crude oil HTSD data in the TBP analysis format (evaporates at 70, 110, 130,
150, 170, 180, 200, 220, 240, 260, 280, 300, 320, 340, 360, 380, 390, 430, 470, 490, and 540 ◦C)
are presented in Table S2.

The true boiling point distillation (TBP) data of the extra light, light medium, heavy,
and extra heavy 29 crude oils are summarized in Table S3.

TBP data of 21 crude oils extracted from [47] are presented in Table S4.
HTSD data of 21 crude oils extracted from [47] are presented in Table S5.
Figure 1 shows the TBP and HTSD distillation curves of the extra light, light, medium,

and heavy crude oils. These data clearly show that both distillation curves do not coincide
and that equations to convert HTSD into TBP are needed.
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Figure 1. TBP and HTSD curves of extra light (d,e), light (f), medium (b,c), and heavy (a) crude oils.

Crude oil specific gravity and HTSD data for the 110–180 ◦C; 180–240 ◦C; 240–360 ◦C;
IBP—360 ◦C; IBP—540 ◦C; and T50% fractions were employed to develop conversion equations.
With nonlinear regression and the computer algebra system Maple (and Global Optimization
Toolbox), the following conversion equations were developed:

323



Processes 2023, 11, 420

TBP110−180 = 3592.34 × 8SG − 1.071599 × HTSD110−180 − 4541.274 + 256.8781×SG2+

14.0653SG × HTSD110−180 − 0.313177 × HTSD2
110−180 − 13.06334 × SG2 × HTSD110−180+

0.310779 × SG × HTSD2
110−180 − 860.6919 × SG3 + 0.000738 × HTSD3

110−180 +
1557.6812

SG − 5.286048
HTSD110−180

(3)

where TBP110−180 = TBP yield of crude oil fraction 110–180 ◦C, wt.%; HTSD110−180 = HTSD
yield of crude oil fraction 110–180 ◦C, wt.%; and SG = specific gravity of crude oil at 15 ◦C.

TBP180−240 = −22042.5019 × SG − 307.7052 × HTSD180−240 + 10231.8034 + 18132.809451 × SG2+

558.8987SG × HTSD180−240 + 6.5239 × HTSD2
180−240 − 261.4616 × SG2 × HTSD180−240−

5.32183 × SG × HTSD2
180−240 − 5209.1464 × SG3 − 0.061063 × HTSD3

180−240 − 1362.90998
SG − 75.10173

HTSD180−240

(4)

where TBP180−240 = TBP yield of crude oil fraction 180–240 ◦C, wt.%, and HTSD180−240 = HTSD
yield of crude oil fraction 180–240 ◦C, wt.%.

TBP240−360 = −124049.5808 × SG + 118.857 × HTSD240−360 + 84179.95766 + 80735.579×SG2

−261.2551 × SG × HTSD240−360 + 0.02985×HTSD2
240−360

+166.7441 × SG2 × HTSD240−360 − 0.503125 × SG × HTSD2
240−360 − 19873.07896×SG3

+0.0037714 × HTSD3
240−360 − 21395.469

SG + 2207.4797
HTSD240−360

(5)

where TBP240−360 = TBP yield of crude oil fraction 240–360 ◦C, wt.%, and HTSD240−360 = HTSD
yield of crude oil fraction 240–360 ◦C, wt.%.

TBPIBP¯360 = −1486302.4 × SG + 706.3558 × HTSDIBP¯360 − 816751.6624 − 1177897.12×SG2

−1308.126SG × HTSDIBP¯360 + 2.3461 × HTSD2
IBP¯360 + 674.042 × SG2 × HTSDIBP¯360

+1.41365SG × HTSD2
IBP¯360 + 343817.1466×SG3 + 0.0059531×HTSD3

IBP¯360

+ 162215.444
SG + 26821.6259

HTSDIBP¯360

(6)

where TBPIBP—360 = TBP yield of crude oil fraction IBP—360 ◦C, wt.% (IBP = initial boiling
point), and HTSDIBP—360 = HTSD yield of crude oil fraction IBP—360 ◦C, wt.%.

TBPIBP¯540 = −2232.1983 × SG − 655.3758 × HTSDIBP¯540 − 31682.394 + 18264.286×SG2+

1125.409 × SG × HTSDIBP¯540 + 1.9922×HTSD2
IBP¯540 + 495.3427 × SG2 × HTSDIBP¯540−

1.66488 × SG × HTSD2
IBP¯540 − 4936.8613 × SG3 − 0.001997 × HTSD3

IBP¯540 +
21798.8637

SG − 23085.8313
HTSDIBP¯540

(7)

where TBPIBP—540 = TBP yield of crude oil fraction IBP—540 ◦C, wt.%, and
HTSDIBP—540 = HTSD yield of crude oil fraction IBP—540 ◦C, wt.%.

TBP50% = −936589.633 × SG + 116.4095 × HTSD50% + 533529.969 + 738502.444×SG2−
195.3968 × SG × HTSD50% + 0.0007634 × HTSD2

50% + 205.4164 × SG2 × HTSD − 0.227388 × SG×
HTSD2

50% − 238553.77×SG3 + 0.00014461 × HTSD3
50% − 124986.531

SG + 1.993594
HTSD50%

(8)

where TBP50% = TBP boiling point at 50 wt.% evaporate, ◦C, and HTSDIBP—540 = HTSD
TBP boiling point at 50 wt.% evaporate, ◦C.

Figures 2 and 3 juxtapose the TBP with HTSD yields for the 110–180 ◦C, 180–240 ◦C,
240–360 ◦C, IBP—360 ◦C, and IBP—540 ◦C, T50% fractions of TBP versus HTSD.
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Figure 2. Juxtaposition of the TBP with HTSD yields of the 110–180 ◦C (a), 180–240 ◦C (b), and
240–360 ◦C (c) fractions; the estimated TBP yields according to Equation (3) (d), Equation (4) (e), and
Equation (5) (f).
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Figure 3. Juxtaposition of the TBP with the HTSD yields of the IBP—360 ◦C (a), IBP—540 ◦C (b), and
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These data clearly show that the equations developed in this work provided a better
match to the TBP data than the HTSD data themselves. Using Equations (3)–(8) and em-
ploying Riazi’s distribution model (Equation (2)), a full TBP curve could be established,
as shown in Figure 4. The values of the A and B parameters from Equation (2) estimated
with the distillation data of the studied crude oils are presented in Table S6. The stud-
ied crude oils enabled the satisfactory prediction of TBP data from HTSD and specific
gravity data (deviation in predicted yields of lower than 1.4 wt.%, as required by ASTM
D2892 [11]), except for two crude oils: Oryx (deviation = 3.5 wt.%) and South Green Canyon
(deviation = 3.0 wt.%), whose simulated and actual TBP data are shown in Figure 5. The
reason for the bigger deviations in TBP yield predictions for these crude oils lies in the poor
forecast of the IBP—360 ◦C fraction yield that resulted in the inadequate prognosis of the
lighter part of TBP curve. This is understandable for HTSD, which underpredicts the lighter
ends of TBP because of the co-elution of C4–C8 crude oil hydrocarbons with the CS2 solvent,
as stated in the ASTM D7169 standard [50]. Although the employment of Equations (3)–(8)
and Riazi’s distribution model (Equation (2)) enabled the satisfactory prediction of TBP
data from HTSD and specific gravity data for some crude oils, the deviations in predictions
of the lighter part of the TBP curve were larger than the reproducibility of the ASTM D2892
method. Thus, as reported in [51], a combination of ASTM D7169 and ASTM D7900 can
provide the accurate representation of full TBP curves for crude oils for minutes instead of
the three days required to complete ASTM D2892 and ASTM D5236 analyses. Moreover,
HTSD can more accurately represents the content of hydrocarbon fractions in heavy oils
than the ASTM D5236 and ASTM D1160 physical distillation methods [13,52–54].

3.2. Kw Characterization Factor, and Sulphur Distributions of Narrow Fractions in the Crude Oils

The TBP analysis of crude oil allowed us to measure the density (specific gravity) and
sulphur content of the narrow crude oil fractions. Based on the middle boiling point of the
narrow fractions (which in our study was assumed to be equal to T50%) and the specific
gravity, the Kw characterization factor of each fraction and of the whole crude oil could be
calculated using Equation (1). The Kw characterization factor of the narrow fractions of the
30 studied crude oils is shown in Table S7. It is evident from the data in Figure 6 that the
distribution of the narrow fraction Kw characterization factor had different shapes for each
crude oil and that the whole crude oil Kw factor could be derived from that of the narrow
fractions. This is opposite to the generally accepted concept of the constant Kw factor of
petroleum fluids [55–57]. According to this concept, the density of the narrow fractions can
be calculated with Equation (9).

SG =
3
√

1.8[T50% + 273.15]
Kw

(9)

The data in Table S7 and Figure 6, however, indicate that the Kw factor varied depending
on the boiling point range of the crude oil. For example, the Varandey crude oil exhibited a
Kw factor of 12.50 of the lightest narrow fraction (T50% = 47.5 ◦C), then dropped to 11.67 for
the narrow fraction with T50% = 85 ◦C, and started increasing to reach 12.49 for the narrow
fraction with T50% = 545 ◦C. On the other hand, the Kw factor of the whole Varandey crude
oil was 11.88. Considering Tempa Rossa crude oil, the Kw factor of the narrow fractions
continually decreased from 12.78 for the lightest narrow fraction (T50% = 47.5 ◦C) to 11.24 for
the heaviest narrow fraction with T50% = 545 ◦C. On the other hand, the whole Tempa Rossa
crude oil Kw factor was 11.62. Using intercriteria analysis evaluation allowed us to quantify
the extent of similarity in the pattern of Kw factor variation through the whole crude oil
boiling range. Table 1 shows the degree of similarity quantified with ICrA evaluation on the
basis of Kw factor variation through the whole boiling range of the crude oils. Normally in
ICrA, the final matrix is nxn, where n is the number of objects being compared, but here, due
to the large size of the matrix, only the part containing the most significant elements is shown.
The data in Table 1 indicate that there was no strong statistically meaningful consonance
(µ ≥ 0.95) between any of the studied crude oils, confirming the statement made by Abdel-
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AalMohammed and Alsahlawi [58] and Gary et al. [59] that no two crude oils are the same.
These data also indicate that the patterns of Kw factor variation through the whole boiling
range of the crude oils may be very different, as also indicated by the data shown in Figure 6.
Therefore, the concept of a constant Kw factor may lead to the reporting of wrong values for
the specific gravity curves of crude oils.
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Figure 4. TBP curves of extra light (d,e), light (f), medium (b,c), and heavy (a) crude oils simulated
with Equations (3)–(8) and Riazi’s distribution model (Equation (2)).
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Figure 5. TBP curves of Oryx (a) and South Green Canyon (b) crude oils simulated with
Equations (3)–(8) and Riazi’s distribution model (Equation (2)).
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Figure 6. Kw characterization factor of narrow fraction distributions and the whole crude oil Kw
characterization factor for the different crude oils studied in this work (a–d).
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Table 1. Degree of similarity between some of the investigated crude oils determined based on the
application of intercriteria analysis and Kw factor variation through the whole boiling range of the
crude oils.

µ Urals Arab M Arab H Vald’Agri Basrah L Basrah H Kirkuk Iranian H KEB El Bouri
Urals 1 0.5628 0.5714 0.4372 0.5411 0.4502 0.6017 0.7489 0.5541 0.8398

Arab M 0.5628 1 0.71 0.7619 0.7965 0.7013 0.8268 0.7056 0.7619 0.5671
Arab H 0.5714 0.71 1 0.8052 0.8485 0.8658 0.7879 0.6104 0.7359 0.5628

Vald’Agri 0.4372 0.7619 0.8052 1 0.8701 0.8312 0.7965 0.6061 0.697 0.4632
Basrah L 0.5411 0.7965 0.8485 0.8701 1 0.8095 0.8701 0.658 0.7749 0.5455
Basrah H 0.4502 0.7013 0.8658 0.8312 0.8095 1 0.7576 0.5498 0.7446 0.4719
Kirkuk 0.6017 0.8268 0.7879 0.7965 0.8701 0.7576 1 0.7273 0.7835 0.5844

Iranian H 0.7489 0.7056 0.6104 0.6061 0.658 0.5498 0.7273 1 0.6797 0.7619
KEB 0.5541 0.7619 0.7359 0.697 0.7749 0.7446 0.7835 0.6797 1 0.5671

El Bouri 0.8398 0.5671 0.5628 0.4632 0.5455 0.4719 0.5844 0.7619 0.5671 1
Kazakh 0.8961 0.5584 0.5758 0.4545 0.5498 0.4719 0.6061 0.7489 0.6104 0.7965

CPC 0.7835 0.5065 0.4242 0.3939 0.4978 0.355 0.5238 0.6883 0.5325 0.7532
LSCO 0.8701 0.5195 0.4719 0.3896 0.4978 0.3766 0.5455 0.6883 0.5152 0.7922
Rhem. 0.7576 0.4286 0.3896 0.3203 0.4286 0.3074 0.4719 0.6061 0.4805 0.7013
Prinos 0.5541 0.5974 0.5455 0.6277 0.6537 0.5974 0.6364 0.6364 0.5931 0.5411
Azeri L 0.7186 0.4113 0.329 0.29 0.3896 0.2597 0.4199 0.6277 0.4372 0.7056

SGC 0.697 0.5368 0.5411 0.4935 0.5931 0.4545 0.619 0.7273 0.5455 0.71
Oryx 0.4199 0.6883 0.7922 0.8398 0.7706 0.8658 0.7229 0.5152 0.684 0.4242

Okwuib 0.6537 0.6883 0.8268 0.658 0.7359 0.7186 0.7273 0.6667 0.7403 0.6494
RasGharib 0.8355 0.6147 0.632 0.5152 0.5974 0.5368 0.6537 0.7273 0.645 0.8139
Varandey 0.7403 0.4762 0.3939 0.3463 0.4242 0.2857 0.4632 0.6667 0.4762 0.7446

Arab L 0.5498 0.7446 0.8442 0.8182 0.8442 0.8139 0.8268 0.645 0.7619 0.5541
Tempa Rossa 0.3853 0.671 0.7835 0.8182 0.7143 0.8485 0.6667 0.4762 0.645 0.3896

Note: Green color denotes statistically meaningful positive relation; red color denotes statistically meaningful
negative relation. The intensity of the color designates the strength of the relation. The higher the color intensity,
the higher the strength of the relation. Yellow color denotes dissonance.

Just for comparison, Table 2 presents the degree of similarity between some of the
investigated crude oils determined based on the application of intercriteria analysis and
HTSD data, total sulphur content, and crude oil specific gravity. These data indicate the
presence of strong positive consonance (µ ≥ 0.95) between, for example, the Tempa Rossa,
Arab Heavy, Albanian, Arab Medium, Basrah Light, Oryx, and South Green Canyon crude
oils that implies that these crude oils are similar in terms of their distillation characteristics,
total sulphur content, and bulk specific gravity. The data in Tables 1 and 2 suggest that
the distillation characteristics of the crude oils cannot be used as an indicator of the Kw
factor variation through the whole crude oil boiling range. Thus, while the TBP simulated
with a gas chromatographic could be used to predict distillation, specific gravity curve
simulation cannot be accurate applied the concept of a constant Kw factor. Additional
investigations are needed to develop an appropriate procedure to simulate crude oil specific
gravity curves.

The sulphur content data of 23 narrow fractions of the 34 studied crude oils are
presented in Table S8. Figure 7 shows the distribution of sulphur among the boiling point
range of some of the studied crude oils. These data show that the sulphur content generally
increased with boiling point increases. However, the shape of the curve and the slope of
increase were different for each crude oil. For the dataset in Table S8, ICrA evaluation
was performed to assess the similarity of sulphur content variation through the whole
boiling range of the studied crude oils. Table 3 presents the degree of similarity between
some of the investigated crude oils determined based on the application of intercriteria
analysis and sulphur content variation through the whole crude oil boiling range. The
data in Table 3 indicate the presence of a higher degree of similarity between the studied
crude oils than that observed in Table 1, where the Kw factor distribution was evaluated
with ICrA. For example, the Iranian Heavy crude oil had a positive consonance µ = 0.9407
with Arab Medium crude oil. Although this value was higher than the highest positive
consonance of µ = 0.9177 (between Bonga and RasGharib) observed in the ICrA evaluation
of Kw factor distribution, it was much lower than the µ = 0.9863 (between Tempa Rossa
and Oryx) observed in the ICrA evaluation of boiling point distribution.
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Table 2. Degree of similarity between some of the investigated crude oils determined based on the ap-
plication of intercriteria analysis and HTSD data, total sulphur content, and crude oil specific gravity.

µ Tempa Rossa Forties Kuwait Light Arabian light Kumkol Arabian Heavy Alban Crude Ras Gharib
Tempa Rossa 1 0.8261 0.3852 0.916 0.6025 0.9683 0.9717 0.9076

Forties 0.8261 1 0.4168 0.7899 0.4725 0.8255 0.805 0.7588
Kuwait Light 0.3852 0.4168 1 0.4401 0.5745 0.3854 0.3908 0.3908
Arabian light 0.916 0.7899 0.4401 1 0.656 0.923 0.9115 0.8863

Kumkol 0.6025 0.4725 0.5745 0.656 0.9765 0.6221 0.6112 0.6711
Arabian heavy 0.9683 0.8255 0.3854 0.923 0.6221 1 0.9507 0.9092

Alban crude 0.9717 0.805 0.3908 0.9115 0.6112 0.9507 1 0.8992
Ras Gharib 0.9076 0.7588 0.3908 0.8863 0.6711 0.9092 0.8992 1

Boscan 0.0034 0.1006 0.012 0.0104 0.021 0.0157 0.0008 0.0381
Aseng 0.2297 0.1448 0.5605 0.3 0.5499 0.2443 0.2389 0.2793

El Sharara 0.4126 0.3485 0.7759 0.4849 0.6994 0.428 0.4202 0.4619
Helm C.O. 0.5165 0.4667 0.7916 0.5874 0.6661 0.5277 0.523 0.5759

Arab Medium 0.9683 0.8255 0.3966 0.9272 0.6087 0.9636 0.9549 0.9028
Azeri light 0.5011 0.4322 0.7952 0.5524 0.7375 0.4983 0.5028 0.5095

Basrah Light 0.9549 0.8277 0.3905 0.9137 0.6157 0.9588 0.9465 0.9017
Bozachi 0.4555 0.4583 0.8165 0.5325 0.6249 0.4745 0.4667 0.523

Cheleken 0.2521 0.2686 0.7941 0.3218 0.5899 0.2644 0.2569 0.3112
CPC 0.1403 0.188 0.7246 0.2084 0.4936 0.1532 0.1437 0.2034

El Bouri 0.8591 0.7325 0.4675 0.8731 0.709 0.8675 0.851 0.851
Kazakh 0.2992 0.2123 0.6669 0.3725 0.6555 0.3157 0.3123 0.3745
Kirkuk 0.9669 0.8305 0.4 0.9258 0.6039 0.9594 0.949 0.8947

Kuwait Export
Blend 0.9695 0.8322 0.3815 0.9151 0.6031 0.963 0.9476 0.9039

Okwibome 0.1006 0.0933 0.6053 0.1616 0.419 0.1014 0.1112 0.1367
Oryx 0.9863 0.83 0.3784 0.9216 0.6059 0.9756 0.9664 0.9134
Urals 0.8605 0.7387 0.4672 0.8874 0.6762 0.8695 0.8588 0.8454

Rhemoura 0.9014 0.8062 0.4297 0.8863 0.5941 0.8936 0.898 0.8723
Sib. Light 0.5476 0.4585 0.7073 0.6185 0.8216 0.5627 0.5501 0.6123

South Green
Canyon 0.97 0.8185 0.3672 0.9109 0.6168 0.9737 0.9485 0.9283

Prinos 0.9597 0.8028 0.4064 0.9221 0.6246 0.9443 0.9574 0.9154
ValD’Agri 0.5966 0.5695 0.6919 0.6199 0.5053 0.5835 0.5983 0.5745

Note: Green color denotes statistically meaningful positive relation; red color denotes statistically meaningful
negative relation. The intensity of the color designates the strength of the relation. The higher the color intensity,
the higher the strength of the relation. Yellow color denotes dissonance.

Table 3. Degree of similarity between some of the investigated crude oils determined based on
the application of intercriteria analysis and sulphur content variation through the whole crude oil
boiling range.

µ Urals Arab M Arab H Vald’Agri Basrah L Basrah H Kirkuk Iranian H KEB El Bouri
Urals 1 0.6324 0.498 0.5573 0.5138 0.4585 0.5613 0.6047 0.5494 0.4269

Arab M 0.6324 1 0.8498 0.9091 0.834 0.7787 0.8893 0.9407 0.9091 0.7628
Arab H 0.498 0.8498 1 0.8854 0.834 0.8735 0.8735 0.8617 0.917 0.8656

Vald’Agri 0.5573 0.9091 0.8854 1 0.8696 0.8221 0.8933 0.9051 0.9289 0.7826
Basrah L 0.5138 0.834 0.834 0.8696 1 0.8972 0.9209 0.8458 0.8538 0.7549
Basrah H 0.4585 0.7787 0.8735 0.8221 0.8972 1 0.8577 0.7984 0.8379 0.7945
Kirkuk 0.5613 0.8893 0.8735 0.8933 0.9209 0.8577 1 0.917 0.9091 0.7708

Iranian H 0.6047 0.9407 0.8617 0.9051 0.8458 0.7984 0.917 1 0.9051 0.751
KEB 0.5494 0.9091 0.917 0.9289 0.8538 0.8379 0.9091 0.9051 1 0.8063

El Bouri 0.4269 0.7628 0.8656 0.7826 0.7549 0.7945 0.7708 0.751 0.8063 1
Kazakh 0.6838 0.7115 0.6245 0.6561 0.6206 0.5534 0.664 0.7036 0.6798 0.5455

CPC 0.8063 0.4545 0.3439 0.3953 0.3992 0.3597 0.4229 0.4506 0.3874 0.3281
LSCO 0.8142 0.7154 0.6206 0.664 0.6285 0.5494 0.6917 0.7115 0.664 0.5099
Rhem. 0.7549 0.7747 0.664 0.7154 0.6561 0.5929 0.7273 0.7708 0.7312 0.5613
Prinos 0.8261 0.5692 0.4625 0.5178 0.4783 0.4308 0.5494 0.585 0.5178 0.4032
Azeri L 0.6285 0.3004 0.1818 0.2332 0.1818 0.1265 0.2451 0.2964 0.249 0.2055

SGC 0.6957 0.8735 0.7945 0.8142 0.7549 0.7233 0.834 0.8696 0.8221 0.6838
Oryx 0.419 0.7628 0.8972 0.8142 0.8538 0.8933 0.8379 0.7787 0.8379 0.7866

Okwuib 0.5652 0.2292 0.1107 0.1621 0.1265 0.0791 0.166 0.2174 0.17 0.2055
RasGharib 0.3004 0.3202 0.4071 0.3557 0.3913 0.4625 0.3676 0.3241 0.3557 0.4941
Varandey 0.6838 0.5138 0.4032 0.4466 0.4664 0.4506 0.498 0.4862 0.4466 0.4506

Arab L 0.7075 0.8617 0.7352 0.8182 0.7352 0.6561 0.7905 0.8419 0.7866 0.6245
KBT 0.5652 0.8458 0.8063 0.8577 0.8854 0.7984 0.9249 0.8577 0.8498 0.7036

Tempa Rossa 0.0158 0.2213 0.3241 0.2727 0.3202 0.3676 0.2885 0.2332 0.2727 0.3281

Note: Green color denotes statistically meaningful positive relation; red color denotes statistically meaningful
negative relation. The intensity of the color designates the strength of the relation. The higher the color intensity,
the higher the strength of the relation. Yellow color denotes dissonance.
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Figure 7. Distribution of sulphur in the boiling point range of some of the studied crude oils (a,b).

This may imply that the crude oil boiling point distribution cannot be considered
reliable enough for use it as a tool to predict specific gravity and sulphur distribution
curves, which is in contrast with the conclusion of Swafford and McCarthy [60] that
specific gravity, total sulphur content, and simulated distillation can be used to simulate a
complete comprehensive assay of a crude oil. Indeed, some relations between the different
crude oil properties may be found, as reported in our earlier study [47], but the limit of
uncertainty for the prediction of density, for example, can be broad for some crude oils.
This statement is completely in line with the conclusions reached by Abdel-AalMohammed
and Alsahlawi [58] and Gary et al. [59] that no two crude oils are the same.

3.3. SARA Composition and Bulk Properties of Studied Crude Oils

The SARA analysis data and bulk properties of 48 extra light, light medium, heavy,
and extra heavy crude oils are summarized in Table S9. Table 4 summarizes the range of
variations in the SARA composition and crude oil bulk properties
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Table 4. Range of variations in the SARA composition and bulk properties of the studied crude oils.

Sat,
wt.%

Aro,
wt.%

Resins,
wt.%

As,
wt.% SG Sulphur,

wt.%
VR Yield,

wt.%
Pour Point,

◦C
VIS at 40 ◦C,

mm2/s Slope Kw

min 23.5 7.1 0.0 0.1 0.782 0.03 1.4 −45.6 0.9 2.9 11.33
max 92.9 62.1 7.7 22.2 1.002 5.64 60.7 37.8 19430.0 5.2 12.67

Tables 5 and 6 present the results of ICrA evaluation used for the determination of
statistically meaningful relations between the SARA composition data and the bulk crude
oil properties.

Table 5. µ-value of the ICrA evaluation of relations between crude oil SARA composition data and
bulk properties.

µ Sat Aro Resins As SG Sulphur VR Yield PP VIS
Sat 1 0.1687 0.1404 0.1727 0.0677 0.1525 0.101 0.4667 0.1283
Aro 0.1687 1 0.7535 0.7566 0.7727 0.7707 0.7626 0.4515 0.7646

Resins 0.1404 0.7535 1 0.8202 0.797 0.8394 0.8212 0.4566 0.7889
As 0.1727 0.7566 0.8202 1 0.7828 0.8273 0.8081 0.4596 0.7475
SG 0.0677 0.7727 0.797 0.7828 1 0.7919 0.9 0.4879 0.8626

Sulphur 0.1525 0.7707 0.8394 0.8273 0.7919 1 0.8242 0.404 0.7778
VR yield 0.101 0.7626 0.8212 0.8081 0.9 0.8242 1 0.5081 0.9091

PP 0.4667 0.4515 0.4566 0.4596 0.4879 0.404 0.5081 1 0.5141
VIS 0.1283 0.7646 0.7889 0.7475 0.8626 0.7778 0.9091 0.5141 1

Note: Green color denotes statistically meaningful positive relation; red color denotes statistically meaningful
negative relation. The intensity of the color designates the strength of the relation. The higher the color intensity,
the higher the strength of the relation. Yellow color denotes dissonance.

Table 6. υ-value of the ICrA evaluation of relations between crude oil SARA composition data and
bulk properties.

υ Sat Aro Resins As SG Sulphur VR Yield PP VIS
Sat 0 0.8273 0.8394 0.8192 0.9202 0.8394 0.897 0.4737 0.8677
Aro 0.8273 0 0.2263 0.2354 0.2131 0.2212 0.2354 0.4889 0.2313

Resins 0.8394 0.2263 0 0.1556 0.1727 0.1364 0.1606 0.4717 0.1909
As 0.8192 0.2354 0.1556 0 0.199 0.1606 0.1859 0.4768 0.2444
SG 0.9202 0.2131 0.1727 0.199 0 0.1899 0.0879 0.4424 0.1232

Sulphur 0.8394 0.2212 0.1364 0.1606 0.1899 0 0.1697 0.5323 0.2141
VR yield 0.897 0.2354 0.1606 0.1859 0.0879 0.1697 0 0.4343 0.0889

PP 0.4737 0.4889 0.4717 0.4768 0.4424 0.5323 0.4343 0 0.4263
VIS 0.8677 0.2313 0.1909 0.2444 0.1232 0.2141 0.0889 0.4263 0

Note: Green color denotes statistically meaningful positive relation; red color denotes statistically meaningful
negative relation. The intensity of the color designates the strength of the relation. The higher the color intensity,
the higher the strength of the relation. Yellow color denotes dissonance.

The data in Tables 5 and 6 show similar relations as those observed for the vacuum
residues from our recent study [61], with the specific gravity being the crude oil charac-
teristic most related to saturate content. Based on the data of SARA composition for 308
crude oil samples measured in accordance with ASTM D2007, modified ASTM D4124,
HPLC, TLC-FID (Iatroscan), and liquid chromatography in our recent research [23], a
relation (Equation (10)) between crude oil saturate content and crude oil specific gravity
was developed.

Crude oil saturates (wt.%) = 100 − (
100

0.2748 + 5.198e−4.787SG − 239) (10)

Figure 8 shows the relation of crude oil density to the saturate content estimated with
Equation (10). The average absolute deviation of Equation (10) was found to be 3.3 wt.%.
The maximum absolute deviation was 13.3 wt.%. The bias was −0.7 wt.%.
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Figure 8. Relation of crude oil saturate content to specific gravity.

A more accurate prediction of crude saturate content was obtained by using nonlinear
regression and employing the data generated with Equation (10), which relates saturate
content to crude oil specific gravity and pour point. The new regression designated as
Equation (11) is shown below.

Crude oil saturates (wt.%) = 0.30283 × Sat(SG)− 0.25515 × PP+
31.45053 + 0.0052145 × Sat(SG)2 + 0.0028855 × Sat(SG)× PP−
0.0067996 × PP2 + 0.00006159 × Sat(SG)2 × PP + 0.000152899×

Sat(SG)× PP2 − 441.77259
Sat(SG)

(11)

where Sat(SG) = crude oil saturate content calculated with Equation (10) from SG, wt.%.
The average absolute deviation of Equation (11) was found to be 2.5 wt.%. The

maximum absolute deviation was 6.6 wt.%. The bias was −0.01 wt.%. Figure 9 shows
parity graphs of measured crude oil saturate content versus crude oil saturate content
estimated with Equation (10) (Figure 9a) and Equation (11) (Figure 9b). The data in Figure 9
show that the new Equation (11) provided a lower prediction dispersion.
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Figure 9. Parity graphs of measured crude oil saturate content versus crude oil saturate content
predicted with Equation (10) (a) and Equation (11) (b).

4. Discussion

The developed equations (Equations (3)–(8)) used to convert HTSD to TBP, as shown
in Figures 2 and 3, reasonably well-predicted the TBP yields and T50%. The data they
generated were very well-described by the Riazi’s distribution model that allowed us to
construct a full TBP curve from the HTSD data and specific gravity of each crude oil.

The direct juxtaposition of HTSD to TBP did not provide the satisfactory matching of
HTSD with TBP. Despite the relatively good prediction of TBP curves via the simultaneously
employment of Equations (3)–(8) with Equation (2) (Riazi’s distribution model), some
crudes did not allow for the very accurate prediction of the lighter part of the TBP curve,
as shown in Figure 5. This shortcoming could be overcome by simultaneously employing
ASTM D7169 and ASTM D7900, as reported in [51]. HTSD was shown to be superior to
physical vacuum distillation in our recent study [13], and it can be used to predict the
TBP for heavy oils. HTSD is carried out over 40 min, while TBP analysis requires three
days. However, the TBP analysis allows for the measurement of the specific gravity and
sulphur content of narrow crude oil fractions, which (as shown in the previous section) are
difficult to accurately predict from crude boiling point distributions. Therefore, the method
developed in this work to build crude oil TBP curves from HTSD and crude specific gravity
data can be used to control the quality of cargoes of known crude oils via a controlled
crude assay. However, for crude oils that are not known, the use of TBP analysis along with
specific gravity and sulphur content measurements of narrow fractions should be applied.
The specific gravity of narrow fractions is a very useful characteristic that correlates with
aromatic content, which is important for the evaluation of the cetane index of the middle
distillates, and the crackability of heavy oil fractions. Thus, its correct determination affects
the proper planning of yields in the conversion of oil-refining units. The sulphur content of
narrow fractions is also an important characteristic when evaluations of HDS and sulphur
recovery unit performance are performed. This can explain why TBP analysis is the best
choice to characterize a new crude oil.

Regarding crude oil SARA analysis, the prediction of saturates was described by
Yarranton [62] as a very important step in obtaining a full crude oil SARA composition.
By predicting the saturate and asphaltene content of a vacuum residue with the method
described in our recent research [63] and employing the relationship of vacuum residue
asphaltene to crude oil asphaltene content determined in our previous study [23] and the
relation between C5 and C7 asphaltenes established in [23], it is possible to simulate full
crude oil SARA composition. Equation (11) (newly developed in this work), Equation
(10), and the data of crude oil specific gravity and pour point can be used to obtain an
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average absolute deviation of 2.5 wt.%, maximum average deviation of 6.6 wt.%, and
bias of −0.01 wt.% for 48 crude oils, while the method proposed by Yarranton showed an
average absolute deviation of 2.7 wt.%, a maximum average deviation of 8.0 wt.%, and bias
of −0.5 wt.% for 25 crude oils [62]. Therefore, our new method can be considered superior
to the method of Yarranton [62]. The measurement of C5 and C7 asphaltenes enables the
determination of C5 resins via the subtraction of C7 asphaltenes from C5 asphaltenes, and
the aromatic content can be determined via the subtraction of saturate contents, C5 resins,
and C7 asphaltenes from 100 wt.%.

The data in Tables 5 and 6 indicate that viscosity was found to be significantly nega-
tively related to saturates and positively related to specific gravity and vacuum residue
content. These findings are in line with those observed in our recent studies on crude oil
viscosity modelling [64,65].

5. Conclusions

HTSD, specific gravity, and the Riazi’s distribution model can be used to simulate the
TBP of crude oils. For most studied crude oils, the TBP simulation from HTSD data, the
correlations developed in this work, and Riazi’s distribution model showed satisfactory
deviations within the uncertainty of TBP yield measurements according to the ASTM D2892
standard. For some crude oils, however, the lighter part of the TBP curve was predicted
with a lower accuracy than that reported by the ASTM D2892 standard. This finding
suggests that a combination of the ASTM D7169 and ASTM D7900 gas chromatographic
methods could correctly simulate a whole crude oil TBP curve.

The concept of a constant Kw characterization factor was disproved in this study.
The diverse crude oils exhibited distinct Kw factor distributions of narrow fractions that
were difficult to predict from boiling point distribution and crude oil bulk properties. The
same was found to be valid for the sulphur distribution of the narrow fractions of the
different crude oils. While the degree of similarity of crude oils evaluated with ICrA based
on the distillation characteristics could be high for some crude oils, those evaluated on
the basis of the Kw characterization factor and sulphur distributions were not so high.
The degree of similarity of the crude oils evaluated using ICrA based on the distillation
characteristics differed from that evaluated on the basis of the Kw characterization factor
and sulphur distributions. This suggests that the Kw characterization factor and sulphur
distributions cannot be accurately predicted from distillation distribution data and crude
oil bulk properties. Therefore, when accurate information about the density (Kw factor)
and sulphur distribution of crude oil is needed, a TBP analysis is required.

Furthermore, crude oil saturate content can be predicted with a satisfactory accuracy
with information about the density and pour point of crude oil.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/pr11020420/s1, Table S1: High-temperature simulated distillation
of extra light, light medium, heavy, and extra heavy crude oils (boiling point at 1%); Table S2: High-
temperature simulated distillation of extra light, light medium, heavy, and extra heavy crude oils
(evaporates at 70, 110, 130, 150, 170, 180, 200, 220, 240, 260, 280, 300, 320, 340, 360, 380, 390, 430,
470, 490, and 540 ◦C); Table S3: True boiling point distillation of extra light, light medium, heavy,
and extra heavy crude oils (evaporates at 70, 110, 130, 150, 170, 180, 200, 220, 240, 260, 280, 300, 320,
340, 360, 380, 390, 430, 470, 490, and 540 ◦C); Table S4: True boiling point distillation of extra light,
light medium, heavy, and extra heavy crude oils (evaporates at 70, 110, 130, 150, 170, 180, 200, 220,
240, 260, 280, 300, 320, 340, 360, 380, 390, 430, 470, 490, and 540 ◦C) extracted from [48]; Table S5:
High-temperature simulated distillation of extra light, light medium, heavy, and extra heavy crude
oils (evaporates at 70, 110, 130, 150, 170, 180, 200, 220, 240, 260, 280, 300, 320, 340, 360, 380, 390, 430,
470, 490, and 540 ◦C) extracted from [37]; Table S6: Values of the parameters A and B from Riazi’s
distribution model (Equation (2)) for the studied crude oils estimated using the distillation data;
Table S7: Kw characterization factor of narrow fractions of 30 studied crude oils; Table S8: Sulphur
content of TBP crude fractions of extra light, light, medium, and heavy crude oils; Table S9: SARA
analysis data and bulk properties of extra light, light medium, heavy, and extra heavy crude oils.
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Nomenclature

API American Petroleum Institute gravity
Aro Aromatics
As Asphaltenes
ASTM American Society for Testing and Materials
FID Flame ionization detector
GC Gas chromatography
HP Hewlett Packard
HPLC High-performance liquid chromatography
HTSD High-temperature simulated distillation
IBP Initial boiling point
ICrA Intercriteria analysis
Kw Watson characterization factor
PIANO Paraffins, iso-paraffins, aromatics, naphthenes, and olefins
PONA Paraffins, olefins, naphthenes, and aromatics
PP Pour point
SARA Saturates, aromatics, resins, asphaltenes
Sat. saturates
SG Specific gravity
Slope Slope in Walther equation [65] for double logarithm dependence on logarithm of temperature
T0 Boiling point at zero yield of distillate
TBP True boiling point
Ti Boiling point of i-weight fraction of distillation curve
TLC Thin-layer chromatography
VIS Kinematic viscosity
VR Vacuum residue
xi Weight fraction of i-component.
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