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Preface

As we strive to develop more efficient engines, design better medical devices, and understand

natural phenomena such as weather patterns, the need for accurate and detailed flow visualization

becomes ever more pressing. This motivated this Special Issue, which is addressed to a diverse

audience. For researchers, it serves as a valuable resource for staying updated on the latest research

findings and techniques. Engineers can benefit from the practical applications of flow visualization

presented here, which can further aid in the design and optimization of their products. Students, on

the other hand, can use this as a learning tool to gain a deeper understanding of fluid dynamics and

experimental techniques.

This Special Issue features contributions from an international cohort of authors in the field

of flow visualization. These experts have dedicated their time and expertise to sharing their latest

research findings, and we are truly grateful for their contributions. I would also like to express my

heartfelt gratitude to my wife, Katherine. On countless evenings and weekends, as I buried myself in

research papers and editorial tasks, she provided understanding, encouragement, and unwavering

support. Her love and patience have been a constant source of strength, allowing me to focus on

bringing this Special Issue to fruition.

Finally, I sincerely thank the peer reviewers for their constructive feedback, the institutions that

facilitated this collaboration, and the editorial team, especially Cori Jia, for her professional guidance

during the entire editorial process, making the publication of this Special Issue in book format a

reality. Without her, this endeavor would have been far more challenging.

Mingming Ge, Guangjian Zhang, and Xin-Lei Zhang

Guest Editors
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Editorial
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International College, Zhuhai 519087, China
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Flow visualization has long been a critical tool for understanding complex fluid dynam-
ics in both natural and engineered systems [1–3]. Over the past few decades, advancements
in experimental techniques, imaging technologies, and computational methods have sig-
nificantly enhanced our ability to observe, quantify, and analyze fluid flows. From classic
methods such as dye injection and particle image velocimetry (PIV) to more cutting-edge ap-
proaches like high-speed imaging, laser-induced fluorescence, and digital holography, the
field has evolved to meet the demands of increasingly complex research questions [4–12].

Despite these impressive advancements, there remain significant gaps in knowledge,
particularly regarding the visualization of turbulent flows, multiphase systems, and the
interaction of flows with deformable surfaces such as flexible wings and aquatic vegeta-
tion [13,14]. While progress has been made in capturing instantaneous flow fields and
high-resolution images, challenges persist in achieving real-time and three-dimensional
visualization under challenging environmental conditions (e.g., underwater flows, extreme
turbulence, or highly unsteady flows) [15,16]. Moreover, there is a need for improved
techniques that can seamlessly combine visual data with quantitative analysis to bridge the
gap between theory and experiment.

This Special Issue on Flow Visualization: Experiments and Techniques serves to address
some of these knowledge gaps by presenting a collection of papers that highlight the
latest experimental advancements in flow visualization. The articles within this Special
Issue explore novel imaging systems, innovative experimental setups, and advanced data
processing techniques that enable a more accurate and detailed visualization of fluid
phenomena. By focusing on areas such as turbulent boundary layers, vortex dynamics,
and the flow–structure interactions in natural environments, this Special Issue brings
together a diverse set of studies that push the boundaries of current flow visualization
techniques [17–19].

The field of flow visualization is rapidly evolving, with new techniques and appli-
cations emerging that promise to deepen our understanding of fluid dynamics [20–24].
The advancements presented in recent research underscore significant contributions across
diverse applications and methodologies, including PIV, Laser Doppler Velocimetry (LDV),
and Particle-Tracking Velocimetry (PTV) [25–36]. This Editorial aims to provide a brief
overview of these developments, identify the gaps in the knowledge, and discuss how
the current Special Issue addresses those gaps, with a focus on future research directions.
Nobes et al. [25] propose a novel combined vortex detection algorithm (CVD) designed

Fluids 2025, 10, 23 https://doi.org/10.3390/fluids10020023
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to enhance the accuracy and reliability of vortex identification and analysis in oscillat-
ing airfoil wakes. The CVD method improves upon traditional techniques, such as the
Q-criterion, by offering a more robust framework for detecting and quantifying vortex
structures, particularly in complex, time-varying flows. The algorithm integrates multiple
flow-field metrics to identify vortex boundaries and evaluate key flow parameters with
greater precision. This advancement is particularly beneficial in experimental fluid dynam-
ics, where accurate vortex characterization is crucial for understanding wake dynamics
and optimizing aerodynamic performance. The study highlights the effectiveness of CVD
in providing clearer insights into vortex behaviors and offers a promising tool for future
research in vortex dynamics and turbulence.

Elaswad et al. [26] highlight key advancements in visualizing flow behaviors in com-
plex geometries, such as toroidal systems, through methods like PIV and LDV. The paper
discusses the influence of parameters like Reynolds and Dean numbers on secondary flow
phenomena, particularly in curved or rotating conduits, and how these can be optimized to
enhance the performance of fluid dynamic systems like the PIVG (Particle Image Velocime-
try Gyroscope). Through both numerical simulations and experimental validations, the
authors examine the impact of angular acceleration on fluid behavior, revealing insights
into the development of primary and secondary flow components. They further emphasize
the importance of precise pressure and velocity field measurements for improving the
accuracy and reliability of flow measurements, which are critical for applications in fluid
mechanics, engineering, and sensor technologies. The study provides a valuable framework
for optimizing fluid dynamics in rotational systems, contributing to a better design and
understanding of experimental fluid flow investigations.

Shirinzad et al. [27] present a comprehensive study on the enhancement of PIV soft-
ware, focusing on an improved algorithm optimized for Central Processing Units (CPUs)
to facilitate accessible and efficient flow analysis. By leveraging Python’s versatility, the
authors developed an algorithm that precisely captures time-averaged flow, velocity fields,
and vortices, offering an alternative to GPU-optimized PIV software. The algorithm was
validated through rigorous testing on various platforms, including supercomputing clusters
and Google Colaboratory, demonstrating its robustness in experimental flow studies. The
primary contribution of this work lies in providing an open-source, CPU-based solution for
real-time and offline PIV analysis, expanding its applicability to a wider range of research
environments, particularly for those without access to specialized GPU hardware.

Colli et al. [28] investigate the effects of parallel blade–vortex interactions (BVIs) on
the aerodynamic performance of an airfoil, with a particular focus on its relationship to
blade stall. Their study utilizes wind tunnel experiments to reproduce parallel BVI on an
NACA 23012 blade model at a Reynolds number of 300,000. The vortex was generated
by impulsively pitching a second airfoil upstream, and the aerodynamic loads acting
on the blade were measured using unsteady Kulite pressure transducers. Notably, the
authors employed PIV techniques to visualize and analyze the flow field over the blade
model. The paper contributes significantly to the field of flow visualization, particularly by
applying PIV to study flow dynamics in the context of parallel BVI, with additional novelty
in the investigation of oscillating sinusoidal motion of the blade. This work exemplifies
how advanced experimental techniques like PIV can offer deep insights into complex
aerodynamic phenomena.

Hassan et al. [29] investigate the interaction between flow dynamics and acoustic
phenomena in rectangular deep cavities, focusing on passive control strategies. Using
advanced flow visualization techniques, the authors analyze the coupling between aerody-
namic forces and the resulting acoustic fields, particularly in the context of cavities, which
are known to generate strong noise due to vortex shedding and flow instabilities. Their
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experiments utilize PIV and other visual techniques to map flow structures and identify the
dynamics that contribute to aeroacoustic noise. By applying passive flow control methods,
the authors demonstrate how altering flow characteristics can reduce unwanted sound
emissions, offering valuable insights into noise mitigation strategies in engineering applica-
tions such as aerospace and automotive design. This study significantly contributes to the
field of flow visualization by showing how experimental techniques can help visualize and
control complex flow–acoustic interactions.

Mehta et al. [30] present a detailed experimental and computational study focused
on the flow characteristics and acoustic behaviors of supersonic rectangular impinging
jets. Their research specifically examines how the orientation of the jet—whether aligned
along the major or minor axis—affects both the flow dynamics and the noise produced.
Through different flow visualization techniques, including PIV and Schlieren, the authors
capture the complex flow structures that arise in each configuration. Their results highlight
how these different orientations lead to variations in pressure fields, shear layers, and jet
impingement patterns, directly influencing noise emissions. This work contributes to the
broader field of flow visualization by using cutting-edge experimental methods to explore
the relationship between flow configurations and acoustics, providing valuable insights
into optimizing jet design for noise control in high-speed fluid dynamics, especially in
aerospace engineering.

Xi et al. [31] focus on the experimental visualization and analysis of airflow patterns
around different types of face coverings. The authors utilize a variety of visualization meth-
ods, including the Schlieren optical system, laser/LED particle imaging system, thermal
imaging camera, and vapor-SarGel system, to study how mask leakage and the resulting
flow patterns affect the interpersonal transmission of airborne particles. Through their
experiments, they examine various face masks, quantifying the leakage flows and their
potential implications for reducing disease transmission. The findings highlight the critical
role of mask design and fit in minimizing leakage, contributing valuable insights to public
health and safety practices, particularly in the context of respiratory disease prevention.

Prisăcariu et al. [32] present a novel application of the quantitative color Schlieren tech-
nique to analyze the gasodynamic parameters of an H2O2 exhaust jet in air. By leveraging
a calibrated color filter within a Z-type Schlieren setup, the study achieves the extraction
of density and temperature gradients of the turbulent jet, produced by a micro-thruster
designed for small satellites. The authors compare their experimental results with CFD
simulations to validate the Schlieren method’s measurement accuracy. Despite challenges
such as calibration errors and the reduced accuracy in 3D flows compared to 2D cases,
this work advances the Schlieren technique’s capability to provide quantitative insights
into complex jet dynamics, offering potential applications in aerospace engineering and
combustion analysis.

Fan et al. [33] conduct an experimental study to investigate the flow dynamics of oil–
water mixtures downstream of a restriction in a horizontal pipe. They employ two advanced
techniques for flow visualization—a high-speed camera and an Electrical Capacitance Vol-
ume Tomography (ECVT) system, the latter of which is a non-intrusive tool for measuring
the volumetric phase distribution at pipe cross-sections. The study examines how varying
valve openings, flow rates, and water cuts affect the flow pattern and pressure drop. The
results show a significant correlation between the oil–water flow pattern and the pressure
gradient, with variations depending on the valve openings and water cuts. In particular,
smaller valve openings lead to more complex flow behaviors, including oil-in-water disper-
sions. The findings provide valuable insights into how flow conditions influence both flow
patterns and pressure drops in oil–water mixtures, with implications for optimizing flow
management in industrial applications.

3



Fluids 2025, 10, 23

Liu et al. [34] explore the turbulent flow dynamics within a gas-stirred cylindrical
water tank, with a particular focus on ladle metallurgy, which is critical in steelmaking. The
study investigates how turbulence affects key steelmaking processes, such as the mixing
and distribution of additives and the transport of inclusions. By employing an advanced
PTV system, specifically the “Shake-the-Box” method, the authors simulate the stirred flow
field in a water ladle model, using compressed air injections at the tank’s bottom to actively
stir the flow. This method aims to optimize ladle design and improve the precision of
process control strategies in steelmaking, thus enhancing overall efficiency and steel quality.
Additionally, the paper addresses the challenge of mitigating distortion in particle images
caused by the cylindrical plexiglass walls of the model, thereby improving the accuracy of
flow field measurements.

Takeyama et al. [35] introduce a novel technique aimed at enhancing the acquisition of
velocity vectors in fluid dynamics experiments using 3D3C Rainbow PTV. By integrating
an innovative in-picture tracking method, the authors significantly improve the number
of velocity vectors that can be accurately captured in complex, three-dimensional flows.
This advancement addresses a key challenge in flow visualization, particularly in high-
dimensional flow fields where traditional PTV methods struggle with limitations in data
acquisition and resolution. The paper demonstrates how this improved method offers more
precise and comprehensive flow data, facilitating the detailed analysis of fluid behavior in
both academic research and industrial applications. This contribution to flow visualization
enhances the capability of PTV as a tool for studying intricate flow phenomena and offers
new avenues for future experimental techniques in fluid mechanics.

Riazanov et al. [36] present an in-depth study focused on the flow characteristics
of coolant in a fuel rod bundle, specifically within the context of small modular reactors
(SMRs). They employ advanced flow visualization techniques to capture the complex
behavior of coolant as it interacts with the fuel rods, using CFD simulations alongside
experimental methods. The study provides a detailed examination of flow patterns, tem-
perature distributions, and pressure drops, which are crucial for the safe and efficient
operation of nuclear reactors. By using sophisticated visualization tools, such as PIV and
flow visualization in transparent models, the authors effectively highlight the intricacies of
coolant behavior in a reactor environment. This work significantly contributes to the field
of flow visualization by offering insights into the optimization of coolant flow management
in nuclear reactors, an area where experimental techniques are key to ensuring safety
and performance.

Looking forward, the future of flow visualization research will likely be driven by con-
tinued innovation in imaging technologies, computational methods, and interdisciplinary
collaboration. As we move toward more sophisticated and dynamic experimental setups,
it will be essential to focus on real-time data acquisition, multi-modal visualization, and
developing hybrid techniques that combine traditional and modern approaches. Investi-
gating the effects of flow visualization on different scales, from microfluidics to large-scale
industrial applications, is also needed to provide a comprehensive understanding of fluid
behavior [37–40]. Moreover, a deeper understanding of the fundamental fluid mechanics
behind observed flow patterns will be critical for applying flow visualization to emerging
environmental protection, sustainable energy, and biomechanics challenges.

It is worth noting that this Special Issue, entitled Flow Visualization: Experiments and
Techniques, 2nd Edition, has launched in Fluids. One of the key themes addressed in this
new Special Issue is the integration of machine learning and artificial intelligence into
flow visualization workflows. These technologies offer new opportunities for automating
data analysis, enhancing the resolution of flow features, and predicting flow behavior in
previously intractable systems. This fusion of experimental techniques with computational
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power is set to revolutionize the field by enabling a more efficient and insightful analysis of
complex fluid systems.

In conclusion, while substantial progress has been made, the field of flow visualization
continues to evolve rapidly. Researchers are urged to explore new experimental techniques,
integrate advanced data processing methods, and collaborate across disciplines to address
the remaining gaps in the knowledge. This Special Issue provides a glimpse into the exciting
future of flow visualization, where innovations in both experiments and techniques will
offer new insights into the ever-complex world of fluid dynamics.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: This article presents the results of an experimental study of the coolant flow in a fuel rod
bundle of a nuclear reactor fuel assembly of a small modular reactor for a small ground-based nuclear
power plant. The aim of the work is to experimentally determine the hydrodynamic characteristics of
the coolant flow in a fuel rod bundle of a fuel assembly. For this purpose, experimental studies were
conducted in an aerodynamic model that included simulators of fuel elements, burnable absorber
rods, spacer grids, a central displacer, and stiffening corners. During the experiments, the water
coolant flow was modeled using airflow based on the theory of hydrodynamic similarity. The studies
were conducted using the pneumometric method and the contrast agent injection method. The flow
structure was visualized by contour plots of axial and tangential velocity, as well as the distribution
of the contrast agent. During the experiments, the features of the axial flow were identified, and
the structure of the cross-flows of the coolant was determined. The database obtained during
the experiments can be used to validate CFD programs, refine the methods of thermal-hydraulic
calculation of nuclear reactor cores, and also to justify the design of fuel assemblies.

Keywords: coolant; hydrodynamic; fuel assembly; reactor core; small modular reactor

1. Introduction

Rosatom, the State Atomic Energy Corporation Rosatom, is currently in the final
stages of developing a modernized ground-based nuclear power plant that will generate
electricity for remote and decentralized areas. For the modernized power unit, specialists
from Rosatom have developed the RITM-200S small modular reactor (Nizhniy Novgorod,
Russia). One of the main components of the reactor is the core. It is subject to increased
demands for durability, energy efficiency, reliability, and safety. The new core uses fuel
assemblies with an increased active part height of 1650 mm to extend the service life. It also
uses fuel rods with a thicker cladding made from a corrosion-resistant alloy [1–4]. New
technical solutions require experimental and computational justification. One of the stages
in the design process for the core includes an experimental study of the hydrodynamics of
the coolant inside the fuel rod bundle within a fuel assembly.

The main results of the thermophysical experiments were obtained by scientific teams
that are part of the State Atomic Energy Corporation Rosatom and are published in [5].
These studies present the results of both experimental and computational research on
critical heat flows in RITM-200 reactor fuel assemblies used in ground-based small modular
nuclear power plants. All experiments were conducted under normal operating conditions
of the reactor.

Also, complex analytical work is being conducted in scientific organizations to analyze
the design and operational features of modernized small modular reactors. The works
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in [6–9] present the results of analyzing the design of these reactors, identifying their
weaknesses, analyzing their operating modes, and determining paths for their further
modernization and development. It also includes recommendations for improving the
design of the reactor core.

Scientists are mainly involved in the computational and experimental modeling of
coolant hydrodynamics in PWR reactor cores. The main goal of these studies is to determine
the influence of mixing grids and fuel bundle geometry on coolant flow processes. However,
the influence of the geometry of mixing vanes on flow mixing and vortex formation in fuel
bundles has not been thoroughly investigated, making it difficult to accurately assess the
impact of these design features on flow patterns due to the complexity of processes in rod
bundles, including the presence of secondary flows and turbulence anisotropy [10–14].

To identify the main patterns of coolant movement behind mixing grids, various
approaches are used. These include the study of transverse mass transfer using tracer
methods and laser Doppler technology, as well as the measurement of temperature fields
in the coolant flow to gain a better understanding of dynamics [15,16].

In these studies, the focus is on the coolant flow within the fuel assembly, specifically
the area behind the mixing grids. This area is represented by normal cells, formed by
the arrangement of fuel rods, without any more complex cells such as peripheral regions,
central displacer regions, or corner regions.

Accurate knowledge of the hydrodynamics of the coolant can help to improve the
accuracy of results from thermohydraulic calculations for cores when justifying their
reliability. Therefore, the aim of this work is to experimentally determine hydrodynamic
characteristics of flow in fuel element bundles [17–26].

The results of experimental studies of the coolant hydrodynamics at the inlet and
outlet, as well as in the fuel rod bundle of the fuel assembly for the core of the ground-based
small modular reactor, are not available in the open press, which also confirms the relevance
and scientific novelty of the results presented in this article.

2. Research Facility and Experimental Model

The flow of water coolant was simulated using airflow, based on the theory of hydrody-
namic similarity, with the same Reynolds number in the range of 90,000 to 100,000 relative
to the natural reactor unit. The open-circuit aerodynamic research facility consists of
an airflow injection system and an experimental model equipped with a measurement
system [27–31].

The experimental model is designed as a transparent hexagonal channel whose walls
imitate the cover of a standard fuel assembly. The model’s fuel bundle replicates the
geometry of a fragment of a standard fuel assembly’s fuel rod bundle and consists of fuel
rod simulators and burnable absorber rods. In the fuel bundle, there are three spacer
grid simulators installed. These simulators have a complex design, consisting of plates of
different thicknesses and shapes. The central displacer simulator is located in the inner
shells of the grids. The position of the grids in the model is based on their standard location,
which has been enlarged by a scale factor. Six stiffening corners, which connect the grid
simulators, are fixed to their outer shell and follow the geometry of the structural element
of a standard fuel assembly (Figure 1). The scale factor for all elements in the experimental
model is 5.8. By increasing the size of the design compared to the standard fuel assembly,
we can reduce the impact of the probe sensors on the flow pattern. This solution also allows
us to achieve a Reynolds number of 90,000 during low airflow velocities.
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Figure 1. Model of a fuel rod bundle fragment: (a) External appearance of the experimental model,
(b) Arrangement of structural elements in the experimental model channel.

3. The Representativeness of the Study

When performing hydrodynamic similarity, it is possible to choose the optimal design
of the experimental model and recalculate the flow characteristics obtained during experi-
ments for the natural conditions of coolant flow. This is achieved by ensuring geometric,
kinematic, and dynamic similarity between the model and actual construction.

Geometric similarity is maintained by matching the geometric dimensions of the
experimental model and the real object, taking into account scale factors.

The dynamic similarity of the flow of fluid in geometrically similar objects can be
observed due to the close values of the Reynolds number. The maximum Reynolds number
in the experimental model is 90,000, and in the reference object, it is 100,000.

The kinematic similarity of flows in geometrically similar objects is observed due to the
proportionality of dimensionless velocities at the corresponding points of the experimental
model and the real object.

The value of the Reynolds number, which was used in the research, corresponds to
the range of self-similarity of flow, which allows us to use experimental data to study the
flow of water coolant. The start of the self-similar zone is defined by a Reynolds number of
35,000. All measurements were taken at an average air velocity of 36.2 m/s at the entrance
to the model with a Reynolds of 90,000

Additionally, the representativeness of the experiments is proved by the agreement
between the hydraulic resistance coefficients of the test grids and those of standard design
elements, which have identical Reynolds numbers.

4. Experimental Methodology

The hydrodynamic properties of the flow within a fuel bundle were studied using the
pneumometry approach and the technique of impurity injection.
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A multi-hole pressure probe has been used to measure the velocity vector in an
experimental model. The sensitive part of the probe consists of five steel capillaries with
a diameter of 0.8 × 0.1 mm, located in two perpendicular diametric planes. The rest of
the capillaries are placed inside a steel tube that serves as the probe holder. The central
capillary is cut at a 90-degree angle to its axis, while the four lateral capillaries are cut at a
45-degree angle (Figure 2).
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Figure 2. Multi-hole pressure probe.

To measure the magnitude and direction of the velocity vector, a pneumatic probe is
sequentially positioned at specific points on the experimental fuel assembly model using
a coordinate system. In this process, pressure values in each capillary of the probe are
recorded using piezoelectric pressure sensors.

Flow velocity components were measured with an accuracy of not more than
7.5% error.

The structure of transverse flows was investigated using the injection method with
the addition of propane. This gas was injected at a specific flow rate into areas located in
front of the third grate along the flow path. After injection, the distribution of the added
substance in the volume of the model was monitored using an infrared gas analyzer. The
gas flow rate was maintained with an accuracy of ±0.25%. The impurity concentration
levels were determined using a gas analyzer with an error of ±1.5% or lower.

The size of the measuring area is determined by the large number of cells of various
shapes and by the geometry of the spacers, which intersect in various ways. This area
occupies one-third of the cross-sectional area of the fuel bundle and has a significant
number of impurity entry points (Figure 3). The flow velocity components and impurity
concentrations were measured across the entire area of interest using a uniform grid of
measurement points. Along the length of the rod bundle, measurements were taken at
10 sections behind the simulator of the third spacer grid. The distance between these
measurement points increased as the distance from the grid increased (Figure 1). This
choice of measurement area size and placement of impurity injection points allows us to
characterize the overall flow structure.

The analysis of the coolant flow was conducted based on contour plots of the dimen-
sionless impurity concentration and the flow velocity. The values of the dimensionless
axial (Wz/Wav) and tangential (Wxy/Wav) velocities were obtained by dividing their local
values at a point by the value of the average flow velocity at the inlet of the experimental
model (Wav). The values of the dimensionless impurity concentration (C/C0) are calculated
by dividing its local value (C) at a given point by the maximum value of the impurity con-
centration in the injection region immediately in front of the spacer grid (C0). To estimate
the flow disturbances caused by the structural elements in the experimental model, we
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used the value L/dh, where L is the distance from the measurement point to the structure,
and dh is the hydraulic diameter of the model.
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Figure 3. The location of the measuring area and contrast agent injection zones in the cross-section of
the experimental model.

5. The Results of the Study on the Hydrodynamics of the Coolant Using the
Pneumometry Technique

In the field of regular cells, transverse flows were formed behind the plates and grid
stiffeners at the points of their contact with the fuel elements at a distance of L/dh ≈ 1
(Figure 4) from the spacer grid. Behind the stiffeners, the dimensionless tangential velocity
was 0.17–0.22, and behind the plates, it was two times less, which is due to their smaller
thickness. The transverse flow maintained its structure up to a distance of approximately
three times the hydraulic diameter (L/dh ≈ 3.1) from the plates.
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Figure 4. Dimensionless tangential flow velocity at a distance of L/dh ≈ 1 from the grid simula-
tor plates.

At the faces of the fuel assembly cover and the stiffening corners, where there were
no grid plates, the transverse flow was oriented from regular cells towards the outer
edges. However, at the intersection of plates, the direction of transverse flow is reversed.
Dimensionless tangential velocities ranged from 0.08 to 0.13 in the first case and 0.11–0.14
in the second case. In the case without plates in the cells, the transverse flow stopped at
L/dh ≈ 7.5. In the case of the plates intersecting cells, it stopped at a distance of L/dh ≈ 5.
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Near the central displacer, transverse flow moved across the surface of the displacer
in a circular pattern, as well as within a field of regular cells located at a distance of
L/dh ≈ 2 from the plates. These transverse flows were measured throughout the entire
research area. In transverse flows moved around the central displacer, the dimensionless
tangential velocity ranged from 0.13 to 0.16. In transverse flows directed into the field of
regular cells, the dimensionless tangential velocity ranged from 0.11 to 0.13 (Figure 5).
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In regular cells, with no grid plates in the center, the structure of the axial velocity
profile had a uniform structure. The dimensionless axial velocity at distances L/dh ≈ 1
and L/dh = 10 from the plate ranged from 1.1 to 1.2 and from 0.9 to 1, respectively. In
regular cells with intersecting plates in the center, the axial flow was non-uniform. The
dimensionless velocity ranged from 0.5 to 0.9. Behind the grid plate profiles, in areas where
they contacted fuel elements and between fuel rods, axial flow velocity was minimal. The
highest velocities were found in free areas of cells. At the points of the local minimum
and maximum, the dimensionless axial velocity ranged from 0.5 to 0.7 and 0.8 to 0.9,
respectively. Homogenization of the axial flow velocity in the field of regular cells occurred
at a distance of L/dh ≈ 10 from the grid (Figures 6 and 7).
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Figure 7. Dimensionless axial flow velocity at a distance of L/dh ≈ 10 from the grid simulator plates.

Near the fuel assembly cover, the flow velocity was lower than in the field of regular
cells. The dimensionless velocity at a distance of L/dh ≈ 1 from the plates ranged from 0.3
to 0.9.

The axial flow velocity in the peripheral cells, remote from the stiffening corners, was
influenced by the arrangement of the grid plates. At a distance of L/dh ≈ 1 from the grid,
the dimensionless velocity in the cells without plates ranged from 0.8 to 0.9 and with plates
from 0.4 to 0.75. At a larger distance of L/dh ≈ 10, velocities ranged from 0.9 to 1 without
plates and from 0.5 to 0.8 with plates, indicating a lower intensity of flow velocity field
equalization (Figures 6 and 7). The lowest flow velocity in the corner cells with grid plates
in the center ranged from 0.3 to 0.6 at a distance of L/dh ≈ 1 and from 0.4 to 0.7 at a distance
of L/dh ≈ 10. In the corner cells without plates, the dimensionless axial flow velocity was
higher. At distances of L/dh ≈ 1, it ranged from 0.6 to 0.8, and at distances of L/dh ≈ 10, it
ranged from 0.8 to 0.9.

The speed of the axial flow was higher near the center of the displacer than at the
periphery. Its dimensionless value ranged from 0.8 to 1.1 at distances L/dh ≈ 1 from the
grid plates and from 0.75 to 0.9 at distances L/dh ≈ 10 (Figure 5).

6. The Results of the Study on the Hydrodynamics of the Coolant Using the Contrast
Agent Injection Method

In the area of regular cells, which are located away from the central displacer tube
and the fuel assembly cover, the transverse flow between the cells and the mixing of the
coolant were low-intensity. The design of the spacer grid plates had a minimal impact on
the process of cooling in regular cells. This is confirmed by the similarity in the distribution
of impurities shown in Figure 8.

The flow in the area of regular cells near the central displacer tube is influenced by
transverse flows from the displacer region. This is confirmed by the asymmetry in the
distribution of the contrast agent, as shown in the contour plots in Figure 9.

In the peripheral cells, where the grid plates intersect, the transverse flow was oriented
within the regular cells. There was no movement of coolant across the surface of the fuel
assembly cover in a transverse direction. No reverse transverse flows were recorded from
regular cells to peripheral cells (Figure 10). In peripheral cells without a plate intersection,
transverse flows were oriented in the opposite direction from regular cells towards the
periphery. Transverse flow of coolant along the surface of the fuel assembly cover was also
observed. The presence of reverse flow from regular cells to the periphery has also been
recorded (Figure 11).
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The flow of the coolant near the central displacer was determined by the transverse
circular flow that was directed along its surface. This circular flow carried away some of
the axial flow of the coolant from the cells near the displacer tube. The structure of the
coolant flow is shown in the contour plot in Figure 12.
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7. Discussion

In the fuel assembly, the coolant flow is significantly non-uniform due to the complex
geometry of the fuel assembly bundle and spacer grids, as well as the presence of the fuel
assembly cover, central displacer tube, and stiffening corners.

At the fuel assembly cover, the axial flow has the lowest velocities. The local minimum
of the axial velocity is recorded in the areas around the stiffening corners. The average
dimensionless velocity ranges from 0.3 to 0.7. The process of equalizing the axial flow
velocity between the corner areas and the areas of regular cells is slow.

Behind the grid plates, the axial flow in the area of regular cells is non-uniform. The
alignment of the axial flow structure in regular cells occurs at a distance of L/dh ≈ 10 from
the grid plates.

At the central displacer tube, the axial flow velocity decreases, and its dimensionless
value ranges from 0.75 to 0.9. This is due to the transverse flow directed towards the field
of regular cells.

In the axial flow structure, three different regions can be identified with velocity
values that differ by 25–30%. These are regular cells, the displacement region, and the
peripheral region.

The arrangement of the grid plates has a significant effect on the structure of the axial
flow in all areas of the fuel rod bundle and on the formation of transverse coolant flows
only in the peripheral area near the fuel assembly cover.

The identified features of the coolant flow should be taken into account when justifying
heat engineering reliability using one-dimensional calculation codes.
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It is necessary to modernize one-dimensional calculation codes by increasing the num-
ber of cell types and considering the non-uniformity of flow through fuel bundle regions
as well as different cell types. Additionally, it is important to update the coolant mixing
matrix based on results from experimental studies using a contrast agent injection method.
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Abstract: Particle image velocimetry and particle tracking velocimetry (PTV) have developed from
two-dimensional two-component (2D2C) velocity vector measurements to 3D3C measurements.
Rainbow particle tracking velocimetry is a low-cost 3D3C measurement technique adopting a single
color camera. However, the vector acquisition rate is not so high. To increase the number of acquired
vectors, this paper proposes a high probability and long-term tracking method. First, particles
are tracked in a raw picture instead of in three-dimensional space. The tracking is aided by the
color information. Second, a particle that temporarily cannot be tracked due to particle overlap is
compensated for using the positional information at times before and after. The proposed method
is demonstrated for flow under a rotating disk with different particle densities and velocities. The
use of the proposed method improves the tracking rate, number of continuous tracking steps, and
number of acquired velocity vectors. The method can be applied under the difficult conditions of
high particle density (0.004 particles per pixel) and large particle movement (maximum of 60 pix).

Keywords: flow visualization; rainbow PTV; 3D3C measurement

1. Introduction

The present study aimed to increase the number of velocity vectors acquired from three-
dimensional three-component (3D3C) velocity measurements made in rainbow particle
tracking velocimetry (PTV) to enhance spatial resolution. To this end, we developed an
in-picture tracking method adopting raw particle images in place of the conventional
method of tracking 3D positions.

Particle image velocimetry (PIV) and PTV are common methods of measuring fluid ve-
locities from images and have been used for a wide variety of objects, including multiphase
flows [1,2] and microfluids [3]. These methods have evolved significantly, transitioning
from 2D2C velocity vector measurements confined to the focal plane to full 3D3C mea-
surements [4]. To enhance the dimensionality and components of these measurements,
various techniques have been developed, including stereo PIV [5], scanning PIV [6,7], and
tomographic PIV [8,9]. The 3D3C velocity measurements usually need to be made from
multiple viewpoints using multiple cameras, such as when adopting scanning tomographic
particle image velocimetry [9] and the shake-the-box method [10]. Rainbow PTV [11–16]
is a low-cost method of obtaining 3D3C velocities with a single color camera and simple
data processing. The flow volume is illuminated by multi-colored light that changes along
the depth direction (z) using a liquid-crystal display projector. Particle positions along
vertical and horizontal directions (x and y) in pictures are obtained in the same manner as
in traditional PTV, whereas particle positions in the depth component are obtained from the
particle colors. The degree of hue (H, 0–360) is calculated from RGB values of the particle
and then converted to the depth position.
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PTV provides Lagrangian velocity data at random locations. However, to calculate
differential quantities such as vorticity, it is necessary to replace the data with grid data,
such as the results of computational fluid dynamics analysis or particle image velocimetry.
This requires the acquisition of spatially dense velocity vectors [17]. However, the number
of vectors acquired in rainbow PTV is not high, as described below.

The accuracy of the depth position estimated from the particle color is not high. To
improve accuracy, a multi-cycle color pattern was designed and used in [16]. In addition,
recent methods based on machine learning still have a standard deviation error of ±3% of
the total depth [14]. This error is too high relative to the positional accuracy of the x and
y positions, which can be obtained at a sub-pixel level. The inaccuracy in the estimation
of the depth position reduces not only the accuracy of velocity vectors but also the vector
acquisition rate.

Low positional accuracy leads to a low vector acquisition rate in the following ways.
As the velocity is calculated by dividing the particle movement by the time width of an
image, it is necessary to link (i.e., track) the same particles in successive images. The
tracking of particles adopts historical information on the particle position. Figure 1 shows
moving particles and positional data, including errors for the z direction. Black circles
indicate the correct positions, and red circles the measured positions with error. The particle
position at time t + 1 is estimated from the particle positions at times t − 1 and t. The
particle inside the estimated area (i.e., the dotted circle in Figure 1) is recognized as the
same particle. However, a particle outside the search area cannot be tracked. A smaller
movement in one-time step corresponds to a greater ratio of the position error to the
amount of movement and a higher chance of tracking failure. Even if a slowly moving
particle could be tracked, the accuracy of its velocity would be low. To reduce mistracking,
in the example of the four-time-step method [18], a particle is judged to be the same if it is
tracked in four consecutive images. However, although the four-time-step method, velocity
gradient tensor method [19], and other methods are used to track particles, they cannot
track particles in the described error-prone situations.
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Figure 1. Schematic showing particle tracking. Black circles indicate true positions, red circles
indicate measured positions with error, the red dashed circle is the search area, and the red curve is
the fitted curve.

In addressing the above problem, the nearest-neighbor method was adopted to track
particles in the picture instead of the 3D space [14]. However, using the nearest-neighbor
method, the amount of movement of a particle in one step has to be sufficiently small
for the particle to be tracked, which requires a sufficiently high sampling rate. Achieving
a higher dynamic range of velocity requires that particles be tracked over a large range
of movement.

Such a 3D tracking method requires a long-time tracking fitting process after tracking.
Figure 1 shows that, even if tracking is possible, the accuracy of the velocity obtained in the
z direction is low. It is expected that positional data containing zigzag errors in the depth
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direction, as shown in Figure 1, can be supplemented with smooth motion (the red curve
in Figure 1) through filter processing; see, for example, [14,20]). This operation requires
continuous tracking over a long period of time without losing the particle.

This paper thus proposes a high-probability and long-term tracking method that can
be applied under conditions of large particle movement and high particle density by means
of two main features.

First, particles are tracked in a raw picture, which is in contrast with the conventional
method of tracking particles in 3D space. Using color information as an aid for tracking, it
is possible to track a particle with high probability even under conditions of high particle
density and large movement in a single time step. In other words, whereas conventional
3D tracking applies equal weights to x, y, and z positions (estimated from H), the proposed
tracking process strongly weights the x and y positions, which have higher accuracy, and
uses H from particle color to improve the tracking rate.

Second, even if the tracking of a particle fails temporarily, the tracking is reestablished
in a later step. When two or more particle images overlap, which often happens under
high particle density conditions, the particles are not recognized correctly, and the particle
being tracked is temporarily lost. By compensating the positional information of untracked
particles at the time step where particle tracking has failed, it is possible not only to
increase the tracking rate but also to extend the period of continuous tracking. This
increases the number of vectors acquired because the subsequent fitting process requires
continuous tracking.

The present work evaluates the proposed method for flow under a rotating disk.
Specifically, the work demonstrates the processes of the proposed method, the possibility
of improving the number of vector acquisitions, and the application of the method under
conditions of high particle density and large particle movement.

2. Data Processing
2.1. In-Picture Tracking

Figure 2 presents flowcharts of data processing. The left flowchart is for the conven-
tional 3D tracking method, whereas the right flowchart is for the in-picture tracking method
proposed in this paper. First, the background is subtracted from the measured image, and
the particles are identified on the grey scale. Then, particles are identified from the raw
image, and their xy position in the pixel and particle color space are extracted. The particle
color is converted from RGB to the hue degree and then to the normalized z position using
a calibration curve. The hue degree (H) is calculated from the values of the three color
channels [11] according to

H =





60 × G−B
max(R,G,B)−min(R,G,B) (if max(R, G, B) = R)

60 × B−R
max(R,G,B)−min(R,G,B) + 120 (if max(R, G, B) = G)

60 × R−G
max(R,G,B)−min(R,G,B) + 240 (if max(R, G, B) = B).

(1)

The calibration curve is obtained by adopting the in situ slit calibration method [14].
The operation up to this point is the same for the two methods.

In the conventional method, the xy position in millimeters is obtained from the z
position because the viewing angle varies with depth. In addition, the normalized z is
converted to the z position in millimeters. Tracking based on the 3D positions is then
performed to obtain the velocity vector.

In contrast, the proposed in-picture tracking method tracks particles in the raw picture.
Particles are tracked by the xy position in pix units, and normalized z is used as an aid.
The xy position is known more accurately than the z position, and particles can thus be
tracked at a higher rate than for tracking in the 3D domain. The detailed process of tracking
and particle linking across time steps is explained in Section 2.2. Inaccurate z positions
are compensated for by fitting the tracked passage in the z direction with a polynomial
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equation. Finally, the x, y, and z positions are converted from pixel units to millimeter units
to obtain velocity vectors.
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2.2. Detailed Process of Continuous Long-Time Tracking

One of the challenges in PTV is tracking particles when they overlap in an image. Since
the particles are distributed in three dimensions, it is common for them to overlap when
viewed in 2D, which can cause the tracking system to lose track of individual particles. This
is a limiting factor of the particle density in PTV. Overlapping particles can be recognized
as single particles of color different from the colors of the overlapping particles, such that
the particles are lost. However, two overlapping particles have different motions in the xy
plane because of their different z positions, and their overlap is thus a temporary event.
Therefore, even if a particle is temporarily lost, it can be tracked for an extended period of
time through compensation of the particle position at the time of overlap. To address this
issue, our method includes a process to predict and recover the positions of lost particles,
allowing for continuous tracking over a longer period.

Initially, the system predicts the position of a particle at a future time step by consider-
ing its velocity and acceleration from previous time steps. If the particle is not found in its
predicted location at the next time step, the system anticipates where it might appear in
subsequent frames. When the particle reappears, the system compensates for the missed
positions by creating “virtual” particles at the points where the particle was temporarily
lost. This compensation process allows the tracking to remain continuous, even when
particles are lost for up to two consecutive time steps. This allows for continuous long-term
tracking. Basically, there is no sudden disappearance of a particle except when a particle
travels beyond the field of view.

The detailed tracking process at time t is described below and shown in Figure 3.
Basically, the velocity is calculated from the positions at two consecutive times, and the
acceleration is calculated from the positional information at three consecutive times, i.e.,
the velocities at two times. Tracked particles are assigned an ID that shows that they are
the same particles in different images to continuously track temporarily lost particles.

The process involves four operations, as shown in Table 1. First, process 1, as the basic
tracking process, predicts the position at t + 1, assuming that the velocity and acceleration
at t − 1 are maintained at t, from the positional information at t − 2 and t − 1 for the
particle that has been assigned an ID at t. The particles within the search area are filtered
using the dimensionless z positional information obtained from the color information, e.g.,
by taking ∆Z < 0.025. If a particle exists within the predicted range, the particle is linked as
the same particle and given an ID, and the velocity and acceleration at time t are calculated.
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Filtering by z is performed in the same way in subsequent processes. This threshold value
of ∆Z must be greater than the distance moved in the depth direction for one step plus the
error of color-depth transformation. This is to be the same as setting the search range in the
xy direction. In previous studies, the error width (95th percentile width) has been around
±2%, and research is underway to reduce this further [16]. So, the threshold value should
thus be set according to the velocity of the measurement target and sampling rate.
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Table 1. Tracking processes for continuously tracked and temporarily lost particles. # means tracked,
and × means untracked.

t − 2 t − 1 t Operation

Process 1 # # # Basic tracking
Process 2 # # × Compensate time t
Process 3 # × × Compensate time t − 1 and t
Process 4 × × × Four-time step method

Next, process 2 targets particles that have an ID at t − 1 but are not found at t and are
thus temporarily lost. Assuming that the velocity and acceleration at t − 2 are maintained,
the position at t + 1 is predicted, and if there is a particle within the estimated search area
that has not yet been assigned an ID, it is judged to be the same particle and assigned an
ID. The acceleration at t − 1 can be calculated from the positions at times t − 2, t − 1, and t,
and the acceleration at time t can also be calculated from the positions at times t − 1, t, and
t + 1. The virtual particle at time t is placed at the position where the acceleration at both
times is constant.

Process 3 targets particles that have an ID at t − 2 but are not found at t − 1 and t. The
same operation as in process two above is performed at the next time t + 1, and if a particle
is found at t + 1, it is given an ID, and a virtual particle is placed at two times, t − 1 and t.

Finally, process 4 applies the four-step method to particles that have not yet been
assigned an ID. This process is also applied to the initial state of the tracking process. For
particles that have been successfully tracked four consecutive times, new IDs are assigned,
and velocities and accelerations are calculated. When assigning new IDs, it is necessary to
impose strict requirements that ensure that no mistakes are made.

Once a particle is given an ID, it is allowed to be lost through particle overlap up to
two consecutive times, and it continues to be tracked until it moves out of the field of view.

The ability to track over long periods of time allows for polynomial fitting. The
fitting function is not specified, but as in previous studies [14,20], a cubic equation is
used in the present study. However, using a low number of points (e.g., four points) for
fitting is inappropriate, and therefore, only particles that have been tracked more than 10
consecutive times are used in the velocity calculation. In addition, the long-time motion
of particles having a short rotational period, such as particles in fine vortices, cannot be
fitted. Therefore, initially, a fitting interval or curve order should be set for each particle.
However, in this case, we uniformly set the maximum interval at 100 steps.

2.3. Calibration Curve

The calibration curve used in the conversion from the hue degree to the dimensionless
z position is obtained by adopting in situ slit calibration [14]. The schematic of the slit
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calibration method is shown in the lower graph of Figure 4. Here, the color pattern from
the projector falls incident on a slit. Only a portion of the color pattern passes through the
slit, and the rest of the color pattern is blocked. The slit is moved in the z direction, and a
curve is created by acquiring the hue of the particles at each depth position. The slit width
is set at 1/30 of the full scale (i.e., 64 pix relative to 1920 pix and 6 mm relative to 180 mm).
The slit is positioned such that half of its width overlaps with the previous measurement
position. Values are obtained for 59 steps, and interior interpolation is performed between
the measurements.
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camera, a lens, and a test section. Lower shows illumination of slit calibration and sample images of
illuminated particles.

There are two problems with slit calibration: the color projected from the projector at
both ends of the slit is not the intended color, and the projected color pattern partially hits
the particles at both ends of the slit, resulting in a blurred image. Therefore, only the central
50% range of hue degrees is adopted, and the color of the particles obtained through the
slit is analyzed, ignoring the extreme.

3. Experimental Setup

Figure 4 is a schematic of the top view of the experimental setup, showing the camera’s
field of view and the optical arrangement. A VPL-HW60 liquid-crystal display projector
(Sony) is used as the light source to output the color pattern. The projector has a brightness
of 1800 lm and a resolution of 1920 × 1080 pix and provides illumination in the x direction.
The image data (.tiff) of the color pattern is projected by the projector. The gamma value
has a default value of 1.8. A Fresnel lens having a focal length of 350 mm is set next to
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the projector to collimate the expanding projection light. The illumination width in the z
direction is 180 mm.

To increase the color detection accuracy, an AP3200T-PMCL-1 3CMOS camera (JAI)
and VS-1218/3CMOS lens (VS Tech) are used in place of the typically used single CMOS
color camera. For a single CMOS camera, a Bayer filter with R, G, and B colors and a 1:2:1
ratio covers a CCD/CMOS array where cells of the same color do not adjoin each other [21].
In contrast, the 3CMOS camera has three CMOS sheets and a dichroic mirror to separate
light. Thus, R, G, and B values are obtained for the same cell of an image sensor array.

The distance between the center of the measured volume and the lens of the color
camera is 610 mm. The field of view in the x direction ranges from 149 to 187 mm, and the
spatial resolution ranges from 72 to 91 µm/pix, changing in the depth direction. The depth
of view is sufficient to capture the particle image in the full depth range. The sampling
rate is 40 fps, and the shutter speed is 1 ms. Generally, the sensitivity of channel G of a
color camera is higher than the sensitivities of the other two channels. In this study, the
sensitivity ratio of the camera is 1.6. To align the ranges of the three channels, the gains of
the R and B channels are each set at 1.6 times the gain of channel G.

An acryl container having inner dimensions of 300 × 300 × 300 mm3 is filled with
particle extended water. The Diaion HP20 tracer particles (Mitsubishi Chemi) have a
density of 1.01 g/cm3, and their diameter is controlled to be within the range of 350–600 µm
through sieving. The particle number density (particles per pixel, ppp) is evaluated from
the captured image. The density cannot be correctly evaluated under dense conditions
because overlapping particles cannot be accurately recognized. Therefore, we adopt a
dilute condition with few overlapping particles as a standard, and we control the particle
number density under a dense condition by mixing several times the dilute number of
particles into the particle mixture. The particle concentrations are 0.001, 0.002, 0.003, and
0.004 ppp. Sample images for the different conditions are shown in Figure 5. A rotating
disk with a diameter of 200 mm generates a circular flow in a container. The rotational
speeds are 60, 120, 180, and 240 rpm, and the corresponding maximum movements in
the image (i.e., the initial search areas) are 25, 40, 45, and 60 pix. The search area for the
predicted position is uniformly set at 5 pixels. Incidentally, most particles are less than
10 pixels in diameter. Moreover, tracking in 3D space is almost impossible under such strict
conditions. The search range for the predicted position is, therefore, set at one-fifth of the
distance moved (in millimeters) in the previous step.
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mented by approximating the particle trajectory with a third-order polynomial, as in 
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Figure 5. Example of images for different particle number densities. Brightness values are tripled for
visibility.

4. Results
4.1. Demonstration of In-Picture Tracking

Figure 6 shows an example of the compensation process for a lost particle. The
figure shows a cropped image of 100 × 100 pix, with two overlapping particles at the
center indicated by a white circle. The overlapping particles are seen as a single particle
having a color different from that of the particles before and after, and the tracking is thus
disconnected. The blue circles indicate the positions of the two particles, five steps before
and five steps after. The positions of the two particles at the overlap time are estimated

25



Fluids 2024, 9, 226

from the particle positions at the times before and after. The IDs of the particles are taken
from before and after the overlap and considered to label the same particles.
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Figure 6. Example of an image with particle overlapping. Brightness values are tripled for visibility.

This processing compensates for lost particles up to two consecutive times, such
that the tracking fails when the overlap continues for more than three consecutive times.
Although it is possible to extend the complementation interval beyond three-time steps as
a solution, the best solution is to properly recognize each overlapped particle. Analysis of
the best solution is left as a future topic of study.

Next, an example of complementation by polynomial approximation is shown, where
the low accuracy of the depth position estimated from particle colors is complemented by
approximating the particle trajectory with a third-order polynomial, as in [14,20].

Here, only particles that can be tracked for more than 10 steps are considered because
the approximation does not work well when the number of successive tracking steps is too
small. In addition, if the tracking interval is too long or if the particle has many rounds of
vortex motion during the interval of interest, the approximation does not work well with
the third-order polynomial. In this study, the approximation interval is limited to 100 time
steps for a large circular flow. Although there is no method at this time to determine the
fitting function and tracking interval for the various flows, it needs to be adjusted according
to the experimental results.

In Figure 7, the left panel shows an example time series of the z position of a particle
for 100-time steps and the trajectory obtained by approximation, and the right panel shows
the time series of the z-directional velocity and the velocity obtained by approximation. As
shown in Figure 3, the xy position in 3D space changes the viewing angle depending on the
depth, such that the z position also affects the xy position. Looking at the particle positions
alone, the positional deviation before and after fitting does not appear to be large, but the
velocity deviation is very large, indicating that fitting is essential. This velocity deviation is
mitigated as the particle movement in a one-time step increases, but conversely, continuous
particle tracking becomes more difficult.

Figure 8 shows sample results of the particle trajectory of rotational motion in 3D, XZ,
and ZY 2D coordinates as the demonstration. The particle number density is 0.003 ppp,
and the disk rotating speed is 180 rpm. Results are shown for 100-time steps but with a
moderately reduced number of particles for visibility.

The average velocity field in the y-section of the same results shown in Figure 8 is
illustrated in Figure 9. The velocities that can be measured for each 10 × 10 × 10 mm3

voxel are temporally averaged at a height of 30 mm < y < 40 mm. The velocity in the depth
direction is measured with sufficient accuracy to determine the overall flow.
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4.2. Improvement in Velocity Vector Acquisition

Whereas the tracking rate in three-dimensional space is around 30% at the particle
number density of 0.001 ppp and the disc rotation speed of 60 rpm condition, in-picture
tracking achieved around 90%, and furthermore, almost 100% of particles are successfully
tracked by the lost particle compensation process for temporarily lost particles. In both
methods, the search area for particles is set to 1/5 of the maximum particle moving distance
(mm or pix) in one step for each rotational speed condition. In tracking in three-dimensional
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space, an increase in the search range can improve the tracking rate, but the probability of
making a mistake in linking a particle to another particle increases.

Figure 10 shows the particle tracking rates for different particle densities and disk
rotational speeds. Tracking rates achieved using the in-picture method are indicated by the
colored sections of bars, and further increases in the tracking rate due to compensation are
shown by the black sections of the bars. If there is particle overlap, the number of particles
cannot be accurately determined from an image. Therefore, as there is almost no overlap at
a particle density of 0.001 ppp, the number of particles is estimated by suspending an equal
number of particles based on the number of particles recognized under this condition.
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At a disk rotation speed of 60 rpm, almost all particles are tracked, with the tracking
rate slightly exceeding 100%. The tracking rate is calculated by dividing the number of
tracked particles by the number of recognized particles. The tracking rate exceeds 100%
because the number of tracked particles exceeds the number of recognized particles due to
the compensation process.

Increasing the particle density and particle movement in one step increases the num-
ber of candidate particles to be tracked, making tracking more difficult. An increase in
particle density increases the probability of particle overlap and, therefore, the number
of lost particles. In this method, if a particle is not recognized for three consecutive steps,
compensation is not possible, and the velocity vector cannot be obtained.

An increase in particle movement in one step decreases the tracking rate, as particles
are more likely to be outside the measurement range. It also increases the number of
candidate particles within the searching area, which also makes tracking more difficult.

In the present study, more than 40% of the particles in the image can be tracked, and
velocity vectors are obtained at 0.004 ppp and 240 rpm conditions. If each overlapping par-
ticle could be recognized individually, the number of vectors obtained would be expected
to increase dramatically.

A polynomial fitting process is required to obtain the velocity vectors, and therefore,
particles that are tracked continuously for a certain number of steps are needed. Figure 11
shows the frequency of successive tracking steps before and after the compensation process.
The sample data are the same as those in Figures 8 and 9 under the condition of 0.003 ppp
and 180 rpm. In this study, the continuous track required for fitting is 10 steps. The
compensation process reduces the frequency of occurrences below 10 steps and generally
increases the number of continuous tracking steps.
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Figure 12 shows the velocity vector acquisition number for different particle densities
and disk rotational speeds. As in Figure 11, the results obtained using the in-picture method
are indicated by the colored sections of bars, and the improvements due to compensation
are shown by black sections.
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Figure 12. Vector acquisition numbers for different disk rotating speeds and particle densities.

Here, only particles that can be tracked continuously for more than 10 steps are used.
The improvement in the tracking rate and the number of consecutive tracking steps due to
compensation for lost particles significantly increases the number of acquisition vectors.
For example, two sets of particles that are tracked for only five consecutive steps cannot be
processed for fitting, so no velocity vectors are obtained. However, if they are concatenated
as identical particles by the compensation process, the number of acquisition velocity
vectors increases by 10. This greatly increases the number of vector acquisitions. Under
some conditions, the increase is several times.

At a disk rotational speed of 60 rpm, where the movement per step is small, the
number of vectors is highest at a particle density of 0.004 ppp, which corresponds to the
highest number of particles. In contrast, at a disk rotational speed of 240 rpm, where
the movement is large, an intermediate number of particles gives the highest number of
vector acquisitions.

5. Conclusions

This paper proposed a high-probability and long-term tracking method with which to
increase the number of vector acquisitions for 3D3C color PTV. Particles are tracked in a
raw picture instead of in 3D space and by using color information as an aid. A particle that
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temporarily cannot be tracked is then compensated for using location information at the
times before and after.

The proposed method is evaluated for flow under a rotating disk. The adoption of the
proposed method improves the tracking rate, continuous tracking period, and a number of
acquired velocity vectors. This methodology can be applied to the difficult conditions of
high particle density (0.004 ppp) and large particle movement (maximum 60 pix).

The results of the present study have increased the number of vector acquisitions
and improved the continuous particle tracking time, which have important implications
for the post-processing of the measurements. Increased vector acquisition density leads
to higher quality results in methods that reconstruct grid velocity data and pressure and
vorticity fields from Lagrangian data [17]. Long-term tracking is also an important factor in
improving the result of the method that reconstructs the velocity data as it is Lagrangina
data [22].
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Abstract: Deep cavity configurations are common in various industrial applications, including
automotive windows, sunroofs, and many other applications in aerospace engineering. Flows over
such a geometry can result in aeroacoustic coupling between the cavity shear layer oscillations and the
surrounding acoustic modes. This phenomenon can result in a resonance that can lead to significant
noise and may cause damage to mechanical structures. Flow control methods are usually used to
reduce or eliminate the aeroacoustic resonance. An experimental set up was developed to study
the effectiveness of both a cylinder and a profiled cylinder positioned upstream from the cavity in
reducing the flow resonance. The cavity flow and the acoustic signals were obtained using particle
image velocimetry (PIV) and unsteady pressure sensors, respectively. A decrease of up to 36 dB
was obtained in the sound pressure levels (SPL) using the passive control methods. The profiled
cylinder showed a similar efficacy in reducing the resonance despite the absence of a high-frequency
forcing. Time-space cross-correlation maps along the cavity shear layer showed the suppression of
the feedback mechanism for both control methods. A snapshot proper orthogonal decomposition
(POD) showed interesting differences between the cylinder and profiled cylinder control methods in
terms of kinetic energy content and the vortex dynamics behavior. Furthermore, the interaction of
the wake of the control device with the cavity shear layer and its impact on the aeroacoustic coupling
was investigated using the POD analysis.

Keywords: cavity flow; passive control; PIV; POD; vortex dynamics

1. Introduction

Cavity flow is found in various industrial applications, and numerous researchers
have utilized various experimental and numerical methods to investigate the mechanism
involved in such flows since the 1950s [1,2]. The aeroacoustic mechanism in such flows
results from a coupling between the surrounding acoustic modes and the aerodynamic
modes. The flow instability present in the cavity shear layer generates pressure waves
upon its impact on the trailing corner of the cavity. The generated pressure waves travel
the flow upstream (forming a feedback loop) to control the shear layer near its formation
at the cavity’s leading corner. The high acoustic levels inside a cavity, or resonance, and
the flow fluctuations are caused by the coupling between periodic oscillations of the
flow shear layer and the acoustic modes of the surrounding geometry [3–10]. Therefore,
several approaches have been attempted to explore the impact of these fluctuations on flow
properties, including drag and heat transfer [11,12].

The highly unsteady flow field, the oscillating shear layer, and the production of
acoustic waves are fundamental characteristics of cavity flows. However, cavities were
classified in different ways, based on the incoming flow, their geometry, or even by the static
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pressure distribution. Cavity flow has been observed over a wide variety of geometries,
as well as Reynolds and Mach numbers. This led to one of the initial classifications,
proposed by Charwat et al. [13], who demonstrated that cavities can be categorized as
either open or closed. Rossiter [14] added a third category known as transitional. This
classification was based on the differences in aspect ratio and the static pressure distribution
for each category. However, open cavities can be categorized as deep and shallow cavities.
Based on earlier experiments [15–17], deep cavities have a depth greater than their length
(L/H < 1), while shallow cavities have aspect ratio greater than 1 (L/H > 1). This paper
focuses on the open deep cavity type, characterized (aspect ratio L/H < 10 [15]). All cavities
within this range share a common characteristic; they have a boundary layer separating at
the upstream corner and reattaching at the downstream edge.

Rockwell et al. [18] stated that both shallow and deep cavities exhibit fluid oscillations
know as self-sustaining oscillations. For deep cavities, a forcing mechanism acts in the
shear layer with resonant waves propagating in the transverse direction. This may induce
further aeroacoustic couplings that lead to resonance [19–21]. On the other hand, shallow
cavities are associated with longitudinal acoustic standing waves [22]. Experiments have
also shown that propagating disturbances also affect the shear layer of shallow cavities at
low subsonic speeds [23].

A reference model for predicting self-sustained cavity oscillations was constructed
by Rossiter [24], who developed a semi-empirical analytical model to evaluate the proper
frequency of the flow. The production of a high level of noise is often the result of coupling
between an acoustic resonance and a certain periodic instability in the flow. Indeed, a
portion of the energy is extracted from the flow to sustain the acoustic oscillation. The
model proposed by Rossiter evaluates the fundamental frequency of the flow over a cavity,
based on a comprehensive description of the interaction between the mixing layer and the
acoustic waves. The expression of the Rossiter model is given by

St =
fr × L

U0
=

n− α

M + 1
k

, (1)

where St is the Strouhal number, fr is the acoustic frequency, n is the cavity mode, L is the
length of the cavity, U0 is the free stream velocity, M represents the Mach number, k = uc

U0
represents the ratio between the velocities of the external flow and that of the structures
convection in the shear layer, and α represents the delay in time between the impingement
of the vortices and the creation of an acoustic disturbance. The parameter α is considered
an empirical value and is corrected based on experiments.

In addition to analyzing cavity flow properly, it is highly important to propose control
methods that can eliminate resonance without significant energy cost or a substantial
increase in drag. Therefore, numerous control methods have been proposed by various
authors [25]. These methods include passive control techniques, which involve altering the
cavity geometry [26,27] or adding external devices, particularly on the leading edge (such
as spoilers [24] or cylinder [28,29], etc.). These methods have shown their effectiveness in
eliminating resonance and modifying the flow behavior in the shear layer. Furthermore,
some limitations of passive control in certain applications have drawn attention to active
control techniques, which involve the use of devices requiring external energy. Active con-
trol techniques can be classified as either open-loop or closed-loop, and they demonstrate
significant potential in achieving attenuation [30].

In this study, we utilized the same configurations used by El Hassan et al. [28], where
two passive control techniques were employed: the use of a cylindrical cylinder and the
use of a profiled cylinder. The reduction of noise level using such a device has been studied
by Stanek et al. [31–33] for subsonic and supersonic flows. These authors propose the
following explanation for the effectiveness of the rod: the high-frequency forcing stabilizes
the hydrodynamic stability of the flow and thus reduces the pressure levels inside the
cavity. However, this is just one hypothesis among others, as the addition of the rod
involves complex, highly nonlinear physics, as well as several mechanisms involved in the
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suppression of pressure fluctuations. Both passive and active control methods were used to
attenuate cavity resonance [34]. The control of a cavity flow has been studied to a limited
extent for a deep cavity (El Hassan et al. [29]). In most studies, the flow velocity was high
(applied to military aviation). At relatively low velocities, the control of deep cavity flow
finds application in the automotive and railway fields.

Proper orthogonal decomposition (POD), presented by Lumley in 1967 [35], involves
decomposing the random vector field into a set of functions that effectively represent the
turbulent motion and organization of the flow through POD modes. It enables the capture
of the flow’s total fluctuating kinetic energy [36]. Over the years, various POD methods
have been developed for numerous fluid dynamic applications [37–40], including cavity
flow [41–43]. Overall, these studies highlight the diverse applications of POD in analyzing
cavity flows, showcasing its efficacy in capturing dominant flow features, identifying
coherent structures, and investigating flow instability. By extracting crucial information
on flow features such as frequency, amplitude, and spatial distribution, POD enables
researchers to understand the impact of design parameters on these flow characteristics.
However, one of the main objectives of utilizing POD in the case of deep cavity flows is to
gain insights into the flow physics of the complex flow phenomena. This involves analyzing
and identifying coherent structures and recirculating zones that play an important part
in describing the flow behavior. Understanding the flow mechanism leading to flow
separation, turbulence, and drag is of utmost importance in deep cavity flow analysis.

In this study, a circular cylinder and a profiled cylinder were employed to alter the
aeroacoustic resonance within a deep, large cavity subjected to low subsonic flow. Hot
wire and pressure measurements were conducted to investigate the acoustic resonance
of the cavity. The particle image velocimetry (PIV) technique is employed to investigate
the flow dynamics in both cases of the circular and profiled cylinders. Examination of the
spatiotemporal development of vortical structures is derived from consecutive snapshots.
Statistical support for interpreting the primary mechanisms is provided through both
spatiotemporal cross-correlation maps and proper orthogonal decomposition (POD).

2. Materials and Methods
2.1. Cavity and Control Mechanism

A deep cavity inside a closed-circuit wind tunnel of a cross-sectional area of 2 × 2 m2

and a length of 10 m (test section) and allowing a maximum velocity of 60 m/s was used to
conduct our experiments. In this study, a freestream velocity of U0 = 43 m/s was used [28].

The geometry of the considered cavity is defined as follows: length (L) = 10.4 cm,
depth (H) = 52 cm, and width (W) = 200 cm. The cavity is located on the lateral wall of
the working area of the wind tunnel. Its leading corner is 8 m far from the inlet of the test
section. To assess the boundary layer characteristics, velocity profiles were measured using
hotwire measurements immediately upstream from the leading corner of the cavity. In
the experimental setup, a cylinder of 0.6 cm in diameter was located 3 cm upstream from
the cavity leading corner in the transverse direction. The cylinder was placed at a vertical
position of yc = 10 mm from the wall. This specific positioning was selected to achieve an
effective control of the resonance of the cavity. The same position was used for the profiled
cylinder which has the dimensions shown in Figure 1.
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Figure 1. Experimental configuration: (a) rectangular cavity; (b) control device (profiled cylinder). 
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Figure 1. Experimental configuration: (a) rectangular cavity; (b) control device (profiled cylinder).

2.2. Hot-Wire Measurements

A hot wire probe (Dantec55P15, manufactured by Dantec Dynamics, Skovlunde, Den-
mark) is located at x/L = 0.1 from the leading corner of the cavity. Acquisition and storage
of C.T.A. signals (Constant Temperature Anemometry, DANTEC 90C10, manufactured by
Dantec Dynamics, Skovlunde, Denmark) were conducted thanks to the software “Stream-
line 3.0” from DANTEC Dynamics, Skovlunde, Denmark. Through this procedure, we
obtain a voltage signal related to the flow velocity signal at the sensor location.

2.3. Acoustic Measurements

The nominal sensitivity of Kulite sensors used for this study is 275 mV/bar. For
each sensor, the output was connected to a multi-channel conditioner that allows for
the adjusting of the gain while keeping an average around zero. At the output of the
conditioner, the pressure signal is transferred to an analog-to-digital acquisition card with
a resolution of 12 bits. The chosen sampling frequency was 6 KHz, and the number of
samples was 180,000 per channel, corresponding to an acquisition time of 30 s. A low-pass
filter (cut-off at 3 KHz) was implemented to eliminate the aliasing effect.

2.4. PIV Velocity Measurements

Particle image velocimetry (PIV) offers non-invasive and highly accurate results for
several flow configurations, making it an attractive choice for researchers investigating
complex fluid phenomena in numerous applications. The PIV system is based upon a time
resolved PIV Dantec “DynamicStudio” system, including a 2 × 10 mJ dual YAG laser and
a 3 kHz Photron Ultima APX-RS Camera (1024 × 1024 pixels), used at 2 kHz frequency
(1 kHz vector map). The time delay between two laser pulses was 30 µs. The PIV camera
was mounted on a traversing system, perpendicular to the light sheet plane of the laser.
PIV measurements were taken in a streamwise plane (x, y), normal to the wall.

In this study, the PIV technique was employed at a sampling rate of 15 Hz, while the
freestream velocity was maintained at 43 m/s. PIV differs from other flow measurement
and visualization techniques in several ways. It enables the instantaneous determination of
the kinematic field, offering good spatial coverage in a 2D or 3D plane but with limited
temporal resolution ranging from 1/15 s to 1/1000 s, depending on the experimental setup.
PIV works by seeding the flow with particles and capturing images then analyzing these
images to determine the velocity field of the fluid.

A typical PIV system includes a laser sheet that illuminates a plane in the flow, and
the particles in this plane are captured by a camera pre-processed to improve the data
quality, including filtering and other processing measures. Multiple particle images are
then created, and these particles are tracked to determine the displacement of all particles,
providing information about the flow velocity.
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PIV is subjected to uncertainties in velocity measurements due to multiple sources,
such as camera calibration or an incorrect choice of the time interval between two images,
among other factors. This makes uncertainty analysis important for minimizing errors
through the quantification of uncertainty using statistical methods.

The complexity of the PIV system generates measurement errors related to several
parameters. Some PIV measurement errors, such as those due to camera calibration, can
be minimized by refining the settings, but other errors cannot be eliminated and must be
estimated. The main PIV measurement uncertainties can be summarized as follows.

Errors Related to Particle Size and Displacement: The precision of PIV measurements is
primarily related to particle size, density, and their average displacement relative to the size
of the interrogation zones. When the ratio of the particle image diameter (dpar) to the pixel
size (dpix) is less than 2, the energy spectrum is overestimated due to the “peak-locking”
phenomenon [44]. Prasad et al. [45] recommend an optimal particle image size according
to the relation 3 < dpar/dpix < 4. In this case, the measurement uncertainty is estimated at
about 1/10 to 1/20 of the particle image diameter.

In our case, PIV image magnification shows that the average particle diameter is
approximately 28 to 32 µm, implying a dpar/dpix ratio of 3.1 to 3.6. Consequently, pixel
resolution is adequate, and the uncertainty in particle displacement measurement is ap-
proximately 1/15 of the particle image size. Normalizing this uncertainty with the average
particle displacement results in a relative error of 1.6%.

The bias error, related to the accuracy of sub-pixel interpolation (Gaussian interpola-
tion), is estimated in our case to be 1/10 of a pixel size with 8-bit images [46]. Thus, the
velocity bias error is calculated using the equation:

Uerr =
0.1× Tpixel ×Mech

∆t
, (2)

where Tpixel is the pixel size (9 µm), Mech is the image scale factor, and ∆t is the time between
two laser pulses, with Mech = 3 and ∆t = 66 ms; the bias error is approximately 0.04× 10−3 m/s.

Errors Due to the Number of Samples: A sufficient number of samples, N, must be
taken when calculating the average velocity fields. The larger the number N, the closer
the velocity distribution function, approximates a Gaussian function. Theoretically, the
mean velocity value approaches its exact value as N tends to infinity. The central limit
theorem shows that the uncertainty in the mean velocity, εn, is σ/N (where σ is the standard
deviation of the measured velocities). In our case, the standard deviation is obtained with a
95% confidence interval, so εn = 1.96σ/

√
N. For our study, the highest value for this type

of error does not exceed 10−2 U0.

3. Results
3.1. Acoustic Field

The primary objective if the present work is to reduce significantly or eliminate the
resonance resulting from the aeroacoustic coupling. Therefore, a simple control method
that consists of two mechanisms of control—a cylindrical rod and a profiled cylinder placed
transversely upstream of the cavity—is proposed (Figure 1).

Stanek et al. [31] linked the performance of the cylinder to the high-frequency forc-
ing phenomenon induced by the vortex shedding after the cylinder. He suggested that
the frequency of shedding must be much higher (at least 10 times) than that of cavity
modes. Illy et al. [47] varied the cylinder diameter to observe the impact of the vortex shed-
ding frequency on the control effectiveness, and they found contradiction with Stanek’s
hypothesis.

Thus, the idea behind implementing a profiled cylinder is to have a body similar to the
cylinder but with a profile that prevents the formation of high-frequency vortex shedding
in order to explore the effectiveness of such a control and its relationship with the vortex
shedding behind the cylinder.
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Figure 2 shows the spectrum of the sound pressure level (SPL) of the pressure signal
in the absence of control. In the same figure, we plotted the spectrum of the normalized
velocity acquired through the hot wire technique. One can notice that both the normalized
velocity and SPL present a peak at a frequency of 155 Hz, indicating a strong relation
between the shedding vortices and the acoustic field produced in such a flow. This result
confirms the existence of a self-sustained loop, where the vortices impinge on the trailing
corner of the cavity, thus creating a pressure wave at the same frequency under optimal
conditions of energy transfer from the aerodynamic field to the acoustic one.
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In the pressure level spectrum Figure 3a, it is noticeable that in the presence of the
profiled cylinder, the noise reduction is almost identical to that obtained with the cylinder
(About 30 dB of reduction). In the spectrum of the normalized velocity obtained from
hot-wire measurements (Figure 3b), it can be noted that the peak of the Rossiter mode has
indeed disappeared with the use of the streamlined cylinder, as well as the vortex shedding
behind the cylinder. It can also be noted that the energy distribution has shifted towards
higher frequencies to a lesser range when the profiled cylinder is employed. This result
confirms that the noise reduction is not due to high-frequency forcing.
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3.2. Kinematic Field

Velocity fields were derived from PIV snapshots to describe the flow. PIV enabled the
measurement of mean velocity distribution for both longitudinal and transverse velocity
components. Figure 4 illustrates the mean longitudinal velocity distribution, and Figure 5
illustrates the vorticity magnitude, offering valuable information on the flow dynamics, for
all three studied cases. In Figure 4a, it is observed that the flow leaving the leading edge
undergoes a transition from a boundary-layer flow to a shear layer flow. Consequently, the
shear layer, which develops after the boundary layer separation at the cavity leading corner,
expands and thickens as it progresses from the separation point to the trailing corner of the
cavity. Figure 4b,c show a decrease in velocity in the wake zone of both control mechanisms
(cylinder and profiled cylinder). This decrease leads to the thickening of the shear layer
in the presence of the cylinders. Similar findings were reported by Illy et al. [48], who
considered the impact of a cylinder on the flow of a deep cavity (L/H = 0.42).
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Figure 5. Vorticity magnitude: (a) without control; (b) with cylinder; (c) with profiled cylinder.

Figure 5a shows the presence of high vorticity magnitude at the point of flow sep-
aration and along the cavity shear layer. It also shows a region of deficiency (70 mm <
X < 93 mm) just before the flow impinges on the cavity trailing corner, where vorticity
rises once more. In Figure 5b, it is shown that the streamwise vorticity produced by the
cylinder has considerably reduced within the shear layer of the cavity. This indicates the
suppression of large-scale vortices in the wake of the cylinder. In Figure 5c, one can note
that for the profiled cylinder, the vorticity distribution within the shear layer of the cavity
closely resembles that observed without control. This distribution suggests that the profiled
cylinder induces a minimal disturbance within the shear layer of the flow.

The normalized turbulent kinetic energy (TKE) is plotted in Figure 6. In absence of
control (Figure 6a), elevated values of TKE are exhibited in the downstream region of
the cavity shear layer, attributed to the development of large-scale vortices as they travel
toward the cavity trailing corner. Introducing the cylinder (Figure 6b) results in a significant
rise of TKE in the upstream region. Two peaks in the TKE distribution can be distinguished
(at X = 40 mm) and are associated with the shedding from the cylinder. With the profiled
cylinder (Figure 6c) compared to the case with cylinder, one can notice that the wake of
the profiled cylinder presents dramatic decrease in the TKE. The TKE values in most of the
cavity shear layer are even lower than that without control (Figure 6a). This could be related
to a configuration where the aeroacoustic coupling is not optimized or suppressed when
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the profiled cylinder is used despite the elimination of high-frequency forcing (control
with cylinder). When the cylinder is employed, it is interesting to observe lower TKE
magnitudes in the downstream part of the shear layer as compared to the case without
control. These effects will be further investigated using the analysis of the instantaneous
velocity fields.
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For vortex identification purpose, the Lambda-2 criterion, which detects the center
of rotating structures by assuming the minimum local pressure at the vortex centre, is
used [49]. Essentially, it is a mathematical tool based on the eigenvalues of the velocity
gradient tensor that helps in identifying of coherent structures exhibiting strong rotational
behavior. Lambda-2 criterion is favored since it gives clearer visualizations of purely
rotational structures without capturing regions of high strain, and it does not require the
complex calculations involved, respectively, in the Q-criterion and Delta criterion methods.
In Figure 7, Lambda-2 fields are displayed for successive phases, following the presentation
method used by Assoum (FDR 2013). This presentation reveals the vortex patterns along
the shear layer of the cavity flow. Observing Figure 7a for the case without control, one
can notice a single pattern of vortices which is dominated by that of the shear layer of the
cavity flow. In the case of control with a cylinder (Figure 7b), two main vortex paths are
observed: the first path is linked to the vortices in the cavity shear layer, and the second
path in the upper part of this figure (10 < Y < 20) corresponds to the shedding vortices from
the cylinder. One can also observe a lower concentration of large-scale vortices near the
cavity downstream corner when the cylinder is used. In Figure 7c, when a profiled cylinder
is used, one can see that the upper path of vortices observed when a cylinder was used
almost disappears.
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Using both control methods, a spatial shift of the cavity shear layer towards inside
the cavity is obtained, with a more pronounced shift in the middle region of the cavity
shear layer, especially for the cylinder case. The interaction between the wake of the control
devices and the cavity shear layer seem to weaken the impact of the large scale vortical
structures on the downstream edge, thus dramatically reducing the aeroacoustic coupling
and thus the generated noise.
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To better apprehend these complex flows, time–space cross-correlation maps are
established to provide more characterization of the cavity–wake interaction.

3.3. Cross-Correlation Maps

In order to acquire more understanding of the cavity–wake interaction, we propose
time–space cross-correlation maps. Fluctuation transverse velocity at a specific point chosen
as a reference undergoes cross-correlations across the whole field. The cross-correlation
coefficient is given by

Rv′v′ =
1
N ∑N

1 v′(x, y, t)v′(x0, y0, t)
RMS(v′(x, y))× RMS(v′(x0, y0))

. (3)

In this investigation, many points were considered as reference points starting from
the cavity leading corner (just downstream from the location of the control devices) towards
the impingement zone. These points can be observed in Figure 8 at the positions where
Rv′v′ = 1 (which corresponds to an autocorrelation). These points were chosen in order to
observe the relationship between the cylinder’s wake and the cavity shear layer.
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As compared to the case of controlled flow with a cylinder, it is obvious that the
profiled cylinder does not have high-frequency shedding. This confirms that an effective
control of the aeroacoustic coupling does not require high-frequency forcing.

In the case of no control, it is interesting to see a correlation between the impingement
zone (below the downstream corner) and the location where the vortices are generated after
the boundary layer separation, just downstream from the cavity leading corner. Such a
mechanism (explained by the feedback loop) is absent for the cylinder and profiled cylinder.

3.4. Proper Orthogonal Decomposition (POD)

In confined deep cavity flow, the interactions between the fluid and the cavity walls
can lead to complex fluid motion. Velocity fields data can be analyzed using the POD to
identify the most frequent and influential fluid patterns in the flow. POD is recognized as
a valuable method in providing insights and improving the understanding of fluid flow
dynamics. It consists of finding an optimal basis that represents the main flow features. In
the current study, the snapshot POD was performed using 550 snapshots taken at regular
intervals (acquisition frequency of 15 Hz). Figure 9 displays the cumulative energy sum
over the POD modes and the energy fraction for each mode.
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In case of no control, the first POD mode contains almost 30% of the flow kinetic energy
(KE), and the first five POD modes contain nearly 50% of the total KE. When the profiled
cylinder was used, it was found that the first mode contains 27% of the KE, whereas the
cumulative KE of the first five POD modes is 40% of the total KE. This result is in agreement
with Figure 6a,c, where a small effect of the profiled cylinder on the TKE of the cavity flow
was observed. It should, however, be noted that only 15% of the KE is contained in the first
POD mode when the cylinder is used, and the cumulative energy for the first five modes is
reduced to 31% (Figure 9). This result may be affirmed by Figure 5b, where the vorticity
magnitude was found to be significantly decreased in the shear layer of the flow; therefore,
the vortices are weakened. Thus, the POD projection attributes less energy to the first POD
modes since they are related are related to these coherent structures.

The five most energetic spatial POD modes obtained from longitudinal velocities are
illustrated in Figure 10 for controlled and non-controlled flows. Without control, the most
energetic POD modes are linked to the advection of the large vortices in the downstream
flow of the cavity. The profiled cylinder case presents some similarities with the case
without control. However, one can distinguish the higher KE content shifted toward the
modes where the vortices are oriented upward near the cavity trailing corner. This might,
in part, explain the weak and less organized pressure waves following the impingement
of the vortices in the case of the profiled cylinder when compared to the non-controlled
flow. With the cylinder, it is noted that the first two POD modes are linked to the cylinder
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shedding, whereas the three other modes reflect the interaction of the cylinder wake with
the cavity shear layer.

Fluids 2024, 9, x FOR PEER REVIEW 11 of 15 
 

 

Figure 9. Energy portion and cumulative energy of the POD modes for the longitudinal velocity (U). 

The five most energetic spatial POD modes obtained from longitudinal velocities are 
illustrated in Figure 10 for controlled and non-controlled flows. Without control, the most 
energetic POD modes are linked to the advection of the large vortices in the downstream 
flow of the cavity. The profiled cylinder case presents some similarities with the case with-
out control. However, one can distinguish the higher KE content shifted toward the modes 
where the vortices are oriented upward near the cavity trailing corner. This might, in part, 
explain the weak and less organized pressure waves following the impingement of the 
vortices in the case of the profiled cylinder when compared to the non-controlled flow. 
With the cylinder, it is noted that the first two POD modes are linked to the cylinder shed-
ding, whereas the three other modes reflect the interaction of the cylinder wake with the 
cavity shear layer. 

M
od

e 
1 

   

M
od

e 
2 

   

M
od

e 
3 

   

Fluids 2024, 9, x FOR PEER REVIEW 12 of 15 
 

M
od

e 
4 

   

M
od

e 
5 

   
 (a) (b) (c) 

Figure 10. POD spatial modes: (a) without control; (b) with cylinder; (c) with profiled cylinder. 

4. Conclusions 
The state-of-the-art experimental techniques used in this study provide accurate 

qualitative and quantitative descriptions (within the uncertainties presented in the exper-
imental section) of the aeroacoustics, which is the focus of the present work. The complex 
studied flow dynamics (the fully turbulent incoming boundary layer, its separation at the 
cavity leading edge, and the development of cavity shear layer) make it very difficult to 
predict using analytical methods. To the best of the authors’ knowledge, no analytical 
predictions exist in the literature for the same cavity geometry and operating flow re-
gimes. However, the aeroacoustic characteristics of similar flows were compared to both 
semi-empirical and analytical predictions, which were already discussed in the study of 
El Hassan et al. [21]. 

Experimental characterization of the interaction between the cavity vortex system 
and the wake of a control mechanism consisting of a cylinder and a profiled cylinder has 
been conducted. Different experimental methods were employed to establish this analy-
sis. The main conclusions can be summarized as follows: 
• Achieving a similar significant reduction in noise with both the cylindrical and pro-

filed cylindrical configurations confirms that this reduction is not attributable to high-
frequency forcing. 

• Vorticity distribution suggests that the presence of the profiled cylinder introduces 
minimal disturbance within the cavity shear layer compared to the circular cylinder; 

• The distribution of normalized turbulent kinetic energy (TKE) significantly decreases 
with the profiled cylinder, indicating lower TKE compared to the uncontrolled flow. 

• Lambda-2 fields reveal two primary vortex paths in the case of control with a cylin-
der: one linked to vortices in the cavity shear layer and the other related to the cylin-
der shedding. 

• Cross-correlation maps validate that effective control of aeroacoustic coupling does 
not necessitate high-frequency forcing. 

• Snapshot POD analysis indicates that in the absence of control, and with control us-
ing a profiled cylinder, the first POD mode contains nearly 30% of the flow’s KE, 
while only 15% of the KE is contained in the first POD mode when using the standard 
cylinder. This aligns with the decreased vorticity distribution in the shear layer of the 
flow controlled with the cylinder, resulting in weakened vortical structures. Conse-
quently, the POD projection attributes less energy to the first POD modes since they 
are associated with these coherent structures. 

• Spatial modes reveal that the higher KE content shifts towards modes where vortical 
structures are oriented upward near the cavity trailing edge. This may partially 

Figure 10. POD spatial modes: (a) without control; (b) with cylinder; (c) with profiled cylinder.

4. Conclusions

The state-of-the-art experimental techniques used in this study provide accurate quali-
tative and quantitative descriptions (within the uncertainties presented in the experimental
section) of the aeroacoustics, which is the focus of the present work. The complex studied
flow dynamics (the fully turbulent incoming boundary layer, its separation at the cavity
leading edge, and the development of cavity shear layer) make it very difficult to predict
using analytical methods. To the best of the authors’ knowledge, no analytical predictions
exist in the literature for the same cavity geometry and operating flow regimes. However,
the aeroacoustic characteristics of similar flows were compared to both semi-empirical and
analytical predictions, which were already discussed in the study of El Hassan et al. [21].

Experimental characterization of the interaction between the cavity vortex system and
the wake of a control mechanism consisting of a cylinder and a profiled cylinder has been
conducted. Different experimental methods were employed to establish this analysis. The
main conclusions can be summarized as follows:
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• Achieving a similar significant reduction in noise with both the cylindrical and profiled
cylindrical configurations confirms that this reduction is not attributable to high-
frequency forcing.

• Vorticity distribution suggests that the presence of the profiled cylinder introduces
minimal disturbance within the cavity shear layer compared to the circular cylinder;

• The distribution of normalized turbulent kinetic energy (TKE) significantly decreases
with the profiled cylinder, indicating lower TKE compared to the uncontrolled flow.

• Lambda-2 fields reveal two primary vortex paths in the case of control with a cylinder:
one linked to vortices in the cavity shear layer and the other related to the cylinder
shedding.

• Cross-correlation maps validate that effective control of aeroacoustic coupling does
not necessitate high-frequency forcing.

• Snapshot POD analysis indicates that in the absence of control, and with control using
a profiled cylinder, the first POD mode contains nearly 30% of the flow’s KE, while
only 15% of the KE is contained in the first POD mode when using the standard
cylinder. This aligns with the decreased vorticity distribution in the shear layer
of the flow controlled with the cylinder, resulting in weakened vortical structures.
Consequently, the POD projection attributes less energy to the first POD modes since
they are associated with these coherent structures.

• Spatial modes reveal that the higher KE content shifts towards modes where vortical
structures are oriented upward near the cavity trailing edge. This may partially explain
the weak and less-organized pressure waves following the impingement of vortices
with the controlled flow compared to the uncontrolled case.

• Many perspectives could be proposed:
• In this study, the focus was on reducing noise near deep cavities. It is worth noting that

this noise reduction, achieved by adding a cylinder upstream of the cavity, may lead
to an increase in drag and could therefore be detrimental to aerodynamic efficiency.
Measurement of friction (estimation of drag) should be considered with the aim of
optimizing both aerodynamic and aeroacoustic aspects.

• Investigating energetic transfers from the aerodynamic field towards the acoustic field
with and without the control mechanisms would be of interest in a future investigation.
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Abstract: The current study explores the flowfield and noise characteristics of an ideally expanded
supersonic (Mach 1.44) rectangular jet impinging on a flat surface. The existing literature is primarily
concentrated on axisymmetric jets, known for their resonance dominance, pronounced unsteadiness,
and acoustic signatures. In contrast, non-axisymmetric jets remain relatively less understood, particu-
larly those impinging on a ground surface. By employing Schlieren imaging, high-frequency pressure
measurements using high-bandwidth transducers, and particle image velocimetry (PIV), this research
comprehensively examines the flow-acoustic phenomena. Schlieren imaging revealed distinct, coher-
ent structures and strong acoustic waves, while pressure measurements at the impingement surface
exhibited high-amplitude fluctuations, peaking at approximately 186 dB. Acoustic analysis identified
multiple high-amplitude tones with unique directional characteristics, suggesting the potential for
multiple simultaneous modes in rectangular jets. Furthermore, the PIV data elucidated differences
in the jet shear layer and wall jet development attributed to the nozzle orientation. These findings
contribute to a deeper understanding of non-axisymmetric jet behavior, offering insights relevant to
fundamental flow physics and practical applications such as vertical takeoff and landing aircraft.

Keywords: supersonic jets; flowfield; jet noise; impinging jets

1. Introduction

Axisymmetric supersonic impinging jets under specific operating conditions are
known to exhibit high unsteadiness and pronounced acoustic fluctuations due to the
feedback mechanism [1–7]. This dynamics is largely attributed to a mechanism where
Kelvin–Helmholtz instabilities within the jet shear layer give rise to vortical structures
which grow as they convect downstream. Upon impinging on a surface, these structures
induce significant pressure fluctuations, which manifest as upstream-traveling acoustic
waves that subsequently excite the shear layer at the nozzle lip, thus perpetuating the
feedback loop. The extent of unsteadiness and noise generated by these jets is modulated by
various parameters, which include the distance of the nozzle to the ground plane, presence
of adjacent jets, momentum, Mach number, nozzle pressure ratio(NPR), and temperature
ratio(TR) of the jet [8–11]. Figure 1 describes the two modes of feedback loop mechanisms
associated with supersonic jets. Powell [12,13] developed a theoretical model to predict the
frequencies associated with the feedback loop of round impinging jets.

Despite extensive investigations into axisymmetric jets, the study of non-axisymmetric
jets, particularly those emanating from rectangular nozzles, remains relatively sparse.
Rectangular jets are distinguished by their enhanced mixing rates with the ambient en-
vironment compared with their axisymmetric counterparts, attributed to their distinct
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geometric configuration [14–18]. Previous research has delved into the flowfield evolu-
tion and three-dimensional characteristics of rectangular jets, identifying three primary
regions within these jets: a potential core, a self-similar decay region along the minor axis,
and an axisymmetric decay region where the velocity decay is inversely proportional to
the axial distance. Notably, non-axisymmetric jets exhibit a phenomenon known as axis
switching [15,18,19], where the size of the jet along its minor axis surpasses the one along
its major axis at a certain downstream distance. Previous studies utilizing particle image
velocimetry (PIV) and acoustic measurements in rectangular jets have revealed the impact
of corner and streamwise vortices on the generation of self-induced excitation, commonly
referred to as the screech tone [18,20–22]. Similar findings have also been reported in
various numerical studies (see, for example, [23,24]).

Figure 1. Feedback loop mechanism in a supersonic (a) screeching jet and (b) impinging jet.

The interaction of such jets with a surface introduces additional noise components,
characterized by both discrete (impingement tones) and broadband elements. Early founda-
tional work by researchers, such as Krothapalli [25], shed light on the fundamental features
of rectangular impinging jets, identifying the dominant tones associated with screech and
impingement. Subsequent studies [26–30], including detailed investigations into acoustic
behavior such as multiple tones and flow oscillations of rectangular jets, have furthered
our understanding of these complex phenomena.

However, much of the existing literature has focused on off-design, screech-dominated
conditions, with limited exploration of the impact of the impingement distance on the flowfield
evolution at the ground surface and its consequent acoustic signature. In addressing this
gap, the present study aims to elucidate the effects of the impingement distance on ground-
level unsteady pressures and nearfield acoustics as well as examine variations in the flow
and acoustic fields along the major and minor axes of the rectangular nozzle. Through this
investigation, we seek to answer two pivotal scientific questions. (1) What is the effect of the
impingement distance on the unsteady pressures on the ground and the nearfield acoustics of
jets exhausting from rectangular nozzles? (2) How do the flow and acoustic fields vary about
the two axes (i.e., major and minor axes) of the rectangular nozzle?

2. Experimental Set-up and Conditions
2.1. Test Facility

All experiments were carried out in the short take-off and vertical landing (STOVL)
facility at the Florida Center for Advanced Aero Propulsion located at the FAMU-FSU College
of Engineering. The compressed air for this facility was supplied through a set of tanks with a
capacity of 110 m3 which could supply air at a maximum pressure of 3450 kPa. The facility
has the capability of supplying a maximum absolute pressure of 827 kPa and stagnation
temperature of 750 K, which are controlled by high-pressure valves and an inline 192 kW
electric heater to achieve the desired nozzle pressure ratio and temperature ratio, respectively.

47



Fluids 2024, 9, 169

A series of honeycomb straighteners and meshes were installed upstream of the nozzle to
streamline and condition the flow. A ground plane, which was positioned perpendicular
to the nozzle axis, was attached to a traverse mechanism. This mechanism was connected
to a stepper motor to simulate various distances between the nozzle and the ground. A
circular impingement plate insert 266.7 mm in diameter was flush-mounted on the rectangular
ground plane to study the impinging jet flows. The impingement plate insert was designed
to accommodate unsteady pressure transducers in an array. The plate insert could also be
rotated about its axis to change the orientation of the pressure transducer array.

The experiments were conducted with a converging–diverging rectangular nozzle
with a design Mach number of 1.44. The nozzle had an aspect ratio of 4:1 with the minor
axis of the nozzle (h = 10 mm), while the major axis was w = 40 mm. The converging
part of the nozzle was designed using a fifth-order polynomial, and the diverging section
was designed based on the method of characteristics (MOC), which existed only along the
minor axis. The major axis was kept straight from the throat to the exit.

2.2. Measurement Techniques and Instrumentation
2.2.1. Schlieren

The flowfield was visualized using a Z-type Schlieren technique. White light from a
Luminus Devices 7000K 3A LED source (pulse duration of 1 µs) was focused onto a pinhole
using collimating optics. The beam emerging from the pinhole was directed to a concave
mirror (focal length of 2.54 m, f# = 8) through a planar folding mirror. The concave mirror
generated a collimated beam of light, while the plane folding mirror was used to overcome
spatial constraints within the test facility. The collimated beam subsequently illuminated
the region of interest and then traveled to a second identical concave mirror on the other
side of the test section. This beam was captured using a Photron FASTCAM SAZ camera
after being reflected by a second planar folding mirror. A vertical knife edge was placed
at the focal point of the converging beam from the concave mirror, and 500 instantaneous
images were acquired at a rate of 60 Hz for the current set of experiments.

2.2.2. Nearfield Acoustics

Nearfield acoustic measurements were performed using two Brüel & Kjaer 4939 free
field microphones 6.35 mm in diameter. They were positioned in such a way that they
were perpendicular to each other, corresponding to the major and minor axes, and 25.4 h
upstream of the plane containing the nozzle exit. A schematic of the microphone locations
about the nozzles is shown in Figure 2. Microphones Mic 1 and Mic 2 were placed at a
radial distance of r = 38 h with respect to the nozzle axes. The microphone signals were first
amplified through a B&K 2960 C signal conditioning amplifier at a sensitivity of 3.16 mV/Pa.
The signals were then passed through low-pass analog filters (Stanford Systems SR 650)
with a cutoff frequency of 50 kHz. Before each set of tests, the microphones were calibrated
using a B&K 4228-type pistonphone at a frequency of 250 Hz and an amplitude of 124 dB.
Nearby metal surfaces were covered with acoustic foam to minimize acoustic reflections,
as the tests were conducted in a non-anechoic environment.

2.2.3. Surface Unsteady Pressure Measurements

The flow-induced pressure fluctuations on the impingement plate were measured with
two high-frequency Kulite pressure transducers 1.6 mm in diameter (K1 and K2) (model
no. XCE-062-100A) separated by a distance of 54.61 mm (5.46 h) such that K1 was located
exactly beneath the impingement point, and K2 was situated in the wall jet, as shown
in Figure 2. The pressure transducers were carefully calibrated using a Druck DPI 610
pressure calibrator before the tests.

All unsteady pressure measurements and acoustics signals were synchronized and
sampled at a rate of 102.4 kHz for 1 sec at each nozzle-to-ground plate distance. The data
were acquired through a National Instruments PCI-4472 acquisition card and were monitored
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using LabView software. A frequency resolution of 50 Hz was achieved, and the results
were post-processed using the ‘Pwelch’ function on the MATLAB computing platform.

Figure 2. Schematics of the rectangular nozzle, impingement surface, and instrumentation setup.

2.2.4. Planar Particle Image Velocimetry (PIV)

PIV was carried out to quantify the velocity field. The flow was seeded by sub-micron
size avocado oil using a Laskin nozzle seeder. A double-pulsed Nd:YAG (200 mJ/pulse)
laser was used for illumination of the seed particles. A light sheet with a thickness of about
1 mm was created using a suitable combination of spherical and cylindrical lenses. The time
between the two laser pulses was set to 1.8 µs. Images were acquired at a rate of 15 Hz using
a 5.5 megapixel, 2560 × 2160 pixel sCMOS camera. The processing employed a multi-pass
approach. During the initial two passes, an interrogation window of 64 × 64 pixels with
50% overlap was utilized. In the final pass, an interrogation window of 32 ×× 32 pixels
with 75% overlap was applied. For each case, 500 instantaneous image pairs were acquired,
and the image pairs were processed using LaVision DaVis software.

2.3. Test Conditions and Measurement Uncertainties

The experiments were performed at a nozzle pressure ratio of 3.37, corresponding
to the ideally expanded condition. All experiments were performed at a temperature
ratio of 1. The nozzle-to-impingement-plate distance was varied from 3 to 20 h in steps
of 0.25 h for the acoustics and pressure measurements. The Schlieren, acoustics, pressure
transducers, and PIV set-ups were held fixed, and only the nozzle was rotated by 90 degrees
to obtain measurements in both (major and minor) orientations. Table 1 summarizes the test
conditions for the current set of tests. The NPR and TR values were accurate within±0.0375
and ±0.04, respectively. The ground-plane-to-nozzle distance uncertainty was ±3 mm.
The data acquisition system used for acoustic and unsteady pressure measurements had a
24 bit analog-to-digital-converter resolution. The measurement uncertainty in the unsteady
pressure signals provided by the manufacturer was ±0.5% of the full-scale output. The
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velocities measured through planar PIV were found to have uncertainties within 2% of the
jet’s fully expanded exit velocity in the jet cores and within 5% of the jet velocity in the
shear layer. These values were calculated using DaViS software.

Table 1. Test matrix.

Measurement TR NPR x/h Measurement Location

Unsteady pressure 1.0 3.37 3–20 0–5.46 h
Nearfield acoustics 1.0 3.37 3–20 38 h

Schlieren 1.0 3.37 5, 17, free jet ....
PIV 1.0 3.37 5, 17 ....

3. Results and Discussion

The objective of this study was to characterize the aeroacoustic properties of rectan-
gular impinging jets. As mentioned in the previous section, the results were examined
at various impingement distances. However, only pertinent results are included herein.
The global flowfield was visualized utilizing the Schlieren technique. Unsteady pressure
measurements and nearfield acoustics were employed to characterize the flow’s unsteadi-
ness. Finally, the flowfield was quantified and elucidated by employing PIV.

3.1. Qualitative Flow Visualization

The conventional Schlieren technique was employed to visualize the flowfield associated
with the impinging jet, with the findings compared against those of free jets under analogous
conditions. Instantaneous Schlieren images for three cases are shown in Figure 3 for both the
major and minor orientations. The results of the minor axis are illustrated in Figure 3a–c for
x/h of 5, 17, and the free jet condition, respectively. At x/h = 5 (Figure 3a), the supersonic
jet was observed to exit the nozzle, advect downstream, and approach the impingement
plate, where it decelerated abruptly. The jet subsequently altered its trajectory, owing to
the surface-imposed zero penetration boundary conditions. Post impingement, a wall jet
formed and diffused at a certain distance from the impingement point. One can visualize the
coherent structures within the jet shear layer, forming a comparatively subdued shock cell
structure, and various acoustic wave patterns were discernible. Cylindrical wave patterns
were also observed to originate from the jet shear layer. Despite maintaining nozzle pressure
conditions conducive to an ideally expanded jet, minor pressure variances, coupled with
nozzle imperfections and a finite lip thickness, resulted in a faint shock cell structure.

One can also visualize several waves originating near the impingement point, which
correspond to the high-amplitude impingement tones. These tones directly resulted from the
aeroacoustic coupling, a self-sustained phenomenon initiated at the nozzle lip by the acoustic
waves. As briefly described, these resulted in instabilities close to the nozzle lip, which were
amplified and manifested into large-scale coherent structures as they convected downstream.
These structures subsequently impinged upon the surface. The resulting impingement led to
the generation of pressure fluctuations, leading to high-intensity acoustic waves. The phase
relationship of the feedback loop determine a specific frequency to be satisfied. In the noise
spectrum, these discrete high-amplitude tones manifest as impingement tones. Detailed
analyses of the noise measurements are in subsequent sections. At an increased impingement
distance of x/h = 17, as depicted in Figure 3b, features such as the shear layer, wall jet,
coherent structures, and acoustic waves persisted, albeit with diminished intensity. Previous
studies on axisymmetric nozzles suggest that the flowfield at shorter impingement distances
is predominantly dominated by resonance [9,10]. In contrast, when the impingement plate
is removed, resulting in a free jet scenario, as shown in Figure 3c, the flowfield underwent
significant alteration, notably the absence of wall jets and acoustic waves. The jet displayed a
flapping mode, yet wave patterns were absent, indicating a weakened feedback loop (screech)
between the shock structures and the shear layer.
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(d) Major: x/h = 5 (e) Major: x/h = 17 (f) Major: free jet

Figure 3. Instantaneous Schlieren images at different nozzle heights for major and minor axes (flow
from right to left).

When the nozzle was oriented such that the major axis aligned with the direct line of
sight in Schlieren imaging, both similar and distinct features were discerned in comparison
with those observed with the minor axis orientation. As depicted in Figure 3d, the presence
of a weak shock structure, impingement tones, and unsteady wall jets, akin to those
observed in the minor axis configuration, can be identified. An increase in the impingement
distance, as illustrated in Figure 3e, led to diminished intensity for the impingement tones,
expansion of the shear layer, and persistence of the unsteady wall jets. Comparable to the
minor axis scenario, the major axis configuration also revealed analogous characteristics
for the free jet condition, as shown in Figure 3f. While the overarching features of the major
axis orientation bore resemblance to those of the minor axis orientation, several nuanced
distinctions were also observed. Notably, the pronounced vortical structures evident in the
minor axis (Figure 3a) at x/h = 5 were absent in the major axis configuration. Concurrently,
the intensity of the acoustic waves was somewhat reduced, indicating the influence of the
nozzle orientation on the behavior of non-axisymmetric jets. Figure 4 delineates the root
mean square (RMS) characteristics of the Schlieren images, derived from post-processing
100 instantaneous Schlieren images, to accentuate the flow’s fluctuating nature. Figure 4a
vividly illustrates the jet’s interaction with the impingement surface, showcasing a bright,
dense plate shock indicative of a high-velocity jet impinging upon the plate, leading
to the typical spread observed in wall jet formation. A comparative analysis across all
orientations and impingement distances revealed more pronounced shear layer growth in
the minor axis configuration. These observations will be quantitatively elaborated upon
in subsequent sections. Overall, the Schlieren findings offer invaluable insights into the
dynamics of a supersonic jet, elucidating the influence of the nozzle orientation and standoff
distance on the jet spread, shock intensity, and flow structure. These distinctions play a
pivotal role in comprehending the jet’s acoustic and dynamic behaviors, with significant
ramifications for applications in jet propulsion and noise mitigation. The observed non-
uniformity in coherent structures and wave emission in rectangular nozzles necessitate
further investigation through additional pressure and acoustic measurements, as detailed
in the following subsections.
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Figure 4. RMS Schlieren images at different nozzle heights for major and minor axes (flow from right
to left).

3.2. Unsteady Surface Pressure and Nearfield Acoustics

Unsteady surface pressure and nearfield acoustic measurements were performed using
two Kulite pressure transducers flush-mounted on the impingement plate and free field
microphones (Mic 1 and Mic 2), respectively, as described in the experimental section (Figure 2).
Pressure and acoustics measurements were synchronized to better understand and quantify
the flow unsteadiness. The results were obtained for both axes (major and minor) and at
different impingement heights as shown in Figure 5. We begin by presenting the overall
sound pressure level (OASPL) for two microphones when the nozzle was in the major axis
orientation (Figure 5a). Mathematically, the OASPL on a dB scale is defined by Equation (1):

OASPL(dB) = 20× log10

(
Prms

Pre f

)
(1)

where Pre f is 20 µPa and Prms is the fluctuating pressure component of the pressure. For Mi-
crophone 1, it is apparent that the OASPL distribution demonstrated distinct local maxima
and minima as a function of the impingement distance, indicating a pronounced depen-
dence on the nozzle standoff distance. An OASPL of 147 dB was recorded at the minimal
impingement distance of 3 h. Notably, the OASPL values reached their peak within a 5–6 h
distance from the nozzle, suggesting this region was indicative of strong resonance-based
impingement tones which substantially contributed to the sound pressure levels. It is
widely recognized that such intermediate distances typically exhibit resonance-dominated
behavior in axisymmetric impinging jets [1,10]. Interestingly, analogous characteristics
were observed in the present study of non-axisymmetric impinging jets. A more detailed
analysis of resonance-dominated impingement tones will be conducted subsequently. Be-
yond x/h = 6, the OASPL diminished with an increasing impingement distance, displaying
smaller peaks and troughs, which implies that a weaker resonance was maintained even at
greater impingement distances. The OASPL value decreased to 137 dB at the maximum
distance from the nozzle. Subsequently, the nearfield noise levels measured by Microphone
2 are presented and contrasted with those of Microphone 1.

The trend of the OASPL for Microphone 2 closely mirrored that of Microphone 1,
with OASPL values peaking at a specific nozzle height before diminishing markedly as
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the distance between the nozzle and the impingement plate increased. Although the
qualitative trends showed minimal variation, quantitative differences between the two
microphones’ results are evident. Primarily, the OASPL magnitude for Microphone 2 was
lower than that for Microphone 1 at most locations, indicating a pronounced directivity in
non-axisymmetric jets. Previous studies, such as those conducted on axisymmetric single
impinging jets, have typically reported symmetric sound emission. However, the current
findings indicate a unique directivity pattern in nearfield noise from rectangular impinging
jets, which may also correlate with the Schlieren images previously discussed, where the
nozzle exhibited a preferential flapping mode along one axis. Notably, the disparity in
OASPL amplitudes was more pronounced at shorter impingement distances, diminishing
with increased distance from the nozzle and eventually nullifying at x/h = 20. This trend
could be associated with the attenuation of coherent structures at larger distances, leading
to a weakened feedback loop mechanism.
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Figure 5. Unsteady characteristics of a rectangular impinging jet.

Further examination was directed toward the unsteady pressures measured at the im-
pingement(Imp.) point and within the wall jets along both the major and minor axes on
the ground plane, as depicted in Figure 5b. To assess the wall jet in a different orientation,
the nozzle was rotated by 90 degrees, transitioning from the major to the minor view plane.
The unsteady pressures, reaching as high as 185 dB at the impingement point, peaked near
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x/h = 5 and 6, aligning with the resonance-dominated distances akin to the acoustic find-
ings. Beyond this point, the pressure fluctuations surprisingly remained relatively constant,
a phenomenon consistent with prior studies on impinging jets from circular nozzles, where
impingement point pressure fluctuations reach a peak and then stabilize for most distances.
Such elevated pressure fluctuations are commonly observed in supersonic jets. Interestingly,
until x/h = 13, the unsteadiness in the wall jet differed between the major and minor axis
orientations, with higher pressures observed in the minor axis orientation. This could be
attributed to the more pronounced coherent structures and rapid shear layer growth in the
minor axis orientation, as evidenced in the Schlieren images. Beyond x/h = 13, the unsteadi-
ness equalized between the two axes, potentially due to the impingement surface extending
beyond the potential core of the jet. Another contributing factor might be the axis-switching
phenomenon frequently observed in rectangular jets, where at sufficient distances, the minor
axis of the jet begins to expand more rapidly than the major axis [18]. It is hypothesized that at
approximately x/h = 13, the jet may undergo an axis switch, leading to a more axisymmetric
jet shape prior to their eventual convergence further downstream. Comparing nearfield
acoustics and unsteady pressure fluctuations revealed that the unsteadiness was global and
resonance-dominated, also being influenced by the jet’s axis orientation.

We further investigated the acoustic spectra derived from Microphones 1 and 2 at
two distinct nozzle standoff distances (x/h = 5 and 17), as depicted in Figure 6, with the
nozzle oriented along its major axis. The frequency is represented by the x axis, while
the y axis denotes the sound pressure level (SPL), calculated with a reference pressure of
20 µPa. As illustrated in Figure 6a, the spectra from Microphone 1 distinctly exhibited
multiple discrete high-amplitude impingement tones and their harmonics, indicative of
flow-acoustic coupling. Contrarily, previous studies on axisymmetric nozzles typically
reported a singular dominant peak or a series of peaks corresponding to either the axisym-
metric or non-axisymmetric modes and their harmonics [1,10]. The observed multiplicity
of modes and harmonics at a resonant distance of x/h = 5 in this study suggests the co-
existence of a lower-frequency tone, associated with the symmetric feedback instability
wave mode, and a higher-frequency tone, linked to the purely antisymmetric feedback
instability wave mode of the jet. Similar findings have been reported in experimental stud-
ies by [26,28]. The frequencies of additional peaks, beyond the symmetric and asymmetric
modes, equated to the summation and differences, thereby representing combinations
of the two fundamental tones. In this study, these fundamental tones were identified at
frequencies of roughly 3850 kHz and 8300 kHz. The presence of these additional tones in
the spectra is typically attributed to nonlinearities within the jet flow, including nonlinear
oscillatory motions of the jet and its interaction with the impingement surface.

Conversely, for Microphone 2, as shown in Figure 6b, there was a notable reduction
in the intensity of the impingement tones and a decrease in the number of distinct tones,
aligning with the overall reduction in the SPL observed in Figure 5. Furthermore, a diminu-
tion in low-frequency broadband noise levels was observed for Microphone 2, indicative of
hydrodynamic noise. It is postulated that this variation in noise levels may be related to
differences in the shear layer thickness between the two axes, a hypothesis which may be
supported by Schlieren imaging analysis. Figure 6b also presents the acoustic spectra for
Microphone 1 at an axial distance of 17 h from the nozzle, revealing a significant decrease
in the number of impingement tones, akin to observations from axisymmetric studies
in which impingement tones were markedly attenuated at greater heights. Additionally,
a closer examination suggests alterations in the fundamental frequencies of base tones,
likely due to changes in the feedback loop mechanism caused by the varying absolute
distances between the initial perturbation location (i.e., nozzle lip) and the impingement
plate. There was an observable reduction in the amplitude of the impingement tones. These
acoustic spectra outcomes highlight the unique directivity of noise levels in rectangular
impinging jets, particularly regarding the tonal content across the two axes.

The narrowband pressure spectra for the unsteady pressures measured at the ground
plane at x/h = 5 and 17 are illustrated in Figure 7. As shown in Figure 7a, strong multiple
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impingement tones and harmonics, mirroring those seen in the acoustic spectra, are evident
at a nozzle standoff distance of x/h = 5. While the amplitude of these tones varied from
the acoustic spectra, the fundamental frequencies remained relatively constant across most
tones. Additionally, the low-frequency unsteadiness was heightened due to the direct
impingement of the jet on the pressure transducer, contributing to significant unsteady
loads on the impingement plate. The wall jet, observed in both major and minor axes,
exhibited notable differences in the broadband and discrete tonal contents. Increasing the
impingement distance to 17 h, as shown in Figure 7b, resulted in significant attenuation
of the impingement tones, consistent with the acoustic findings. Intriguingly, the low-
frequency broadband noise increased significantly compared with the shorter impingement
distance, potentially due to the increased jet thickness and hydrodynamic noise, which
contributed to the low-frequency content. For wall jets, a similar spectral content was
observed in both axes across most frequencies, aligning with the unsteady pressure levels
depicted as Prms values in Figure 5b.
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Figure 6. Nearfield acoustic spectra (major axis orientation).

Numerous researchers have extensively documented the feedback loop-related res-
onance characteristics of high-speed impinging jets for circular nozzles, highlighting a
phase-locked process between the nozzle lip and the impingement surface which results
in discrete, high-amplitude impingement tones [1,10,31]. These processes are known to
be sensitive to variations in the boundary conditions, such as the temperature, pressure,
and impingement distance. Moreover, a well-documented staging phenomenon has been
observed in axisymmetric impinging jets, where the frequency of the tones gradually
decreases with an increase in the impingement distance up to a certain threshold, be-
yond which any further increase in the impingement distance leads to an abrupt increase
in frequency, signifying the transition to a new stage.

The resonance characteristics and staging phenomena for rectangular impinging
jets were subsequently examined, as depicted in Figure 8a,b. The spectrogram plots the
frequency on the y axis against the impingement distance on the x axis, with the z-axis
representing the nearfield acoustics quantified by sound pressure level. In the spectrogram,
a lighter grayscale denotes broadband noise or tones of lower magnitudes, while darker
lines indicate high-amplitude tones and their harmonics. The frequency of the impingement
tones was also estimated using Powell’s equation [12], as expressed in Equation (2):

N + p
fn

=
h′

Cac
+
∫ h′

0

dh′

Cst
(2)
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where fn represents the predicted frequency of an impingement tone, h′ is the distance
between the nozzle and the plate, Cac is the ambient speed of upstream traveling acoustic
waves (340 m/s), and Cst is the velocity of coherent structures (0.63*Uj), while N is an
arbitrary integer denoting different frequency modes and p represents the phase lag,
with p = −0.30 providing the best approximation for the current tests.
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Figure 7. Unsteady pressure measurements at impingement plate (nozzle rotated to obtain both
major and minor wall jets).
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Figure 8. Comparison of impingement tones with Powell’s prediction (blue lines) (major axis
orientation).

As observed in Figure 8a, the spectrogram displays a plethora of high-amplitude tones
across various frequencies and amplitudes. Similar to the findings from axisymmetric
studies, the staging phenomenon is evident, with tone frequencies generally decreasing as
the impingement height increased to a certain limit, after which the tones transitioned to
higher frequencies. The spectrum exhibited a higher number of tones up to x/h = 10, be-
yond which the quantity of tones typically diminishes, although the spectrogram remained
rich in tonal content even at larger impingement distances. These experimental findings are
in alignment with the theoretical predictions of impingement tone frequencies estimated by
Powell’s equation, which are superimposed on the spectrogram as a blue dotted line. Simi-
larly, Figure 8b showcases a rich array of impingement tones for Microphone 2, exhibiting
similar staging phenomena and in line with the theoretical estimations. While the overall
features of the spectrogram remained consistent, Microphone 2 captured significantly fewer
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and weaker tones compared with Microphone 1. This discrepancy is briefly discussed in
the context of the varying shear layer growth across the two axes, potentially resulting in
different mode shapes and thus causing azimuthal variations in the impingement tones.

3.3. Quantitative Flow Visualization
3.3.1. Main Jet Column Properties

Figure 9 shows the mean velocity results as derived from PIV flowfield measurements.
The velocity results were non-dimensionalized with the jet exit velocity. Furthermore, due to
the surface reflections, some of the data (bad vectors) near the nozzle exit and the impingement
plate were trimmed. Starting from the left, the first column represents the contours of the axial
velocity, wherein the first two rows (starting from the top) are the results of the major and
minor axes orientations at x/h = 5. The results in Figure 9a distinctly capture the supersonic jet
profile from the nozzle exit extending toward the vicinity of the impingement plate. Notably,
in close proximity to the impingement plate, a unique parabolic velocity profile indicative
of reduced velocities was observed, which was attributed to the plate shock phenomenon.
This phenomenon typically occurs when supersonic jets encounter a solid surface situated
within one of its shock cell regions. At this impingement distance, the shear layer growth
was not discernible on either the major or minor axes (Figure 9a,d). However, at an increased
impingement distance of x/h = 17 (Figure 9g,j), the shear layer profiles became evident in both
orientations, with the minor axis demonstrating greater growth compared with the major axis.
Despite the increased distances, the flow remained supersonic, and the plate shock typically
observed at lower heights was absent.

The second column investigates the transverse velocity component for both orientations
at varying heights. At an impingement distance of x/h = 5, as depicted in Figure 9b,e, the pos-
itive and negative velocities indicate the flow direction. The contours clearly differentiated
the wall jet from the main jet, with noticeable differences in the thickness of the wall jets
between the two orientations, potentially correlating with the variations in wall jet strength.
These results suggest that both the shear layer and wall jet growth are influenced by the
nozzle’s axis orientation, with further analysis of the wall jets provided in subsequent sections.
At an impingement distance of x/h = 17 (Figure 9h,k), new features emerged, including
weak shocks within the main jet column, attributed to slight variations from ideal conditions
due to the finite nozzle thickness and minor fluctuations in the nozzle pressure ratio during
operation. The increased shear layer growth at this height was more pronounced in the
minor axis compared with the major axis, aligning with observations from the Schlieren
analysis. The third column presents quantitative data, such as the axial and transverse cen-
terline velocity components. At x/h = 5 for the major axis (Figure 9c), the axial velocity
distribution demonstrated smooth supersonic flow for most of the measured distance, with a
deceleration observed around x/h = 3.75, which was attributed to plate shock, as inferred
from the Schlieren images and qualitative PIV analysis. The transverse velocity component
exhibited a minor peak near x/h = 2, possibly resulting from weak shock cells within the jet,
with variations being relatively minor (to the order of 0.02 of the exit velocity). Changing to
the minor axis orientation (Figure 9f), the axial velocity variation mirrored that of the major
axis, while the transverse component displayed slightly enhanced fluctuations. At a nozzle
height of x/h = 17 (Figure 9i), the axial component remained predominantly supersonic up
to approximately x/h = 10–12, beyond which the velocity decreased, indicative of the poten-
tial core region and consistent with free jet studies on rectangular jets [18]. The transverse
component fluctuations extended from the nozzle exit to the impingement plate with an
increase in fluctuation magnitude at higher heights, a trend similarly observed on the minor
axis (Figure 9l). The cessation of the core and augmented diffusion contributed to the increase
in the transverse component magnitude at greater distances.
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Figure 9. PIV results at different nozzle heights for major and minor axes. The first column (a,d,g,j)
represents the axial velocity contours, the second column (b,e,h,k) represents the transverse velocity
contours, and the third column (c,f,i,l) represents the centerline axial (blue) and transverse (pink)
velocity component (flow from right to left).

Figure 10 depicts the cross-stream velocity profiles for the major and minor axes at
various axial locations, with the impingement plate positioned at x/h = 17 from the nozzle
exit. Near the nozzle exit, the velocity profiles for both orientations exhibited a classical top
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hat shape, with the maximum velocity at the center decreasing rapidly toward the radial
directions. This trend persisted up to x/h = 10 for the major axis, which continued to display
a top hat profile. For x/h = 13 and 16, the velocity profiles for both axes assumed different
shapes, with peak velocities dropping below unity, indicating the end of the potential core.
A notable discussion point is the variation in thickness (radial extent) of the major and minor
axis profiles. A comparison at different heights reveals that the radial growth of the minor
axis outpaced that of the major axis, with convergence occurring at x/h = 13. Extrapolating
these data suggests that the minor axis thickness may surpass that of the major axis beyond
x/h = 17, a phenomenon consistent with axis switching observed in three-dimensional
jets [15,18]. Further analysis of the shear layer characteristics, including the jet half-width
and shear layer spreading rates, will be provided in subsequent subsections.
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Figure 10. Cross-stream velocity profiles for different axial locations.

3.3.2. Shear Layer Properties

Figure 11a shows the results of the shear layer growth of the jet in major and minor
orientations. The results are presented in terms of the jet half-width (δ0.5), which is non-
dimensionalized with the width(y-axis) of the jet. The slope of the jet width curve is a
representation of the shear layer growth. With the impingement plate fixed at a nozzle
standoff distance of x/h = 17, the half-width along the major axis exhibited a relatively
constant trend, with a minor increment at distances farther from the nozzle. Conversely,
the minor axis’s half-width displayed a continuous increase throughout the measured
range, suggesting a more rapid shear layer expansion compared with the major axis. This
variation in the growth rates of the shear layer between the axes until x/h = 12 implies
a change in the jet’s cross-section shape along the x axis. Beyond this point, the growth
rates appear to converge with increasing distances. These differences in the shear layer
characteristics may be ascribed to the disparate initial boundary layers at the nozzle exit for
each orientation, influencing the mixing and entrainment processes and thereby affecting
the jet spread. It is hypothesized that the shear layer’s spread is intrinsically linked to
the flow-acoustic coupling, where the jet impingement generates acoustic waves which
propagate upstream, impacting the shear layer and corner vortices differently across the
two axes. Given the minor axis’s initially larger surface area, the coherent structures within
its shear layer expanded rapidly, inducing azimuthal variations in the acoustic properties.
These observations are consistent with the pronounced tones discussed in the acoustics
section. The current hypothesis posits that the shear layer thickness between the free and
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impinging jets under identical conditions would differ, a notion supported by the findings
in [32], with the authors noting discrepancies in the shear layer thickness between the free
and impinging jets in circular jets operating under ideal conditions.

Figure 11b displays experimental data for a non-dimensional velocity profile in the
radial direction of a supersonic rectangular impinging jet. The velocity Vx at various radial
positions was normalized by a jet exit velocity. The expression η∗ = (y − y0.5)/x was
used to scale the y location from a reference position y0.5 (where the velocity was half
of the jet exit velocity Uj) normalized by x, which is the distance from the nozzle exit.
The plot depicts data collected at different impingement heights corresponding to the
potential core (until x/h = 12). The results are presented for both the major and minor
orientations. The profile shows that the non-dimensional velocity was highest near the
center of the jet and decreased toward the edges. Remarkably, all data sets, irrespective of
axial distance or orientation, aligned along a single curve, indicating self-similarity in the
velocity profile of the flowfield. This convergence of data onto a singular curve suggests
that the flow characteristics of the rectangular jet might be encapsulated by a universal
profile within the tested experimental conditions and set-up range. The span of these
profiles depicted in the figure quantitatively represents the spreading rate of the shear
layer in both orientations. This phenomenon, reminiscent of the data collapse observed
in [33] for round jets, uniquely captures the spreading behavior of both axisymmetric and
non-axisymmetric jets, as demonstrated in the current study.
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Figure 11. Jet half-width and normalized shear layer spreading at x/h =17.
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Figure 12 shows the velocity profiles of the wall jets when the plate was fixed at
x/h = 17 for the major and minor orientations. The results were extracted roughly 0.1 h
from the impingement plate, and for brevity, only one half of the wall jet velocity profile
(centered at the impingement point) is presented. In general, the minor axis’s velocity
profile manifested a bifurcation, showcasing two distinct peaks, indicative of a complex
flow structure potentially arising from interactions with the boundary layer or other flow
features, such as the vortices. Beyond a peak y/h = 4.8, the velocity diminished, a natural
consequence of jet spreading and diffusion into the ambient surroundings. Conversely,
the major axis orientation exhibited a comparatively flatter and lower-magnitude profile,
except within the y/h = 1 and 3 range. These variations in the wall jet flowfields are
attributed to the distinct boundary layer effects in the two orientations, stemming from
initial flow perturbations. These findings elucidate that the asymmetric nature of three-
dimensional rectangular jets extends beyond the impingement zone, resulting in anisotropic
wall jets.

0

5

10

y/
h

00.10.20.30.40.5
V

y
/U

j

Major axis

Minor axis

Figure 12. Wall jet velocity profile extracted 0.1 h from the plate located at x/h = 17.

4. Conclusions

The flowfield of supersonic impinging jets is highly oscillatory and complex in nature.
This study delved into the flowfield and noise characteristics of a supersonic rectangular jet
issued from a Mach 1.44 nozzle impinging on a surface. The nozzle, with an aspect ratio of
4:1, operated at a nozzle pressure ratio (NPR) of 3.37, corresponding to the design’s NPR.

Flow visualization through Schlieren imaging unveiled both instantaneous and un-
steady flow features, highlighting large-scale coherent structures and sharp acoustic waves,
including impingement tones akin to those documented in axisymmetric supersonic im-
pinging jet studies. These structures and the resultant impingement tones exhibited a
distinct directivity, being more pronounced along one axis. This directional behavior can be
attributed to the rapid shear layer growth in the minor axis compared with the major axis.

Pressure fluctuations at the impingement point and along the wall jet were mea-
sured using a high-frequency response pressure transducer. The root mean square (RMS)
fluctuations indicated that unsteady pressures could reach up to 186 dB when the nozzle-
to-impingement distance was approximately 5–6 h, remaining roughly constant beyond
this range for the present cases.

Nearfield acoustic measurements using microphones placed in two different planes
relative to the nozzle exit further elucidated the acoustic characteristics. The acoustic results
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revealed multiple strong impingement tones and harmonics, indicating the presence of
more than one resonance mode during operation. Other observed tones were combinations
of these base modes. The comparison of spectra from different microphones confirmed the
hypothesis that the high-amplitude tones exhibited directional behavior. Generally, an in-
crease in the impingement distance led to a reduction in the number of tones, displaying
definitive staging behavior similar to that observed in axisymmetric impinging jets.

Additionally, particle image velocimetry (PIV) analysis provided insights into the vari-
ation in the shear layer thickness of the main jet and the resulting wall jets across different
axes. These variations correlated with the observed acoustic directivity, underscoring a
unique asymmetry in the resonance mechanisms of rectangular impinging jets.

Overall, this study presents a comprehensive examination of the flowfield and acoustic
properties of supersonic rectangular impinging jets, highlighting the complex interplay
between flow structures, pressure fluctuations, and acoustic emissions. The findings
emphasize the directional nature of the acoustic tones and the impact of shear layer growth
on the resonance characteristics, contributing to a deeper understanding of the behavior of
supersonic impinging jets.
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Abstract: Although mask-wearing is now widespread, the knowledge of how to quantify or improve
their performance remains surprisingly limited and is largely based on empirical evidence. The
objective of this study was to visualize the expiratory airflows from facemasks and evaluate aerosol
transmission between two persons. Different visualization methods were explored, including the
Schlieren optical system, laser/LED-particle imaging system, thermal camera, and vapor–SarGel
system. The leakage flows and escaped aerosols were quantified using a hotwire anemometer and a
particle counter, respectively. The results show that mask-wearing reduces the exhaled flow velocity
from 2~4 m/s (with no facemask) to around 0.1 m/s, thus decreasing droplet transmission speeds.
Cloth, surgical, and KN95 masks showed varying leakage flows at the nose top, sides, and chin.
The leakage rate also differed between inhalation and exhalation. The neck gaiter has low filtration
efficiency and high leakage fractions, providing low protection efficiency. There was considerable
deposition in the mouth–nose area, as well as the neck, chin, and jaw, which heightened the risk of
self-inoculation through spontaneous face-touching. A face shield plus surgical mask greatly reduced
droplets on the head, neck, and face, indicating that double face coverings can be highly effective
when a single mask is insufficient. The vapor–SarGel system provided a practical approach to study
interpersonal transmission under varying close contact scenarios or with different face coverings.

Keywords: face covering; mask fit; leakage flows; Schlieren optical imaging system; interpersonal
transmission; self-inoculation; short-range airborne transmission; double masking

1. Introduction

Proper fit is crucial for the safety, comfort, and functionality of face masks [1,2].
Recent advancements have greatly improved filter media, enhancing aerosol filtration
efficiency while maintaining an acceptable pressure drop [3–6]. However, the effectiveness
of even the most advanced filter media is compromised if the mask does not fit the wearer
properly. Essentially, a mask only functions as personal protective equipment if air flows
through the filter media and not around it through gaps between the mask and the skin [7].
Consequently, the protective level of the mask directly correlates with the amount of
air leakage [8]. A poor fit can dramatically decrease a mask’s overall protection efficacy.
Notably, unlike tight-fitting respirators, disposable three-layer surgical masks often have a
loose fit that can worsen during physical activities, incorrect usage, or extended wear [9–13].

Gaps between a mask and skin can significantly affect airflow and aerosol movement,
depending on their size and location. However, current standardized tests cannot measure
these gaps or link them to mask fit. While mask-fit testers exist for tight-fitting respirators,
similar tools for loose-fitting masks, like disposable surgical masks, are lacking [14–19].
For instance, directly applying the TSI Portacount mask-fit tester to surgical masks yields
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unrealistically low scores (0–40) with large variability. Also, while we can measure air speed
through gaps, measuring gap size is difficult. These gaps change with activity, face shape,
and facial hair. Wang et al. showed that nose height and chin length notably influenced the
leak site in loose-fitting masks [20]. In a similar manner, Oestenstad et al. showed that the
leak site changed with the face size and shape [21]. Even gender and age matter—women
often have leaks at the mask’s bottom [22]. Overall, accurately measuring mask leakage is
still challenging, and leakage testing should use anatomically accurate or even sub-specific
face models [20,23–25].

Previous studies have explored different methods to characterize mask flows, espe-
cially leakage flows and escaping particles. Using a Schlieren optical imaging system,
Tang et al. found that while surgical masks block a cough’s forward jet, a poor fit can
allow for air leakage from the top and sides [26]. Similarly, Su et al. reported comparable
reductions in filtration efficiency among various loose-fitting masks (cloth, surgical, and
KN95) against ultrafine particles [27]. Cappa et al. measured exhaled aerosols using a
particle sizer and showed that imperfect sealing in surgical masks significantly reduced
their ability to block expiratory particles during talking and coughing [28]. Koh et al.
simulated exhalation and coughing in a manikin with different masks. Interestingly, they
demonstrated that poorly fitting N95 respirators may offer less protection than a simple
surgical mask [29]. Also using a manikin model, Brooks et al. demonstrated that knotting
the mask band and tucking in the extra material of a surgical mask effectively improved
mask fit and protection [30]. Verma et al. utilized a manikin, foot pump, smoke generator,
and a laser sheet to visualize a ‘cough’ through different masks [31]. The team was able
to identify sites of leakage in the masks and determine how far the ‘cough’ traveled after
passing through the masks [31]. For normal breathing, the foot pump delivers 500 mL of air
to the model per breath, while for coughing, the foot pump delivers 1500 mL, mimicking
the average amount of air expelled during a cough [32].

Despite valuable insights obtained from previous visualization studies, they were
limited to qualitative analysis and a single test participant wearing a mask. Moreover, the
visualization results predominantly focused on exhalation flows. Due to ethical issues, the
visualization methods with human subjects had to be safe, and many alternative optical
approaches, such as laser-based methods, had to be excluded. The manikin models used
in mask flow visualization were often for general purposes, with not-so-accurate facial
morphologies. Even more significant, research on interpersonal droplet transmission is
severely lacking, even though it is more relevant to evaluating the transmission risks of
respiratory infections [33]. One exception was Xu et al., who used a Schlieren system to
study the effects of ventilation on airborne aerosol transmission between two persons and
suggested that only a sufficiently high personal ventilation can effectively protect against
infection [34,35].

The objective of this study is to visualize mask flows and the transmission of respira-
tory droplets between individuals. Specific aims include the following:

1. Explore different visualization methods for expiratory and inspiratory airflows due
to mask-wearing, including systems based on Schlieren, laser, LED, smoke particles,
and vapor droplets.

2. Compare facemask flow dynamics under different physical activities and between
different mask types.

3. Measure the particle counts and leakage flow rates from different mask types, includ-
ing cloth, surgical, and KN95.

4. Investigate interpersonal droplet transmission using a vapor-based visualization
system between 3D-printed head models under various interaction scenarios.
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2. Methods
2.1. Mask Flow Visualization Methods
2.1.1. Schlieren Optical Imaging System

The Schlieren imaging system visualizes airflows by capturing light refraction changes
between areas of differing pressure or temperature. This study used a single-mirror setup
(Figure 1a) with four parts: a concave mirror (AD015, 406 mm diameter, 1.8 m focal length,
Agena AstroProduct, Cerritos, CA, USA), a pinhole LED light source 3.6 m away, a razor
blade, and a Canon EOS Rebel T7 camera (Canon, Tokyo, Japan). The mirror reflects light
through the test area to the razor, which blocks half the light. The remainder reaches
the camera, producing an image. Dimmed lighting enhances airflow visibility. Image
sensitivity depends on the mirror’s focal length to unobstructed object length ratio [36].
During the test, the participant sat 20 cm from the mirror, with or without face coverings,
as illustrated in the rightmost panel in Figure 1a. Five activities were performed: normal
breathing, coughing, soft speaking, normal breathing, and loud speaking, that represented
the majority of everyday activities. For normal breathing, the effect of a bracket on mask
flows was also tested. Four types of masks were evaluated in this study, including a
surgical mask (JS95-01, SanJiao, KN95 (EVENTRONIC., Shenzhen, China, with a filtration
efficiency of 99.1% and a breathability of 168 Pa)), cloth mask (Newmark Sports, Irvine,
CA, USA), and neck gaiter (Finvizo). According to assessments by the National Personal
Protective Technology (NPPTL), the JS95-01 surgical mask has a filtration efficiency of
82.4–89.0% and breathability of 71–107 Pa (test #: MTT-2020-104.1), and the EVENTRONIC
KN95 has a filtration efficiency of 93.3–99.6% and a breathability of 160–206 Pa (test #:
MTT-2021-57.1) [37]. The filtration efficiency and breathability of the cloth mask and neck
gaiter were not measured.
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2.1.2. Laser-Particle Imaging System for Exhalation

The laser system was created using a laser sheet, a head model, a foot pump, and
a fog machine. A laser sheet (100 mW, 488 nm) was used to illuminate expiratory flows
that contain fog particles (Figure 1b). The foot pump was used to pump a puff of air
through the head model, simulating the way air is quickly released from the nose/mouth
during coughing or breathing. A fog machine (CHAUVET DJ Hurricane 1000, Antwerpen,
Belgium) was used to create tracer particles. The laser sheet was pointed toward the
respiratory model to create a midsagittal cross-section of the expelled smoke. All testing
was conducted in a dark room so that the illuminated particle-laden flows could be clearly
visible. All testing was recorded using the same camera that was used for the Schlieren
system images.

2.1.3. LED-Particle Imaging System for Inhalation and Exhalation

Considering that the foot pump could only generate expiratory flows, another visu-
alization system was designed that allowed for the visualization of both inhalations and
exhalations. To visualize the inspiratory flows that flow inwardly into the nose/mouth,
seed particles need to be present outside the head model before inhalation. Ideally, these
seed particles should be evenly suspended and as still as possible so that when inhala-
tion starts, the particle trajectories converging toward the mouth/nose or mask can be
sufficiently different from the surroundings. To achieve this, a 50-gallon fish tank was
used, which was pre-filled with fog smoke five minutes before the test to allow for the fog
particles to stabilize (Figure 1c). An LED sheet light was used to illuminate the mid-sagittal
plane of the head model. A breathing machine was used to ventilate a sinusoidal pressure
waveform to the head model, and the same camera that was used for the Schlieren imaging
was used to record the flow dynamics around the mask (Figure 1c). Note that, even for exha-
lation, this LED-fish tank system is different from the laser–foot pump system described in
Section 2.1.2 in that it visualizes how the ambient air is disturbed by expiratory flows, while
the laser system visualizes how the exhaled particles are dispersed in the environment.

2.2. Quantitative Measurements of Flows, Temperature, and Particles
2.2.1. Leakage Flow Velocity and Mask Temperature

The velocity of leakage flows was measured using a TSI 9565 VelociCalc ventilation
meter (Shoreview, MN, USA). Considering that the flow would decay as it moved away
from the gap, the probe was positioned 2 cm from the gap sites for all tests. The sites
selected for velocity measurement included two nose top ridges, two lateral sides, and the
chin, based on prior observations of leakage flows of different masks. When conducting
the tests, the participant wore a mask with a good fit and breathed naturally. Each test
was repeated five times. Considering that the measured velocity magnitude could vary
slightly even for the same leakage site depending on the probe location, the probe was
positioned approximately 2 mm away from the center of the gap for all tests. Meanwhile,
the mask temperature was recorded with a FLIR ONE Pro iOS thermal camera (Wilsonville,
OR, USA).

2.2.2. Particle Counter Testing

A Temtop PMD 331 Particle Counter (Temtop, San Jose, CA, USA) was used to measure
the number of droplets exhaled across the mask during normal breathing, as well as the
size of each of the droplets. This particle counter can detect aerosol droplets from 0.3 µm to
10 µm in size and has seven channels. The SARS-CoV-2 virus is around 0.1 µm, which can
escape mask filtration [38]. However, viruses typically attach to larger droplets or particles
to survive and spread, ranging from 0.3 µm to large drops of several millimeters [39]. In
addition to the control case (no mask), six types of masks were tested: surgical, KN95, cloth,
cloth with HEPA filter, neck gaiter, and surgical with bracket. The tests were conducted in
a controlled environment at 24 ◦C and 30% relative humidity. An air purifier was operated
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for one hour prior to testing to ensure that the majority of droplet particles detected by the
particle counter came from breathing.

2.3. Head Models

Several head models were used in this study. One was the respiratory model (Michigan
Instruments, Grand Rapids, MI, USA) that allowed for air to be expelled through the mouth
only. The other two head models were developed from scans of two volunteers using
the iPhone app Bellus3D (Lilburn, GA, USA). The use of human scans in this study has
been approved by the Institutional Review Board (IRB) of the University of Massachusetts
Lowell. The head model was further processed using SolidWorks (Dassault Systèmes,
Waltham, MA, USA) to add two conduits, with one connecting to a breathing simulator
(Michigan Instruments, Grand Rapids, MI, USA) and the other to a vapor source (rightmost
panel, Figure 1d). The head models were manufactured using a Dimension 1200es 3D
printer and ABS printing material (Stratasys, Eden Prairie, MN, USA). Due to its life-size
and accurate facial topology, the head model can adequately simulate the mask’s fit to the
face, as demonstrated in Figure 1d.

2.4. Interpersonal Transmission Visualization System

To investigate interpersonal droplet transmission, two head models were placed at
a specified distance and relative height (Figure 1e). The head orientation of the two head
models could also be adjusted as needed. Each head model was ventilated to a breathing
simulator with a sinusoidal waveform (Michigan Instruments, Grand Rapids, MI, USA).
The source head model (black color, Figure 1e) was also connected to the vapor source
to simulate exhaled droplets, while the recipient model (white color, Figure 1e) was only
ventilated with tidal air flows. An ultrasonic humidifier (Pure Enrichment, Huntington
Beach, CA, USA) was used to generate soft mist. A SprayLink laser diffraction spray
particle size analyzer (Dickinson, TX, USA) was used to measure the size distribution
of the soft mist exhaled from the head model without a mask under constant expiratory
flows [40]. As shown in Figure 1e, the size distribution was 2.64, 3.92, and 8.51 µm for
D10, D50, and D90, respectively. This size range is close to that of expiratory droplets from
deep lungs [41–43]. During testing, the ambient temperature was 24 ◦C and the relative
humidity was 31%.

2.5. Numerical and Statistical Methods
2.5.1. Computational Fluid Dynamics (CFD) Simulations

Complementary CFD modeling and simulations were performed. An integrated mask-
wearing model was developed that included the ambient air, facemask, face geometry, and
airway. Gaps at the mask–face interface were modeled using individual volumes of the
mask filter medium that had the properties of air rather than a porous medium. More
details of the computational model, along with the mesh generation and grid-independent
study, were provided in [44,45]. The computational domain consisted of three volumes:
ambient air, mask, and nose–mouth–throat airway. The ambient air and airway were
defined as airflow regions, while the mask was modeled as a porous medium. Darcy’s law
was applied to calculate the viscous resistance (R) of the mask filter, i.e., R = ∆P/[(Q/A)·µL],
with ∆P being the breathing resistance, Q the volume flow rate during the mask test, A
the test area, µ the air dynamic viscosity, and L the mask thickness. For a surgical mask,
the resistance ∆P was measured to be 14.6 mmH2O using a 8130A Automated Filter Tester
(TSI, Shoreview, MN, USA), the flow rate Q was 80 L/min, the test area A was 45.6 cm2, the
flow viscosity µ was 1.825 × 10−5 kg/m·s, and the mask thickness L was 2.3 mm, leading
to a viscous resistance of 3.727 × 109 1/m2 [45]. Steady exhalations were considered, with
a constant positive pressure being specified at the trachea opening and zero pressure in the
far field of the ambient air. Air temperatures were set at 37.15 ◦C in the airway and 24 ◦C
in the environment. The low-Reynolds number (LRN) k-ω turbulent model was utilized to
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simulate the multi-regime flow dynamics. ANSYS Fluent 23 (Canonsburg, PA, USA) was
used to solve conservation equations for mass, momentum, and energy.

2.5.2. Statistical Analysis

Minitab 21.4 (State College, PA, USA) was applied to analyze the leakage flow ve-
locities and cross-mask particle counts. A one-way analysis of variance (ANOVA) was
used to evaluate the variability of the measurements. A p-value < 0.05 indicated statistical
significance difference.

3. Results
3.1. Control Cases
3.1.1. Schlieren Optical Imaging System

Figure 2 shows the Schlieren visualization results of the exhaled flows from a par-
ticipant with different masks, i.e., surgical, KN95, cloth, and neck gaiter (N-Gaiter). For
each mask, five activities were tested: normal breathing, coughing, soft speaking, normal
speaking, and loud speaking. The effects of wearing a mask bracket were also evaluated for
all masks except the neck gaiter. Considering that a good mask should distribute airflow
over the mask and seal well, the mask performance was evaluated qualitatively based on
how much air is seen escaping the mask and where leakages are occurring. For all masks
tested, the KN95 mask was found to have the least amount of air escaping from the mask
for all activities. By comparison, the cloth, surgical, and neck gaiter exhibited large amounts
of air escaping from the tops/sides of the mask, as well as through the mask filter material
itself. The jet-like flows through the cloth mask and neck gaiter are due to the larger fiber
pores that allow for air to pass through them more freely, while the KN95 mask has smaller
filter pores. This makes it more difficult for airflows and particles to pass through and helps
distribute the airflow all over the mask, thus lowering the exhaled flow speed crossing the
mask and extending the effective filtration area.
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Considering the three speaking scenarios (i.e., soft, normal, and loud, Figure 2), no
apparent jet flows were observed through the masks, primarily because of the intermittent
flow pulses during speaking, regardless of the speaking volume. When a mask bracket was
used (last column, Figure 2), intensified jet flows were observed crossing the KN95 and
surgical masks, as the bracket effectively confined the exhaled flows within the boundary
of the bracket. The purpose of a mask bracket is to fit the mask to the face better, specifically
with surgical masks that can create gaps at the sides of an individual’s face.

For a given mask, we observed similar flow patterns among different activities,
whether the test subject was breathing, coughing, or speaking at different volumes. This
demonstrated the mask’s overall consistency in effectively containing exhaled airflows un-
der different physical activities. However, differences in flow patterns were also observed
among various activities. For example, with the cloth mask (Figure 2c), coughing produced
a jet flow across the mask, whereas this jet flow was absent during speaking, regardless of
intensity (i.e., soft, normal, or loud). Note that the considered activities have very different
dynamics, where breathing releases air constantly from the nostrils, coughing releases air
from the mouth quickly at high pressure, and speaking releases air intermittently from the
mouth. Moreover, the latter two activities also involve the motion of the mouth, particularly
the lips, which may affect the mask fit.

3.1.2. Laser Sheet System

Figure 3 shows the laser visualization of expiratory mask flows in two head models.
It is observed that a breath exhaled from the head model traveled directly forward and
dispersed in the air. A commonality among all the masks was leakages out of the top of
the mask. In addition, fog particulates were able to pass directly through the cloth mask
without a HEPA filter and through the neck gaiter. When the HEPA filter was placed in the
cloth mask, there was no passage of fog directly through the mask. This finding highlights
the effectiveness of the HEPA filter in improving the effectiveness of cloth masks.
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Figure 3. Representative laser visualization (from multiple tests) with different masks on two head
models: (a) 3D-printed head model and (b) manikin.

Considering flows with the 3D-printed model (Figure 3a), leakages occurred at the
nose top with the surgical mask, KN95, and the neck gaiter. When comparing the results
between the 3D-printed head and the manikin (Figure 3a vs. Figure 3b), one can see that
the cloth masks (both with and without the HEPA filter) and surgical mask all performed
better with the 3D head model. This is likely due to the 3D head model being larger in size
and fitting the masks better than the manikin. These findings demonstrate the importance
of proper mask designs for different population groups, such as adults and children.

Based on the findings from the laser sheet experiments, the neck gaiter and the cloth
mask without the HEPA filter were less effective in preventing the spread of exhaled air due
to their sites of leakage and their inability to distribute the airflow evenly across the filter.
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The surgical mask, the cloth mask with the HEPA filter, and the KN95 mask performed
better in blocking and spreading the exhaled air despite having leakage through the top of
the masks. These leakages highlight the important fact that masks are not 100% effective,
necessitating social distancing and hand/face cleaning to mitigate viral transmission.

3.1.3. Particle Count across Various Masks

Figure 4 shows the exhaled particle counts across the masks in total (Figure 4a) and
particle size-specific numbers (Figure 4b) for different masks. Large differences in particle
counts were observed in Figure 4b between all masks and the no mask control except for
the neck gaiter. As expected, the largest number of exhaled droplets was detected with
no mask-wearing, followed by the neck gaiter, cloth, surgical with bracket, surgical, cloth
with HEPA filter, and KN95 (Figure 4a,b). The slightly higher number of droplets from
‘surgical + bracket’ than from ‘surgical’ is because the bracket confined the exhaled flow
droplets within the bracket and reduced leakages from the mask–face interface.
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3.2. Leakage Flow Visualization and Quantification
3.2.1. Leakage Flow Velocity Measurement

Considering that leakages are mostly observed at the nose top and two sides during
exhalation, the speeds of the leakage flows were measured using a hotwire anemometer at
the right and left ridges of the nose top, two sides, and the chin (Figure 5a).

For the three masks considered (cloth, surgical, and KN95), the leakage flow speeds
are much higher from the two ridges than the two lateral sides and chin. Mask-specific
differences are also observed, with more leakages from the chin for the cloth and KN95
masks and more lateral leakages from the surgical mask. These observations are consistent
with the peculiar mask geometry and its fitting to the facial topology. Both the cloth and
KN95 masks have a flat region covering the cheeks, while the surgical mask is tucked up
on both sides, forming an arch that allows for leakage flows. Among the three masks,
the cloth mask had the highest leakage flow speed (1.7 ± 0.5 m/s, Figure 5b), followed
by the surgical mask (1.3 ± 0.5 m/s, Figure 5c) and KN95 (0.24 ± 0.1 m/s. Figure 5d).
This difference is also evident by the different ranges in the y-axis among Figure 5b–d. By
comparison, the jet flow velocity exhaled from the nostrils without a mask was measured
to be 2~4 m/s, while the flow velocity across the mask was 0.1~0.2 m/s.

Figure 6 shows the speeds of the inward leakage flows at different sites during in-
halation for three mask types. Note that for both inhalation and exhalation, the mask was
carefully pressed to conform to the participant’s facial topology as much as possible, thus
representing the best scenario of mask fit. The thermal images of the mask are blue in
color, indicating the cooling effects from inspiratory ambient air, which contrasts with
the warming effect (brown color) from the expiratory air at body temperature (Figure 6a
vs. Figure 5a). The overall leakage speeds during inhalation are lower than those during
exhalation (Figure 6 vs. Figure 5). This is due to the jet flow features of the expiratory flows
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in contrast to the converging flow features of inspiratory flows. Considering the side fitting,
inward leakage is not observed in the cloth and KN95 masks (Figure 6b,d) but is observed
in the surgical masks (Figure 6c), corroborating the finding that a tucked-up fold is more
prone to mask–face gaps and leakage flows.
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3.2.2. In Vitro Visualization vs. CFD

The visualization of mask flows, especially underneath the mask, can provide detailed
information on flow, pressure, and temperature to enhance our understanding of facemask
dynamics and thermoregulation. Figure 7 compares the experimental (upper panels) and
computational (lower panels) results without mask-wearing (Figure 7a), with a surgical
mask and side gap (Figure 7b), and with a well-fitted surgical mask (Figure 7c). As shown
in Figure 7a, the expiratory jet flows from the nostrils resembled each other between the
laser-fog imaging and the predictions from computational fluid dynamics (CFD). The
lower panel of Figure 7b displays the inspiratory flow streamlines, which converge from
all directions but intensify considerably through the side gap [45,46]. To validate the
CFD model, measurement of the flow velocities at the gap was conducted, which agreed
favorably with the CFD simulations (Figure 7b).
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Figure 7. Experiments vs. computational fluid dynamic (CFD) simulations: (a) without a mask,
(b) with a mask for flow, and (c) with a mask for temperature.

The lower panel of the third column (Figure 7b) shows the CFD-predicted temperature
distribution during exhalation, where the warm jet flows from the nostrils are cooled down
and well mixed within the mask–face space. Due to the mask resistance, strong recirculation
forms under the mask, eliciting quick mixing. Note the higher temperatures of the mask
where the exhaled jet flow impinges compared to other regions of the mask. Figure 7c
compares the facial temperature obtained using a thermal camera and complementary
CFD simulations. Again, high levels of resemblance are observed between the experiments
and CFD for both inhalations and exhalations, further validating the computational model
in capturing mask-wearing-associated thermoregulation, which in turn provides thermo-
fluid details under the mask that are not easy to measure accurately or non-disruptively.
Higher levels of similarity are also observed in comparison to the thermal images in
Figures 5 and 6.

3.3. LED-Fog System to Visualize Inhalation–Exhalation Flows

Figure 8 shows the inspiratory and expiratory vector fields in two breathing cycles
in a head model wearing a surgical mask. Due to leakages at the nose top, high-speed
flows are observed for both inhalation and exhalation cycles. The vectors at the nose top
are much longer than the ones in front of the mask. Smoke streaks are observed moving
away from the mask, as indicated by the yellow arrows in Figure 8a and red arrows in
Figure 8b. These streams advance forward slowly and, at the same time, oscillate due to
cyclic inhalation and exhalation, forming complex flow patterns. By contrast, the flows in
the immediate proximity of the mask change quickly with the breathing cycle. The slow
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advancement of the smoke streaks away from the mask suggests that the exhaled droplets
are likely to behave similarly. Thus, the overall advancement speed can indicate whether
or when virus-laden respiratory droplets from an infected person reach the recipient at a
specific distance.
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3.4. Interpersonal Droplet Transmission
3.4.1. Without Face Covering (1.2 m): The Control

The interpersonal transmission of exhaled droplets is shown in Figure 9 after 5 min of
exposure at a distance of 1.2 m between the source and recipient. The droplet deposition is
visualized using SarGel, which turns from white to pink upon contacting water, with more
deposited water mass correlating with a deeper pink color [47]. The right three panels
of Figure 9a,b display different views of the droplet deposition on the head model that
is ventilated with a tidal breathing machine. Heterogeneous deposition distributions are
observed on the face in both test cases. However, a much-enhanced deposition occurs at
the lower cheek (or jaw) and neck (Figure 9b), presumably because the droplet trajectories
in the second case are more aligned with the recipient’s neck than in the first case.

3.4.2. With Face Covering (1.5 m)

Figure 10 shows the effects of various types of face coverings on interpersonal droplet
transmission at a distance of 1.5 m. In both cases, the source wore a surgical mask and a face
shield. Thus, the exhaled droplets mainly escaped from the bottom, and a smaller fraction
escaped from the two lateral sides of the face shield. Note that none of these three sites
pointed to the recipient. The exposure lasted for twenty minutes, and photos of the droplet
deposition were taken every five minutes with the mask on and removed. The deposition
after 5 min of exposure was negligible in both cases and is thus not presented here.

Two observations are noteworthy regarding the droplet deposition from 10–20 min.
First, the progression of deposition is nonlinear with time, which is unnoticeable during
0–5 min, becomes discernable during 5–10 min, but increases quickly between 10 and
20 min (Figure 10a). This suggests that the exhaled droplet plume needs time to propagate
from the source to the recipient. However, once the plume reaches the recipient, the
deposition will be continuous and become noticeable after a short time, as illustrated by
the quick color change from 10 to 15 min. Second, more deposition was observed in the
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mouth–nose region and the jaw–neck region. The deposition on the hairs of the frontal
head is also notable.
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Figure 10. Effects of a face shield on inter-person transmission for varying exposure durations with
the source person wearing both a surgical mask and face shield: (a) the recipient wearing a surgical
mask and (b) the recipient wearing a surgical mask and face shield.

Figure 10b illustrates the effects of double protection with the recipient adding a face
shield on top of a surgical mask. Compared to wearing a surgical mask only, the face
deposition is significantly lower after 10 min of exposure, indicating the effectiveness of
extra face-shield protection, which indeed reduced the number of droplets reaching the
face underneath the surgical mask. In this case, the droplets need to avoid impacting the
face shield by moving downward in front of the shield and subsequently moving upward
to reach the mask. This would decrease the leakage flows from the nose top and make more
airflow cross the mask filter medium. Wearing a face shield might also have pressed down
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the tucked-up arch at two sides, reducing side leakages. Slight deposition in the philtrum
region is observed after a 10 min exposure, with no discernable deposition in other regions
of the head model (Figure 10b). An additional 10 min of exposure remarkably increased
the deposition in the philtrum region, as well as in the nasofacial sulcus, and to a lesser
degree, on the nasal ridge and neck (Figure 10b).

4. Discussion

Even though mask-wearing has become ubiquitous, knowledge to quantify its perfor-
mance or improve its performance is surprisingly limited and empirical at best. This study
explored multiple methods to visualize mask-related flows and droplet transmission to
better understand mask performance, including the Schlieren optical system, laser imaging
system, thermal camera, and vapor–SarGel system. Interesting observations and further
thoughts on mask-wearing are discussed below.

4.1. Leakage Flow Characterization

In this study, for all masks considered, leakages from the nose top were observed to be
notably higher than those from any other sites (i.e., two lateral sides and chin). Therefore,
efforts to improve the mask fit at the nose top are both compelling and rewarding. For
instance, using a wider and stronger nasal strap in the surgical mask will not only improve
the mask fit to the nose ridge but also help the mask maintain its good fit during various
physical activities [48]. A ‘Knot-and-tuck’ method also promises to achieve a better fit [49].
By knotting the ear loops of a surgical mask and tucking excess material under the edges,
a 3D cup-shaped mask forms that better conforms to the facial topology, thus improving
the mask–face fit and reducing sideway leakages. It is noted that standardized methods or
devices to quantify leakages or fit for disposable masks are lacking, even though commercial
devices for tight-fitting respirators are available. One example is the PortaCount Respirator
Fit Tester 8038 (TSI, Shoreview, MN, USA); a fit score of no less than 200 under all tested
activities is considered a pass. However, when used for loose-fitting disposable masks,
such as surgical masks, the fit scores based on the PortaCount Respirator Fit Tester are
very low and exhibit large variability (e.g., 0–40). These erroneous readings are mainly
due to the device’s working principle, which estimates the fit score based on the aerosol
concentrations (generated from NaCl-solution) inside and outside the respirator.

For a loosely fit disposable mask, the aerosols will be easily inhaled across the filter
medium or through the inward leakage, equalizing the aerosol concentrations inside
and outside the mask, losing the good foundation for fit estimation [27]. Furthermore,
while wearing a mask diffuses the expiratory flow compared to the jet-like flow without
a facemask, the resulting flow is still not isotropic. The variations in leakage velocity
among different leaking sites (Figures 5 and 6) reflect both this flow anisotropy and the
size differences of the leakage sites. Additional research is needed to quantify the relative
contributions of these two factors. A more practical method is to leverage the temperature
variations that are dependent on the leakage flow volume [46,50]. Moreover, the periodic
temperature variation within one breathing cycle is expected to provide further information
on leakage flows, including the leakage volume (gap size) and site, because the cooling
effect during inhalation and warming effect during exhalation are highly sensitive to the
leakage flow patterns [51–53].

4.2. Droplet Deposition Visualization and Implications

Interpersonal transmission testing with vapor and SarGel provides a practical ap-
proach to visualize the transport and deposition of respiratory droplets that are often
invisible in life conditions. It is observed that the relative orientation and distance can no-
tably affect the transport and deposition of respiratory droplets (Figures 9 and 10), making
it necessary to systematically study these factors to gain a comprehensive understanding
of viral transmission and mask protection. Zhang et al. reviewed the close-contact (or
short-range) transmission of aerosols between two individuals and highlighted influencing
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physical parameters, such as their distance/orientation, body/head motion, exposure
duration, and breathing intensity, among others [54]. Zhang et al. also suggested that an
exhaled droplet would need at least 0.6 s to reach the receiver at a distance of 1.5 m, based
on an expiratory flow velocity of 2.4 m/s (i.e., 1.5 m over 2.4 m/s equals 0.6 s). Note that
it can take much longer than 0.6 s for an exhaled droplet to travel from the source to the
recipient because the exhaled droplets will quickly slow down within the ambient air. In
this study, we observed that it took even longer (i.e., five minutes, Figure 9) for the SarGel
on the head model to turn pink under no-mask conditions and ten minutes and more when
both the source and recipient were wearing masks (Figure 10). It is reminded that the
color change of SarGel with vapor deposition is a gradual process and becomes a darker
pink with accumulating deposition. To reach the color depth on the face in Figure 10a, a
deposition intensity of 0.24 mg/cm2 of vapor is needed [55].

One salient feature in vapor droplet deposition with no mask-wearing is the elevated
deposition in the neck, chin, and jaw, as displayed in Figure 10b, where the source is
standing and the recipient is sitting. This preferential deposition can cause secondary
self-inoculation of the recipient’s mucous membrane because people spontaneously touch
their eyes, cheeks, chin, and mouth, unknowingly [56–58]. According to a study involv-
ing 26 students in 2015, a person touched his or her own face 23 times per hour, with
around 44% touching the mucous membranes (mouth, nose, and eyes) and 56% touching
the non-mucosal areas (chin, cheek, neck, ears, forehead, and hair), with insignificant
differences between right and left hands [59]. In a more recent systematic review that con-
sidered ten observational studies, facial self-touching per hour was counted as 50.06 (±47)
times [60]. Considering the high deposition in the neck, chin, jaw, and mouth–nose region,
hand/face/neck washing is highly recommended to reduce the chance of self-inoculation
via spontaneous face-touching.

4.3. Effect of Double Masking

Double masking has been recommended as an extra measure during the COVID-19 pan-
demic to further curb viral transmission more effectively than wearing a single mask [61]. It
can significantly enhance protection against respiratory droplets that may contain viruses,
including COVID-19 [62]. This practice involves wearing one mask over another—typically
a cloth mask over a surgical mask—to improve the overall fit and filtration capability of
the masks [63]. The CDC has noted that this method reduces exposure by 95% when both
masks are worn properly [30]. In this research, we evaluated the effect of double mask-
ing on interpersonal droplet transmission by comparing the recipient wearing a surgical
mask vs. a surgical mask plus a face shield. Adding a face shield led to improvements:
(a) prolonged the time when the droplet deposition became noticeable and (b) reduced the
overall deposition on the face and neck of the recipient. Adding a face shield resulted in
significant improvements in reducing deposition on the recipient, especially on the cheek
and neck, even though deposition in the nose–mouth region was still observed (Figure 10b
vs. Figure 10a). The time for deposition onset was also prolonged.

There might be two reasons behind these improvements: modified flow-particle
dynamics and enhanced surgical mask fit. The presence of the face shield causes airflow
and aerosols that approach the wearer to either collide with the shield or divert upwards
from beneath the shield. This not only filters out a fraction of aerosols but also lowers
their speeds, making it more difficult for these aerosols to be inhaled across the surgical
mask. Furthermore, the face shield can also enhance the fit of the surgical mask to the
face by pressing down the tucked-up folds, thus minimizing gaps around the edges of the
mask. The seal of the face shield at the forehead also reduces the influx of unfiltered air
through the nose top. Thus, adding a face shield to a surgical mask can effectively increase
the number of barriers against potentially infectious aerosols while introducing relatively
minimal extra resistance due to its side opening to the environment. It can be particularly
useful in scenarios where higher protection is needed, such as crowded indoor spaces or
when interacting closely with others. Also note that double masking is not recommended
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with two disposable masks or with two N95 masks, as these combinations do not enhance
fit or filtration effectively and can make breathing more difficult [64–66].

4.4. Limitations and Future Studies

The limitations of this study included an unbalanced focus on exhalation flows, the
qualitative nature of results, and a limited number of interpersonal and mask-wearing
scenarios. Overall, it is easier to visualize the expiratory flows than inspiratory flows
both with and without a mask, due to the jet-like exhalation flows vs. the converging
inhalation flows (Figure 7a vs. Figure 7b). The latter often have extremely low velocities
(i.e., proportional to 1/r3), except in the proximity of the nostrils and face–mask gaps
(Figures 7b and 8). By contrast, the exhalation core flow has a much higher velocity,
penetrates a longer distance, and maintains a large temperature difference relative to the
ambient air (Figure 7b). It is unclear, for a mask with given gaps, whether the outward and
inward leakage flow rates are the same or not. An accurate answer to this question will
affect the estimation of the mask-fit effect on viral source control or receiver protection.

The major limitation of the visualization methods in this study is that they are mostly
qualitative. The Schlieren optical system can also be used to visualize interpersonal droplet
transport [26,34]. This, however, requires a large concave mirror, whose cost increases dras-
tically with the mirror diameter [67]. By comparison, the vapor–SarGel system developed
in this study is low-cost and directly relevant to interpersonal viral transmission. The vapor
droplets are measured to be 3.92 µm on average, which is consistent with the respiratory
droplets generated in the alveolar region from liquid film ruptures [41–43]. Note that the
alveolar region is the major site of SARS-CoV-2 viral infections [68]. Droplets larger than
10 µm were not considered in this study. Note that exhaled aerosols or droplets can be
internally generated at different regions of the respiratory system and the droplet size can
also vary significantly depending on the source regions (i.e., 1–145 µm) [69].

Only four scenarios of interpersonal short-range airborne transmission were consid-
ered in this study. However, there are countless scenarios that can markedly influence
the transmission risks. Edmunds et al. summarized such behaviors into four categories,
with conversation accounting for 95% of all possible close contact events, i.e., conversation
without physical contact (61%) and with physical contact (34%) [70]. Zhang et al. [54]
proposed quantitative physical parameters to describe these close contact transmissions,
including the two persons’ locations and head orientations (1), head/body movement (2),
close contact frequency and duration (3), and breathing patterns/intensities (4). So far, the
parameters most frequently studied are the interpersonal distance and exposure duration,
which have been demonstrated to play an important role in viral transmission [54]. In this
study, in addition to the distance and duration, we also observed that the head relative
height (i.e., recipient standing and recipient sitting) and face covering type can notably alter
the aerosol transmission, including the exposure time for SarGel color change, the variation
in deposition with time, and the deposition distribution (Figures 9 and 10). Furthermore,
real-life scenarios are often much more complex. An individual changes his/her activity
and position throughout the day and may be exposed to varying levels of viral sources.
Consequently, the total viral load received by an individual would be an integration of
transient exposures over a prescribed period. Future studies are needed to examine how
other close-contact parameters influence the transmission risk. Such datasets are vital for
creating models of viral spread and planning future outbreak responses.

5. Conclusions

In summary, various visualization methods were attempted to better understand
mask flows and interpersonal droplet transmission. Leakage flow velocities at the nose
top, two sides, and chin were measured for the cloth, surgical, and KN95 masks, with
significant differences among the three masks and between exhalation and inhalation for
each mask. Particle counts were measured for five mask types (including neck gaiter
and cloth + filter) with a good fit, which were consistent with their filtration efficiency in
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comparison to that with no mask. The vapor–SarGel visualization system for interpersonal
droplet transmission provided a practical method to simulate the temporospatial transport
and deposition of respiratory droplets under varying scenarios or with different face
coverings. Significant deposition occurred in the mouth–nose region, as well as in the neck,
chin, and jaw, increasing the risk of self-inoculation due to spontaneous face-touching,
urging post-exposure hand/face washing. Adding a face shield to a surgical mask notably
reduced total droplet deposition on the head and regional deposition in the neck and face,
supporting that double face covering can be highly effective when one face covering is
deemed inadequate.
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Abstract: This work presents an experimental study on oil–water flow downstream of a restriction.
The flow pattern, volumetric phase distribution, and their impacts on pressure drop are discussed.
We employed two techniques to visualize the oil–water flow patterns, a high-speed camera and an
Electrical Capacitance Volume Tomography (ECVT) system. The ECVT system is a non-intrusive
device that measures the volumetric phase distribution at the pipe cross-section with time, which
plays a critical role in determining the continuous phase in the oil–water flow, and therefore the
oil–water flow pattern. In this study, we delved into the oil–water flow pattern and volumetric phase
distribution for different valve openings, flow rates, and water cuts, and how they impact the pressure
drop. The experimental results have demonstrated a strong relationship between the oil–water flow
pattern and the pressure gradient, while the oil–water flow pattern is significantly influenced by
the flowing conditions and the valve openings. The impacts of water cuts on the oil–water flow
pattern are more obvious for smaller valve openings. For large valve openings, the oil and water
phases tend to be more separated. This results in a moderate variation in the pressure gradient as
a function of water cuts. However, it becomes more complex as the valve opening decreases. The
pressure gradient generally increases with decreasing valve openings until the flow pattern becomes
an oil-in-water dispersed flow. The impact of the valve on the pressure gradient is more pronounced
in water-dominated flow when the water cut is above the inversion point, while it seems to be most
obvious for medium water cut conditions.

Keywords: oil–water flow; flow pattern; electrical capacitance volume tomography; flow through
restrictions; volumetric phase distribution; pressure gradient

1. Introduction

Oil–water two-phase flow widely exists in various industries. In the oil and gas
industry, water production is becoming inevitable as the field matures. The oil–water flow
pattern in pipes can significantly influence the pressure drop, which determines pipeline
and wellbore design, pump selection and operation, and flow assurance. The behaviors of
oil–water two-phase flow are less predictable compared to those of gas–liquid flow due to
the similar physical properties and low interfacial shear stress between the two phases. It
can be influenced by many factors, such as flow rates, pipe geometry, piping components
such as elbows, reducers, multiphase flow meters, chokes or valves, etc.

Restrictions have ubiquitous applications in multi-phase flow pipelines in the oil
and gas industry. Chokes are essential in adjusting a reasonable production rate for oil
and gas wells to avoid an early water breakthrough into the wellbore [1]. They also help
protect downstream equipment from high pressures to ensure safety in field operations [1].
However, the presence of valves can also cause other flow-assurance-related problems, such
as the formation of stable emulsions in oil–water flow. The excessive mixing by the valves
can disperse one phase into the other phase, and natural surfactants such as asphaltenes
can stabilize the dispersions for a very long time, even forming tight emulsions. This can
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cause extra demulsification costs to the fields. There are several studies in the literature
investigating valve effects on droplet breakup mechanisms and downstream droplet sizes
(Van der Zande et al., 1999; Malot et al., 2003; Dalmazzone et al., 2005; Fossen et al., 2006;
Fossen and Schümann, 2016; Paolinelli and Yao, 2018; Silva et al., 2019) [2–8]. Yet, little
attention has been paid to the effects of choke on downstream fluid flow behaviors such
as flow patterns and their impacts on the pressure drop. Table A1 in the Appendix A
summarizes the previous studies on the effects of restriction on oil–water flow for reference.

Choke can impact the downstream flow patterns and, consequently, the pressure gra-
dient. Shmueli et al. (2019) observed that the oil–water flow pattern changed from stratified
flow to dispersed flow under conditions of 0.2 bar pressure drop choking implemented
near the inlet of their test section [9]. This alternation was verified by measuring water
cut profiles at the pipe center in the vertical direction using a traversing narrow-beam
gamma densitometer. A homogeneous water cut profile was observed for the 0.2 bar inlet
mixing, while stratification was shown in the water volumetric fraction profile for the
case without inlet choking. Schümann et al. (2016) [10] conducted experiments in a 25 m
long horizontal pipe using a static mixer near the inlet of the test section. They compared
the measured pressure drop at a distance of 200 pipe diameters downstream of the inlet
mixer for cases with and without the mixer and concluded that there existed a substantial
pressure increase for the water-dominated flow with the presence of an inlet mixer. By
contrast, the pressure drop almost stayed constant for the oil-dominated flow with and
without the mixer. However, none of these studies systematically examined how various
choke sizes or openings impact the downstream flow behaviors.

The objectives of this study are to examine how various choke openings would impact
the downstream flow pattern and volumetric phase distribution, and how they influence
the pressure gradient. We employed two visualization methods to study the flow pattern:
a high-speed camera that visualizes the flow pattern from the side and an Electrical Ca-
pacitance Volume Tomography (ECVT) system that sheds light on the phase volumetric
distribution within the pipe. Their impacts on the pressure gradient are discussed afterward.

2. Materials and Methods

The experimental work was conducted in a three-phase flow loop at the Colorado
School of Mines. This section introduces the experimental facilities, equipment, fluid
properties, and the testing matrix used in this study.

2.1. Experimental Facilities

The flow loop in this study consists of a horizontal pipe with a length of 13.72 m and
an inner diameter of 5.25 cm, as shown in Figure 1. The system was designed to introduce
water and oil simultaneously through wye connections at the inlet. The experimental setup
utilized a progressive cavity pump for the oil phase to minimize the shear effects and
avoid the formation of tight emulsions. The oil flow rate was controlled by a frequency
converter. A submersible pump was deployed to introduce water into the system, and the
flow rate was manually controlled by a needle valve at the inlet. The oil and water flow
rates were metered by two Coriolis flow meters (Emerson Micro Motion R100S) separately.
The facility can also be used for three-phase flow study, and air can be introduced right after
the wye-shaped oil connection. This study mainly focuses on oil–water two-phase flow.

To examine the effect of different choke openings on downstream flow behaviors, a
2 in. ball valve was installed immediately after the introduction of all phases. Pressure and
temperature transducers were installed in the test section to monitor the pressures and
temperatures. Two differential pressure transducers (Emerson Rosemount 3051S differential
pressure transducer) were used to measure the pressure drops. One was installed across
the ball valve and the other was set in the test section around 120 L/D (length/pipe inner
diameter) downstream of the valve over a span of 5.5 m. The differential pressure sensors
have a pressure range of −250 to 250 in H2O with an accuracy of 0.025% of span. All the
sensors were wired to a data acquisition system controlled by a LabView (2020) project,
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which was used to automate the data acquisition and valve control to achieve the desired
flow rates. The operational data were recorded at a time interval of 100 milliseconds.
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Figure 1. The schematic of the flow loop.

2.2. Equipment for Flow Visualization

We employed two pieces of equipment to study the oil–water flow pattern in the pipe,
a high-speed camera and an Electrical Capacitance Volume Tomography (ECVT) system
(Tech4Imaging LLC, Columbus, OH, USA). Figure 2 shows a picture of the high-speed
camera while running the experiments. It was placed in front of a clear acrylic pipe as
shown in Figure 1.
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Figure 2. A picture of the facility and the high-speed camera while running experiments.

The ECVT system was deployed downstream of the pressure drop measurement
section to monitor the in situ volumetric phase distribution inside the pipe. It was clamped
around the pipe and the system was calibrated with pure water and oil before actual
measurements were taken. Pictures of the system are shown in Figure 3. The ECVT system
was used in several previous studies, such as [11–13].
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Figure 3. Pictures of the ECVT system and volumetric phase distribution at the pipe cross-section for
0% and 100% water cuts.

ECVT is a soft-field imaging modality in which a plurality of electrically conductive
sensing plates are placed around a region of interest (RoI) [14]. Traditional ECVT utilizes
12, 24, or 36 rectangular electrodes configured around a cylindrical RoI. However, different
numbers and shapes of plates can be configured around differently shaped RoIs including
elbow, square, and spherical plates [15,16]. Twenty-four rectangular plates are used in this
study with 4 rows of 6 plates in an offset configuration between rows.
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The mutual capacitance is measured between all plate pairs surrounding the region
such that, if there are a number of plates, N, there are n mutual capacitance measurements
created by n plate pairs as given by Equation (1) [14]. This excludes plates paired with
themselves and duplicate plate pairs in which only the excite and detect functions of the
plates are switched.

n =
N(N − 1)

2
, (1)

There are two methods of measuring the mutual capacitance of each plate pair—
alternating current (AC) and direct current (DC) [17]. In both cases, the measured signal is
modulated by the permittivity of the mixture in between the plates. The AC version is used
in this study. Lower permittivity corresponds to a lower signal and higher permittivity
corresponds to a higher signal. Generally the capacitance, C, between a parallel plate
capacitor can be modeled according to Equation (2), where ε0 is the permittivity of free
space, εr is the relative permittivity of the dielectric, A is the area of the plate, and d is the
distance between the two plates. While most of the plate pairs will not fall into the parallel
plate category, the general principle is useful.

C =
ε0εr A

d
, (2)

Typically, two phases are introduced into the sensing region and each capacitance
measurement is normalized between the signal when the RoI is completely filled with
each phase. The lower dielectric phase may be designated as the “empty” phase and
normalized to 0 whereas the higher dielectric phase may be designated as the “full” phase
and normalized to 1. Normalization is critical because each plate pair has its own biases
due to the sensor geometry and variations in the data acquisition system channels. In this
case, oil has εr ~ 2 and water has εr ~ 80 at room temperature.

Once the capacitance measurements are obtained, an image reconstruction algorithm
must be used to generate the image from the data. A sensitivity matrix is used to map the
capacitance data to the voxels (volumetric pixels) of the image. The number of voxels and
size of the image can be determined by the user. In this study, a 20 × 20 × 20 voxel image
is used. These voxels are vectorized into an 8000 × 1 vector, g. The vector, c, contains the
capacitance measurements and is 276 × 1. The sensitivity matrix, S, is therefore 276 × 8000
and contains the sensitivity or weight of each capacitance measurement to each voxel in
the image. The forward problem is, therefore,

c = Sg (3)

This problem is both ill-conditioned and ill-posed and there are many proposed
solutions. In this study, we used LBP. S is typically generated in a multi-physics simulation,
c is measured, and g is solved for through solving the inverse problem. For more details on
related topics, please see [18,19].

Our initial tests with pure oil or water alone flowing in the pipe showed reasonable
results, as indicated in the right plots in Figure 3. The pure oil is indicated in blue, whereas
the pure water is shown in red. In dispersed flow, the red color should denote a water-
continuous state while the blue or yellow color indicates an oil-continuous state. In the
experimental results, we will show the volumetric phase distribution variation with time
inside the pipe in the axial direction at the center of the pipe, and at the pipe cross-section
at different times.

2.3. Fluid Properties and Text Matrix

Tap water was used as the aqueous phase and mineral oil (Isopar V) as the oil phase.
The oil density is 810 kg/m3 and viscosity is 14.6 mPa·s at 20 ◦C and atmospheric pressure.
The interfacial tension (IFT) between the oil and tap water was measured by a Krüss
tensiometer DSA 100 using the pendant drop method. The measured IFT demonstrated a
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transient behavior and stabilized at 40 mN/m after 5 min. More data on the IFT between
Isopar V and tap water can be found in [20]. The oil density and viscosity were measured
by an Anton Paar SVM 3001 Stabinger Viscometer at various temperatures. A linear
relationship was established for density as a function of temperature, and a logarithmic
relationship was obtained for viscosity. Those equations were used for estimating the in
situ oil density and viscosity at the different temperatures experienced in the test section
during the experiments.

Table 1 lists the testing matrix of this study. Five valve openings, seven water cuts,
and two mixture velocities were studied. Each flowing condition was stabilized for at least
10 min before measurement started.

Table 1. Testing matrix.

Mixture Velocity 1,
vM

Water Cut 2, WC Valve Opening

0.2 m/s 20%, 60%, 80% 100%, 75%, 50%, 30%, 20%
0.5 m/s 60% 100%, 75%, 50%, 30%, 20%
0.2 m/s 0%, 20%, 30% 3, 40%, 60%, 80%, 100% 100%, 50%, 30%
0.5 m/s 0%, 20%, 30% 3, 40%, 60%, 80%, 100% 100%, 75%, 50%, 30%

1 Mixture velocity is the total velocity of oil and water. Mathematically, it is the total volumetric flow rate of oil
and water divided by the pipe’s cross-sectional area. 2 Water cut is defined as the volumetric fraction of water in
the injected liquid stream. Mathematically, it is the superficial water velocity (water volumetric flow rate divided
by the pipe’s cross-sectional area) divided by the mixture velocity. 3 The 30% water cut was only investigated for
certain valve openings.

3. Results

In this section, we first discuss the flow pattern generally observed in this study,
followed by two subsections that discuss the impacts of valve opening and water cuts,
respectively, on the flow pattern, volumetric phase distribution, and pressure gradient.

3.1. Flow Patterns

Figure 4 shows the flow patterns observed in the current study. The pictures on the
left were taken from the high-speed camera videos. The axial plots in the middle are the
volumetric phase distribution with time at the center of the pipe obtained from the ECVT
system, while the cross-sectional plots on the right show the volumetric phase distribution
in the pipe at different time frames also obtained from the ECVT system. The red color
represents water, and the blue is oil. The ECVT data were recorded at a frequency of
41.73 Hz.

Overall, seven major flow patterns were observed in the current study, including
stratified flow with a mixing interface (ST&MI), a free oil layer above a water-in-oil dis-
persed layer (O&W/O), a water-in-oil dispersed layer above a free water layer (W/O&W),
a water-in-oil dispersed layer above an oil-in-water dispersed layer (W/O&O/W), an
oil-in-water dispersed layer above a free water layer (O/W&W), oil-in-water dispersion
(O/W), and water-in-oil dispersion (W/O).

The ST&MI flow pattern is one of the most observed flow patterns in this study. It
mainly occurs when there are low flow rates, large valve openings, and medium water cut
conditions. O&W/O flow mainly occurs under conditions of high liquid flow or when there
are small valve openings with low water cut conditions. Occasionally, there is a sub-flow
pattern in O&W/O, in which rolling waves made of large water droplets are present above
the interface. A picture of it is shown in Figure 4. W/O&W flow normally occurs at high
water cut conditions. Under certain rare flow conditions, small oil slugs were observed
at the top part of the pipe. This type of flow pattern should be around the transition but
is classified as W/O&W considering the relatively small size of oil pockets observed in
this study. W/O&O/W, which is also referred to as dual dispersion or dual continuous
flow by some previous studies [21–26], occurs at medium water cut and high flow rate
or small valve opening conditions. O/W&W flow occurs at high water cut, small valve
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opening, or high liquid flow rate conditions. Occasionally, random W/O slugs appear
within O/W&W flow at the top port of the pipe under some flowing conditions, which is
clearly shown in the ECVT images. O/W flow occurs at small valve openings at medium
or high water cut conditions. W/O flow occurs at low water cut, small valve opening, and
high flow rate conditions. The next section discusses in detail the flow pattern transition
with different valve openings, liquid mixture velocities, and water cuts. Flow pattern maps
are presented together with the pressure gradient plots to enhance the understanding of
their correlations. It is also worth noting that the flow pattern transitions in a gradual
manner, resulting in some fluctuation or intermittency, which is shown clearly in the
ECVT images. Understanding this phenomenon aids in comprehending its impacts on the
pressure gradient, which are discussed in the next section.
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different times obtained from ECVT).

3.2. Effect of Valve Opening on Flow Pattern and Pressure Gradient

The changes in downstream flow behavior with valve openings are illustrated by a
series of experiments with a mixture velocity of 0.2 m/s at 20%, 60%, and 80% water cuts,
and a mixture velocity of 0.5 m/s at 60% water cut. As anticipated, the valve plays a critical
role in determining the oil–water flow patterns. Our experimental data also demonstrated
that the oil–water flow pattern impacts the corresponding pressure gradient dramatically.

Figure 5 shows the flow patterns at different valve openings when the input water
cut is 20%. The pictures on the left were captured by the high-speed camera. The images
in the middle demonstrate the volumetric phase distribution in the vertical direction at
the pipe center as a function of time, obtained from the ECVT system. The square images
on the right are the volumetric phase distributions at the cross-section of the pipe at three
different time frames, also obtained from the ECVT system. The percentages shown on the
left are the valve openings. As shown by Figure 5, the flow pattern for 100% to 50% valve
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openings is ST&MI based on the high-speed camera videos, with an increase in mixing
at the interface as the valve opening is reduced. Transition to O&W/O flow occurs when
the valve opening decreases to 30%. Some rolling waves made of large water droplets
were observed occasionally above the interface. They grow as the valve opening is further
reduced, indicating transitioning to W/O.
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Figure 5. Flow pattern observed from the high-speed camera (left) and variation of volumetric phase
distribution at the pipe center in the vertical direction (middle) and volumetric phase distribution at
the pipe’s cross-section at three different time frames (right). vSL = 0.2 m/s with a 20% water cut (the
percentages in the picture indicate the opening of the valve).

The corresponding pressure gradient measurement is shown as a green line in Figure 6,
with a flow pattern indicated for each testing point. For a 20% water cut, the pressure
gradient shows a little increase as the valve opening decreases from 100% to 50%, when the
flow pattern remains ST&MI. This increase could be due to the increasing mixing at the
oil and water interface that leads to a higher frictional pressure drop. As the flow pattern
transitions to O&W/O when the valve opening reduces to 30% and 20%, the pressure
gradient starts to show a noticeable increase with decreasing valve opening, which is due to
the increase in mixture viscosity in the bottom dispersed layer. For a better understanding
of the flow pattern transition, Figure 7 provides a flow pattern map using coordinates of
water cut and valve opening.

Figure 8 shows the flow pattern and the volumetric phase fraction in the axial and
cross-sectional planes for a 60% water cut at the same liquid mixture velocity (0.2 m/s). It
can be seen that the flow pattern remains ST&MI for valve openings ≤ 50%, but with more
mixing at the interface and a thicker water layer compared to that for the 20% water cut.
The flow pattern transitions to O/W&W as the valve opening is reduced to 30%. Some
small W/O slugs appear intermittently at the top part of the pipe, which is shown more
clearly in the ECVT images. We anticipate that this point could be near the transition
boundaries. The upper part of the fluid flow could generate high frictional pressure losses
due to the densely packed dispersed O/W and W/O flows [10], leading to a peak in the
pressure gradient plot shown in Figure 6 (black line). As the valve opening is reduced to
20%, the flow pattern starts to transition to O/W flow, where W/O slugs are occasionally
present at the pipe top as illustrated from the ECVT axial plot. This leads to a decrease in
the pressure drop when the valve opening is reduced from 30% to 20%.
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Figure 8. Flow pattern observed from the high-speed camera (left) and variation of volumetric phase
distribution at the pipe center in the vertical direction (middle) and volumetric phase distribution at
the pipe’s cross-section at three different time frames (right). vSL = 0.2 m/s with a 60% water cut (the
percentages in the picture indicate the opening of the valve).

A similar flow pattern transition occurs for cases with an 80% water cut as for a 60%
water cut, but with a much thicker mixing layer. Figure 9 shows the flow pattern and the
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volumetric phase fraction in the axial and cross-sectional planes for an 80% water cut at
the same liquid mixture velocity (0.2 m/s). ST&MI flow was observed for valve openings
of 100% and 75%, although the oil layer at the top of the pipe was very thin. Transition to
W/O&W starts at a valve opening of 50%, earlier than for the 60% water cut where the
transition occurred at a valve opening of around 30%. The flow pattern starts to change
to O/W flow when the valve opening is further decreased. For the 30% valve opening,
we suspect that the top layer contains intermittent W/O and O/W dispersed flows as
illustrated in the ECVT images in the axial direction. The corresponding pressure gradient
measurement is shown in Figure 6 (orange line). Similar trends were observed for 80% and
60% water cuts, i.e., the pressure gradient increases as the valve opening is reduced until
the flow becomes dispersed oil in water.
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Figure 9. Flow pattern observed from the high-speed camera (left) and variation of volumetric phase
distribution at the pipe center in the vertical direction (middle) and volumetric phase distribution at
the pipe’s cross-section at three different time frames (right). vSL = 0.2 m/s with an 80% water cut
(the percentages in the picture indicate the opening of the valve).

Another interesting observation from Figure 6 is that the valve’s impact on the pressure
gradient is more obvious for water-dominated flow than oil-dominated flow (note that
the inversion point is between a water cut of 20% to 30% for our testing fluids). In our
experiments, the valve impact is most obvious for a 60% water cut, while it is less noticeable
for a 20% water cut.

The effect of choking on flow pattern and pressure gradient was also investigated
at a higher liquid mixture velocity. Figure 10 shows the corresponding pictures from the
high-speed camera and the images from the ECVT system for a mixture velocity of 0.5 m/s.
When compared with Figure 8, one can notice that the transition from ST&MI flow to the
other flow patterns starts earlier at a valve opening of 50%, whereas this transition occurred
at a valve opening of 30% when the mixture velocity was 0.2 m/s. The elevated mixture
velocity shifts the flow pattern transition to a larger valve opening.

For the 50% valve opening, we think the flow pattern was O/W&W, but with some
small W/O pockets in the upper parts based on the ECVT axial image. The upper part
should still be dominated by O/W. The viscosity of this upper densely packed dispersed
flow could be high even though it is water-continuous, which eventually leads to the
peak in the pressure gradient plots shown in Figure 11. This is consistent with Schümann
et al. (2016)’s results, who observed similar phenomena for a liquid mixture velocity of
0.5 m/s at water cuts of 50% and 80%, and first described the top layer as a densely packed
water-continuous layer [27]. They used quick-closing valves to observe the separation of
the top layer, from which they concluded that the top layer should be oil droplets in the
water phase.
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Figure 10. Flow pattern observed from the high-speed camera (left) and variation of volumetric phase
distribution at the pipe center in the vertical direction (middle) and volumetric phase distribution at
the pipe’s cross-section at three different time frames (right). vSL = 0.5 m/s with a 60% water cut (the
percentages in the picture indicate the opening of the valve).
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Figure 11. Pressure gradient in the test section as a function of valve opening at 0.5 m/s liquid
mixture velocity and 60% water cut.

When the valve opening is reduced to 30%, the flow pattern becomes O/W, demon-
strated by both the high-speed camera videos and the ECVT images. The pressure gradient
drops abruptly as the valve opening decreases from 50% to 30%, consistent with our flow
pattern observations. However, the oil droplets are still a little bit concentrated towards the
top of the pipe due to buoyancy for the 30% valve opening, as illustrated from the ECVT
images. The flow becomes more homogeneous as the valve opening is reduced to 20%,
resulting in an even smaller pressure gradient.

3.3. Effect of Water Cut on Flow Pattern and Pressure Gradient

As indicated in the previous section, the oil–water flow pattern, volumetric phase
distribution, and pressure gradient are also closely related to the water cut. In this section,
we emphasize the water cut’s effect on the flow pattern, phase distribution, and pressure
gradient in the test section downstream of the inlet valve. The effect of the water cut is
investigated at two different mixture velocities and four different valve openings.

Figure 12 shows the flow pattern and phase distribution for different water cuts at
0.2 m/s mixture velocity and a valve opening of 100%. ST&MI was generally observed
for all water cuts from 20% to 80%. An increase in the water cut leads to a thicker mixing
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layer at the interface and a thicker free water layer as expected. The increased mixing layer
thickness could be induced by the increased superficial water velocity at a higher water
cut, which enhances the dispersion of water droplets into the upper oil layer.
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Figure 12. Flow pattern observed from the high-speed camera (left) and variation of volumetric phase
distribution at the pipe center in the vertical direction (middle) and volumetric phase distribution
at the pipe’s cross-section at three different time frames (right). vSL = 0.2 m/s with a 100% valve
opening (the percentages in the picture indicate the water cut).

The black line in Figure 13 shows the corresponding pressure drop as a function of
the water cut, with the flow pattern noted on the side. Figure 14 shows the corresponding
flow pattern map in terms of water cut on the x-axis and valve opening on the y-axis. The
pressure gradient first decreases slightly when the water cut changes from 0% to 20% due
to the addition of the free water layer that has a lower viscosity than the oil phase. Then it
increases until the water cut reaches 80%. This is mainly due to the increase in the thickness
of the mixing layer, which has a higher viscosity. Although the free water layer also grows
as the water cut increases, their negative impact on the pressure gradient is outweighed by
the positive and larger impact from the mixing layer.

The impacts of the water cut on the oil–water flow pattern are more obvious for
smaller valve openings. Figure 15 shows the flow pattern and phase distribution for a
valve opening of 50% at the same mixture velocity. The corresponding pressure gradient
measurement is shown as a green line in Figure 13. The flow pattern is ST&MI for water
cuts ≤ 60%, and transitions to W/O&W at an 80% water cut, at which the pressure gradient
reaches the maximum. Oil slugs are occasionally present at an 80% water cut, which are
captured by the high-speed video camera. The variation in pressure gradient with varying
water cuts is consistent with the flow pattern observations.
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for the same type of fluids, the pressure gradient is at its maximum at around the 30% and 
40% water cuts (red line in Figure 13). Figure 13 clearly shows that the pressure gradient 
of oil–water two-phase flow is strongly impacted by water cut and flow pattern, and the 
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Figure 15. Flow pattern observed from the high-speed camera (left) and variation of volumetric phase
distribution at the pipe center in the vertical direction (middle) and volumetric phase distribution at
the pipe’s cross-section at three different time frames (right). vSL = 0.2 m/s with a 50% valve opening
(the percentages in the picture indicate the water cut).

Figure 16 shows the fluid flow behavior for a valve opening of 30%. O&W/O was
observed under 20% water cut conditions, W/O&W for 30% and 40% water cut condi-
tions, and O/W&W for 60% and 80% water cut conditions, which is also indicated in
Figures 13 and 14. Since W/O dispersion has a higher mixture viscosity than O/W dis-
persion for the same type of fluids, the pressure gradient is at its maximum at around the
30% and 40% water cuts (red line in Figure 13). Figure 13 clearly shows that the pressure
gradient of oil–water two-phase flow is strongly impacted by water cut and flow pattern,
and the latter could be influenced significantly by pipe restrictions.

Similar behavior was observed for a higher mixture velocity of 0.5 m/s.
Figures 17 and 18 show the flow patterns and phase distributions for valve openings of
100% and 50%, respectively. The corresponding pressure gradients as functions of the
water cuts are shown in Figure 19, and the flow pattern is shown in Figure 20. It can be
noticed that the flow tends to be more mixed at the higher mixture velocity, resulting in
flow pattern transitions occurring at smaller water cuts. The relationship between the
pressure gradient and the water cut for a valve opening of 50% at 0.5 m/s is similar to
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that of a valve opening of 30% at 0.2 m/s. At 0.5 m/s, when the valve opening is 30%, the
fluid flow is dispersed flow for all water cuts, with an inversion point between the 20%
and 30% water cuts. This phenomenon is reflected in the ECVT images (Figure 21) and the
pressure gradient measurements shown in Figure 19, which show a peak at around the 30%
water cut.
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Figure 16. Flow pattern observed from the high-speed camera (left) and variation of volumetric phase
distribution at the pipe center in the vertical direction (middle) and volumetric phase distribution at
the pipe’s cross-section at three different time frames (right). vSL = 0.2 m/s with a 30% valve opening
(the percentages in the picture indicate the water cut).
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Figure 17. Flow pattern observed from the high-speed camera (left) and variation of volumetric phase
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Figure 19. Pressure gradient in the test section as a function of water cut at 0.5 m/s liquid mixture 
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Figure 18. Flow pattern observed from the high-speed camera (left) and variation of volumetric phase
distribution at the pipe center in the vertical direction (middle) and volumetric phase distribution at
the pipe’s cross-section at three different time frames (right). vSL = 0.5 m/s with a 50% valve opening
(the percentages in the picture indicate the water cut).
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on the interfacial area between different phases, which is a function of the flow pattern 
and phase distribution. Restrictions induce significant turbulence to the fluid flow, en-
hancing phase mixing and consequently affecting the interfacial area and gas hydrate for-
mation. Furthermore, accurately predicting the pressure drop in surface flow lines, which 
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Figure 20. Flow pattern map for 0.5 m/s total mixture velocity as a function of the water cut on the
x-axis and valve opening on the y-axis.
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Figure 21. Flow pattern observed from the high-speed camera (left) and variation of volumetric phase
distribution at the pipe center in the vertical direction (middle) and volumetric phase distribution at
the pipe’s cross-section at three different time frames (right). vSL = 0.5 m/s with a 30% valve opening
(the percentages in the picture indicate the water cut).

4. Discussion

Oil–water flow is widely encountered in various industries. In this study, we em-
phasized the oil–water flow pattern downstream of restrictions, and their impacts on the
pressure drop, which is a crucial factor in production system design and optimization,
flow assurance, etc. [1]. For fluids containing natural surfactants, the restriction effect
is more pronounced because these surfactants stabilize the formed droplets and prevent
their coalescence. In other words, restriction effects on multiphase flow can persist over
very long distances when natural surfactants are present. Additionally, understanding the
distribution of oil and water phases downstream of a restriction is crucial for gas hydrate
prediction and management. Besides pressure and temperature, gas hydrate formation
depends on the interfacial area between different phases, which is a function of the flow
pattern and phase distribution. Restrictions induce significant turbulence to the fluid flow,
enhancing phase mixing and consequently affecting the interfacial area and gas hydrate
formation. Furthermore, accurately predicting the pressure drop in surface flow lines,
which involve numerous flowline components and chokes, is crucial for flow allocation
assessment using hydraulic models. For the first time, this study provides a systematic
study of the effects of restrictions on oil–water flow patterns, volumetric phase distribution
in the axial and cross-sectional directions, and the pressure gradient.

We employed two visualization methods, a high-speed camera and an ECVT system,
to better understand the behavior of oil–water fluid flow. The high-speed camera videos
were recorded on the side of the horizontal pipe, which provided limited information on
the fluid flow behavior within the pipe. By combining these videos with the ECVT system,
we have a better understanding of the phase distributions, especially the continuous
phase in dispersed flows such as O/W&W, W/O&W, O/W, and W/O. However, ECVT
also has some limitations. It has low accuracy at the phase interface near the pipe wall;
low detectability of large water droplets in the oil phase, such as the ones in ST&MI
and W/O&W flows; and low detectability of the oil phase volumetric fraction in water-
continuous dispersed flow. Therefore, we recommend using both a high-speed camera and
the ECVT system for a better understanding of the flow behavior for future studies.
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Although the hydraulic modeling work on oil–water flow has been ongoing for
decades, the restriction effects are still not well-captured. Our next goal is to develop
a mechanistic model for oil–water flow in horizontal pipes that considers the effects of
restriction, water cut, and flow rate on the pressure gradient.

5. Conclusions

An experimental study was conducted in this study to investigate the oil–water flow
behavior downstream of restrictions in a horizontal pipe, and their impact on the pressure
gradient. We employed two visualization methods to study the flow patterns, a high-speed
camera that visualizes the flow pattern from the side and an Electrical Capacitance Volume
Tomography (ECVT) system that sheds light on the volumetric phase distribution within
the pipe.

Seven oil–water flow patterns were observed in this study, namely stratified flow with
a mixing interface (ST&MI), a free oil layer with a dispersed water-in-oil layer (O&W/O), a
dispersed water-in-oil layer with a free water layer (W/O&W), a dispersed water-in-oil
layer with a dispersed oil-in-water layer (W/O&O/W), a dispersed oil-in-water layer with
a free water layer (O/W&W), dispersed water-in-oil (W/O), and dispersed oil-in-water
(O/W).

The experimental results have demonstrated a strong relationship between the oil–
water flow pattern and the pressure gradient, while the oil–water flow pattern is signifi-
cantly influenced by the flowing conditions and the valve openings. The impacts of water
cuts on the oil–water flow pattern are more obvious for smaller valve openings. For large
valve openings, the oil and water phases tend to be more separated and the flow pattern
tends to be ST&MI at medium water cuts or low mixture velocities, and the droplets are
generally large. This results in a moderate variation in the pressure gradient as a function
of water cut. However, it becomes more complex as the valve opening decreases. The
pressure gradient generally reaches the maximum when W/O&O/W flow occurs. On
the other hand, the pressure gradient increases with decreasing valve openings until the
flow pattern becomes O/W flow. The impact of the valve on the pressure gradient is more
pronounced in water-dominated flow when the water cut is above the inversion point,
while it seems to be most obvious for medium water cut conditions.
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Appendix A

Table A1 in this appendix summarizes the previous experimental studies of oil–water
flows downstream of restrictions.
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Table A1. Experimental studies of oil–water flows downstream of restrictions.

Authors Restriction
Type

ID
(mm)

Θ *
(◦)

Flow Rate
Range (m/s) Fluids Properties Measurements

van der
Zande et al.
(1999) [7]

Orifice 4.5,
15.25 - 0.5–5.5

n-heptane, Vitrea
9, 46, 68;

tap water and
demineralized

water

µo = 0.4–410 cP;
ρo = 684–882 kg/m3 Drop breakup

Malot et al.
(2003) [8] Orifice 4.8 90 0.46–0.92 crude oil;

brine
µo = 10.6 cP;

ρo = 847 kg/m3
Drop breakup,

droplet size

Dalmazzone
et al.

(2005) [2]
Orifice 30 90 0.007 Heptane; tap

water
µo = 0.45 cP;

ρo = 684 kg/m3
Drop breakup,

droplet size

Fossen et al.
(2006) [3] Needle valve 6.35 0 0.263 Exxsol D60; 3.5

wt.% NaCl ρo = 780 kg/m3 droplet size

Schümann
et al.

(2016) [10]
Static mixer 100 0 0.5–1

Primol 352 +
Exxsol D80; tap

water

µo = 35–120 cP;
ρo = 853–866 kg/m3

Flow pattern,
phase

distribution,
pressure drop,

droplet size

Fossen and
Schümann
(2017) [4]

Butterfly
valve 100 0 0.18–0.71

Primol 352 +
Exxsol D60; tap
water + NaOH

µo = 4 cP;
ρo = 800 kg/m3 Droplet size

Paolinelli
and Yao

(2018) [5]
Globe valve 100 0 1.1–1.6 Isopar V; 0.1

wt.% NaCl
µo = 9 cP;

ρo = 810 kg/m3 Droplet size

Shmueli et al.
(2019) [9] Ball valve 69 0 0.5–2 Exxsol D80; tap

water
µo = 1.8 cP;

ρo = 803 kg/m3

Flow pattern,
water

distribution,
pressure drop

Silva et al.
(2019) [28] Gate valve 12.7 - 4.52–4.49 Mineral oil; tap

water
µo = 12, 26 cP;

ρo = 865.6 kg/m3 Droplet size

Skjefstad
et al.

(2020) [29]
Ball valve 67.8 0 1.38–2.31 Exxsol D60; 3.2

wt.% NaCl
µo = 1.6 cP;

ρo = 795.74 kg/m3
Separation

performance

* Inclination angle from horizontal, 90◦ is upward vertical, 0◦ is horizontal, - is not available.
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Abstract: This study aims to experimentally investigate the effects of parallel blade–vortex interaction
(BVI) on the aerodynamic performances of an airfoil, in particular as a possible cause of blade stall,
since similar effects have been observed in literature in the case of perpendicular BVI. A wind tunnel
test campaign was conducted reproducing parallel BVI on a NACA 23012 blade model at a Reynolds
number of 300,000. The vortex was generated by impulsively pitching a second airfoil model, placed
upstream. Measurements of the aerodynamic loads acting on the blade were performed by means
of unsteady Kulite pressure transducers, while particle image velocimetry (PIV) techniques were
employed to study the flow field over the blade model. After a first phase of vortex characterisation,
different test cases were investigated with the blade model both kept fixed at different incidences
and oscillating sinusoidally in pitch, with the latter case, a novelty in available research on parallel
BVI, representing the pitching motion of a helicopter main rotor blade. The results show that parallel
BVI produces a thickening of the boundary layer and can induce local flow separation at incidences
close to the stall condition of the airfoil. The aerodynamic loads, both lift and drag, suffer important
impulsive variations, in agreement with literature on BVI, the effects of which are extended in time.
In the case of the oscillating airfoil, BVI introduces hysteresis cycles in the loads, which are generally
reduced. In conclusion, parallel BVI can have a detrimental impact on the aerodynamic performances
of the blade and even cause flow separation, which, while not being as catastrophic as in the case of
dynamic stall, has relatively long-lasting effects.

Keywords: blade–vortex interaction; BVI; fluid–structure interaction; rotorcraft; wind tunnel; PIV;
oscillating airfoil

1. Introduction

Blade–vortex interaction (BVI), which can broadly be defined as the interaction be-
tween a rotor blade and a coherent vortical structure, is an unsteady phenomenon charac-
teristic of the complex aerodynamic environment of rotary-wing aircraft [1]. While many
of the early works regarded helicopter flight—and in particular, powered descent with
the main rotor essentially passing through its own wake—as the main example of BVI
occurrence, nowadays, the range of interest has greatly increased given the wide variety of
vehicle configurations featuring multiple rotors, from tilt-rotors to compound helicopters,
drones, micro aerial vehicles (MAVs), and multi-copter configurations typical of electric
vertical take-off and landing (eVTOL) machines. Part of this interest in BVI has classically
been associated with its relevance concerning noise production [2,3] (e.g., blade slap sound),
but in the literature, the effect of the interaction on the blade aerodynamic loads, in terms
of unsteady impulsive variations, often very significant, has always been recognised [4].

Typically, different typologies of BVI are identified based on the relative orientation
between the impacting vortex and the blade, resulting in three main categories: parallel
BVI, perpendicular BVI, and normal (i.e., out-of-plane) BVI, each with its own peculiar
behaviour. An overview of the associated phenomena can be found in [5]. Naturally, in a
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real-case rotor environment, any interaction will generally be a combination of the three;
nonetheless, this subdivision is useful for a more fundamental study of the behaviour
of BVI.

In recent times, particular attention has been brought to the topic of perpendicular
BVI, as several studies, both experimental and numerical [6–9], on oscillating blades
reported that an interaction of this kind can be the triggering source of dynamic stall of
the blade, with a significant detrimental effect on the performances of the airfoil. On the
other hand, the research on parallel BVI has mostly been limited to static airfoil models,
and highlighted issues with flow separation only in the case of an airfoil at a very high
incidence [10–13]; studies of vortex interaction with oscillating bodies have been focused
on leading edge impingement or on the behaviour of periodic vortex patterns [5], rather
than on the loads generated.

In the last few years, moreover, research in parallel BVI has been performed also out-
side of the field of rotary-wing aerodynamics, for example, investigating the improvement
effect of streamwise vortices on airfoil efficiency [14] or, concerning parallel BVI, studying
the interaction of an airfoil or wing with a vortical gust. In the latter case, the literature
includes high-fidelity CFD simulations [15,16] and wind tunnel experiments [17,18], albeit
at low Reynolds number, and reports on the impulsive changes in the aerodynamic loads
during BVI. In particular, the work by [15] studied the viscous effects associated with the
vortex–airfoil interaction, showing boundary layer instability and separation.

The aim of the present study is to assess the behaviour of parallel BVI in terms of the
influence on the airfoil aerodynamic performances, with a particular focus on macroscopic
features of flow separation and stall, to investigate whether effects similar to those observed
for perpendicular BVI can occur. By considering a static airfoil at different incidences,
the dependence on the blade loading of the BVI effects can be characterised. Finally,
the interaction is also tested on a periodically oscillating blade, the study of which extends
the literature on the topic of parallel BVI and is of key importance to the application to
helicopter aerodynamics.

For these purposes, an experimental test rig was developed for the generation of a
suitable vortex and the following study of its interaction with an airfoil model, and an
extensive wind tunnel test campaign was conducted including both unsteady pressure
measurements to evaluate the loads on the blade and two-dimensional, two-component
particle image velocimetry (2D-2C PIV) techniques to investigate the flow field resulting
from the interaction. For the vortex generation, the strategy of having an impulsively
pitched upstream airfoil was employed, which is common in the literature on parallel
BVI [19–21]: the generated vortex is essentially the starting vortex which is released at the
trailing edge of the airfoil as a consequence of this sharp motion, resulting from the rolling
up of the wake; the vortex is then convected downstream by the wind tunnel flow.

This relatively simple, two-dimensional, test case was chosen to focus on the funda-
mental behaviour of the vortex–airfoil interaction; taking into account the limitations of
the available literature to the interaction with low-incidence airfoils, for the present work,
relatively high-load conditions were chosen, which could be representative of those en-
countered by a helicopter rotor retreating blade, particularly susceptible to stall behaviour.

In the following, the experimental setup will be described together with the data
analysis and reduction techniques; then, the results of the campaign will be presented and
discussed. For the sake of brevity, throughout the text, the generic term “vortex” will be
used in place of the appropriated scientific term “vortical structure”, when referring to the
main structure generated to produce the interaction.

2. Materials and Methods

The tests were conducted in the “S. De Ponte” subsonic wind tunnel at Politecnico di
Milano, a closed-loop wind tunnel with a 1 by 1.6 m test chamber, a maximum speed of
55 m/s, and a maximum turbulence level of 0.1%.
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As previously mentioned, the setup consisted of two airfoil models in a tandem
configuration, with one (the vortex generator) placed upstream of the other (the blade
model) in the wind tunnel test chamber, as shown in Figure 1.

(a) (b)
Figure 1. Schematic view (a) and picture (b) of the test rig assembly in the wind tunnel; in the latter,
the blade model is visible in the foreground, while the vortex generator is in the background.

The blade model is a pre-existing aluminum machined assembly composed of two
lateral sections and a narrower middle section, attached to an internal metallic frame of
four airfoil ribs connected by three wing boxes. Two different middle sections can be
interchanged: a plain one, and one with a series of holes spanning the section chord,
on both the upper and lower surfaces, to be used as taps for pressure measurements. The
model chord is c = 0.3 with a uniform span-wise distribution, while the span is b = 0.9.
The NACA 23012 airfoil section was used, as is typical of helicopter blades. Tubular shafts,
connected to the ribs at each extremity in correspondence of the quarter-chord axis, allow
the model to be mounted on self-aligning bearings and pivoted around that axis. More
details on the blade model characteristics, including locations of the pressure taps and
structural analysis, are available in [22].

The blade model is placed horizontally in the wind tunnel test section by means of an
external supporting structure of aluminum profiles. In order to control the rotation of the
model around the pitch axis, a Parker SME115 brushless electrical motor (Parker Hannifin
Corp., Cleveland, OH, USA) is connected to one of the shafts through a double-cardanic
steel laminae coupling, to account for angular and axial displacements, and through a
12:1 planetary gear. The control of the pitching motion was exploited to easily set the
geometrical incidence of the model during the static interaction study, and then employed
to realise the oscillating motion of the model.

The vortex generator model is composed of a steel spar, with a square section of 3
side, around which a carbon fibre skin was laminated. To allow for the presence of the
spar, a custom airfoil section shape was employed, joining the leading edge portion of
a NACA 0018 to the trailing edge section of a NACA 0016, with the spar in the quarter-
chord position. A styrofoam filler was shaped accordingly and used as a reference for
the lamination process. The resulting model has a chord cg = 0.2 and a span bg = 0.9.
An assembly of tubular shafts, bearings, laminae coupling, and supporting structure,
similar to that used for the blade model, allows one to mount the vortex generator in the
wind tunnel test section, 1.2 upstream of the blade model quarter-chord axis; the vertical
position was manually adjustable by sliding the support braces along vertical struts. The
vortex generator is attached on one end to a Parker SME170 brushless electrical motor
(Parker Hannifin Corp., Cleveland, OH, USA), with a nominal torque of 35 Nm and a peak
torque of 100 Nm, which is used to control its pitching motion.

A programmable logic controller (PLC), commanded via a LabView (v. 2018) graphical
interface, is used to control both motors. To measure their angular position, the signal
from the internal Heidenhain SinCos EnDat absolute encoders (Dr. Johannes Heidenhain
GmbH, Traunreut, Germany), with an accuracy of ±400′′, is acquired; any mechanical
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backlash or model deformation is neglected in the following study. The initial angular
positioning in pitch with respect to the wind tunnel centreline was measured by a digital
inclinometer, with an accuracy of 0.01◦. The motion of the vortex generator was of funda-
mental importance: in order for a single, well-defined, concentrated vortex to be released,
the pitching motion has to be fast compared to a time scale relative to the free-stream
velocity and the generator chord; in particular, the rotation should be completed in a time
interval smaller than cg/V∞ [20]. This relation poses an upper limit to the free-stream
velocity, and therefore to the flow Reynolds number, depending on the speed achievable
by the motion system. The amplitude of the rotation was chosen to be of ∆αg = 10◦

and a trial-and-error procedure was conducted to fine-tune the parameters of the motor
drive internal PID controller and obtain the fastest possible motion without overshoot or
oscillations; the result was a time interval to complete the motion of ∆t = 11. Based on
this result, a wind tunnel free-stream velocity of V∞ = 15 was selected, in compliance with
the aforementioned constraint, corresponding to a Reynolds number of Re = (cV∞)/ν =
300,000, relative to the airfoil chord; this value of the Reynolds number is in the range of
the ones found in the literature for similar studies [19,20].

The pitching motion of the generator was realised by feeding the PLC a sawtooth-like
input signal, with a comparatively slow ramp to set the airfoil at the incidence of αg = 0◦

followed by an impulsive rotation to αg = 10◦, which causes the release of the vortex.
These values were chosen in order to have a high value of lift, and thus circulation, of the
vortex generator and to have a counter-clockwise vortex. Both before and after the ramp,
i.e., before and after the vortex interaction, a waiting period is added to allow the flow to
reach steady conditions. The final input signal has a total period of 2. More details on the
mechanism of vortex generation can be found in [23].

The same motion of the generator was employed also for the tests with the oscillating
blade model, while the latter was pitched according to a sine wave with amplitude 10◦

given by the law α = α0 + 10◦ sin 2π f t, where α0 is the starting airfoil incidence and f is
the frequency of the motion; for the former, different values were chosen, ranging from 5◦

to 7◦, to study the differences in BVI as the blade incidence increases, while the latter was
chosen as to achieve a reduced frequency k = π f c/V∞ = 0.1, resulting in a motion with a
period of 0.628s. These values are typical of “light” dynamic stall tests. The motion of the
generator was adjusted in order to have a vortex interaction every three periods of the blade
model, i.e., every 1.884, while keeping the duration of the impulsive pitching equal to that
of the previous static tests so that the two kinds of interactions could be compared. This
condition is different from that experienced by a rotor blade in a real-case scenario, where
the BVI would occur at each cycle, assuming periodic conditions, but the results showed
that the effects of the interaction exhaust themselves well before a full cycle, which leads to
the hypothesis that the BVI behaviour would be closely similar in the two cases. Finally,
the commanded time histories of the motion of the two models were shifted with respect
to each other in order to have the interaction happening at two different positions during
the airfoil oscillation, both in the descending portion, one right after the peak incidence is
reached (“high incidence interaction”, HII) and one when the airfoil is at an incidence 5◦

lower than the peak one, approximately (“low incidence interaction” LII); the relative time
shift between the HII and LII oscillation time histories is of 30.

Concerning the vortex generator, particular care is needed in taking into account
its presence in the wind tunnel in order to correctly interpret the actual test conditions
and the subsequent results. As previously mentioned, after the vortex release, the vortex
generator is at an incidence of αg = 10◦; therefore, its induction on the blade model has to
be included in the reference condition (“baseline”) against which to evaluate the effects
of the interaction; on the other hand, the conditions before the vortex generation will be
different from the baseline: in fact, the process of vortex generation can be interpreted by
substituting the generator model with the vortex itself, held fixed in the same position,
and then allowed to be convected by the free-stream flow.
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2.1. PIV Measurements

The PIV setup is composed of a dual Nd-YAG Evergreen laser (LUMIBIRD SA, Lan-
nion, France), with an energy of 200 per pulse, and two ILA sCMOS cameras (ILA_5150
GmbH, Aachen, Germany), with a resolution of 2560 × 2160 pixel. The laser was placed
below the floor of the wind tunnel test section, in which a mid-span optic window allowed
the light to illuminate the flow; because of this positioning, the blade model was installed
with the suction side facing the floor when α = 0◦. Oil droplets, with diameter in the
range of [range-units = single, range-phrase = –]12, generated by a Laskin-nozzle particle
generator, were employed as tracer particles. An ILA synchroniser (ILA_5150 GmbH,
Aachen, Germany) was used to control the acquisition timing, managing the laser and
the cameras; an Hall-effect sensor was mounted on one of the vortex generator support
shafts, and its signal, corresponding to αg = 0◦, was used as a trigger. The PIV images
were processed with a multi-pass method over a 32 × 32 pixel grid, with no previous filter-
ing but with outlier detection and interpolation, and finally phase-averaged; the PIVTEC
PIVview2C [24] software (v. 3.9) was used for the task. Considering a 0.2 px sub-pixel
interpolation accuracy [25], the error on the velocity field can be estimated to be below 2%
of the free-stream velocity.

A first phase of PIV measurement was conducted in order to characterise the generated
vortex velocity profile; for this phase, the blade model was not installed in the wind tunnel.

Secondly, the blade model was inserted, and its vertical position was adjusted in such
a way that the vortex would impinge approximately at the leading edge of the airfoil,
with an upward trajectory going over the suction side. This procedure was executed for a
geometrical incidence of the blade model of 14◦ and was not repeated for different angles
as it was seen that the change in position due to the rotation was offset by the change in
circulation around the airfoil, resulting in a similar vortex relative trajectory over a range of
incidences 10◦–16◦.

For the study of the interaction, PIV measurements were taken at different time
instants by adding a time delay to the triggering signal; a range of times starting from the
vortex approaching the blade model leading edge and up to the vortex having travelled
downstream of the trailing edge was considered. Measurements with no vortex interaction
were also performed, with the vortex generator fixed at αg = 0◦ and 10◦; in those cases,
the acquisition sequence was manually triggered.

2.2. Pressure Measurements

For the pressure measurement phase, the mid-span section of the blade model was
swapped with the appropriate one, instrumented with 21 pressure taps distributed chord-
wise in the middle of the section; details on the positions of the taps can be found in [22].
The taps were fitted with nylon pipes in which Kulite XCS-093-2D (Kulite Semiconductor
Products, Inc., Leonia, NJ, USA) unsteady pressure transducers were inserted, with sealing
rubber O-rings; the combined non-linearity, hysteresis, and repeatability error is indicated
to be typically within 0.1% of the full scale output. The signals from the transducers
were acquired by a NI cDAQ-9172 with NI 9237 bridge modules (National Instruments
Corporation, Austin, TX, USA) at a sampling rate of 10; simultaneously, the angular
positions of the vortex generator and of the blade model were acquired by a NI 9215
module (National Instruments Corporation, Austin, TX, USA) on the same cDAQ. It is to be
noticed that during the test campaign, five transducers suffered a failure, which therefore
reduced the number of available data points.

The pressure measurements during the vortex interaction study were acquired for 20,
starting from the same trigger signal used for the PIV acquisition. Given the periodicity of
the motion, 10 cycles were included in this period; each acquisition was repeated 10 times,
for a total of 100 cycles of vortex generation and interaction acquired for each test condition;
the time histories were finally phase-averaged, and a moving average filter with a ten-point
kernel was applied to reduce noise. Measurements with no vortex interaction were also
acquired at different incidences in order to characterise the airfoil polar, with the vortex
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generator fixed at αg = 0◦ and 10◦; in those cases, the acquisition sequence was manually
triggered and the data were time-averaged and filtered to obtain the steady values.

The data from the pressure measurements were postprocessed by a custom Python
(v. 3.10) script, performing the computation of the pressure coefficient and the integration
to obtain the lift and drag acting on the blade model; in particular, the airfoil section
was divided into straight panels, over which the pressure was obtained from the values
measured at the taps through linear interpolation based on the curvilinear abscissa. The lift
Cl and drag Cd coefficients were then computed as

Cl =
L

1
2

ρV2
∞c

Cd =
D

1
2

ρV2
∞c

, (1)

where L and D are, respectively, the lift and drag per unit span obtained by the integration
of the pressure data and ρ is the air density. Finally, the two-dimensional boundary
corrections from [26] were applied to the data, in particular concerning wake blockage and
solid blockage, especially relevant for the higher incidences tested. It is to be noticed that
no attempt was made to extend these corrections to the trajectory of the vortex itself, that
is, to determine the influence of the test being conducted in the wind tunnel rather than in
free air on the convection and evolution of the vortex.

In the case of the unsteady measurements during vortex interaction, the processing
method was applied to the time history of the pressure distribution, obtaining the cor-
responding time histories of the aerodynamic coefficients. The same corrective factors
computed for the stationary case were used for the whole time history.

The same procedure was also applied to the analysis of the data recorded from the
interaction on the oscillating airfoil; in this case, however, no corrective factors were applied.
Measurements were taken of the oscillating airfoil with no vortex interaction to serve as
the baseline reference.

3. Results and Discussion

In the analysis of the following results, a reference frame placed at the quarter-chord
point of the blade model and aligned with the free-stream velocity is employed, as shown
in Figure 2.

Figure 2. Schematics of the setup and reference frame employed. The vortex generator is on the left,
and the blade model on the right.

The non-dimensional time τ = tV∞/c is also introduced, where t is the time in seconds
and t = 0 is chosen as the instant at which the impulsive motion of the vortex generator
ends. One time unit, therefore, corresponds to the time it takes for the vortex, assumed to
be convected by the free-stream velocity, to travel over the blade model chord.

3.1. Vortex Characterisation

The averaged PIV measurements of the isolated vortex (Figure 3) show that the vortex
core, defined as the flow region delimited by the local extrema in the velocity profile,
presents a circular shape, with a radius of rcore/c = 0.0328. The circulation, computed
by integrating along the core perimeter, is Γ/(cV∞) = 0.066, corresponding to a vortex
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Reynolds number ReΓ = Γ/ν = Γ/(cV∞)Re = 19,800. By comparing with literature data
from experiments on tip vortices released by helicopter rotor models [27], the size of the
present vortex fits very well in the typical range for tip vortices, while its core circulation is
consistent with newly released vortices. Concerning the vortex Reynolds number, which is
related to turbulent diffusion and vortex growth rate [28], the present value falls within
the range of measurements for model-scale rotors [29]. The induced tangential velocity uθ

profile is also reported in Figure 3 and compared to a Vatistas model [30]:

uθ =
r

(1 + r2n)
1/n , (2)

where r is the distance from the vortex centre, normalised to have a core size of r = 1; it
can be seen that a close fit to the experimental data is obtained by setting n = 1.

To characterise the dispersion associated with vortex meandering and the repeatability
of the generation process, a statistics analysis over all the PIV image couples was performed
by considering each couple separately and identifying the vortex centre position through
the λ2 criterion [31]: the results showed that the data from the averaged PIV measurements
overestimate the vortex size by less than 1%, with respect to the size determined by
statistical analysis on the separate image couples. Therefore, no specific procedure was
adopted to align the position of the vortex across all the images prior to the averaging
process; such a procedure, moreover, would not have been applicable to the following
measurements with the blade model.

In conclusion, the vortex generation process was deemed suitable for the parallel
BVI study, being able to reliably produce an isolated, coherent vortex with adequate size
and strength.
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Figure 3. Vorticity contour (a) and tangential velocity uθ profile (b) for the averaged vortex,
from PIV measurements.

3.2. Airfoil Polar

The aerodynamic coefficients computed from the pressure measurements on the
stationary airfoil (Figure 4), considering the case with αg = 0◦, show a behaviour of
the lift curve that is consistent with the literature work on NACA 23012 at a similarly
low Reynolds number [32–34]. In particular, the maximum lift coefficient has a value of
1.163, which is found in correspondence of α = 14.6◦. It is to be noticed that no evident
laminar separation bubble, which is a common feature in airfoils of this type, was visible
from the experimental data; while this might be ascribed to the relatively low number of
pressure taps in the relevant portion of the airfoil, it could also hint to three-dimensional
flow behaviour influencing boundary layer transition and separation. Wind tunnel data
from [35] also show a limited presence, if any, of a laminar separation bubble, which could
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confirm a sensibility of the phenomenon to experimental conditions. The lift curve in the
condition with αg = 10◦, i.e., the baseline condition, shows a less abrupt stall behaviour
with a slightly lower maximum lift coefficient of 1.133 for α = 15.6◦; this increase in the
stall geometric incidence is expected due to the effect of the upstream vortex generator,
which decreases the effective incidence of the blade model by about 1◦. During the tests,
a hysteresis of the stall behaviour was observed. It should be noticed that the reported drag
values include only pressure drag, being obtained from the pressure measurements.
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Figure 4. Lift (a) and drag (b) coefficients from integration of pressure measurements for the baseline
condition αg = 10◦ and for αg = 0◦.

3.3. Vortex Interaction—Static Airfoil

The measurements of the interaction between the vortex and the blade model show the
vortex approaching with a trajectory impinging on the leading edge of the airfoil, and then
moving towards the suction side and along it. During the interaction, the vortex remains
coherent, with a core region which is clearly identifiable, although distorted into a more
oval shape; the dimensions of the core also increase slightly.

In Figure 5 the sequence of the interaction with the airfoil at incidence α = 14◦

shows how the main effect of the vortex passage is a very noticeable thickening of the
boundary layer along the suction side of the airfoil, as indicated by the vorticity contours.
At first, the thickening is more severe at the chord-wise positions corresponding to and
immediately downstream of the vortex position, while it reduces drastically immediately
upstream: this behaviour is expected given the counter-clockwise rotation of the vortex,
as the induced velocity field tends to displace the flow away from the airfoil surface ahead
of the vortex, and towards the surface behind it. Once at approximately the mid-chord
position, the upstream edge of the increased thickness region appears to lag behind the
vortex, while its downstream edge continues to correspond to the vortex position: this
results in the widening of the region and, at later times, in the formation of two almost
separate “bubbles” of increased vorticity; in this region, moreover, the vorticity has opposite
sign to that of the airfoil and is comparable in magnitude. As the vortex gets closer to
the trailing edge, a portion of recirculating flow can be identified as associated with the
vorticity bubble. This viscous behaviour is consistent with the observations by [36] and
the analysis of [37,38], concerning the vortex interaction with a wall: these authors report
the formation of a similar vorticity bubble and indicate its cause in the adverse pressure
gradient produced by the presence of the vortex, which induces a suction peak beneath
the core. The fact that no “eruption” of this bubble can be seen may be attributed to the
different flow conditions of the present case, with an airfoil at incidence, with respect to a
plane wall.

Similarities can also be found with the results of the LES computations of [15], which
report thickening of the boundary layer, with laminar separation and the formation of a
counter-rotating vortical disturbance. While detailed comparisons are difficult to make,
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given the lower incidence of the airfoil and the much larger interacting vortex that they used
in the work, the mechanism of flow separation presently observed is likely to be similar.
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Figure 5. Vorticity contours from PIV measurements of the flow field during the vortex interaction
with the static airfoil at 14◦ and comparison with baseline: (a) baseline, (b) τ = 3.65, (c) τ = 3.75,
(d) τ = 3.85, (e) τ = 3.95, (f) τ = 4.05, (g) τ = 4.15, (h) τ = 4.25.
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The description just presented can be applied to the behaviour of the interaction with
the airfoil at α = 15◦, as shown in Figure 6, with the main differences being that in the latter
case, the thickness increase does not reduce downstream, thus not forming a bubble as
definite as in the former case; and that recirculating flow regions are clearly visible, starting
from earlier interaction times. In particular, the boundary layer is more severely displaced
and the separated region extends from around 50% of the chord, persisting well after the
vortex has passed the trailing edge of the blade. This behaviour could be expected given
that the incidence is closer to the stall condition and the boundary layer would be more
prone to separating under disturbances. While the appearance of separated flow regions,
both for α = 14◦ and α = 15◦, could be explained in terms of the essentially inviscid effect
of the vortex induced velocity increasing the effective incidence of the airfoil, viscous effects
also play a significant role, as shown by the vorticity distribution in the boundary layer
being heavily influenced by the passage of the vortex, with the appearance of secondary
structures and their subsequent evolution.

−0.2 0 0.2 0.4 0.6 0.8

−0.2

0

0.2

0.4

x/c

y
/c

α = 15◦, baseline

−30

−20

−10

0

10

20

30

ωzc

V∞

(a)

−0.2 0 0.2 0.4 0.6 0.8

−0.2

0

0.2

0.4

x/c

y
/c

α = 15◦, τ = 3.65

−30

−20

−10

0

10

20

30

ωzc

V∞

(b)

−0.2 0 0.2 0.4 0.6 0.8

−0.2

0

0.2

0.4

x/c

y
/c

α = 15◦, τ = 3.75

−30

−20

−10

0

10

20

30

ωzc

V∞

(c)

−0.2 0 0.2 0.4 0.6 0.8

−0.2

0

0.2

0.4

x/c

y
/c

α = 15◦, τ = 3.85

−30

−20

−10

0

10

20

30

ωzc

V∞

(d)

−0.2 0 0.2 0.4 0.6 0.8

−0.2

0

0.2

0.4

x/c

y
/c

α = 15◦, τ = 3.95

−30

−20

−10

0

10

20

30

ωzc

V∞

(e)

−0.2 0 0.2 0.4 0.6 0.8

−0.2

0

0.2

0.4

x/c

y
/c

α = 15◦, τ = 4.05

−30

−20

−10

0

10

20

30

ωzc

V∞

(f)

Figure 6. Cont.
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Figure 6. Vorticity contours from PIV measurements of the flow field during the vortex interaction
with the static airfoil at 15◦ and comparison with baseline: (a) baseline, (b) τ = 3.65, (c) τ = 3.75,
(d) τ = 3.85, (e) τ = 3.95, (f) τ = 4.05, (g) τ = 4.15, (h) τ = 4.25, (i) τ = 4.35, (j) τ = 4.85.

The measurements of the interaction in the case with the airfoil at α = 10◦, presented
in Figure 7, show that the above reasoning can still be applied, but the effect of the vortex
is much reduced, with the vorticity bubble being smaller and more localised, and no
separation of the flow being evident.

From the PIV measurements, therefore, it can be concluded that the interaction pro-
duces a thickening of the airfoil boundary layer, with the development of a vorticity bubble;
this effect is local, limited to a region which moves downstream approximately following
the vortex chordwise position. The magnitude of this effect, both in terms of the increase
in thickness and the size of the affected region, is greater for the higher incidences of the
airfoil, particularly for those close to the stall condition. The transiency of the observed
phenomenon—that is, the fact that upstream of the vortex, the flow field tends to return to
the undisturbed conditions—is to be expected by the nature of the interaction, as explained
above. In conclusion, trailing-edge stall-like separation is observed as a result of the par-
allel blade–vortex interaction for high incidences of the airfoil, close to the maximum lift
conditions. This is consistent with the interpretation of the effect of the vortex as inducing
an increase in incidence, given also the comparatively smooth stall behaviour observed
from the airfoil polar. This reasoning, however, is too simplistic since the behaviour cannot
be reduced to a mere variation of incidence in unperturbed conditions, but the unsteadiness
of the phenomenon must be taken into account. By projecting the results shown here,
moreover, it could be argued that a vortex of higher circulation could disrupt more severely
the boundary layer downstream of it in such a way that even the restoring influence of
the upstream induced velocity is not able to reattach the flow, which would produce a
separated condition all over the airfoil chord. This hypothesis could not be tested with
the present test rig, as the strength of the vortex is limited by the pitching motion of the
vortex generator.
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Other works in the literature [10,11,13] presented flow separation as a result of parallel
BVI, also in the case of highly loaded airfoil only, already close to the stall conditions.
The behaviour of the interaction in those cases, however, differed from the present as it
triggered a separation bubble in the leading edge region, which then propagated down-
stream. This difference could be explained by the overall blade model behaviour, which,
as already mentioned, did not feature a definite laminar separation bubble, suggesting a
more turbulent flow; three-dimensional effects could also modify the flow conditions.
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Figure 7. Vorticity contours from PIV measurements of the flow field during the vortex interaction
with the static airfoil at 10◦ and comparison with baseline: (a) baseline, (b) τ = 3.55, (c) τ = 3.75,
(d) τ = 3.95, (e) τ = 4.25.

More insight on the effects of the interaction can be gained from the time histories of
the aerodynamic coefficient computed from the pressure measurements. To better show
this, the variation ∆Cl in the lift coefficient is introduced as

∆Cl =
Cl − Cl

Cl
, (3)
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where Cl is the lift coefficient in the baseline condition; the same reasoning leads to the
definition of the variation in the drag coefficient ∆Cd. Of course, the above definitions are
meaningful only where Cl � 0 (and similarly for the Cd), which is always the case in the
proximity of the maximum vortex interaction, as shown below.

Concerning the lift coefficient Cl during the blade–vortex interaction, as seen in
Figure 8 and from Table 1, a substantial impulsive increase is evident for all the inci-
dences. This effect is consistent with the behaviour of BVI as described in the literature,
and it is usually explained in terms of the induced upwash of the approaching vortex, fol-
lowed by a corresponding downwash effect, as already mentioned above. Comparison with
the PIV measurements shows that the peak in the lift coefficient is found in correspondence
with the vortex reaching the leading edge portion of the airfoil, which is also in accord with
the findings of similar works [10,20]. The time τpeak of the peak occurrence is also very
similar for all three incidences, with the slight differences accounting for the variations in
position of the airfoil and in induced flow. The lift increase is inversely proportional to
the blade incidence, with the highest variation being +38% for α = 10◦. This effect can be
expected as the vortex strength is the same for all three cases, while the magnitude of the
induced velocity field of the airfoil increases with its incidence, so that the influence of the
vortex, in terms of its induced velocity, is proportionally smaller.

Immediately after the peak, the lift falls briskly to values below the baseline: it can
be noticed that this difference with respect to the baseline is greater for α = 15◦, which
reaches ∆Cl = −14.2%, while it is similar, although smaller in magnitude, for the two other
cases. This trend, which contrasts with the interpretation given above for the lift peak, can
be explained by the occurrence of flow separation as observed from the PIV measurements,
which differentiates the behaviour at the highest incidence.

The return to the baseline Cl values, for all cases, is noticeably slower than the sharp
peak, taking several time units before reaching a steady state; it can also be noticed how
in the case of α = 15◦, the lift coefficient remains very slightly higher than its baseline
value. This persistence of the disturbance following the interaction could be attributed
to the relatively slow evolution and eventual disappearance of the secondary vortical
structures in the boundary layer of the airfoil. To compute an estimate of this settling time,
the following approach was chosen: firstly, the difference ∆Cl between the lift measured
during the interaction and its baseline value is computed for all times; then, starting from
the time instant corresponding to the peak induced by the interaction, the settling time ∆τ
is determined as the time interval after which the maximum variation in ∆Cl keeps under
2% of the maximum value of the baseline Cl :

∆τ = τ2% − τpeak, (4)

where τ2% is the time value such that

max ∆Cl −min ∆Cl

max Cl
< 2% (5)

for all τ > τ2%, up to a suitably large time. This strategy allows for a comparison of the
settling times between the static airfoil interactions and the following oscillating airfoil
interactions, while also accounting for any discrepancies between the steady state and the
baseline values.

The computed settling times for the static airfoil interaction cases are reported in the
last column of Table 1. The largest value of ∆τ is found in correspondence of α = 10◦,
which might reflect the greater perturbing effect induced by the interaction at this lower
incidence. The difference between the settling times in the other two cases can be accounted
for by considering the larger flow separation occurring for α = 15◦. Despite the different
behaviours among the three cases, as shown by the PIV measurements, the values of ∆τ
are relatively similar and the time histories show a comparable trend.
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Concerning the drag coefficient Cd, a greater variation in the magnitude of the be-
haviour can be seen among the three cases. In particular, in the case α = 10◦ the interaction
has the first effect of reducing the drag value, with a downward peak which exactly corre-
sponds in time to the lift peak, representing the same impulsive variation typical of BVI.
Drag falls significantly, to almost ∆Cd = −60%. This behaviour can be explained as a
suction effect of the low-pressure field associated to the vortex approaching the leading
edge of the airfoil. After this peak, the value of Cd rises sharply with a quick succession of
two peaks at around ∆Cd = +16.5%, before returning to the baseline value. This trend is
qualitatively similar in the other two cases: at first the drag is reduced, more briskly, but to
a lesser extent with respect to the previous case, which again indicates the greater relative
influence of the interaction at low incidences. Then, the drag rises abruptly in a much
more significant way: in particular, for α = 15◦, the variation is as high as ∆Cl = +34%.
This increase in drag, and its dependence on the incidence, can be associated with the
occurrence of separated flow, as also indicated by the PIV measurements, as well as with
the suction effect mentioned above. It is to be noticed that the appearance of two definite
peaks can be attributed to the relative coarse chord-wise spacing between the pressure taps,
which causes a loss of spatial resolution when dealing with a very localised phenomenon
such as the vortex passage. Nonetheless, it is interesting to point out that the second peak
occurs at around τ = 4.25, that is, after the vortex has passed the trailing edge: the load
variation can therefore be attributed to the downstream convection of the vorticity bubble
or, in general, to secondary structures generated by the vortex interaction.

In conclusion, by examining the pressure data, the effect of the parallel BVI is con-
firmed as impulsive variations in the aerodynamic loads, with drag being particularly
affected. A comparison of the aerodynamic loads time history during the interaction can be
made with the results by [15] for the case of the higher relative encounter between vortex
and airfoil: the results, for both lift and drag, are in good agreement, at least qualitatively,
while a quantitative comparison is difficult to make, given the differences in the test con-
ditions already mentioned above. From their analysis, moreover, secondary spikes in the
loads are found to be associated with the vortical structures generated in the boundary
layer because of the BVI, which supports the observations made earlier.

Table 1. Vortex interaction with static airfoil at incidence α: minimum and maximum lift ∆Cl and
drag ∆Cd variation, time of lift peak occurrence τpeak and settling time ∆τ.

α [deg] ∆Cl [] ∆Cd [] τpeak ∆τ

10 −10.3 +38.0 −59.2 +16.5 3.18 9.33
14 −10.6 +29.0 −26.9 +22.0 3.17 7.19
15 −14.2 +27.1 −25.3 +34.3 3.20 8.23
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Figure 8. Cl (left) and Cd (right) time histories during the vortex interaction with the static airfoil at
different incidences: (a,b) α = 10◦, (c,d) α = 14◦, (e,f) α = 15◦.

3.4. Vortex Interaction—Oscillating Airfoil

From a qualitative point of view, the flow behaviour during the interaction with the
oscillating airfoil shows a similarity with the interaction in the case of the static airfoil
discussed above. Figures 9–11 present the results from the PIV measurements of the
HII cases, showing the thickening of the boundary layer, resulting from the passage of
the vortex, with respect to the baseline conditions. A region of separated flow near the
trailing edge can be identified, especially for α0 = 7◦, but its extent does not appear to
be significantly different when compared to the static airfoil cases at the corresponding
incidences α; in particular, there is no indication of large separations or other phenomena
related to dynamic stall.

Similar remarks can be made for the LII cases, of which Figure 12 shows the one with
α0 = 7◦: the perturbation induced by the vortex appears to be less significant than the
corresponding HII case at the same α0, which is consistent with the fact that the interaction
is occurring at a lower incidence, although, at the same time, by comparing with the static
case at α = 10◦ a slightly larger trailing edge separation can be seen.

The results of the unsteady pressure measurements during the interaction with the
oscillating airfoil are reported in Figures 13 and 14 in terms of lift coefficient values as a
function of blade model incidence. It can be noticed how the data show a small hysteresis
cycle for all baseline cases tested (dashed lines in figure); moreover, the fact that a gap is
visible in the BVI graph is to be attributed to the different position of the vortex generator
during the blade model oscillation cycle, as discussed above.
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Figure 9. PIV measurements of the flow field during the HII vortex interaction with the oscillating airfoil
at α0 = 5◦ and comparison with baseline. The actual airfoil incidence α is reported for each time τ:
(a) baseline, (b) τ = 3.85, (c) τ = 4.05, (d) τ = 4.35.
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Figure 10. Vorticity contours from PIV measurements of the flow field during the HII vortex interac-
tion with the oscillating airfoil at α0 = 6◦ and comparison with baseline. The actual airfoil incidence
α is reported for each time τ: (a) baseline, (b) τ = 3.85, (c) τ = 4.35.
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Figure 11. Vorticity contours from PIV measurements of the flow field during the HII vortex interac-
tion with the oscillating airfoil at α0 = 7◦ and comparison with baseline. The actual airfoil incidence
α is reported for each time τ: (a) baseline, (b) τ = 3.65, (c) τ = 3.85, (d) τ = 4.05, (e) τ = 4.25.
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Figure 12. Vorticity contours from PIV measurements of the flow field during the LII vortex interac-
tion with the oscillating airfoil at α0 = 7◦ and comparison with baseline. The actual airfoil incidence
α is reported for each time τ: (a) baseline, (b) τ = 3.85, (c) τ = 4.05, (d) τ = 4.25, (e) τ = 4.35.

By looking at the measurements for the HII, a sharp peak in Cl can be seen, as expected,
followed by an interval where the lift is lower than the baseline values, effectively widening
the hysteresis cycle in correspondence of the downstroke motion. This effect is similar to,
although not as severe as, dynamic stall behaviour, and it is more evident the higher the
incidence. Table 2 reports the relative variations in Cl and Cd along with information on
the time of occurrence of the lift peak and the settling time. By comparing with the data
in Table 1 the same trends are generally found: τpeak is very similar for all three HII cases,
and the maximum Cl increase in correspondence of the peak is inversely proportional to the
airfoil incidence; the minimum ∆Cl , however, shows a much greater variation at the highest
incidences with respect to the static interaction cases, dropping to almost ∆Cl = −26%
for α0 = 7◦, which is also the case exhibiting a larger hysteresis cycle. Concerning the
drag values, the decrease in Cd is similar to the static α = 14◦ and 15◦ cases, while there
is a much more significant increase in drag, reaching +75.5% for α0 = 7◦; this behaviour
can be related to the insurgence of flow separation, as the highest values are recorded in
correspondence of the vortex passing over the region close to the trailing edge of the airfoil.
In terms of the settling time ∆τ, very little difference is found among the three HII cases;
comparing to Table 1, moreover, it can be seen that these cases present a ∆τ lower than in
the static interactions.

Table 2 also reports the data from the measurements in the LII cases, while the corre-
sponding trends in Cl are shown in Figure 14. Concerning the airfoil lift, the variations for
α0 = 5◦ and 6◦ are similar, and slightly larger in magnitude than the previously described
cases, which is expected since the interaction is occurring at lower incidences. The case
α0 = 7◦ shows a much more detrimental effect, which, again, can be tied to the trailing edge
flow separation as shown by the PIV measurements. By looking at the Cd variations, it can
be seen that a very large drop is recorded for all LII cases, as low as ∆Cd = −82.5%; while
such values are comparable to the ∆Cd for the α = 10◦ static airfoil case, the following peak
is considerably higher than the corresponding case. The settling times are significantly
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larger than in the HII cases, also affecting part of the upstroke motion of the blade model;
this difference could hint to a possible restoring effect by the down-stroke motion dynamics
itself. For both kinds of interaction, however, the trends confirm that the effects of BVI can
be considered to have vanished in less than a period of oscillation, justifying the choice of
the motion history for the vortex generator.
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Figure 13. Lift coefficient Cl (left) and drag coefficient Cd (right) as function of blade model incidence
α, comparison between HII and baseline for different base incidence α0: (a,b) α0 = 5◦, (c,d) α0 = 6◦,
(e,f) α0 = 7◦.
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By extrapolating the trends described above in the case of the interactions with the static
airfoil, it can be suggested that the BVI behaviour is not fundamentally different from that seen
in the case of the oscillating blade model when compared at a similar incidence at the moment
of interaction. The most noticeable difference, a general increase in drag, can be associated
with the insurgence of flow separation at lower incidences than would be the case if the airfoil
were static, although the pitching motion seems to affect only weakly the overall effects.
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Figure 14. Lift coefficient Cl (left) and drag coefficient Cd (right) as function of blade model incidence
α, comparison between LII and baseline for different base incidence α0: (a,b) α0 = 5◦, (c,d) α0 = 6◦,
(e,f) α0 = 7◦.
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Table 2. Vortex interaction with oscillating airfoil with base incidence α0: minimum and maximum
lift ∆Cl and drag ∆Cd variation, time of lift peak occurrence τpeak and settling time ∆τ.

Case α0 [deg] ∆Cl [] ∆Cd [] τpeak ∆τ

HII
5 −11.5 +30.3 −29.0 +48.8 3.08 7.45
6 −15.5 +28.9 −20.9 +53.6 3.08 7.03
7 −25.9 +26.0 −28.6 +75.5 3.09 7.07

LII
5 −22.5 +39.5 −82.5 +38.9 3.08 10.50
6 −14.8 +31.9 −59.0 +37.1 3.08 12.51
7 −34.2 +13.1 −66.3 +47.2 3.09 13.58

4. Conclusions

The aim of this study was to afford an experimental insight into the mechanism of
parallel blade–vortex interaction and its effects, in particular in terms of the blade’s overall
aerodynamic performance, both in the case of interaction with a static airfoil and in the
case of interaction with a sinusoidally pitched airfoil. Unsteady pressure measurements
on the blade model were performed, as well as PIV measurements of the flow field in the
suction side region of the airfoil. The design of the experimental test rig, with an upstream
pitching airfoil model acting as vortex generator, allowed one to obtain a well-developed
vortex with the desirable qualities of a reduced size with respect to the blade model and
ease and repeatability of the process of generation, which was a key factor for the intensive
test campaign.

The results of the measurements concerning the static interaction confirmed the ex-
pectations from the literature on the subject, with the blade being subjected to impulsive
variation in the aerodynamic loads, which can be related to the upwash and downwash
effect of the flow induced by the vortex downstream and upstream of its position, respec-
tively. This unsteady effect is very clearly visible, especially in the comparisons between
the baseline values and time history of the lift coefficient, with peaks up to +38%, and of
the drag coefficient, which reduces by −59.2% in the most affected case. These variations
show a dependence on the blade airfoil incidence, with lower ∆Cl and higher ∆Cd val-
ues measured in correspondence with the highest incidences, which can be explained
by BVI-induced flow separation and also by considering that the perturbing effect of the
vortex would be proportionally lower the higher the incidence. The corresponding PIV
data showed a perturbation of the boundary layer over the suction side of the blade airfoil,
which thickens as vorticity accumulates in a bubble in correspondence of the passage of
the vortex and moves along the suction side following it at a slower speed. For the cases
α = 14◦ and 15◦, the vortex passage was seen to trigger trailing-edge flow separation over
the aft portion of the airfoil, up to about 0.5 c. Similar flow behaviour is in agreement with
the description found in the literature on vortex–airfoil interaction, and vortex–surface
interaction in general. Moreover, a significant delay in the return to baseline, undisturbed
conditions was recorded, up to ∆τ = 9.33, which corresponds to several chord lengths
after the vortex has passed the blade trailing edge; this could indicate that the unsteady
perturbation of the boundary layer dissipates slowly.

The analysis of the interactional behaviour for the case of the oscillating blade model,
which represents the main novelty of the present work, showed similarities with the static
interaction case. In particular, the variation of the aerodynamic loads with respect to the
airfoil incidence presents hysteresis cycles, with a reduction of the lift which affects most
of the downstroke phase. This effect is particularly evident for the highest incidence of
pitching motion and, for the same incidence, it is greater when the interaction happens
as the airfoil downstroke motion has just begun. An increase in the settling time was
recorded for the LII cases, with respect to the interaction in the static case. The flow field
analysis of the PIV data showed that the BVI behaviour resembles qualitatively the one
for the static case, but a region of separated flow can also be seen at low airfoil incidences.
In the tested conditions, there was no evidence of dynamic stall behaviour induced by the
vortex interaction.
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In conclusion, the wind tunnel test campaign confirmed that parallel BVI is an impor-
tant source of transient aerodynamic loads, which can lead to strong vibrations and impact
on the generated noise. From the tested conditions, this kind of interaction does not appear
to be able to produce catastrophic flow separation and stall, although, in the case of the
oscillating airfoil, a significant hysteresis behaviour with a reduction in the lift coefficient
was measured. Ultimately, this behaviour could be explained by the inherent transiency
of the parallel interaction, as the potentially detrimental effect of the vortex induced ve-
locity is more limited in time during the interaction, with respect to other conditions such
as perpendicular BVI. Nonetheless, the observed effects of the interaction on the airfoil
boundary layer and the formation of secondary vortical structures highlight the importance
of viscous effects in parallel BVI, which should be taken into account when studying and
modelling this kind of interaction.

It is to be noticed that, in the present study, neither the effect of surface roughness
nor the influence of vortex strength as a parameter were considered. With respect to the
former, no significant variation is expected in the mechanism of the vortex interaction itself,
provided that any difference in the stalling behaviour of the airfoil, depending on surface
roughness, is taken into account. As to the latter, the strength of the generated vortex was
less than ideal for the comparison with BVI in a helicopter rotor environment. It cannot
be excluded, therefore, that a stronger vortex could trigger the stall of the blade at low
incidences, or induce more severely stalled conditions. The limitation on the strength of
the produced vortex is imposed by the current experimental setup, as it depends on the
execution time of the impulsive pitching motion of the vortex generator: to overcome it,
therefore, the test rig should be updated, e.g., with a more powerful motor, a different
vortex generator model, or an altogether different actuation method. Alternatively, a com-
putational approach could be followed, for example, employing high-fidelity LES, which
would allow to arbitrarily modify the vortex characteristics and would afford a detailed
description of the boundary layer behaviour during the interaction.
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Abbreviations
The following abbreviations are used in this manuscript:

BVI Blade–Vortex Interaction
PIV Particle Image Velocimetry
MAV Micro Aerial Vehicle
eVTOL electric Vertical Take-Off and Landing
c blade model chord
cg vortex generator chord
V∞ wind-tunnel free-stream speed
ρ air density
ωz z-component of the vorticity vector
L airfoil lift per unit span
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D airfoil drag per unit span
α blade model incidence
αg vortex generator incidence
Cl airfoil lift coefficient
Cd airfoil drag coefficient
f pitch oscillation frequency
k pitch oscillation reduced frequency
α0 mean pitch for oscillating airfoil
HII high-incidence interaction
LII low-incidence interaction
τ non-dimensional time
τpeak time of lift peak
∆τ settling time
· baseline value
∆· relative variation with respect to baseline value
τ2% threshold time value
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Abstract: Computational Fluid Dynamics (CFD) simulations were utilized in this study to com-
prehensively explore the fluid dynamics within an accelerated toroidal vessel, specifically those
central to Particle Imaging Velocimetry Gyroscope (PIVG) technology. To ensure the robustness of
our simulations, we systematically conducted grid convergence studies and quantified uncertainties,
affirming the stability, accuracy, and reliability of our computational grid and results. Comprehensive
validation against experimental data further confirmed our simulations’ fidelity, emphasizing the
model’s fidelity. As the PIVG is set up to address the primary flow through the toroidal pipe, we
focused on the interaction between the primary and secondary flows to provide insights into the
relevant dynamics of the fluid. In our investigation covering Dean numbers (De) from 10 to 70, we
analyzed diverse aspects, including primary flow, secondary flow patterns, pressure distribution,
and the interrelation between primary and secondary flows within toroidal structures, offering a
comprehensive view across this range. Our research indicated stability and fully developed fluid
dynamics within the toroidal pipe under accelerated angular velocity, particularly for low De. Fur-
thermore, we identified an optimal Dean number of 11, which corresponded to ideal dimensions for
the toroidal geometry with a curvature radius of 25 mm and a cross-sectional diameter of 5 mm. This
study enhances our understanding of toroidal fluid dynamics and highlights the pivotal role of CFD
in optimizing toroidal vessel design for advanced navigation technologies.

Keywords: computational fluid dynamics (CFD); inertial navigation sensor (INS); gyroscope; particle
imaging velocimetry gyroscope (PIVG); fluid-based gyroscope; toroidal; Dean number (De)

1. Introduction

Inertial measurement units (IMUs) are integral components of navigation systems; they
provide essential information about a moving platform’s position, velocity, and attitude.
IMUs rely on the accurate measurement of linear acceleration and angular rate. However,
the traditional gyroscopes used in commercial IMUs suffer from bias instability, which
affects their performance and introduces errors in attitude estimation. To overcome this
limitation, novel gyroscope technologies are being explored to improve the accuracy and
reliability of IMUs [1–3].

One such emerging technology is the Particle Imaging Velocimetry Gyroscope (PIVG).
The PIVG is a fluid-based gyroscope that offers several advantages over conventional
gyroscopes. It is nearly drift-free and exhibits minimal bias instability, even for navigation-
grade IMUs. Additionally, the PIVG boasts a high signal-to-noise ratio (SNR), making it an
attractive alternative for various navigation applications. Moreover, its low cost makes it a
cost-effective solution in comparison to traditional gyroscopes. The PIVGs are constructed
with three channels that are arranged in perpendicular axes, each with a circular, toroidal
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shape. A significant process employed in this configuration is Particle Imaging Velocimetry
(PIV). This involves utilizing digital cameras to capture images of particles while they move
through the water within toroidal channels. After capture, the images undergo processing;
determining the displacement of each particle provides a measurement indicating fluid
velocity. This information allows us to calculate the angular acceleration of the toroidal
structure and provides valuable insights into the rotational dynamics of the PIVG. This
three-axis design allows the gyroscope to comprehensively measure angular motion in
multiple dimensions. However, for some applications, the design can be simplified to
a single-axis system by using only one circular channel, making the construction more
streamlined and less complex [1].

The study of fluid flow behavior in curved geometries is significant in various engi-
neering applications, such as pipeline systems, ducting in internal combustion engines,
heat exchangers, biological system flows, and microfluidic devices [4]. This behavior,
which is complex in nature, exhibits secondary flows and vortices. Our literature review
focuses on two phenomena: pressure-driven flow and rotating or spinning curved pipes. By
leveraging insights from these studies, we can enhance our understanding of the intricate
fluid behavior within the toroidal chamber of the PIVG. These phenomena, despite their
different driving mechanisms, share common dynamics and characteristics, underscoring
the importance of their study in the context of fluid flow in curved structures.

In pressure-driven research, Dean proposed an analytical solution for Newtonian flow
in a curved conduit with a circular cross-section in 1928 [5,6]. He considered the secondary
flow as a minor perturbation upon the primary flow, like Poiseuille flows in a straight
pipe. Dean’s study established that the axial velocity within a curved pipe and the stream
function of the secondary radial flow depend on the curvature parameter (k), which is
summarized in the equation:

k = 2Re
2 a

R
(1)

where “a” is the channel’s radius, “R” is the torus’s radius, and “Re” is the Reynolds
number. Subsequently, White introduced the term “Dean’s number (De)”:

De = Re

√
a
R

(2)

The Dean number (De) and the curvature number (k) provide valuable insights into
the flow behavior in curved pipes. The Dean number measures the relative influence of
centrifugal forces compared to viscous forces, indicating the fluid flow’s behavior. Simulta-
neously, the curvature number quantifies the importance of the pipe’s curvature in relation
to the fluid’s viscosity. A crucial finding emerged in the insightful studies conducted by
Ligrani [7] under laminar flow conditions. It was revealed that a critical limit exists for the
Dean number, specifically in the De ≤ 40~60 range, under which the influence of secondary
flows on the primary flow remains minimal. This vital understanding emphasizes the
critical balance necessary to maintain the stability and integrity of the fluid dynamics
within the given parameters.

On the other hand, in 1963 Greenspan and Howard [8], who were researching spin-
ning curved pipes, employed linear techniques to investigate spin-up phenomena. They
recognized three unique phases: the formation of Ekman boundary layers, secondary flow
within the body of the fluid, and viscous decay of residual motion. Additionally, they
applied linear theory to estimate the characteristic spin-up time for two cylindrical geome-
tries. In the first scenario, the cylinder was bounded by a flat disk, while in the second,
it was enclosed by a conical section. Notably, the disk and the conical sections rotated
along the cylinder walls. Through experimentation, Greenspan and Howard validated
their theoretical predictions in each case. Greenspan (1968) [9] provided specifics of the
methods involved, and a significant portion of the early work in this field is described.

Moreover, Cowley et al. [10] studied the fluid inside a curved pipe rotated around its
curvature axis. In the limit of a high De, they demonstrated that boundary-layer collision
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and unsteady separation can occur impulsively and can begin to flow through a stationary
curved conduit. A more thorough explanation of this phenomenon is given by Lam [11],
who also includes estimates of the flow caused by the impulsive rotation of a curved pipe
around its curvature axis.

The work that aligns most closely with our research, albeit with different objectives, is
the study conducted by Madden and Mullin in 1994 [12]. They explored how fluid flow
behaved within a toroidal sealed pipe under the impact of inertial angular rotation. Their
study aimed to examine fluid velocity affected by inertia and the effects of ocean flow
on the earth’s surface. They performed experiments on a toroidal pipe filled with water.
However, Laser Doppler Velocimetry (LDV) was used to track the fluid movement inside
the toroidal pipe. Therefore, tracer particles were added to the stream. The tracer particles
were observed to calculate the fluid flow velocity field in a Eulerian frame. Additionally, the
study made sure that the toroidal pipe was not subjected to any external forces aside from
the inertial force that was created when the pipe was spun about its vertical axis from rest
up to a constant angular velocity with a linear acceleration ramp, ensuring the pipe reached
its top speed in 0.8 s. The experimental setup measured the absolute velocity field in
relation to a stationary LDV setup. Moreover, the study conducted a numerical simulation
for various fluid flow channel dimensions to produce a definite conclusion regarding the
fluid behavior under the effect of an angular rotation in the form of a spin-up from rest up
to a specific angular velocity. However, the study’s computational and experimental results
showed that the fluid flow inside the toroidal pipe would have two main components to
its velocity. A primary flow constitutes the majority of the fluid flow and moves in the
opposite direction of the pipe flow. A second fluid flow also exists, and it moves in the
radial direction of the toroidal pipe cross-section.

In this study, our aim is to conduct a thorough investigation of the fluid dynamics
within accelerated toroidal geometry and its implications for PIVG systems. Two key criteria
were evaluated with Computational Fluid Dynamics (CFD), namely domain validity and
model fidelity. The range of Dean numbers (De) for reliable predictions of fluid velocities
within the profile, known as domain validity, and model fidelity, which evaluates the
mathematical model’s accuracy in estimating these numbers needs to be considered when
evaluating PIVG performance. Therefore, precise measurements of primary flow dynamics
by integrated cameras are crucial for accurate angular acceleration measurement, which
could be impeded by secondary flow phenomena. Hence, we examined primary and
secondary flows across different toroidal channel dimensions and De ranges, and we
analyzed pressure distributions during this study. According to empirical evidence, the
Reynolds number is a key parameter, and laminar flow should not exceed 200, according to
a literature review. Similarly, the Dean number plays a part in characterizing secondary
flow effects; thus, a suggested range of 40–60 has been identified to reduce these effects
while maintaining mostly one-dimensional profiles. Altogether, these criteria furnish
a comprehensive framework for optimizing fluid dynamics within the PIVG, thereby
ensuring its accurate operation and performance [1,2,13].

The structure of this paper is organized as follows. In Section 2, we present an overview
of the governing equations that describe the fluid dynamics inside the toroidal geometry of
the PIVG system. Section 3 presents our numerical setup for simulating fluid dynamics
in the toroidal geometry, detailing the computational domain, boundary conditions, and
solution methods for the governing equations. In Section 4, we ensure accuracy through
grid convergence and validate our simulations against experiments, establishing credibility.
We then present vital insights from our numerical analysis, following a systematic approach.
Finally, in Section 5, we conclude the paper by summarizing the contributions of this study
and highlighting the implications for the design and optimization of the toroidal geometry
in fluid-based gyroscopes.
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2. Governing Equations

In the study of fluid flow in toroidal pipes, a toroidal coordinate system (r, θ, φ), as
shown in Figure 1, is commonly used. Here, ‘r’ is the coordinate along the radial direction,
‘θ’ represents the inclination of the cross-section in relation to a fixed axial plane, and ‘ φ ‘
is the coordinate along OZ (which corresponds to the axis of the toroidal). Additionally,
the system is characterized by other key parameters: the cross-section radius of the pipe,
denoted by ‘a’, and the curvature radius of the toroidal, denoted by ‘R’. Assuming the flow
occurs in the direction of increasing φ due to angular acceleration around the z-axis, the
velocity components can be defined as follows: ‘u’ in the r-direction, ‘v’ in the θ-direction,
and ‘w’ in the φ-direction.
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where ν denotes the fluid’s kinematic viscosity, ρ is the fluid’s density, and fφ is the body
force, as shown in the equation. Equation (7) is valid when the radius of the toroidal pipe
is much smaller than the radius of the toroidal (a << R) [15,16].

fφ = ρRαz(t), (7)

where αz is the angular acceleration around the toroidal axis (OZ).
Equations (1)–(6), along with appropriate boundary conditions, describe an unsteady

flow problem within a toroidal configuration. By assuming that the flow within the
toroidal structure is fully developed, where the velocity components (u, v, and w) become
independent of the angular coordinate φ, and the pressure gradient in the axial direction
(φ) remains constant, we strategically simplify the complexities of our study [15,16].
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3. Numerical Simulation Setup
3.1. Computational Domain and Mesh Generation

The computational domain was designed to accurately represent the geometry of
the accelerated toroidal system. The toroidal pipe was carefully modeled to capture
the dynamic flow, as shown in Figure 2. To discretize the domain, a structured mesh
generation technique was employed. A structured Hex dominant mesh, capable of handling
complex geometries, was created using the built-in software ICEM CFD 14.5 to discretize
the computational domain. The mesh resolution was carefully chosen to ensure an accurate
representation of the flow features and gradients within the system. Special attention was
given to maintaining the mesh quality, ensuring proper element aspect ratios and skewness
to prevent numerical instabilities and inaccuracies. The overall mesh size and density
were determined through mesh independence studies to ensure that the results were not
significantly affected by the mesh resolution.
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3.2. Boundary Conditions and Physical Model

The simulation of fluid flow inside an accelerated toroidal domain involves the ap-
plication of specific boundary conditions to accurately model the behavior of the fluid. In
this case, there are no distinct inlet and outlet boundaries, due to the toroidal geometry.
Instead, the boundary conditions focus on the no-slip condition and the prescribed angular
velocity variation.

In addition to the no-slip condition, the angular velocity of the toroidal domain is
prescribed as a ramp function, as shown in Figure 3. The toroidal domain is at rest from 0
to t = 0.5 s, during which the angular velocity is 0 rad/s. Subsequently, the angular velocity
gradually increases linearly until it reaches a constant value of 0.2793 rad/s (16 ◦/s) at
t = 4.5 s. This ramp function represents the time variation of the angular velocity and is
applied as a boundary condition at the toroidal surfaces. By incorporating the prescribed
angular velocity, the simulation captures the effect of the acceleration on the fluid flow
inside the toroidal domain.

In our simulation setup, we considered a transient flow regime with laminar flow
characteristics, which mimicked the behavior of water as the fluid medium (density
ρ = 998.2 kg/m3), with a dynamic viscosity of µ = 0.001003 kg/m.s. The walls were as-
sumed to be stationary. To capture the rotational motion of the toroidal domain, we
employed a rotating reference frame with angular accelerated motion. This setup allowed
us to simulate the dynamic behavior of the toroidal vessel accurately. In terms of simulation
initialization, a hybrid method was used, and the time step size was set to 0.1 s. The simula-
tion was allowed a maximum of 100 iterations per time step, ensuring convergence within
each step. Residuals for continuity and velocity were limited to 1 × 10−6 to guarantee accu-

129



Fluids 2024, 9, 103

rate and stable results. The input angular velocity and corresponding angular acceleration
profiles, which are crucial for the toroidal rotation, were carefully converted into an ASCII
format in order to integrate them into the ANSYSFluent 2021R1 software. This approach
to boundary conditions and the physical model accurately represented real-world fluid
dynamics within the toroidal domain.
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Figure 3. The input angular velocity for the toroidal.

4. Results and Discussion
4.1. Grid Independence Study

A grid convergence study was conducted to ensure that the numerical solution was
independent of the mesh size and to estimate the numerical uncertainty associated with
spatial discretization. The study utilized the Richardson extrapolation method, which
is a widely accepted approach for assessing grid convergence [17]. In this work, three
different meshes were generated by systematically refining the computational domain. The
refinement ratio between the successive meshes was maintained at a value higher than
1.3, ensuring significant differences in grid resolution. The details of the three meshes are
presented in Table 1, which showcases the varying levels of refinement achieved. This grid
convergence study allows a reliable assessment of the numerical solution and provides
valuable insights into the accuracy and reliability of the computed results. Additionally, the
table provides visual representations of the three meshes employed in the grid convergence
study, along with the corresponding total number of elements for each mesh. The slices of
the meshes offer insights into the varying levels of refinement achieved.

To assess the uncertainty in the computed values of the tangential velocity, the relative
tangential velocity (RTV) at a specific horizontal line on the cross-section is computed
for each mesh, as depicted in Figure 4; to quantify the uncertainty resulting from spatial
discretization, the grid convergence index (GCI) is calculated for the medium and fine
meshes. The GCI is a measure used to estimate the uncertainty in the solution of a compu-
tational fluid dynamics (CFD) simulation due to spatial discretization. It is calculated by
performing the simulation on two or more successively finer grids. As the grid is refined
(the grid cells become smaller and the number of cells in the flow domain increases), the
spatial discretization error should asymptotically approach zero [18]. The GCI values are
summarized in Table 2. The table reveals that the medium mesh exhibits a higher uncer-
tainty (GCI32%) compared to the fine mesh (GCI21%). The average uncertainty attributed to
spatial discretization is 1.47% for GCI32% and 0.27% for GCI21%. These results indicate that
as the number of elements increases, the solution becomes more independent of the grid
refinement, indicating the consistency and reliability of the numerical scheme employed.

130



Fluids 2024, 9, 103

Table 1. Mesh refinement strategy.

Coarse Medium Fine

Element Size 1.9309 × 10−4 1.4586 × 10−4 1.0319 × 10−4

No. of Element (m) 427,680 992,160 2,803,600
Mesh Slice
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Table 2. Grid convergence index.

Radius (r) V3, Coarse V2, Medium V1, Fine GCI21% GCI32%

2.455 0.246183 0.250896 0.2519 0.731915 4.488632

2.005 0.93731 0.943939 0.9453 0.264389 1.678087

1.509 1.4937 1.49881 1.5009 0.255711 0.814675

1.0135 1.86093 1.86721 1.8681 0.087487 0.803668

0.518 2.07132 2.07658 2.0776 0.090156 0.605268

0.0225 2.14335 2.14728 2.1496 0.198192 0.437335

4.2. Validation

To validate our numerical simulation of the fluid-filled toroidal used in the PIVG
sensor, we compare our results with the experimental work of Madden (1991) [12], who
investigated the spin-up of a torus from rest. The experimental setup involved a torus
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made of Perspex with a radius of curvature of 125 ± 0.1 mm and a cross-sectional radius of
16 ± 0.1 mm, giving a radius ratio of δ = 0.128. The torus was filled with distilled water.
A powerful servo-controlled motor was used to rotate the torus, and its rotational speed
was measured using an optical shaft encoder. Madden used a nonlinear ramp to increase
the rotational speed from rest to a pre-selected rotation rate over 0.8 s. In this research, to
compare the numerical results with the experimental data of Madden, a toroidal vessel
was modeled with similar dimensions and operating conditions, including fluids with
corresponding viscosities. The numerical model was solved using ANSYSFluent 2021R1
software, and the primary velocity time series at a specific point in the center of the pipe
was extracted for validation purposes. These data were compared with previous findings
by Madden to assess the accuracy and reliability of the numerical simulation.

The Reynolds number (Re), which is a dimensionless quantity, plays a crucial role in
characterizing fluid flow. It is defined as the ratio of inertial forces to viscous forces and
provides insights into the flow regime. In the context of this study, the Re is particularly
relevant as it is influenced by the angular velocity of the toroidal vessel. At a specific
angular velocity, the Re can be calculated using the characteristic length scale and fluid
properties, as shown in Equation (8) [19].

Re =
ΩaR

ν
, (8)

The numerical and experimental investigations were conducted at the same Re of
300, indicating similar flow behavior in terms of inertia and viscosity. By maintaining a
constant Re, the focus was on comparing different modeling approaches. The agreement
between the numerical and experimental outcomes at this Re highlights the consistency
and reliability of the numerical simulation. This agreement not only validates our model
but also attests to its good domain fidelity performance, further enhancing the reliability
of our study. The primary velocity, recorded at the pipe’s center, was normalized to
facilitate precise comparisons. This normalization method provides consistent scaling
for meaningful analysis, as depicted in Figure 5. The dimensionless velocity profiles
from the numerical simulation and experimental measurements exhibited close agreement,
validating the accuracy of the numerical model in capturing the fluid flow characteristics
in the accelerated toroidal.

Fluids 2024, 9, x FOR PEER REVIEW 9 of 24 
 

 
Figure 5. Primary velocity vs. time series. 

4.3. Numerical Results 
4.3.1. Dean Number (De) Study 

The Dean number, denoted as De, serves as a fundamental parameter in fluid dynam-
ics, particularly in the context of flow through curved conduits like toroidal pipes. In our 
examination, we systematically varied the De across a range from 10 to 70. This variation 
allowed us to analyze a complex interaction of factors that significantly influence fluid 
behavior within toroidal configurations. At the heart of our investigation lies the profound 
impact of the De on several critical aspects of fluid dynamics. First and foremost, it deter-
mines the RTV profile of the fluid within the toroid. This tangential velocity, a key param-
eter in the case of our PIVG sensor, plays a crucial role in determining the angular velocity 
[1,2]. Moreover, the De shapes the toroid’s radial and axial flow profiles. Understanding 
how fluid moves in these directions is essential for optimizing toroidal designs in our 
PIVG application and for other contexts where precise fluid mixing, or efficient heat trans-
fer is a priority. One of the most exciting outcomes of our study involved the development 
of secondary flows. By comprehensively exploring the Dean number’s role in shaping sec-
ondary flows, we gain insights into how to utilize or reduce its effects in practical settings. 
In the context of PIVG, measuring angular velocity hinges on obtaining accurate relative 
tangential velocity data inside the toroidal while minimizing the impact of secondary 
flows. 

Before delving into the analysis of Figures 6–8, let us first define some of the key 
parameters that these graphs represent: D is the curvature diameter of the toroid, d is the 
cross-section diameter of the toroid, and δ is the ratio between the cross-section and cur-
vature diameters. Figures 6–8 visually represent the RTV, radial, and axial contour within 
the toroidal pipe at different time steps of 2, 4, and 8 s. These contour maps illustrate the 
distribution of tangential velocity, radial, and radial velocity across the cross-section of 
the toroid. Red lines indicate areas with lower velocities, while blue lines signify regions 
with higher velocity due to the negative sign associated with velocity calculation. These 
maps showcase how the De, a key parameter in our study, influences the rotational flow 
patterns within the toroid. 

Figure 5. Primary velocity vs. time series.

132



Fluids 2024, 9, 103

4.3. Numerical Results
4.3.1. Dean Number (De) Study

The Dean number, denoted as De, serves as a fundamental parameter in fluid dy-
namics, particularly in the context of flow through curved conduits like toroidal pipes.
In our examination, we systematically varied the De across a range from 10 to 70. This
variation allowed us to analyze a complex interaction of factors that significantly influence
fluid behavior within toroidal configurations. At the heart of our investigation lies the
profound impact of the De on several critical aspects of fluid dynamics. First and foremost,
it determines the RTV profile of the fluid within the toroid. This tangential velocity, a key
parameter in the case of our PIVG sensor, plays a crucial role in determining the angular
velocity [1,2]. Moreover, the De shapes the toroid’s radial and axial flow profiles. Under-
standing how fluid moves in these directions is essential for optimizing toroidal designs
in our PIVG application and for other contexts where precise fluid mixing, or efficient
heat transfer is a priority. One of the most exciting outcomes of our study involved the
development of secondary flows. By comprehensively exploring the Dean number’s role
in shaping secondary flows, we gain insights into how to utilize or reduce its effects in
practical settings. In the context of PIVG, measuring angular velocity hinges on obtaining
accurate relative tangential velocity data inside the toroidal while minimizing the impact
of secondary flows.

Before delving into the analysis of Figures 6–8, let us first define some of the key
parameters that these graphs represent: D is the curvature diameter of the toroid, d is
the cross-section diameter of the toroid, and δ is the ratio between the cross-section and
curvature diameters. Figures 6–8 visually represent the RTV, radial, and axial contour
within the toroidal pipe at different time steps of 2, 4, and 8 s. These contour maps illustrate
the distribution of tangential velocity, radial, and radial velocity across the cross-section of
the toroid. Red lines indicate areas with lower velocities, while blue lines signify regions
with higher velocity due to the negative sign associated with velocity calculation. These
maps showcase how the De, a key parameter in our study, influences the rotational flow
patterns within the toroid.

At a lower Dean number (De = 11), the maximum relative tangential velocity (RTV)
is observed at the center of the cross-section, indicating a uniform flow dominated by
viscous forces at 2, 4, and 8 s (as shown in Figures 6a, 7a and 8a). However, as the Dean
number increases to 70, the RTV exhibits distinct behaviors over time intervals. At 2 s,
and Dean number 70, the RTV peaks, forming an elliptical shape (as shown in Figure 6a).
Subsequently, at 4 s, the maximum velocity shifts towards the inner curvature of the
toroid, indicating a transition in flow dynamics. Finally, at 8 s, the maximum velocity
shifts towards the outer diameter of the toroidal curvature. This shift is attributed to the
heightened influence of centrifugal forces at higher Dean numbers, which intensify the
secondary flow and decelerate the RTV.

The observed changes in RTV behavior at different time intervals and De underscore
the complexities of fluid dynamics within toroidal structures. Specifically, the shift in
maximum velocity positions presents challenges for PIVG measurements, particularly at
higher Dean numbers like 70. As the PIVG relies on capturing primary flow dynamics,
alterations in RTV due to secondary flow effects can impact measurement accuracy. At
Dean 70, where the RTV position shifts, it becomes challenging to precisely capture these
changes using the camera, highlighting the importance of understanding and controlling
secondary flow phenomena for accurate PIVG operation.
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The radial contours are depicted in Figures 6b, 7b and 8b for 2, 4, and 8 s, respectively,
while the axial contours are illustrated in Figures 6c, 7c and 8c at 2, 4, and 8 s. The radial
flow, representing the cross-sectional fluid movement, exhibits an elliptic dimple pattern
with a central vortex, which is indicative of this secondary flow. Concurrently, the axial
flow, which is parallel to the rotation axis, exhibits four distinct vortices, two near the inner
wall and two near the outer wall. Notably, the flow pattern at De 11 demonstrates a higher
degree of uniformity compared to De 70; this is crucial factor for ensuring consistent and
predictable fluid behavior, particularly in systems like the PIVG. The results for other Dean
numbers are provided in Appendix A for further reference.

Figure 9 illustrates the RTV at different De over specific time intervals. The graphs are
normalized, simplifying the comparison of trends across different Dean numbers. At 2 s,
the fluid appears notably unstable, forming a parabolic shape only at De = 11, suggesting a
specific stability threshold at this early stage. Moving to 4 s, De = 10, 20, and 30, exhibiting
stability and forming parabola shapes which are indicative of potential full development,
while the other Dean numbers do not follow this pattern. By 6 s, all the Dean numbers,
except for 70, demonstrate stability, suggesting a transition to a more consistent flow pattern.
Finally, at 8 s, all the Dean numbers stabilize and form parabolic shapes, indicating a fully
developed and stable flow regime—characterized by consistent and predictable behavior
over time, without sudden fluctuations.
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Figure 9. RTV at different De (a) 2 s, (b) 4 s, (c) 6 s, (d) 8 s.

In addition, it is noteworthy that at all time intervals, the De of 11 consistently exhibits a
uniform and predictable profile, aligning closely with the input velocity shown in Figure 4.
This stability ensures that the PIVG measurement can accurately capture the angular
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velocity at each time step. In contrast, higher Dean numbers exhibit fluctuations, resulting
in less reliable measurements and potentially compromising the accuracy of the PIVG
system. This highlights the significance of selecting an optimal Dean number, such as
11, to ensure consistent and reliable performance in capturing fluid dynamics within the
toroidal pipe.

The normalized axial and radial velocity profiles are shown in Figure 10, which
highlights the complex secondary flow patterns within the toroidal pipe at various Dean
numbers. As mentioned, normalization enhances comparability, allowing a detailed analy-
sis of these patterns. The axial velocity profile showcases consistent flow patterns at lower
Dean numbers, resembling sinusoidal trends. This sinusoidal behavior signifies stable fluid
movement along the toroid’s length. However, as the Dean numbers increase, especially
around 70, the sinusoidal pattern becomes more frequent, indicating a higher number
of oscillations within a given time frame. This increase in frequency implies intensified
oscillatory behavior in the fluid’s axial and radial movements. Similarly, the radial velocity
profiles, exhibit sinusoidal trends at lower Dean numbers, indicating predictable radial
fluid movements. Yet, at higher Dean numbers, particularly around 70, the sinusoidal
pattern becomes more rapid, signifying a higher frequency of radial oscillations. This
observation emphasizes the complex fluid dynamics that accompany higher Dean numbers,
leading to rapid and complex movements. Understanding these complications is crucial
when researching secondary flows in many engineering contexts.
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Figure 10. Cont.
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Figure 10. Axial velocity (a) 2 s, (b) 4 s, (c) 6 s, (d) 8 s and radial velocity (e) 2 s, (f) 4 s, (g) 6 s, (h) 8 s,
at different De.

4.3.2. Optimal Fluid Dynamics at De = 11 for PIVG Operation

In this part, we consider the vital decision regarding selecting a De of 11 for the
PIVG system. Our purpose is to illuminate the dependability and uniformity of fluid flow
phenomena under these specific circumstances and to provide useful thoughts about the
design and operation.

• The RTV and Secondary Flow

In this section of results, attention is directed towards the optimization of the PIVG
system, with a specific emphasis on the most pertinent Dean number, De = 11. This choice
is pivotal for ensuring the ideal conditions for PIVG functionality and marks a crucial
step towards enhancing the reliability and precision of the PIVG sensor. Additionally, it is
important to note that the results presented in this section are not normalized, and they
allow a clear distinction between the values of the primary and secondary flow.

In this 3D (Figure 11) graph the exponential increase in velocity until 4.5 s, followed
by an exponential decrease until the end, confirms the correlation between the velocity
distribution and the input angular acceleration rate. These findings further support the
consistency between the numerical simulation and the expected behavior of the fluid flow
inside the toroidal system. The stability is vital for the PIVG sensor’s accurate operation;
regardless of the PIV’s position, it will yield consistent results. Furthermore, this finding
underscores the suitability of the toroidal dimensions and fluid behavior for integration
into the PIVG system.
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The secondary flow at the De = 11 is shown here, and the velocity vector field on the
radial cross-section of the toroidal pipe is displayed, offering insights into flow dynamics
at different time steps, as shown in Figure 12. Velocity vectors intensify until 4 s, reflecting
the toroidal system’s increasing angular velocity. A transformation occurs from 6 to 8 s;
while the counter vortices are always present at all times, their intensity notably increases
between 6 and 8 s. This evolution from outwards to inwards aligns with Dean’s curved
pipe study [4,6,20], underlining the enduring relevance of his insights. Additionally, in
Figure 13, the temporal evolution of the secondary flow (SF) at time intervals measured at
radial positions r = 0 (center), r = 1, and r = 2 within the toroidal pipe is illustrated. Clearly,
for all three radial positions, the secondary flow exhibits a consistent pattern of gradual
augmentation from 2 to 4 s, culminating in a prominent peak at the 4 s mark. This peak
is observed both at the center (r = 0) and progressively towards the outer radial positions
(r = 1 and r = 2), accentuating the synchronized nature of this phenomenon across the
toroidal pipe’s cross-section. Beyond this peak, the secondary flow gradually decreases at 6
and 8 s, indicating a consistent behavior across various radial positions.

The graph (Figure 14) presents a comparative visualization of two crucial flow aspects
within a toroidal system: secondary flow and RTV. Remarkably, it is discernible that the
secondary flow exhibits notably weaker intensity in contrast to the comparatively more
dominant RTV. The noticeable difference in strength implies that the secondary flow can
be disregarded, especially when using particle image velocimetry (PIV) to measure RTV,
which is crucial for the function of the PIVG. The reduced impact of the secondary flow
allows a simplified measurement process (i.e., u = v = 0). This simplification enables a
direct and precise determination of fluid velocity specifically in the direction of relative
tangential motion, rather than measuring in three dimensions using PIV techniques.

• Pressure Distribution

The examination of pressure along the curvature of the toroidal geometry in Figure 15
offers valuable insights into the fluid dynamics within the PIVG system. By measuring
pressure at various angles along the curvature, we gain an understanding of how centrifugal
forces are distributed within the toroidal vessel. The consistent pattern observed in the
pressure gradient graph, with the gradient remaining close to zero across different angles,
indicates a balanced distribution of centrifugal forces. This balance is attributed to the
uniform curvature of the toroidal cross-section, which ensures consistent fluid behavior
regardless of the angle of measurement. Importantly, the near-zero pressure gradient
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(∂P/∂φ = 0) signifies a stable fluid flow pattern, which is crucial for accurate and reliable
performance of the PIVG. Understanding the pressure distribution along the toroidal
curvature helps optimize the design of the PIVG system, ensuring uniform fluid behavior
and minimizing disturbances that could affect angular velocity measurements.
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From the CFD results, it can be inferred that the mathematical model, represented
by the Navier–Stokes equation, for the PIVG sensor provides a wide domain of validity
with high fidelity. However, ensuring that the fluid behavior aligns with the prescribed
limits, particularly in terms of laminar flow with a low Dean number, is crucial for optimal
PIVG performance. After analyzing a range of Dean numbers from 10 to 70, our study
identified a De of 11 as optimal for achieving favorable fluid dynamics within the toroidal
vessel. This finding has significant implications for the design of the toroidal geometry,
as we pinpointed ideal dimensions characterized by a curvature radius of 25 mm and a
cross-sectional diameter of 5 mm. These dimensions were found to promote stable and
well-developed fluid flow patterns, which are particularly suitable for PIVG operation.
With these dimensions identified, we can tailor the packaging of the gyroscope to ensure
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optimal performance and functionality, offering valuable guidance for decision making in
the design and implementation of PIVG systems, thereby enhancing their effectiveness in
inertial navigation applications.
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Figure 13. RTV time series at different cross-section radii.
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5. Conclusions

In conclusion, our study, which is specifically tailored to the accelerated toroidal pipes
utilized in PIVGs, stands as a cornerstone in the ongoing enhancement of navigation sensor
technologies. The study examined several aspects, including a convergence study, valida-
tion, evaluation of the pressure gradients, and a detailed examination of relative tangential
and secondary flows. The convergence study revealed notable differences, with the medium
mesh exhibiting a higher uncertainty (GCI32%) than the fine mesh (GCI21%). The average
uncertainty attributed to spatial discretization is 1.47% for GCI32% and 0.27% for GCI21%.
In the validation phase, the study showed remarkable agreement with the experimental
data, validating the accuracy of our simulations. This agreement establishes the domain
fidelity crucial for PIVG performance. Our simulations have provided a viewpoint on an
accelerated toroidal geometry, highlighting how the fluid behaves under this acceleration
and different conditions, with Dean numbers ranging from 10 to 70, and we utilized a ramp
profile as the input angular velocity for the toroidal pipe. However, the most stable config-
uration, which was particularly beneficial for PIVG applications, was identified at De = 11
due to its stable dynamic fluid behavior, aligning with the toroid’s specific dimensions.
By selecting De = 11, we not only identify suitable dimensions for toroidal construction
but also mitigate secondary flow effects, thus enhancing the precision and reliability of
PIVGs in inertial navigation applications. Moreover, by selecting De = 11 and minimizing
secondary flow, our study suggests the potential for a reduction in the mathematical model
complexity and a focus on PIVG measurements based solely on primary flow dynamics;
this offers a promising avenue for future research and practical implementation.
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Appendix B. The Pressure Distribution at Different De

Figure A4 presents the pressure distribution profiles at various time points and differ-
ent De, offering a comprehensive insight into the pressure behaviors within the toroidal
vessel. Incredibly, the pressure trends mirror the patterns observed in the RTV profiles,
indicating a significant correlation between fluid pressure and rotational dynamics. No-
tably, all the profiles have been normalized, ensuring a consistent basis for comparison.
These findings have pivotal implications for applications such as the PIVG sensor, where
understanding pressure dynamics is integral.
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Appendix C. The Detailed RTV at Different Curvature Angle and Different Radius

The stability of the fluid dynamics at De = 11 is confirmed by a different approach.
Figure A5a, representing the relative tangential velocity at the time interval of 2 s at varying
curvature angles, offers an insight into the fluid dynamics within our toroidal system. A
consistent trend emerges across the diverse angles examined, revealing a uniformity in the
RTV within the toroidal pipe. As well as Figure A5b shows the RTV against time series at
different cross-section radii.
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Abstract: To investigate the vortical wake pattern generated by water flow past an oscillating
symmetric airfoil, using experimental velocity fields from particle image velocimetry (PIV), a novel
combinatorial vortex detection (CVD) algorithm is developed. The primary goal is to identify
and characterize vortices within the wake. Experimental flows introduce complexities not present
in numerical simulations, posing challenges for vortex detection. The proposed CVD approach
offers a more robust alternative, excelling in both vortex detection and quantification of essential
parameters, unlike widely-used methods such as Q-criterion, λ2-criterion, and ∆-criterion, which
rely on subjective and arbitrary thresholds resulting in uncertainty. The CVD algorithm effectively
characterizes the airfoil wake, identifying and analyzing vortices aligning with the Burgers model.
This research enhances understanding of wake phenomena and showcases the algorithm’s potential
as a valuable tool for vortex detection and characterization, particularly for experimental fluid
dynamics. It provides a comprehensive, robust, and non-arbitrary approach, overcoming limitations
of traditional methods and opening new avenues for studying complex flows.

Keywords: vortex detection; vortex characteristics; vortex decay; oscillating airfoil; 2C2D PIV

1. Introduction

Vortices constitute fundamental flow features with widespread relevance in various
fluid dynamic applications. Their formation in the wake of airfoils and streamlined bodies
holds a paramount significance in both research and practical applications. In turbulent flow
regimes, temporally evolving and spatially coherent structures, commonly identified as
vortices [1], exert substantial influence. For instance, studying the airflow around a pitching
airfoil not only aids in comprehending undesirable phenomena such as wing flutter [2]
but also finds applications in understanding biologically inspired aquatic propulsion [3,4].
Researchers have extensively compared the simulation of pitching airfoils using full Navier–
Stokes and vortex models [5–7]. In this context, precise detection and characterization of
coherent wake structures emerge as central research objectives [2,8,9]. Notably, at a given
Reynolds number, the generation of various wake schemes hinges on the positioning and
organization of vortices in the wake [3].

The classification of wakes characterized by the presence of vortices can be effectively
depicted in a phase diagram that illustrates significant wake transitions as functions of two
independent nondimensional variables [3,10,11]. These parameters are the Strouhal number
(St = fC/U), which is based on the flapping frequency (f ), the chord length (C), and the free
stream velocity (U), and the dimensionless oscillation amplitude derived from the chord
length. To construct accurate phase diagrams, it is crucial to identify vortices in the wake
with high precision and reliability. Furthermore, beyond the fundamental task of vortex
detection, it is important to compute several key parameters that are essential for describing
the flow, especially in the context of aerodynamics. These parameters encompass crucial

Fluids 2024, 9, 53. https://doi.org/10.3390/fluids9030053 https://www.mdpi.com/journal/fluids150
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metrics such as the coordinates of vortex cores, their drift velocities, peak vorticity values,
overall circulation, the radius defining vortex boundaries, and the highest circumferential
velocity [12].

The existing methods for detecting vortices, such as the widely used Q-criterion [13],
λ2-criterion [1], ∆-criterion [14–16], and Γ1-criterion [17], have inherent limitations [18–20].
A primary challenge arises from their reliance on threshold values to discern vortices.
Selecting an appropriate threshold is often subjective, and there may not be a universally
optimal value across flow types. This is particularly pronounced in turbulent flow studies,
marked by significant, multiscale, intermittent variations in both vorticity and strain rates.
More significantly, the threshold sensitivity of these methods can lead to unreliable and
inaccurate vortex identification [21,22]. Excessively low thresholds cause frequent false
positives, incorrectly labeling non-vortex regions as vortices. Conversely, high thresholds
result in many missed detections, failing to identify real vortices in the flow. This tradeoff
hinders finding a robust threshold that generalizes across the wide variability in real-world
flow dynamics [23,24].

One core limitation identified in the Γ1-criterion, developed by Laurent Graftieaux
et al. (2001) [17], is that the Γ1 function used to locate vortex centers lacks Galilean invari-
ance, rendering it susceptible to the constant advection of the flow field. This inherent lack
of robustness becomes particularly evident in scenarios where the overall flow undergoes
consistent shifts. Additionally, Graftieaux’s theoretical relations linking the Γ1 and Γ2 func-
tions to vortex properties assume axisymmetry in the swirling flow structure. While this
assumption simplifies the theoretical framework, real unsteady flows often deviate from
the idealized axisymmetric case, introducing complexities that challenge the method’s ap-
plicability to diverse flow conditions. Moreover, directly applying the Γ1-criterion to flows
with multiple, interacting vortices poses challenges. Ambiguity can arise in attributing
vortex indices, especially in scenarios where vortices dynamically interact, merge, or evolve
over time. The method’s reliance on theoretical relations may lead to difficulties in precisely
characterizing complex vortex structures within the flow. Consequently, the method’s
effectiveness diminishes in situations where accurate identification and differentiation of
interacting vortices are crucial [17].

To provide a robust approach for vortex detection, researchers often use combinations
of criteria or data-driven techniques such as machine learning to adaptively determine opti-
mal thresholds for a given flow [25–27]. However, subjectivity and extensive parameter tun-
ing may still be required. Furthermore, while the Q-criterion, λ2-criterion, and ∆-criterion
are effective in binary classification, categorizing regions as vortical or non-vortical, they do
not inherently provide direct quantification of vortex strength or intensity [28]. Evaluating
vortex strength is often crucial for in-depth analysis of vortex dynamics, comparative
studies between vortices, and various related objectives [29,30]. Researchers typically need
to perform supplementary analyses to calculate circulation, maximum vorticity, core radius,
or other relevant parameters to obtain strength information [29,30].

Recently, advanced vortex identification techniques such as the Ω-method [24] and
‘Rortex’ method [31,32] have shown promise in addressing some of the limitations of
traditional criteria. The Ω-method defines vortices as regions where vorticity overtakes
deformation, providing a clear physical interpretation. It does not require arbitrary thresh-
old selection and can simultaneously capture strong and weak vortex structures [24]. The
‘Rortex’ method decomposes vorticity into rotational and non-rotational parts, excluding
shear contamination. As a vector quantity, ‘Rortex’ identifies both vortex axis orientation
and strength [31,32]. These methods offer greater objectivity and physical insight compared
to conventional techniques. However, the Ω-method and ‘Rortex’ method have thus far
been predominantly applied to direct numerical simulations (DNSs) data [24,28,31–34].
Their effectiveness in processing experimental measurements with inherent noise remains
to be rigorously validated.

Substantial effort has been dedicated to the development and validation of advanced
techniques using DNS data [1,35,36]. DNS provides high-resolution flow field information
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for testing novel vortex identification strategies, especially in three-dimensional turbulent
flows such as boundary layers [37,38]. However, DNS is limited to relatively simplified
flow conditions and small domains due to computational constraints. Therefore, while
beneficial for initial development, additional rigorous validation of new methods with
experimental data remains essential before broader utilization across complex flows. DNS
aids technique refinement, but ultimate validation still requires experiments.

Detecting vortices in particle image velocimetry (PIV) data poses unique challenges
due to inherent measurement noise and experimental uncertainties [39]. Typically, mitigat-
ing measurement noise involves prior filtering before applying a detection algorithm [12].
However, selecting appropriate thresholds becomes crucial to avoid overlooking weak or
small vortices [39]. Additionally, the flow field near the vortex core exhibits substantial
gradients, potentially causing difficulties in particle seeding and correlating PIV data [12].

In contrast to DNS data that can utilize local mesh refinement for better spatial detail in
areas like vortex centers, PIV analysis methods must seek alternative strategies to effectively
manage the pronounced gradients encountered around the vortex core [40].

Due to camera resolution limits, PIV analysis often requires integrating images from
several cameras, necessitating image de-warping and stitching, which might lead to discon-
tinuities in the flow-field representation, potentially leading to the erroneous identification
of elevated local vorticity as a vortex [1].

Given the increasing availability of PIV data in experimental fluid mechanics [12], the
need for developing dedicated and effective algorithms for vortex detection and character-
ization in PIV datasets has emerged as a pivotal area of research. The precise definition
of a vortex remains elusive [1], making their detection in practical flows a complex task.
The most common and intuitive conception of a vortex revolves around the perception of
swirling fluid motion centered around a focal point [35]. However, translating this intuitive
notion, rooted in human perception, into a rigorous numerical characterization detectable
by algorithmic methods poses considerable challenges.

Lugt (1979) [41] proposed that “A vortex is the rotating motion of a multitude of
material particles around a common center”, aligning with the fundamental notion of
swirling motion. While this concept is intuitively appealing, it lacks specific criteria
for describing vortical structures and does not easily translate into a workable vortex
identification algorithm. Building upon Lugt’s concept, Robinson (1991) [36] offered a
more geometrically precise definition: “A vortex exists when instantaneous streamlines,
projected onto a plane perpendicular to the vortex core, exhibit a roughly circular or
spiral pattern when observed from a reference frame moving with the center of the vortex
core”. While this definition offers clarity in geometric characterization, it necessitates a
priori information about the vortex core’s location, posing challenges for systematic vortex
detection. In contrast, Jeong and Hussain (1995) [1] put forth the notion that “A vortex
core must possess net vorticity, hence net circulation”. This concept offers a direct method
to pinpoint potential vortex regions without requiring prior knowledge of the vortex
core’s location or drift velocity. By computing scalar vorticity fields from velocity vectors,
researchers can generate and label regions of interest. Combining Jeong and Hussain’s
definition [1] with Robinson’s geometric criteria [36] forms a solid groundwork for creating
an effective vortex detection algorithm.

Vortex identification techniques are often designed for specific data types and unique
flow fields, aiming to identify well-defined vortex structures based on precise defini-
tions [35]. These algorithms exhibit a high degree of sensitivity to various parameters,
including vortex spacing, particularly when multiple vortices coexist within a given flow
field, vortex size, angular velocity, and the presence of shear flow [12].

Sadarjoen and Post (2000) [42] proposed a classification of vortex detection algorithms
found in the literature, distinguishing them into two primary categories. The first category
encompasses traditional vortex detection algorithms, which rely on the evaluation of physi-
cal flow-field properties at specific points. Commonly assessed properties include velocity,
vorticity, pressure, and the velocity gradient tensor. However, one notable limitation of
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these algorithms, as emphasized by Sadarjoen and Post (2000) [42], is their reduced sensitiv-
ity to large, slowly rotating vortices. For instance, the maximum vorticity method defines a
vortex core based on local vorticity maxima [35]. Inherently, this method disregards regions
where vorticity falls below a predefined threshold, potentially leading to the failure of
detecting weak, slowly rotating vortices.

The second category comprises geometric methods, representing a more recent set of
vortex detection algorithms. These methods prioritize the examination of flow patterns
and trajectories, such as streamlines and pathlines, over the analysis of scalar attributes
measured at distinct grid locations [35]. Although geometric methods demand more
computational resources, they offer a significant advantage over traditional techniques by
effectively differentiating between actual vortices and false positives, addressing a common
limitation in earlier approaches [35,42].

The limitations of the most widely adopted vortex identification criteria, including
their sensitivity to threshold values and their inability to quantify vortex strength directly,
underscore the pressing need for complementary techniques, modifications to existing cri-
teria, combinations of criteria, and the exploration of emerging methods to enable accurate
and comprehensive vortex detection across a wide range of fluid mechanic applications.

This work introduces a vortex detection algorithm that combines selected features
from three individual algorithms to interrogate PIV data. The primary aim of this algorithm
is to efficiently process data, detecting and locating vortices while calculating characteristic
vortex parameters. Given the potential magnitude of the datasets associated with the PIV
results, the algorithm also incorporates automated procedures for identifying false positive
vortices without the need for human intervention. The algorithm’s performance is evalu-
ated by analyzing vortex behavior in the extensively studied wake behind a symmetrically
pitching airfoil [2,10].

2. Background on Existing Vortex Detection Algorithms

The development of an effective vortex detection algorithm relies on the fundamental
principles and methodologies established in the existing literature. This background
reviews three pivotal methods that serve as the basis for the proposed combinatorial vortex
detection (CVD) framework tailored for the analysis of PIV data. These methods encompass
the maximum vorticity (MV) method [43], the cross-sectional lines (CSL) method [12], and
the winding angle (WA) method [44]. The following sections delve into the core principles
of each method and discuss key aspects leveraged in developing the CVD algorithm.

2.1. Maximum Vorticity (MV) Method

The MV method, proposed by Strawn et al. (1999) [43], assumes that a vortex core
exists at locations characterized by a local maximum in vorticity magnitude. This approach
proves effective in detecting vortices in situations where their cores may overlap [35].
However, a notable limitation of the MV method is its propensity to not only identify
vortices but also regions exhibiting shearing activity [1]. Consequently, devising a vortex
detection algorithm solely based on vorticity fields becomes more challenging, particularly
in non-free shear flow [1,35]. An alternative utility of vorticity fields lies in outlining
regions of interest (ROIs) where potential vortices may be located, enabling the use of other
algorithms to evaluate these ROIs individually.

To enhance the performance of the MV method within the framework of the CVD
method, a Gaussian low-pass spatial filter is applied to the velocity data to mitigate
measurement noise and experimental uncertainties [39]. This filtering process produces a
smoother field, effectively eliminating small-scale fluctuations that might otherwise lead
to localized spikes in the vorticity field. Scalar vorticity,ω, calculated numerically at each

grid point, is defined within the two-dimensional velocity field,
⇀
v , as ω =

⇀
∇×⇀

v .
In the pursuit of detecting weak vortices characterized by relatively low vorticity, it

becomes necessary to apply a low vorticity threshold. However, this approach carries the
inherent risk of grouping stronger, nearby vortices into a single ROI, effectively evaluating
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them as a singular vortex structure. To mitigate this, multiple threshold levels are used,
and the indexed image is further analyzed using logical operations and image morphology
(IM) techniques to distinguish between closely situated vortices [45].

The application of multilevel thresholds serves the dual purpose of allowing the
identification of weak vortices while ensuring that even when strong vortices are close
together or their cores overlap, they can still be distinctly identified and analyzed as
separate entities. Figure 1 provides a visual representation of this concept, depicting two
vorticity field test cases where a three-level thresholding approach is applied. The resulting
indexed images, accompanied by the corresponding desired ROI maps, are presented for
these sample vorticity fields. The left-hand side of Figure 1 illustrates the indexed images,
where index levels are denoted as i = 1, 2, and 3. On the right, the desired ROI map is
displayed, signifying the regions to be extracted from the corresponding indexed image.

Fluids 2024, 9, x FOR PEER REVIEW 5 of 31 
 

smoother field, effectively eliminating small-scale fluctuations that might otherwise lead 
to localized spikes in the vorticity field. Scalar vorticity, ω, calculated numerically at each 
grid point, is defined within the two-dimensional velocity field, �⃑�, as 𝜔 = ∇ሬሬ⃑ × �⃑�. 

In the pursuit of detecting weak vortices characterized by relatively low vorticity, it 
becomes necessary to apply a low vorticity threshold. However, this approach carries the 
inherent risk of grouping stronger, nearby vortices into a single ROI, effectively evaluating 
them as a singular vortex structure. To mitigate this, multiple threshold levels are used, 
and the indexed image is further analyzed using logical operations and image morphol-
ogy (IM) techniques to distinguish between closely situated vortices [45]. 

The application of multilevel thresholds serves the dual purpose of allowing the iden-
tification of weak vortices while ensuring that even when strong vortices are close together 
or their cores overlap, they can still be distinctly identified and analyzed as separate enti-
ties. Figure 1 provides a visual representation of this concept, depicting two vorticity field 
test cases where a three-level thresholding approach is applied. The resulting indexed im-
ages, accompanied by the corresponding desired ROI maps, are presented for these sam-
ple vorticity fields. The left-hand side of Figure 1 illustrates the indexed images, where 
index levels are denoted as i = 1, 2, and 3. On the right, the desired ROI map is displayed, 
signifying the regions to be extracted from the corresponding indexed image. 

Without the utilization of multilevel thresholds, a single threshold level would be 
chosen, leading to one of two scenarios. When solely threshold level i = 1 is applied, as 
seen in both examples, the broader vorticity region, clearly exhibiting two distinct peaks 
of vorticity, is incorrectly grouped into one single ROI, consequently treated as a single 
potential vortex. However, this area features two distinct peaks and should rightfully be 
considered as two individual ROIs. Conversely, when exclusively threshold level i = 3 is 
employed, the weaker vortices failing to meet the vorticity ωpeak level i = 3 threshold are 
excluded from consideration as ROIs and remain unidentified as potential vortices. 

 

Threshold Level i = 1
Threshold Level i = 2

Threshold Level i = 3
Resulting ROI Field

ROI No.1

ROI No.2

ROI No.3

ROI No.4

ROI No.1

ROI No.2

ROI No.3

ROI No.4

Removed by 
erosion 

Removed by 
erosion 

Removed by 
erosion 

Figure 1. Schematic illustrating the application of a multilevel threshold technique for identifying
vortices in two vorticity fields. (left): indexed images with levels i = 1, 2, and 3. (right): corresponding
desired ROI maps for vortex extraction.

Without the utilization of multilevel thresholds, a single threshold level would be
chosen, leading to one of two scenarios. When solely threshold level i = 1 is applied, as
seen in both examples, the broader vorticity region, clearly exhibiting two distinct peaks
of vorticity, is incorrectly grouped into one single ROI, consequently treated as a single
potential vortex. However, this area features two distinct peaks and should rightfully be
considered as two individual ROIs. Conversely, when exclusively threshold level i = 3 is
employed, the weaker vortices failing to meet the vorticity ωpeak level i = 3 threshold are
excluded from consideration as ROIs and remain unidentified as potential vortices.

To address the notable limitations associated with the use of a single-level threshold
for identifying ROIs, the algorithm employs a three-level threshold to generate an ROI
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map. In this approach, the vorticity field is segmented, resulting in a classified image using
threshold values specified by the threshold intensity vector (TIV):

TIV = 〈TI1, TI2, TI3〉 (1)

Subsequently, the algorithm executes morphological opening for each of the thresh-
olds specified in Equation (1). Morphological opening combines two fundamental image
morphology techniques, erosion and dilation, performed in a specific sequence. Initially,
the image undergoes erosion using a diamond-shaped structuring element of size Se. This
operation effectively eliminates clusters of pixels smaller than Se, while reducing the size of
clusters larger than Se.

Following erosion, a dilation step is performed with the same structuring element
Se to bring the pixel clusters, which remained post-erosion, back to their original size.
This combination of erosion and dilation, performed in a well-defined sequence, plays a
pivotal role in refining the ROI map and contributes to enhancing the algorithm’s efficacy
in vortex detection.

Connected pixel groups in the vorticity intensity indexed image are categorized by
intensity levels (I1, I2, I3). Groups associated with index I1, denoting the lowest vorticity
intensity level, undergo an initial morphological opening procedure, employing an IM
diamond-shaped structuring element of size Se1. Subsequently, these groups are labeled and
individually investigated. Structures corresponding to index I2 also undergo morphological
opening, but this time utilizing an IM diamond-shaped structuring element of size Se2.
They are then sub-labeled within each of the previously labeled groups from index I1.

The algorithm follows a conditional path: If none of the groups from the second
threshold index I2 are found within a group from the first level I1, the algorithm concludes,
and the group of pixels from index level I1 is designated as an ROI. Conversely, if at least
one I2 group is found within a group from index I1, the algorithm progresses further.
Pixels corresponding to index I3 undergo morphological opening using an IM diamond-
shaped structuring element of size Se3 and are further categorized within each of the index
I2 groups.

At this stage, the algorithm enumerates the group counts at each threshold level. If
an I2 cluster encloses several I3 groups, each individual index I3 group becomes a distinct
ROI. However, if only one index I3 group is counted, the algorithm reverts to a lower level,
considering the number of index I2 clusters. Once again, if multiple index I2 groups are
detected, each individual index I2 group is recognized as an ROI. However, if only one
index I2 label is counted, the group from index I1 becomes the designated ROI. This process
ensures that the ROI encompasses the largest possible area while partitioning into multiple
ROI’s when distinct, higher vorticity peaks are detected.

2.2. Cross-Sectional Lines (CSL) Method

The CSL method is designed to identify potential vortex cores within a designated ROI
by evaluating the velocity component perpendicular to parallel straight cross-sectional lines
intersecting the ROI at arbitrary angles [12]. In this context, the CSL method is integrated
into the CVD framework for its proven ability to accurately pinpoint vortex cores within
ROIs labeled using the MV algorithm.

It is essential to clarify that the CSL method does not serve as a vortex detection
mechanism itself. Instead, its primary function revolves around locating potential vortex
cores and defining boundary radii within the ROIs. The method provides two-dimensional
coordinates for a core, whether or not an actual vortex exists within the current ROI.

Each labeled ROI undergoes a CSL algorithm akin to the one described by Vollmers
(2001) [12]. A schematic outlining the fundamental CSL procedure is presented in Figure 2,
featuring a sample vortex for illustrative purposes. The schematic employs concentric
ellipses to represent vorticity contours, with the vortex core identified by an ‘×’.
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Figure 2. Schematic representation of the cross-sectional lines (CSL) procedure with four concentric
ellipses illustrating vorticity contours and the vortex core indicated by an ‘×’.

In the context of a vector velocity field with dimensions A × B, the y-component of
velocity, represented as vy(i, j), is assessed for columns i = 1, 2, 3, . . ., A and rows j = 1, 2, 3,
. . ., B along each row within the defined grid. During the discussion of the CSL method,
this velocity component, vy(i, j), is referred to as the “perpendicular velocity,” denoted as
vp(i, j).

The determination of maximum and minimum perpendicular velocities for each row,
designated as j, within a specified ROI is a pivotal aspect of the analysis. These extreme
values are calculated as follows:

vp,max (j) = max
(
vp(As, j), vp(As + 1, j), . . . , vp(Ae, j)

)
(2)

vp,min (j) = min
(
vp(As, j), vp(As + 1, j), . . . , vp(Ae, j)

)
(3)

The indices As and Ae are used to denote the first and last velocity vectors within a
ROI on a given row, respectively. Within the ROI, the row ψ that exhibits the difference∣∣∣vp,max (j) − vp,min (j)

∣∣∣ is identified as the critical cross-section line and is represented as
CSLψ. This ‘critical line’ corresponds to the y-coordinate of a potential vortex core, should
one exist within the ROI under evaluation.

The perpendicular velocity along this critical row is denoted as vp(i, ψ). The x-
coordinate of the vortex core is determined by the location along CSLψ where the velocity
satisfies the condition

vp(ς, ψ) =

(
vp,max (ψ) + vp,min (ψ)

)

2
(4)

and the coordinates of the vortex core are, therefore, represented as (ς, ψ).
For the sake of simplicity, Figure 2 illustrates a hypothetical vortex with only three

rows/lines of the vy velocity field. In this example, the critical perpendicular line is denoted
as CSLψ = CSL2. Among the three lines, CSL2 exhibits the most significant difference
between its maximum and minimum perpendicular velocities, vp,max (2) and vp,min (2),
respectively. Consequently, the y-coordinate for the hypothetical vortex core is determined
as ψ = 2.

Using Equation (4) along CSL2, the velocity vp(ς, 2) is evaluated. The algorithm
searches for the point along CSL2 where vp(ς, 2) matches, thus finding the value of ς. These
two computed coordinates effectively pinpoint the vortex core of a potential vortex within
the ROI. However, it is important to note that this process alone does not confirm the
presence of an actual vortex within the ROI.
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The CSL method also offers an estimation of vortex size by fitting a circle with a radius
rv centered at the vortex core, which is determined as

rv =

∣∣∣ςv,max (ψ) − ςv,min (ψ)

∣∣∣
2

(5)

Here, ςv,max (ψ) represents the column position on row ψ where the velocity vector
vp,max (ψ) is located, and ςv,min (ψ) refers to the column position on row ψ where the velocity
vector vp,min (ψ) is found.

The CSL method proves to be particularly effective for identifying vortex cores and
estimating vortex size and drift velocity in flow fields where available information regard-
ing the vortical structures present is scarce. Additionally, Vollmers (2001) [12] proposed
that the transverse and streamwise components of the vortex drift velocity, represented
as

⇀
v dri f t =

(
vdri f t,x, vdri f t,y

)
, correspond to the x and y components of velocity evaluated

at the core coordinate (ς, ψ). This algorithm operates on a predefined ROI, which is de-
termined using the MV method. The algorithm comprises two main nested loops: one
iterating over individual ROIs and the second for individual cross-sectional lines within
each ROI. The input data include the 2C2D velocity field and the labeled ROI map.

A drawback of the CSL method lies in its inherent inability to reject false positives. It
may identify a vortex core in an ROI that does not actually contain a vortex. To address
this challenge, a hybrid detection algorithm is proposed that combines physical quantity-
based methods, such as MV and CSL, with geometric methods integrated into the CVD
framework, as geometric methods are known for their effectiveness at identifying and
rejecting false positives, a capability often overlooked by other methods.

2.3. Winding Angle (WA) Method

The WA method, initially proposed by Portela in 1999 [44], represents a geometric
approach to vortex detection. This method involves the assessment of discretized stream-
lines to determine their affiliation with a vortex. According to the criteria suggested by
Sadarjoen and Post in 2000 [46], a streamline must meet two conditions to be classified as
part of a vortex.

Firstly, for a streamline denoted as Sk, the winding angle αw,k must satisfy the equation
∣∣αw,k

∣∣ = n2π, where n is a positive integer [42]. The signed angle αki
between vectors

⇀
V1

and
⇀
V2 on a given streamline is expressed as

αki
=

cos−1
(

⇀
V1·

⇀
V2

)

∣∣∣∣
⇀
V1

∣∣∣∣·
∣∣∣∣
⇀
V2

∣∣∣∣




⇀
Vn·
(

⇀
V1 ×

⇀
V2

)

∣∣∣∣
⇀
Vn·
(

⇀
V1 ×

⇀
V2

)∣∣∣∣


 (6)

where
⇀
V1 =

〈(
Px,(i−1) − Px,(i−2)

)
,
(

Py,(i−1) − Py,(i−2)

)
, 0
〉

(7)

and
⇀
V2 =

〈(
Px,i − Px,(i−1)

)
,
(

Py,i − Py,(i−1)

)
, 0
〉

(8)

and
⇀
Vn = 〈0, 0, 1〉 (9)

Here, Px and Py are the respective (x,y) location on a given streamline and
⇀
Vn is a unit

vector normal to the flow-field of interest. Figure 3 demonstrates how the individual angles
αw,i are calculated on a section from streamline Sk. The winding angle αw,k for a streamline
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Sk is determined by summing the angle contributions for all points along the streamline, as
expressed in the following equation:

αw,k =
N

∑
i=2

αki
(10)
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A crucial characteristic of a vortex-associated streamline is the formation of a closed
semi-elliptical path [1,47,48]. However, relying solely on the winding angle criterion
is insufficient to meet this requirement [46]. It is possible for a streamline to exhibit a
substantial winding angle without tracing a closed path. Therefore, an additional condition
is necessary.

The second requirement dictates that a streamline deemed part of a vortex must have
its initial and terminal points in close proximity [42]. The distance between the starting
point (Px,1, Py,1) and the endpoint (Px,N , Py,N) of a streamline Sk is calculated using

Dse =
√
(Px,N − Px,1)

2+
(

Py,N − Py,1
)2 (11)

The initiation point of a streamline is predetermined, and each streamline consists of a
fixed number of points with uniform spacing between them. Consequently, for a streamline
tracing a closed path, its starting and ending points can be anywhere along the path, as the
streamline’s length is pre-defined. To address this challenge in establishing a Dse threshold,
consider a scenario where streamlines follow a closed circular path. In such cases, the
maximum separation between the starting and ending points of any streamline following a
closed circular trajectory would equal the circle’s diameter, which outlines the path. This
presents a significant challenge in setting a Dse threshold, as streamlines associated with
larger vortices would require a larger Dse. However, an excessively large Dse threshold may
incorrectly associate non-vortical streamlines with relatively small vortices. To mitigate
this issue, streamlines are split whenever the cumulative angle sum reaches the highest
multiple of 2π. This technique ensures that the beginning and end points of a streamline
on a closed loop remain as close as possible.

While the WA threshold is defined as
∣∣αw,k

∣∣ = n2π, selecting a suitable value for the
threshold Dse is necessary. The Dse threshold depends on the length scale of the vortical
structures present, but the previously defined ROIs can aid in determining a sensible
Dse threshold. Within each ROI, circles with a radius rv are used to identify potential
vortices. This parameter serves as a reasonable length scale for coherent structures in the
flow. Therefore, an appropriate choice for the Dse threshold would be a value greater than
rv/2. This criterion ensures that only streamlines with minimal endpoint separation are
considered as part of a vortex. Streamlines that extend significantly beyond the typical size
of flow structures are excluded to maintain the accuracy of vortex identification.

The final step of the algorithm involves verifying whether individual streamlines
adhere to the specified thresholds. Streamlines meeting all required criteria are marked and
assigned unique identifiers. The sign of the winding angle αw,k for each streamline deter-
mines the direction of rotation associated with the vortex corresponding to that streamline.
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In situations where an ROI encompasses multiple vortices, it becomes essential to
appropriately label all the closed streamlines associated with these vortices. This labeling
process involves mapping each of the closed streamlines to a specific point and subsequently
identifying clusters of closely situated points [42]. The mapping of the streamlines Sk
belonging to a particular vortex is achieved by associating them with corresponding points
MPk, which are determined by

MPx,k =
1
N

N

∑
i=1

Px,i (12)

and

MPy,k =
1
N

N

∑
i=1

Py,i (13)

To ascertain the distance between two such mapped points, MPk and MPk’, the follow-
ing computation is applied:

DMPk,k′ =

√
(

MPx,k −MPx,k′
)2
+
(

MPy,k −MPy,k′
)2

(14)

The labeling process begins with the first point, MP1, serving as the foundation for
the initial cluster group. When considering point MP2, a crucial criterion is whether the
distance between MP1 and MP2 falls within a specified tolerance. If it does, MP2 is assigned
to the existing group labeled as group 1. Conversely, if the distance exceeds the defined
tolerance, MP2 initiates the formation of a new cluster group.

Moving on to point MP3, the algorithm evaluates two distances, namely DMP3,1′ and
DMP3,2 . If neither of these distances meets the tolerance criteria, MP3 takes the role of
establishing yet another new cluster group. However, if either DMP3,1′ or DMP3,2 falls
within the tolerance range, MP3 is assigned to the nearest existing group, ensuring optimal
grouping based on proximity.

This meticulous labeling process is applied consistently to all other points, ensuring
that each point is appropriately categorized within the designated cluster groups. Finally,
after all the streamlines have been meticulously labeled, the algorithm proceeds to compute
the arithmetic average for each cluster group.

The WA algorithm implemented in this study utilizes a three-tiered nested loop
structure: the first loop investigates the ROIs, the second loop delves into the instantaneous
streamlines within each ROI, and the third loop focuses on the individual grid points
comprising each streamline. This intricate process operates on the input data, which consist
of streamlines computed from local velocity fields with a reference velocity equal to the
drift velocity of the corresponding ROI.

It is important to note that the WA method’s accuracy is closely tied to the precise
selection of the reference velocity for streamline computation. Deviations from the actual
vortex core’s drift velocity can lead to inaccuracies in estimating the vortex boundary. While
the WA method may not excel in providing accurate estimates of vortex size and shape, it
exhibits remarkable robustness in effectively eliminating false positives, as demonstrated
by previous research [42]. Additionally, it serves as a valuable means of validating the
accuracy of other vortex detection techniques.

Typically, verifying the presence of a vortex in a flow field involves visual inspection,
but this approach becomes impractical when dealing with large datasets. As such, the WA
method assumes the role of a swirling flow verification tool once potential vortex core
locations and drift velocities have been computed through other detection methods.

2.4. Comparison of MV to other Detection Methods

Vorticity magnitude alone cannot distinguish between shear generated and free shear
vorticity. However, in the current study, MV serves only as an initial means of identifying

159



Fluids 2024, 9, 53

ROIs. Detection methods such as Q-criterion, λ2-criterion, or ∆-criterion are far less likely
to identify a shear region, as a vortex, than the MV method and ultimately produce less
false positives but are more complex [12,49]. The simplicity of the MV method makes it
a good candidate for initially identifying ROIs in the flow and to effectively study the
WA’s ability to reject shear generated ROIs by deliberately identifying some of these shear
regions as potential vortices. It is also important to consider that the vortices in the pitching
airfoil flow-field have vastly different vorticity magnitudes. The Q, λ2, and ∆ methods
have difficulty distinguishing between individual vortices with potentially overlapping
cores and selecting the right threshold in order to distinguish individual vortices can be
complex [49]. For example, in incompressible flows, the Q-criterion identifies vortices as
regions where the vorticity magnitude prevails over the strain-rate magnitude [13,18]. It
accomplishes this by finding connected regions in the flow field having a second invariant
of the velocity gradient tensor that is less than a negative threshold value IIE [13] shown as

I I < −I IE (15)

The second invariant of the velocity gradient tensor (II) is expressed as

I I =
∂ui
∂xj

∂uj

∂xi
(16)

As a result, vortices with overlapping cores will blend together and appear as a single
vortex without the proper threshold value −IIE.

When the entire vortex identification procedure is carried out in a single method, and
it is not guaranteed that the flow is free shear, then it is favorable to use a more elaborate
method such as the Q-criterion, ∆-criterion, or λ2-criterion.

In summary, MV is favored as an ROI identifier for several reasons:

• MV is not employed as a standalone detection method; instead, it is integrated with
multilevel thresholds, CSL, and WA methods.

• The flow field comprises vortices with a wide range of magnitudes and potentially
overlapping cores. Therefore, it is recommended that the use of multilevel thresh-
olds and adjusting WA thresholds is more intuitive, given that the threshold unit is
expressed as a vorticity magnitude.

• Unlike other methods such as Q-criterion, ∆-criterion, or λ2-criterion, MV provides in-
formation about the direction of rotation. This additional feature aids in distinguishing
closely spaced vortices by symmetrically extending the multilevel threshold.

• MV’s simplicity is valuable in the development of a combinatorial method as it facili-
tates the isolation of each method’s contribution.

• For the purpose of evaluating WA’s effectiveness in identifying and eliminating false
positives, it is useful to include some shear-generated ROIs (false positives).

• The computation of derivatives required by the Q-criterion, ∆-criterion, or λ2-criterion
methods is computationally demanding and sensitive to noise, which is often present
in experimental data.

3. New Combinatorial Vortex Detection (CVD) Method

The CVD method has been developed through the integration of three distinct detec-
tion algorithms, MV, CSL, and WA, alongside straightforward image morphology tech-
niques. The primary objective in crafting this method was to ensure its consistent and
reliable capability to detect and characterize multiple vortices within velocity vector maps
generated by PIV. The CVD method’s functionalities encompass labeling each vortex within
the flow field, pinpointing vortex cores, determining drift velocities, calculating circulation,
assessing peak vorticity, and estimating boundary radii for individual vortical structures.
Above all, the method serves the crucial purpose of reducing the dimensions of the original
dataset while preserving essential vortex parameters accurately.
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The CVD algorithm is succinctly outlined in the flow chart presented in Figure 4.
Within the flowchart, the three individual detection algorithms are represented by green
boxes, and the input and outputs are indicated in grey boxes, encompassing the 2C2D
velocity vector field and the characterized vortex field, respectively. To begin, a 2D scalar
vorticity field is derived from the global velocity map. This vorticity field undergoes
indexing through the multilevel threshold algorithm, leading to the generation and labeling
of sensible ROIs via the MV technique.
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characterized vortex data.

Subsequently, the CSL method is employed to evaluate each ROI individually, provid-
ing coordinates for the vortex core, boundary radius, and drift velocity. One of the CVD
method’s standout features is its reliance on Galilean invariant indicators for vortex core
detection. The CSL method, which searches for critical points along perpendicular velocity
profiles, ensures consistent and reliable identification of vortex cores, independent of uni-
form flow shifts. This robust approach significantly broadens the method’s applicability in
dynamic flow scenarios. However, it is essential to note that the CSL algorithm yields these
vortex parameters regardless of the presence of an actual vortex, underscoring its inability
to ascertain vortex existence within a given ROI.

The WA method serves the purpose of validating the presence of a vortex within an
ROI. This is achieved by the WA method searching each individual ROI for closed stream-
lines and automatically confirming or denying the presence of one or multiple vortices. By
identifying vortex-affiliated streamlines based on their inherent geometry, independently
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of any symmetry assumptions, this approach allows for the accurate detection of vortices
in complex, asymmetric flows, even in scenarios involving significant vortex interactions.
It is noteworthy that, for consistency with Robinson’s definition [36], the WA method
necessitates the computation of instantaneous streamlines from a reference frame moving
with the vortex core [12]. Consequently, prior knowledge of the vortex, specifically its core
coordinates and drift velocity, is required. This poses a unique challenge as, unlike CSL and
MV, WA cannot be conducted within the global coordinate system. Instead, local velocity
vector maps must be generated for each ROI, with the drift velocity, calculated from CSL,
subtracted before computing the streamlines. Ultimately, the WA method either accepts an
ROI and labels it as a vortex or rejects it.

The CVD algorithm has been implemented in MATLAB. The code is freely available on
GitHub (link in Supplementary Material). This includes an example vector field generated
from a commercial PIV software (DaVis 8.1, LaVision GmbH Göttingen Germany) and
examples in the form of videos of the oscillating wing, determined vorticity field, and
detected vortices.

4. Verification on a Simulated Flow Field

To determine the minimum required number of velocity vectors, obtained through PIV,
for the CVD algorithm to accurately identify and describe a vortex, an investigation was
conducted using a simulated flow field measuring 15 mm × 15 mm. This simulated field
contained an axisymmetric Burgers vortex positioned at the center of the region. Various
levels of discretization of the velocity field were employed, enabling an examination of
vector density per vortex.

The Burgers vortex solution serves as a well-known model for illustrating key aspects
of modern turbulence theory [50]. This vortex model offers an exact solution to the cylin-
drical Navier–Stokes equations, depicting the flow on a cylindrical vortex core inducing a
circulation denoted as Γ∞ at large distances [51]. For an axisymmetric Burgers vortex in a
fluid with kinematic viscosity ν and radius rv , the distribution of circumferential velocity
vθ and vorticity ω are [52]

vθ(r) =
Γ∞

2πr

(
1− e−

γr2
4ν

)
(17)

and

ω(r) =
γ Γ∞
4πr

(
e−

γr2
4ν

)
(18)

where the parameter γ represents the axial strain (∂w/∂z) within a velocity field
⇀
u described

by an irrotational pure strain component denoted as
⇀
u s = (αx, βy, γz) and a rotational

component confined to the x-y plane denoted as
⇀
u w =

(
ux, uy, 0

)
. Specifically, for the case

of an axisymmetric Burgers vortex, γ > 0 and β = α = −γ/2.
The simulated flow field consists of (n,m) velocity vectors, denoted as

⇀
v (i, j) with

indices i in the x-direction and j in the y-direction, expressed by
⇀
v (i, j) =

(
⇀
v x(i, j),

⇀
v y(i, j)

)
.

In this simulation, an axisymmetric Burgers vortex is modeled, which travels in the negative
y-direction at a freestream velocity of U∞ = −2.25 mm/s. The vortex exhibits a peak
vorticity of ωpeak = −3.96 s−1, a boundary radius of rv =3.18 mm, and induces a circulation
of Γ∞ =100 mm2/s at far distances.

The effects of changing the grid resolution of the flow field and introducing Gaussian
white noise to the velocity vectors are investigated. This simulation aims to establish the
minimum grid resolution and the acceptable level of velocity field noise that ensures the
accurate application of the CVD algorithm to a universal flow field. Figure 5 illustrates the
simulated vector field, with the background color map representing velocity magnitude.
Additionally, Figure 6 displays the simulated velocity field after subtracting the freestream
velocity, accompanied by a background color map representing vorticity.
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Figure 6. Simulated velocity vector field (200 × 200 resolution) with the freestream velocity (U∞)
subtracted, displaying every 6th vector, and featuring vorticity as a color map in the background.

The resolution is quantified by the number of velocity vectors (n,m) spanning the
diameter of the vortex, which corresponds to ∅v = 2rv. This ratio, nm/∅v, defines the
minimum necessary number of velocity vectors spanning a vortex’s diameter for accurate
identification and characterization. Figure 7 illustrates the vortex radius calculated by
the CVD algorithm across different nm/∅v values, alongside the known vortex radius
employed in the Burgers model. Vortices with nm/∅v < 5 are categorized as Type II errors
(as described later). Considering the expected radius of rv = 3.18 mm, the computation of
vortex radius for rv = 3.18 mm± 5% is achieved when nm/∅v > 17. Figure 7 also exhibits
discretization artifacts originating from the simulation.

Figure 8 depicts the vortex circulation (Γ) calculated by the CVD algorithm across
various nm/∅v values. Circulation is not computed for cases with nm/∅v < 5, as these
vortices are rejected by the WA method. The circulation derived using the CVD algorithm
pertains specifically to the core region circulation, representing the circulation induced
within the vortex boundaries within −rv ≤ r ≤ rv. This value is expected to be smaller
than Γ∞ = 100 mm2/s, which corresponds to the circulation induced by the vortex at
far distances (as rv → ∞ ). Using Γ∞ = 100 mm2/s is impractical in this study due to
interference from neighboring vortices, making it unobtainable experimentally. Measuring
core region circulation is a more feasible approach to gauge vortex strength, as it can be
calculated within a finite circle with a radius of rv, within which most of the vorticity is
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concentrated [53]. Throughout this section, the term ‘circulation Γcore’ refers to the core
region circulation, and the expected core region circulation is determined as

Γcore =

θ=2π∫

θ=0

r=rv∫

r=−rv

γΓ∞
4πν

(
e−

γr2
4ν

)
rdrdθ (19)

By substituting rv = 3.18 mm into Equation (19), the expected core circulation of the
simulated vortex is determined to be Γcore = 71 mm2/s. Computation of core circulation
within Γcore = 71 mm2/s± 5% range is achieved when nm/∅v > 25, as shown in Figure 8.
For lower values of nm/∅v, the circulation is consistently underestimated, primarily due
to discretization errors in the summation of vorticity pixels within the vortex boundaries.
The grid resolutions used for calculating vorticity radius (rv) and core circulation (Γcore) are
summarized in Table 1 for reference.
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Figure 7. Vortex radius variations calculated by the CVD algorithm for different nm/∅v values,
compared with the expected radius (rv = 3.18 mm ± 5%) in the Burgers model. Vortices with
nm/∅v < 5 are disregarded. Discretization artifacts from the simulation are also evident.
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Figure 8. Circulation data are excluded for cases with nm/∅v < 5, as rejected by the WA method.
The computed circulation pertains to the core region circulation, representing circulation induced
within the vortex boundaries (−rv ≤ r ≤ rv).

Table 1. Grid resolution thresholds for simulated flow field.

Threshold nm/∅v

Type II error nm/∅v < 5
Computation of rv within 5% of true value nm/∅v > 17
Computation of Γ within 5% of true value nm/∅v > 25

Having established the minimum grid resolution requirements using an ideal simu-
lated flow field, the robustness of the CVD algorithm to noise is now examined. Specifically,
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Gaussian white noise is deliberately introduced to the velocity vector components to deter-
mine the impact on vortex characterization. A simulated vector field with n = m = 200 was
chosen, yielding a resolution of nm/∅v = 43, which satisfies the minimum requirements
for accurate computation of circulation and radius, as determined previously. Gaussian
white noise is generated by adding random real number vectors to the x and y components
of each velocity vector, where both components follow a probability distribution with a
zero mean and a predetermined variance. The noise vectors are statistically independent
and have a standard deviation of εσ times that of the vector fields.

The impact of adding white noise on vortex characterization is assessed by calculating
the standard deviation and mean values of both the core region circulation and the detected
vortex radii across a range of noise levels. For this study, 10 noise levels ranging from
0 ≤ εσ ≤ 0.2 with 100 samples per noise level were investigated. Beyond εσ = 0.2, the
algorithm starts to fail in detecting the vortex. Figure 9 presents the mean circulation results,
along with standard deviation error bars, and the expected circulation value for each of the
10 noise levels examined. Similarly, Figure 10 displays the mean vortex radius results for
each of the noise levels.
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to determine the impact on vortex characterization. A simulated vector field with n = m = 
200 was chosen, yielding a resolution of 𝑛𝑚 ∅௩ = 43⁄ , which satisfies the minimum re-
quirements for accurate computation of circulation and radius, as determined previously. 
Gaussian white noise is generated by adding random real number vectors to the x and y 
components of each velocity vector, where both components follow a probability distri-
bution with a zero mean and a predetermined variance. The noise vectors are statistically 
independent and have a standard deviation of 𝜀ఙ times that of the vector fields. 

The impact of adding white noise on vortex characterization is assessed by calculat-
ing the standard deviation and mean values of both the core region circulation and the 
detected vortex radii across a range of noise levels. For this study, 10 noise levels ranging 
from 0 ≤ 𝜀ఙ ≤ 0.2 with 100 samples per noise level were investigated. Beyond 𝜀ఙ = 0.2, 
the algorithm starts to fail in detecting the vortex. Figure 9 presents the mean circulation 
results, along with standard deviation error bars, and the expected circulation value for 
each of the 10 noise levels examined. Similarly, Figure 10 displays the mean vortex radius 
results for each of the noise levels. 
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Figure 9. Mean circulation computed by the CVD for 100 simulations at various noise levels, along
with standard deviation error bars.
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Figure 10. Mean radius computed by the CVD for 100 simulations at various noise levels, along with
standard deviation error bars.

The velocity vectors near the center of the vortex exhibit larger magnitudes com-
pared to those near the boundary. Consequently, the impact of adding white noise is less
pronounced near the core. However, increasing εσ eventually results in the entire vector
field appearing incoherent. Notably, this incoherence starts from the outer regions and
progresses inward due to the increasing velocity magnitude in the negative radial direction.
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Consequently, as εσ increases, the detection algorithm tends to underestimate the size
of the vortex. It primarily identifies the center of the vortex, as this region is relatively
less affected by the added noise (or is at least affected to a lesser extent, still resembling
a vortex). Figure 11 illustrates the probability density function (PDF) of the boundary
radius of a detected vortex based on 100 simulations conducted with εσ values of 0.05
and 0.1. For the higher noise level (εσ = 0.1), a distribution with a negative bias in its
mean relative to the expected value of 3.18 mm is observed, indicating that the algorithm
tends to underestimate the size of detected vortices at higher noise levels, as anticipated.
This highlights the robustness of the CVD algorithm under controlled conditions. The
CVD algorithm was able to detect and importantly return the characteristics of a vortex
defined by Burger’s model. The introduction of noise to the velocity field did affect that
detection and determination of the characteristic circulation but was only detrimental at
high noise levels.
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Figure 11. Probability density function of boundary radius for detected vortices based on 100 simula-
tions at εσ values of 0.05 and 0.1, i.e., 5% and 10% noise, respectively.

5. Verification on an Experimental Flow Field

The velocity flow field immediately downstream from an oscillating NACA 0012
airfoil is captured using a PIV system with the experimental setup described below. The
CVD approach is used to identify and characterize vortical structures.

5.1. Experimental Facility and PIV Setup

The experimental facility was a water flume measuring 0.7 × 0.4 m (27.5′′ × 16′′),
designed to exhibit low turbulence characteristics as detailed by Hilderman (2004) [54].
Within this setup, an airfoil is vertically suspended, allowing it to extend through the free
surface into the water channel, positioned perpendicular to the upstream flow direction.
The experimental setup and subsequent analysis were conducted in a two-dimensional
domain, focusing on the planar cross-section of the wing’s wake.

The experimental PIV setup, depicted in Figure 12, was equipped with four 2112 × 2072
pixel resolution, 14-bit, dual-frame CCD cameras (Imager Pro X 4M, LaVision). These
cameras view the investigation plane through four independent local coordinate systems.
Calibration of the cameras was carried out using a 300 mm × 800 mm calibration target
featuring 1.3 mm diameter markers spaced at 3 mm intervals. Subsequently, the captured
images were de-warped to account for variations in camera viewing angles and were
stitched together with specified offsets to create a unified global field.

To mitigate surface refraction effects, an acrylic sheet was positioned at the free surface,
with the cameras capturing images through it. In the illumination process, a double-pulse
Nd:YAG laser (Solo III-15Hz, New Wave Research Fremont, California, United States) was
employed to illuminate the flow. This flow was seeded with 18µm hollow glass spheres
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(SPHERICEL®, Potters Industries, Malvern, PA, USA). The laser beam was focused into a
thin sheet and directed upstream by a mirror and a submerged periscope.
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Figure 12. Experimental setup with a 0.7 × 0.4 m water channel designed for low turbulence. It
includes a vertically suspended airfoil extending into the channel and a PIV setup with four CCD
cameras capturing the measurement plane.

Before performing cross-correlation on image pairs, the raw images underwent pre-
processing using commercial software (LaVision GmbH, DaVis 8.05). This preprocessing
step was essential as it enhances particle intensity and shape, ultimately resulting in an
improved correlation peak [55]. The strength of correlation can be affected by disparities in
image intensity caused by factors such as non-uniform light sheets, shadows, reflections, or
variations in particle size [55]. To enhance correlation strength, several image preprocessing
methods were employed, including background intensity subtraction, sliding minimum
subtraction, and min–max filtering for intensity normalization. In this study, the generation
of the vector field involved three passes of a cross-correlation algorithm with window
shifting. The first pass used a 64×64 pixel interrogation window, while the subsequent two
passes employed a 32 ×32 pixel interrogation window with a 50% overlap.

An important consideration in this study is the error that arises from the disparity
between the motion of seed particles (r) and the actual fluid motion. This error is primarily
attributed to particle slip, wherein the seed particles lag behind the fluid motion by a finite
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quantity. To compute the slip velocity to first order, the approach outlined by Adrian and
Westerweel (2011) [56] was utilized:

∣∣∣vp − v f

∣∣∣ =
[
(ρ− 1)gτ0

ρ

]
(20)

In this equation, vp represents the velocity of the seed particle, v f is the fluid velocity,
and g is the gravitational constant with a value of 9.81 m/s2. The time constant, τ0, is
defined as

τ0 =
ρpd2

p

18v f ρ f
(21)

where dp is the diameter of the seed particles, set to 18 µm, and the densities of the seed
particle and water are ρp = 600 kg/m3 and ρ f = 998 kg/m3, respectively. Additionally,
the density ratio, ρ , is defined as

ρ = ρp/ρ f (22)

The slip velocity error, which amounts to 0.47% relative to the freestream velocity
(U∞ = 0.017 mm/s), is initially approximated using Equation (20). To address variations
in image magnification across the image domain, calibration with a target is employed.
However, it is important to note that image magnification also varies along the thickness of
the light sheet, introducing a magnification uncertainty typically around 0.3% in most PIV
setups, as discussed by Adrian and Westerweel (2011) [56].

Furthermore, the measurement error associated with determining the precise location
of the correlation peak for an 8-pixel particle displacement is approximately 1–2% of the
full-scale velocity for similar planar PIV systems [56]. Lastly, in terms of event timing
accuracy, the system achieves a resolution of 10 ns with a jitter of less than 1 ns.

In summary, the key measurement accuracy specifications of the present PIV system
include a particle slip velocity error of 0.47% relative to the freestream velocity, 0.3%
uncertainty in image magnification, 1–2% error in determining particle displacement
correlation peaks, and 10 ns timing resolution with sub-ns jitter.

The aluminum airfoil used was a continuous extrusion featuring a cross-sectional
shape conforming to the NACA 0012 airfoil profile, with a chord length (C) of 75 mm. The
airfoil’s cross-section and the parameters governing its motion are visually represented in
Figure 13. The airfoil is suspended on a sturdy shaft, which is driven by a stepper motor
(PK258-02Dl, ORIENTAL MOTOR CO. LTD., Tokyo, Japan). This shaft passes through the
airfoil’s aerodynamic center, enabling precise pitch oscillations of any desired waveform.
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Figure 13. Representation of the aluminum airfoil, a continuous extrusion with an NACA 0012 cross-
sectional shape and a chord length (C) of 75 mm. The figure also illustrates the motion parameters,
including pitch oscillations, enabled by a sturdy shaft driven by a stepper motor passing through the
airfoil’s aerodynamic center.
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To orchestrate these oscillations and maintain control, a commercial hardware system
(DS1104, dSPACE Inc., Paderborn, Germany) was programmed. This system governs the
motion of the stepper motor and generates output trigger signals when the airfoil’s pitch
reaches the desired angle. Consequently, this setup synchronizes the imaging system to
capture data at predefined positions, facilitating the acquisition of both phase-averaged
and time-averaged datasets.

To maintain a well-controlled flow and avoid the formation of disruptive leading-edge
vortices in the wake, the airfoil, characterized by its chord length (C), is limited to small
pitch oscillation amplitudes (θA ≤ 8◦). The flow can be characterized by the Reynolds
number (Re), defined in terms of the airfoil’s chord thickness (D) as

Re =
U∞D

ν
(23)

In the experiments conducted in this study, a constant freestream velocity (U∞) of
17 mm/s was maintained, using an airfoil thickness (D) of 8.6 mm and a kinematic viscosity
of water (ν) equal to 1× 10−6 m2/s, resulting in a Reynolds number (Re) of 146.

The oscillation waveform of the airfoil is given by

θa f (t) =
θA
2

sin(2π f t) (24)

By adjusting the oscillation amplitude (θA) and frequency (f ), various wake conditions
can be achieved.

5.2. Analysis of Oscillating Airfoil Wake

A schematic depicting the oscillating airfoil and the flow features observed in its
wake is illustrated in Figure 14, highlighting the relationship between the airfoil and the
generated vortices. The use of small airfoil oscillation amplitudes results in an orderly
wake pattern, characterized by the shedding of precisely two counter-rotating vortices per
oscillation cycle, as detailed by Bohl and Koochesfahani (2009) [2]. The airfoil, with a chord
length C, is shown in the context of the uniform flow with a velocity U∞.

These vortices are organized into two distinct rows separated by a distance Sy and
aligned with the flow direction. Within each row, the vortices are spaced apart by Sx. The
core coordinates of the vortices are labeled, and a core boundary radius (rv) is defined.

Additionally, the drift velocity,
⇀
v dri f t =

(
vdri f t,x, vdri f t,y

)
, is represented by an instan-

taneous velocity vector at the grid point coinciding with the vortex core. Furthermore,
the vortices are characterized by their peak vorticity (ωpeak) and circulation (Γ). The circu-
lation is approximated by summing the vorticity at each velocity measurement location
determined by PIV within a radius rv of a vortex as follows:

Γ =
x

S

(
⇀
∇×⇀

v
)

ds = Apixel

Ni

∑
i=1

Nj

∑
j=1

ωi,j (25)

Here, s refers to the surface integral over area ds, and Apixel is the surface area of a
rectangle formed from the coordinates of 4 adjacent velocity vectors.

By manipulating the parameters θA and f, various wake configurations can be achieved.
Common wake patterns for sinusoidal pitching symmetric airfoils include the
following [57–60]:

1. von Karman Wake: This configuration, illustrated in Figure 15a, resembles the wake
pattern typically associated with vortex shedding from a cylinder.

2. Aligned Wake: In this arrangement, the transverse separation distance Sy between
vortices approaches zero.
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3. Inverted von Karman Wake: This wake pattern, illustrated in Figure 15b, differs from
the von Karman wake by reversing the rotation direction of each row of vortices, as
described by Godoy-Diana et al. (2009) [10].

At an airfoil pitch angle of 0◦, instantaneous velocity vector fields are computed for
100 wake datasets using PIV. These fields are then averaged to generate a phase-averaged
representation since all the data are collected at a fixed oscillation phase. Subsequently, WA
and CSL methods are applied to the phase-averaged fields, and the results are depicted in
Figure 15. Within Figure 15, the CSL method identifies vortex core locations, represented
as white crosses, and vortex boundary radii, denoted by black circles, superimposed on the
vorticity field.
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Figure 14. Schematic representation of the oscillating airfoil and the associated wake flow features.
The airfoil, with chord length C, interacts with a uniform flow (U∞), generating organized vortices.
These vortices form two distinct rows, separated by Sy and spaced apart by Sx, aligned with the flow
direction. Core coordinates and the core boundary radius (rv) are identified. The drift velocity is
represented by an instantaneous vector at the vortex core grid point.

Figure 15a illustrates the von Karman wake pattern, resulting from sinusoidal pitching
at f = 1.6 rad/s and θA = 8◦, while Figure 15b showcases the inverted von Karman wake
pattern generated by sinusoidal pitching at f = 3.4 rad/s and θA = 8◦. The von Karman
wake typically displays weak vortices characterized by low peak vorticity and circulation.
It exhibits minimal vortex decay over downstream distances and features larger streamwise
spacing (Sx). Conversely, the inverted von Karman wake shown in Figure 15b exhibits
vortices with a higher peak vorticity and circulation. These vortices also experience the
most rapid decay as they progress downstream and display relatively smaller streamwise
spacing (Sx). These two wake configurations at Re = 146 exemplify the extreme cases of
wake vorticity for θA = 8◦.
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Figure 15. Phase-averaged results obtained at an airfoil pitch angle of 0 degrees using PIV data. The
cross-section lines (CSL) method identifies vortex core locations (white crosses) and vortex boundary
radii (black circles), superimposed on the vorticity field; (a) showcases the von Karman wake pattern
generated by sinusoidal pitching at f = 1.6 rad/s and θA = 8◦, while (b) illustrates the inverted von
Karman wake pattern resulting from sinusoidal pitching at f = 3.4 rad/s and θA = 8◦.

A false positive vortex diagnosis, or a Type I error, occurs when a vortex is identified
where none exists [35], potentially due to local shear, boundary influences, or image
stitching inaccuracies. Figure 15 highlights this issue with the CSL method, which may
incorrectly confirm a ROI containing no vortex. However, when the CSL data are processed
through the WA algorithm, these false positives are eliminated, as it checks for streamlines
forming semi-closed, semi-elliptical paths, which are absent in the false detections.

The Supplementary Material includes animations (Supplemental Files S1 and S2)
featuring instantaneous velocity vector fields for the von Karman Wake and inverted von
Karman Wake cases. These animations dynamically illustrate vortex core locations and
vortex boundary radii superimposed on the vorticity field for each wake configuration.

5.2.1. Sample Experimental Vortex for WA and CSL Verification

Figure 16 provides a detailed view of a vortex field sample from Figure 15a, highlighted
within a red square, and includes a locally calculated velocity field centered on the vortex
core. This calculation employs a moving reference frame that matches the drift velocity of
the sample vortex, as described in the pre-WA section of the combinatorial algorithm.
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Figure 16. Illustration of a sample vortex along with a locally computed velocity field centered on the
vortex core. The velocity field is calculated in a moving reference frame matching the drift velocity of
the sample vortex. In (a), streamlines generated from the velocity field overlay the local vorticity field,
and (b) highlights five streamlines meeting WA criteria, along with cluster points (black), determined
via the CSL method, denoted by a black ‘+’ symbol.

In Figure 16a, the streamlines generated from this velocity field are plotted over the
local vorticity field. Figure 16b highlights five streamlines that meet the criteria set by the
WA method. Each of these compliant streamlines is represented by a point (depicted as
black dots), and the vortex core, previously determined using the CSL method, is indicated
with a black ‘+’ symbol. The WA algorithm serves to confirm the presence of a vortex
within the sample ROI, consistent with the vortex definition of Robinson (1991) [36]. It also
verifies the existence of a single vortex within the sample ROI and corroborates that the core
location, computed by CSL, closely aligns with the geometric center of all the complying
streamlines. Should the WA algorithm identify multiple vortices within a single ROI, it
signals the possibility of Type II errors. However, it is crucial to note that the WA algorithm
does not correct these errors directly. Instead, it acts as an indicator, and addressing
Type II errors requires additional processing, such as using clustering algorithms. The
primary vortex is determined by the largest number of complying streamlines, while other
streamline clusters are marked as potential Type II errors. This underscores that while the
WA algorithm detects deviations, further analyses and processing are necessary to correct
and characterize potentially missed vortices within the ROI.

A false negative, or a Type II error, occurs when a vortex exists in the flow but remains
undetected by the algorithm. Unfortunately, due to the a priori knowledge required by
the WA algorithm, it is inevitable to encounter Type II errors for vortices that fall outside
the predefined ROI. However, when multiple vortices coexist within a single ROI, the WA
algorithm has the capability to identify a Type II error, but only if the drift velocity of the
primary vortex closely matches that of any secondary vortices represented by separate
streamline clusters.

The proposed CVD algorithm offers ways to minimize Type II errors through two key
mechanisms:

• Wider Threshold Bounds: By expanding the threshold bounds in the threshold inten-
sity vector (TIV) defined in Equation (1) for the MV algorithm, the ROI can encompass
weaker vortices, including those with lower vorticity. This adjustment ensures that
such vortices are considered by both the CSL and WA algorithms.

• Erosion Process Optimization: Employing two smaller sizes of image morphology
(IM) structuring elements in the erosion process preserves smaller vortices, those with
small values of (rv), allowing them to remain within the ROI. These vortices can then
be assessed by the CSL and WA algorithms.

It is important to note that implementing these modifications significantly increases the
computational time. Therefore, it is recommended to define a minimum vortex size rv,min
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and strength ωpeak,min before running the algorithm. Weak and/or small vortices falling
below the specified threshold are intentionally disregarded, reducing the algorithm’s
computational demands. The selection of both the threshold defined in Equation (1) and
the sizes of IM structuring elements (Se1, Se2, and Se3) are based on the goal of minimizing
Type II errors while maintaining efficient computation.

5.2.2. Vorticity Distribution Profiles

With the vortex identified and core location determined, the distribution of vorticity
within the vortex can be examined. The vorticity profiles of these vortices play a crucial role
in assessing various aspects of vortex characteristics, including the accuracy of the vortex
radius (rv), vortex shape and symmetry and their suitability for fitting analytical models.

In Figure 17, the vorticity distribution of the sample vortex depicted in Figure 16 is
plotted against the dimensionless radius (y− yc)/rv along a constant y line traversing the
vortex core. The vorticity profile indicates a Gaussian distribution with slight asymmetry,
which may be attributed to interactions with nearby counter-rotating vortices.
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Figure 17. Vorticity distribution profiles of an identified vortex, showing the vorticity plotted against
the dimensionless radius along a constant y line traversing the vortex core. Additionally, vorticity
profiles for ideal Burgers and Rankine vortices are included, sharing the same peak vorticity and
radii as computed by the CSL algorithm.

Figure 17 also includes vorticity profiles for ideal Burgers and Rankine vortices. These
profiles have the same peak vorticity and radii as those computed by the CSL algorithm.
The Burgers vortex was described in Equations (17) and (18) and the Rankine vortex
represents a simplified model that attempts to mimic real vortices by dividing them into
two regions: the inner core with uniform vorticity, resembling a forced vortex, and the outer
core, which lacks vorticity, simulating an irrotational or free vortex [61]. In contrast, the
Burgers vortex solution is a more intricate model used to illustrate fundamental elements
of modern turbulence theory, providing an exact solution to the cylindrical Navier–Stokes
equations that accounts for flow on a cylindrical vortex core inducing circulation (Γ∞) at
large distances [51].

The vorticity distribution plot in Figure 17 reveals that the sample vortex profile closely
resembles a Burgers vortex, sharing the same radius and peak vorticity values computed
by the CSL algorithm. This correspondence validates the CSL algorithm’s effectiveness in
predicting vortex radius and core coordinates from a PIV-generated velocity vector field. A
slight spatial offset between the experimental vortex and the Burgers vortex is attributed to
the spatial resolution of the experimental PIV data. This discrepancy arises from the CSL
algorithm’s sequential reading of vp(ς, ψ) in Equation (4), from left to right. When the true
core coordinate falls between two velocity vectors, the algorithm consistently selects the
leftmost value.
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5.2.3. Circumferential Velocity Profiles

In addition to vorticity, circumferential velocity profiles are valuable for characterizing
vortical flow structures. The circumferential, or azimuthal, velocity represents the velocity
component perpendicular to any straight line passing through the vortex core.

Figure 18 provides a comparison of the circumferential velocity profile for the sample
vortex from Figure 16 against theoretical profiles for a Rankine vortex and Burgers vor-
tex. The sample vortex profile is plotted alongside the analytical curves. As observed in
Figure 17, defining the vortex boundary radius based solely on vorticity profiles requires
an arbitrary cutoff [1]. This highlights the limitations of relying solely on the MV method
for radius determination. However, circumferential velocity profiles offer a distinct ad-
vantage for defining the boundary. Within the vortex radius, the circumferential velocity
magnitude generally increases with radial distance, reaching a maximum value precisely
at the boundary (rv) [1]. This characteristic peak at rv is clearly illustrated for the sample
vortex in Figure 18. Using the peak velocity avoids ambiguity and arbitrary cutoffs. Addi-
tionally, circumferential velocity can be measured farther from the high shear at the core,
where PIV more accurately represents curvature. Thus, circumferential profiles provide an
unambiguous vortex boundary definition without relying on vorticity gradients alone.
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Figure 18. Comparison of circumferential velocity profiles for the sample vortex, a Rankine vortex,
and a Burgers vortex.

Circumferential velocity profiles effectively showcase the CSL algorithm’s ability to
distinctly identify the boundary of a vortex core by pinpointing the radial location where
the absolute circumferential velocity is maximized. This method of defining the core
boundary radius is less prone to ambiguity compared to one derived from vorticity profiles,
making it a superior approach for computing vortex boundary radii.

5.2.4. Circulation Analysis in the Von Karman Wake

With the CVD approach now in place, it can be used to analyze a large number of
PIV datasets without the need for setting limits to individual vector sets to detect vortices.
The flow field in Figure 15a has some unique characteristics. In the near wake, vortices
exhibit more consistent spatial locations compared to those further downstream. In other
words, vortex cores close to the trailing edge of the flapping wing consistently appear in
the same positions across oscillation periods. However, structures farther downstream
demonstrate greater spatial variation. Phase averaging multiple vector fields reduces
the magnitudes of spatially varying vortices while preserving more consistent structures.
The CVD method enables quantifying key wake parameters after computing vorticity
distributions and defining vortex boundaries and cores. As highlighted before, these
parameters include circulation (Γ), peak vorticity (ωpeak), vortex radii (rv), vortex drift
velocity (vdri f t), streamwise spacing (Sx), and transverse spacing (Sy).
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Figure 19 plots the circulation of 25 instantaneous vector fields from the case illustrated
in Figure 15a against dimensionless downstream distance when the airfoil angle is θa f = 0◦.
Individual field circulations from the instantaneous images appear as black dots, while
phase-averaged circulation is shown in red. This illustrates the increasing variability of
the vortex core streamwise coordinate xC with downstream distance. In the near field
xC = x/C < 2, tight vertical data groups indicate consistent vortex locations. However,
groups become indistinguishable farther downstream as locations vary. Consequently,
phase averaging underestimates circulation versus individual fields.
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Figure 19. Circulation vs. dimensionless downstream distance for 25 instantaneous fields (black dots)
and phase-averaged data (red circles) when the airfoil is at θa f = 0◦. Near field (xC < 2) shows tight
vertical data grouping, indicating consistent vortex positions.

Circulation provides critical insights into vortex strength and influence within the
wake. Examining circulation across instantaneous fields reveals vortex evolution and
interactions over time, granting a deeper understanding of von Karman wake dynamics.

5.3. Considerations for Higher Reynolds Number Applications

At the demonstrated Reynolds number of 146 based on airfoil thickness and free-
stream velocity, the flow remains laminar and ordered, facilitating structured vortex shed-
ding amenable to characterization with the combinatorial vortex detection (CVD) technique.
However, applying the algorithm to scenarios with significantly higher Re introduces addi-
tional complexities that must be considered.

As Re increases in the transitional flow regime, turbulence levels intensify. This places
greater demand on spatial resolution to fully resolve steeper velocity gradients and smaller-
scale flow structures. If spatial resolution becomes insufficient, discretization errors may
prevent accurate calculation of vorticity and vortex parameters. Additionally, heightened
turbulence increases variability in vortex properties such as circulation, boundary radius,
and peak vorticity. To achieve a statistically reliable description of vortex characteristics, an
increased number of velocity field samples is necessary. Lastly, elevated turbulence can
cause vortex core boundaries to become more diffuse [62,63], complicating boundary iden-
tification. Addressing these challenges would necessitate modifications such as improving
localized velocity calculations and using an adaptive ROI threshold approach.

Proper validation of the CVD algorithm at higher Re requires a more controlled
experimental facility and PIV setup meeting minimum resolution requirements. While not
explored presently with the available resources, the proposed method shows promise for
characterization of transitional flows. Future efforts should focus on method refinements
targeting higher Re applications.
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6. Conclusions

In this study, a robust vortex detection and characterization algorithm has been devel-
oped and rigorously tested on 2C2D velocity vector fields obtained from the wake of an
oscillating NACA 0012 airfoil within a uniform flow. Existing vortex detection methods
face major limitations in handling experimental data, including sensitivity to measurement
noise and substantial velocity gradients near vortex cores that complicate particle seeding
and the performance of the PIV algorithm [12,39].

The proposed combinatorial vortex detection (CVD) algorithm aimed to address these
challenges and accurately identify wake vortices and their attributes. It harnesses the
strengths of three distinct vortex detection methods, ensuring reliable vortex detection
solutions. The central technique was the cross-section lines method, which played a key
role in determining vortex core coordinates, boundary radii, and drift velocities. Evaluation
of vorticity and velocity profiles verified the algorithm’s precision in locating cores, defining
boundaries, and calculating drift vectors, thus precisely enabling definition of the vortex
swirling strength.

In the pursuit of comprehensive verification, the winding angle method emerged
as a valuable tool for the verification of vortex detection, facilitating the reliable identi-
fication and subsequent elimination of false positives within the dataset. Such precise
measurements have significant implications for comprehending and characterizing vortical
structures with accuracy.

A limitation of the current study is that rigorous validation was restricted to a single
low Reynolds number airfoil case. As turbulence levels intensify with increasing Reynolds
numbers, factors such as sufficient spatial resolution, statistical convergence of vortex
parameters, and diffuse vortex boundaries would need to be addressed. However, the CVD
methodology shows promise for adaptation to characterize transitional flows at higher
Reynolds numbers with proper experimental design. Refinements to the algorithm could
incorporate spatial and temporal mesh refinement within vortex cores and adaptive ROI
thresholds tuned to local vorticity gradient thicknesses. Further assessment across a range
of higher turbulence flows would aid in refinement and demonstrate expanded applicability.
Additionally, future work could explore combining this vortex analysis approach with
machine learning for automated parameter tuning at varying flow conditions.

In summary, the CVD method could significantly contribute to the advancement of
vortex detection and characterization techniques in the realm of fluid dynamics research.
The demonstrated efficacy of the algorithm in addressing the complexities associated with
experimental data reaffirms its potential as a valuable asset in the study of vortical flows.
By mitigating challenges related to measurement uncertainties and the intricate dynamics
of vortex structures, this approach facilitates enhanced understanding and modeling of
vortical phenomena, ultimately advancing the comprehension of fluid mechanics and its
manifold of applications.

Supplementary Materials: Figure S1 illustrates the von Karman Wake, and Figure S2 showcases
the Inverted von Karman Wake. The Figure S1, Figure S2 and CVD algorithm’s MATLAB codes are
available on GitHub at https://github.com/dsnobes/Combinatorial-Vortex-Detection-Algorithm.
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Citation: Prisăcariu, E.-G.; Prisecaru,

T. Quantitative Color Schlieren for an

H2–O2 Exhaust Jet Developing in Air.

Fluids 2024, 9, 19. https://doi.org/

10.3390/fluids9010019

Academic Editors: Ashwin Vaidya,

Guangjian Zhang, Mingming Ge and

Xin-Lei Zhang

Received: 2 October 2023

Revised: 29 December 2023

Accepted: 3 January 2024

Published: 8 January 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

fluids

Article

Quantitative Color Schlieren for an H2–O2 Exhaust Jet
Developing in Air
Emilia-Georgiana Prisăcariu 1,* and Tudor Prisecaru 2

1 Romanian Research and Development Institute for Gas Turbines COMOTI, 061126 Bucharest, Romania
2 Faculty of Mechanical Engineering, Politehnica University of Bucharest, 060042 Bucharest, Romania;

tudor.prisecaru@upb.ro
* Correspondence: emilia.prisacariu@comoti.ro; Tel.: +40-764060265

Abstract: Throughout many decades, the Schlieren visualization method has been mainly used as
means to visualize transparent flows in a qualitative manner. The images recorded provide data
regarding the existence of the flow, or illustrate predicted flow geometries and details. The colored
Schlieren method has been developed in the late 1890s and has always had the intent to provide
quantitative data rather than qualitative pictures of the studied phenomena. This paper centers on
applying a quantitative color Schlieren method to help determine the gasodynamic parameters of
an H2–O2 exhaust jet, developing in air. A comparison between the parameters obtained through
calibrating the color filter for the Schlieren method and the results from a CFD simulation is performed
to assess the range of the CS (color Schlieren) measurement. This paper’s findings address the issues
of calibrated color filter Schlieren encounter during its implementation and discusses possible errors
appearing when the method is applied to a 3D flow. While the qualitative Schlieren images are
still impressive to observe, the quantitative Schlieren presents challenges and a low measurement
accuracy (75%) when applied to 3D flows and compared to 2D cases found in the literature (97–98%).

Keywords: rainbow Schlieren; post processing; color filter; calibration

1. Introduction

The color Schlieren method is a quantitative visualization method developed to allow
data extraction regarding physical parameters of the imaged flow. Color Schlieren can
also be found in the literature under the name of ‘rainbow Schlieren’, due to the rainbow
segmented filters used in some applications, in which the filter’s colors change abruptly. It
has a similar working principle to the classic Schlieren, with a slight difference regarding
the knife edge. In a classic Schlieren setup, density gradients can be observed by deflecting
the light rays in the Fourier plane of the light source image by introducing a sharp knife
edge to partially block the rays, either horizontally, causing the vertical gradients to be
visible, or vertically, revealing the horizontal gradients. A circular knife edge can also be
applied, showing both density gradients. Color Schlieren uses a color filter to replace the
circular knife edge.

Color Schlieren is used in most papers to provide different color ratios for each density
gradient, due to the fact that the deflection takes place on the filter, but if the color filter
is not calibrated beforehand, the result will only consist out of qualitative pictures. Most
papers apply the quantitative rainbow Schlieren to 2D flows, in which case the Schlieren
technique is more prone to have an increased accuracy, given the optical path-integrative
character of the method.

The concept of color Schlieren dates back to 1892, and it is attributed to Rheinberg [1],
who was inspired to use color filters in his microscope by the chemical staining method,
applied at that time to differentiate elements of transparent flow. Using the color contrast
technique to account for different structures of his biological subject analyzed through
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a microscope, he achieved a technique which is characterized by Settles as “analog to
Toepler’s black and white microscopical Schlieren method” [2].

The quantitative Schlieren method has been used to determine thermodynamic prop-
erties, species concentrations and velocity of different oil and flows, aerodynamic research
and shock waves by [3], using optical tomography to reconstruct density information.

A short review is presented by [4], whose objective was creating a color shock tube,
allowing a quantitative analysis.

A very representative study was conducted by Elsinga et al. [5], explaining the process
of applying different types of quantitative Schlieren to obtain different series of Schlieren
images containing a 2D Prandtl–Meyer expansion fan. It concludes that both calibrated
color filter Schlieren (CCS), as well as the BOS (background-oriented Schlieren) method,
are capable of returning the light deflection angle in two spatial directions, projecting the
density gradient vector.

Another color-based analysis can be found in the works of Greenberg [6], where the
spectral color used was transformed from RGB into HIS (hue–saturation–intensity), which
in that case proved to be more efficient regarding the intensity fluctuation of the light source,
pixel to pixel variation in gain within a given detector array, absorption or scattering of
light within the test section, etc. The rainbow Schlieren used by Greenberg demonstrated
a system sensitivity comparable with that of a normal interferometer, while being easily
implemented and less sensitive to mechanical misalignment.

The quantitative color Schlieren technique used in this paper relies on the calibration of
a colored filter. The calibration of the filter is made possible given the special configuration
of the filter, which has been designed to vary color ratios over its entire area, providing
unique values for each pixel. This filter is integrated into a Z-type Schlieren system, used
for recording the images of a turbulent exhaust jet, generated by a micro-thruster that
develops a 1N force while using a H2–O2 mixture as propellant and has been designed for
small satellites’ altitude control [7]. The quantitative Schlieren method is applied with the
goal of extracting the turbulent H2–O2 jet’s gasodynamic parameters (such as density and
temperature gradient maps). A short discussion is made in comparison to the CFD model
obtained in Ansys CFX of the jet, in the same working conditions.

2. Experimental Setup

As presented by [8], where the velocity profiles of the turbulent jet were obtained by
applying a series of Schlieren image velocimetry methods, the turbulent jet analyzed is
encapsulated in a vacuum chamber. Although the present analysis presents the parameters
of the jet dispersing in free air, the influence of the vacuum chamber must be considered,
given the high temperatures developing into the jet, which is destined to return at a very
high rate because of the vacuum chamber’s walls. However, in spite of the analyzed jet
presenting the same parameters and being developed in the same way, the first images
analyzed by [8] were recorded with a U-turn circular knife edge Schlieren system, while this
study uses the equipment presented in Table 1 and the configuration illustrated in Figure 1
to record the color Schlieren images which are further analyzed. The study presented in [8]
investigates the possibility of applying SIV (Schlieren image velocimetry) methods to a
3D turbulent flow, and improving them by creating algorithms for digital post processing
automatization. This study investigates the possibility of retrieving other quantitative jet
parameters, while applying a different type of system calibration.
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Table 1. Schlieren equipment used to record images of the exhaust jet.

Type of the Equipment Name and Manufacturer Important Features

Two twin parabolic mirrors Al-plated parabolic mirrors
(Edmund Optics, Barrington, NJ, USA) Effective focal length (EFL) = 1524 mm

light source LS-W1
(Lightsource Tech, Göttingen, Germany)

Laser-pumped white light source
Diameter: 1.5 mm

Optical output power: 500 mW

Small biconvex lens (Edmund Optics, Barrington, NJ, USA) Focal length (flens) = 250 mm

Square diaphragm (Edmund Optics, Barrington, NJ, USA) 3D printed,
1 mm × 1 mm

Color filter Square CCS method

High-speed camera (CMOS)
Phantom Veo 1310L

(Vision Research Inc., Charlottetown,
PE, Canada)

Recording speed: 30.000 fps
Spatial resolution (pixels): 600 × 480

24-bit depth
Exposure time: 0.93 µs

Camera lens Nikon Nikkor
(Nikon Corporation, Minato, Japan)

50 mm
1:1.8 G

Filter Custom color filter image Exposed Fujifilm Superia Extra 400
Photographic, 35 mm fine grain film
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change, and the filter’s response is no longer linear, as previously intended. 

The photographic film’s structure is presented in Figure 2. 
The photographic film is calibrated without removing the tint effect. The Phantom 

Veo 1310L CMOS camera produced by Vision Research Inc. (Wayne, NJ, USA) can record 
24-bit depth images, which means it is capable of illustrating 256 ൈ 256 ൈ 256 possible 
color combinations. The structure of the colored filter and its individual color channels as 
shown by Figure 2 with the film tint applied is as follows: the red channel’s values vary 
very little causing it to look rather constant without any variation, the green gradient in-
tensifies from left to right, and the blue channel intensifies from the bottom to the top. 

Figure 1. The Z-type color Schlieren setup: 1—Ls-W1 light source; 2—biconvex lens; 3—square
diaphragm; 4— parabolic mirror; 5—(red) rays reflected back by the vacuum chamber’s outer casing;
6—circular glass windows; 7—vacuum chamber assembly; 8—investigated exhaust jet; 9—second
parabolic mirror; 10—color filter calibration mechanism; 11—high-speed camera.

The Z-type configuration used for the imaging of the analyzed jet is presented in
Figure 1, showing the optical path and the placement of the exhaust jet into the vacuum
chamber. There are several rays reflected back when hitting the opaque surface of the
vacuum chamber, given the fact that the diameter of the twin parabolic mirrors is larger
than the visualization windows with which the vacuum chamber is equipped. The light
travels from the square light source to a biconvex lens with the focal length flens = 250 mm,
placed at a distance longer than he double of the focal length. Afterwards, the rays are
cut in the focal plane by a square 3D printed diaphragm, which allows the passing of
the light through a 1mm square area. The light from the diaphragm placed at a distance
equal to the effective focal length (EFF = 1524 mm) of the parabolic mirror, reaches the
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first parabolic mirror, and is collimated throughout the testing area. The second mirror
images the light source in its focal point, creating the knife edge plane. In the plane of the
knife edge, an optical transparent filter with a color gradient distribution is framed into a
calibration mechanism. The camera is placed behind it, at the point where the mirror is seen
as fully illuminated. The angle α represents the off-axis rotation of the mirrors. In this study,
α = 10◦, which is more than the recommended amount (α = 3◦) found in the literature [2],
given the special geometrical constraints. However, the optical errors resulting from the
system are visually negligible, the image of the source does not present any astigmatism or
coma effects. The distance between the two parabolic mirrors is larger than 3 times their
EFL, resulting in a generous testing area, while introducing the disadvantage of reducing
the resolution of the Schlieren image, given the type of the camera lens used and other
alignment difficulties.

The optical filter is designed according to the next equations for the RGB channels of
the image. These equations are the same as the ones used by Elsinga [5], with the differ-
ence that the filter is manufactured in a different manner and the experiment positioning
regarding the filter is considered to be x f and y f representing the x and y as generated by
Matlab 2020a in the process of creating the image of the filter (rows and columns).

R =
255

1 + x f + y f
(1)

G =
255·x f

1 + x f + y f
(2)

B =
255·y f

1 + x f + y f
(3)

The filter was manufactured by exposing a fine grain photographic film to the image
obtained in Matlab displayed on a computer screen. This process is very similar to the one
explained in [5], but the filter applied in the current analysis was used in its raw form. [5]
uses a different type of technology which allows the film to become completely transparent
after exposure.

Given the effect of the film on the light that passes through it, the color gradients
change, and the filter’s response is no longer linear, as previously intended.

The photographic film’s structure is presented in Figure 2.
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Figure 2. Decomposition of the colored filter and digital addition of the transparent film tint.

The photographic film is calibrated without removing the tint effect. The Phantom
Veo 1310L CMOS camera produced by Vision Research Inc. (Wayne, NJ, USA) can record
24-bit depth images, which means it is capable of illustrating 256× 256× 256 possible color
combinations. The structure of the colored filter and its individual color channels as shown
by Figure 2 with the film tint applied is as follows: the red channel’s values vary very little
causing it to look rather constant without any variation, the green gradient intensifies from
left to right, and the blue channel intensifies from the bottom to the top.

The film tint effect is replicated by considering the image of a blank portion of the film,
placed in the knife edge plane. An average of the color is performed and displayed with a
60% transparency over the image of the filter. The transparent film tint is represented in
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Figure 2 by the real image of the blank photographic film introduced into the knife edge
plane. The projection of the film is considered to be the real image transferred from the
photographic film onto the camera.

3. Calibration of the Filter for Color-Calibrated Schlieren

The calibration process is achieved by translating the film with regard to the fixed
light source image. The photographic film dimensions are 5 mm× 5 mm.

Figure 3a presents the calibration mechanism used for translating the filter. The cali-
bration mechanism is composed of a fixed part, and the displacement plate which contains
the optical filter. This mechanism allows the displacement of the filter in 25 positions;
therefore, the coverage of the entire filter can be assumed. For each position, the system
will acquire information about the color ratio of each pixel. Figure 3b represents the color
filter mounted into the calibration plate, while also displaying the calibration grid. Each
node of the grid marked by a red cross represents the position of the light source image
center, following displacement, and every white square represents the position of the light
source related to the new position of the filter.
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Figure 3. (a) Calibrating mechanism with 1—color-graded filter, 2—calibration plate with filter frame,
3—positioning rows of holes in the fixed plate for the displacement of the calibration plate, 4—fixed
plate, 5—locking pins. (b) Color filter calibration grid, where the red crosses represent the center of
the light source during calibration, the white rectangles represent its 25 calibration positions, and the
dark circles represent the fixing pins which are designed to position the calibration plate onto the
fixed plate.

Figure 4 depicts the device placement diagram of the color-graded filter. In this case,
the horizontal arrows represent a one-hole shift in the indicated direction and the vertical
arrows represent the lowering of the calibration plate by one hole. The diagram starts
and ends with the filter positioned in the center of the light source which can be used
to detect displacement errors appearing during the calibration process. The fixing pins
are represented by dark circles in order to confirm the overlap of the holes found in the
calibration plate and the fixed plate.

The calibrating procedure is very similar to the one found in [5]. The displacement is
achieved by starting with the colored filter in the center position and afterwards displacing
it into the other 24 positions, recording different color gradients for each pixel in the
25 points mentioned. The analyzed images are recorded with the image of the light source
placed in the center of the graded filter, which can be considered to be the initial position of
the filter.
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Figure 5 presents the initial moments of the jet development. This sequence is pre-
sented here for two important reasons. The first one is to observe the influence of the
vacuum chamber on the jet’s development, illustrating the velocity with which the pres-
sure wave returns, which can be similar to the velocity of the jet returning into the main
visualized area as background noise, and the second one is to underline that the black
gradient pictured into the first frame containing the jet is caused by the system recording a
ray deflection angle which surpasses the system’s capabilities.
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For the reason described above, the analyzed pair of images will be chosen to contain
the fully developed exhaust jet in air, where the density gradients are in good correlation
with the system’s sensitivity.

The system’s theoretical sensitivity in this case can be calculated using the equations
used by [5], and applying it to the current case. The first step in calculating the theoretical
sensitivity is to calculate the range of the displacement angle which can be recorded by the
system, εrange. This is defined as the ratio from Equation (4) [5], where b f represents the
dimension of the filter, bs represents the dimension of the source, and f represents the focal
length of the second parabolic mirror.

εrange =
b f − bs

f
(4)

The resulting ratio value is 2.6 mrad, but the εrange is equal in each direction, given the
square light source and filter. The displacement range is, therefore, [−1.3 mrad, 1.3 mrad].
Equation (4) confirms the hypothesis that if one uses a filter with a larger dimension, the
overall detectable displacement range increases. For example, for the 12 mm × 12 filter,
εrange = [−3.6, 3.6] mrad. The theoretical sensitivity is related to the camera’s dynamic
range, is 0.80% for the 5 mm× 5 mm filter and 0.35% for the 12 mm× 12 mm filter. A visual
comparison of the 5 mm× 5 mm filter and the 12 mm× 12 mm is illustrated in Figure 6.
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The low resolution of the Schlieren images is caused by the issues arising from the
alignment of the system. Other filter manufacturing techniques with using more modern
technology such as printing the filter on a transparent laser printer sheet were discarded, as
it did not allow enough light to properly pass through it because of the ink opacity, despite
it seeming perfectly transparent when held against natural light.

This paper describes the calibration method and the study resulting from using the
5 mm× 5 mm Schlieren filter. Despite the initial images presenting dark areas, the images of
the analyzed jet contain pixels with color ratios which could be matched to the ones found
on the above-mentioned filter. The calibration method yields for each pixel a calibration
curve. These calibration curves are exemplified in Figure 7 for 3 pixels of the test image,
found at the following locations: [320, 294], [321, 295], and [322, 296]. These can be described
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as being in the Schlieren area, in the vicinity of the thruster’s exit. Each calibration curve
can be described in relation to two different color ratios, the indicated ones in this case
being R/G and B/R. These pixel color ratio values exemplified in Figure 7 are obtained
from the filter calibration, without the image of the studied jet. The calibration curves
present five inflexion points due to the calibration mechanism and filter structure which
cause an abrupt change in color ratios five times, as the filter is lowered relatively to the
light source.
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The deflection of the rays on the calibration filter results in a deflection angle which
can be calculated for the reference image, as well as for the image containing the studied jet.
The graph pictured in Figure 7 provides a glimpse into the differences between the initial
design of the filter, which is assumed to only project linear changes over a single-color
ration, and the color ratio distribution obtained from the physical filter obtained. The
explanation of the unpredicted behavior of the filter color ratios is that the image of the
filter is polluted with the film tint and there are differences between the image created in
Matlab and the one displayed by the computer screen. This translates into a variation of
the B/R and R/G curves, different than expected.

The deflection angle of the rays in the source image plane is considered to be split
in the two directions of the Schlieren image, with εx and εy corresponding to the x and y
directions, respectively. The deflection angle results from the calibration function, which in
this case is written in the form presented by Equation (5).

ε = c1 + c2
B
R
+ c3

G
R
+ c4

B2

R2 + c5
B·G

R
+ c6

R2

G2 + c7
B3

R3 + c8
B2R
G3 + c9

BR2

G3 + c10
R3

G3 (5)

The coefficients of the calibration function are calculated, as suggested in [5], at each
pixel. The calibration function and the calibration coefficients provide the means needed to
extract the deflection angle.

This paper uses the principles applied by [5] and finds that, in a similar manner,
a linear function is not enough to describe the color ratio progression. The calibration
curves for the color ratios displayed in Figure 7 present similar characteristics, but do not
perfectly overlap.

4. CFD Simulation

The CFD simulation of the jet was conducted for the velocimetry study found in [8],
performed on the jet provided in the same functioning conditions. Due to the path inte-
grated character of the Schlieren technique, the results of the CFD analysis can only be
used for a comparison achieved in a wide range of density values. The error calculation is
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therefore performed only as a reference for the CS technique, for a more precise result, a
DNS or LES simulation would be required.

5. Results

After the calibration of the filter is achieved and the deflection angle at each pixel
is found, the density map is retrieved by applying Equation (6), where W is the length
of the optical path and K is the Gladstone–Dale constant. The deflection angles expected
to be obtained can be considered as sufficiently small for the approximation made for
Equation (6). Equation (6) is used by Elsinga [5] to determine the density gradients by
assuming that the gradient along the integrated path of the investigated 2D flow is constant.
This equation leads the study found in [5] to a final density gradient obtained by means of
a numerically solved Equation (7), where ρ is the array containing the density values in
each pixel and g is the array containing the x and y elements of the density at each pixel,
while D is a sparse matrix which contains a second order central differencing scheme.

ε = KW∇ρ (6)

Dijρi = gj (7)

This, for a non 2D flow, introduces a considerable error. For this reason, the studied jet
will be divided into five different sections. The Gladstone–Dale equation applied (8) in this
study considers the change in K, which varies slightly with the wavelength of the light.

n = 1 + Kρ (8)

A comparison of the averaged result obtained per section by CCS and the result
yielded by the CFD simulation will also be further conducted.

Figure 8 presents the lines from which the date is extracted in order to compare the
color schlieren results to those offered by the CFD analysis.
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Figure 8. Test image with axes and the lines of interest: A (blue) and the vertical centerline stopping
at 31 mm after the nozzle’s exit.

The density map of values at every pixel location, as resulted from the CCS analysis, is
found in Figures 9 and 10 (both curves in black). It presents the data obtained by calculating
the density for each resulted ε.
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Figure 10. Density profiles on central axis density profile from origin to 31 mm on the x axis, pictured
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The results obtained through Schlieren CCS present a generally good accuracy in the
0–31 mm area, between 2% and 10%, given the position of the filter and the displacement
recorded in this point. There are some pixels which present a dark character, and the
explanation for those are that the filter’s dimensions were too small, the deflection angle
created by the system was too big, causing the rays to land outside the filter, in a dark area.
For these pixels, no density value could be retrieved. The measurement provides a good
coherency with the CFD simulation in the area starting at the origin and ending at 31 mm
on the x axis. After the 31 mm, the error increases dramatically and the measurement
becomes irrelevant. Between line 1 and line 3, the general accuracy of the measurement is
75, when reported to the CFD result, and over line 4, the ratio of quantifiable/unusable
pixels is too low to properly describe the flow. However, central axis measurements prove
to be less accurate when related to the CFD results than the horizontal samples. This can be
caused by many experimental factors, like the one previously mentioned (the 3D character
of the flow, filter limitations, etc.).

The CFD simulation parameters are described in [8]. The functioning conditions of the
installation are the thruster has been designed to provide a nominal value of 1 N in vacuum
conditions, with an expansion rate of 50 and a nominal mass flow of 0.3 g/s. The thruster’s
geometry consists of a convergent–divergent nozzle. Its minimal section is less than 1 mm.

ANSYS CFX was used to estimate the thruster’s performance and determine the
magnitude of the flow field at the thruster’s outlet. A 3D model was created to replicate
the combustion chamber’s outlet and the convergent–divergent nozzle. Figure 11 presents
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the conic wall used for lowering the computational demand, as the flow around the
external geometry of the thruster is not considered of importance. The computational
model’s dimensions are determined by the experimental chamber dimensions, which has a
cylindrical geometry [8].
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Figure 11. (a) Fluid volume; (b) thruster’s interior geometry [8].

ICEM was used for designing the numerical grid, which has a hexahedral structure
with a smaller dimension in the thruster’s inside volume and the vicinity of the thruster
outlet, as can be observed in Figure 12. The grid independence was checked in terms of
resulted y+ values, which were in the suggested intervals for the turbulence model used [8].
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Figure 12. (a) Numerical grid for thruster internal flow; (b) numerical grid for fluid volume [8].

The numerical case was set based on measurements for the respective test, and thus
the total mass flow was set at 0.27 g/s. In order to reduce the complexity of the numerical
simulation and lower the computational demand, the combustion process was not modeled.
The combustion process was considered complete at the volume inlet, with the working
fluid composed of water vapor forming the complete reaction of gaseous H2 and O2. The
temperature was determined using CEARun software (last updated in January 2023) for a
stoichiometric reaction of gaseous hydrogen and oxygen resulting in a value of 3450 K. The
fluid used for this simulation was a mixture of H2O, H2, O2, and N2 in order to simulate
the interaction between the water vapors and ambient air [8].

The boundary conditions for this study are presented in Table 2. Inlet boundary
conditions were set for the thruster inlet (fixing the mass flow, total temperature and
chemical components of the fluid, water vapor in this case), opening conditions for the
fluid volume outlet (fixing the temperature, pressure, and chemical components). For the
thruster and experimental chamber walls, adiabatic no slip conditions were used. Reynolds-
averaged Navier–Stokes (RANS) simulations were conducted using the K-ε turbulence
model due to its known performance for high-turbulent flows [8]. Figure 13 presents the
density and temperature maps obtained from the CFD simulation.
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Table 2. Boundary conditions [8].

Type Location Details

Inlet Thruster inlet Mass flow = 0.27 g/s
Total temperature = 3450 K

Wall Thruster walls, testing chamber walls Adiabatic walls with no slip conditions

Opening Testing chamber outlet Temperature = 25 ◦C
Pressure = 1 bar
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Figure 13. (a) The exhaust jet’s CFD obtained density profile; (b) the exhaust jet’s CFD obtained total
temperature profile.

To obtain a temperature map from the density map obtained by Schlieren, the equation
of state can be applied to each value, individually. However, this will most likely present a
greater error than the one obtained for the density map, as the calculation basis will already
be flooded by errors, caused by the shortcomings of the method, such as the path integrated
character of the turbulent axisymmetric jet, the filter’s reduced dimensions which reduces
the filter’s sensitivity, and the 1pixel error introduced by the spatial resolution limitations.
The temperature profile presents a 12% error in the 0–31 area and is inconclusive in the
upper stages, which renders the temperature measurement by CS in this case futile.

6. Conclusions

The color-calibrated filter Schlieren (CS) method has been previously used for obtain-
ing density maps and other parameters of 2D flows, representing a very powerful tool,
registering errors from 2% to 3%, according to [5]. This paper addresses its use on 3D flows,
and exemplifies a simple and low-cost method to manufacture and implement such a filter.
Although the idea of using a photographic film has been around for years, the calibration
mechanism has never been exemplified. The errors introduced by the filter are separated
from the images the moment the filter is calibrated experimentally. For the horizontally
place line A, depicted in Figure 8, the density graph reveals the issue of the jet’s symmetry,
which is affected by one of the vacuum chamber’s windows, which causes the flow to
propagate a little to the left of its central axis. Apart from the slight asymmetric density
profile of the jet, the density curve on line A, the experimental density curve follows closely
the CFD curve, with a clearer gap between the two curves values as it comes closer to
the center line. This could be caused by the 3D character of the flow, which integrates
the path and can cause an imprecise reading. Unfortunately, the experimental data are
also scarce due to the above-mentioned pixels, where the deflection angle is large and
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information could not be extracted from. The measurement error was calculated by relating
each experimental value to its CFD correspondent and eliminating the highest and lowest
resulted error. This yielded a percentage of 2–3% on the A line.

The method can be improved with regards to the 3D flow by using a better fitted color
filter, with a better color distribution. The easier way to achieve a better-known color ratio
distribution would be to use a transparent step filter manufactured from gelatine sheets,
like the ones produces by COMAR [9]. If the filer is cut into small sheets with a well-known
length, the calibration process can be very similar to the one proposed by [5].

Corrections regarding the path-integrative character of the flow can be achieved by
performing an inverse Abel transformation if the study can be considered to be propagating
in a symmetrical manner.

A study in progress at this moment includes using a step color filter and applying
an inverse Abel transformation, while relating the obtained measurements to the ones
recorded by physical temperature sensors introduced into the flow.
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Abstract: Ladle metallurgy serves as a crucial component of the steelmaking industry, where it plays
a pivotal role in manipulating the molten steel to exercise precise control over its composition and
properties. Turbulence in ladle metallurgy influences various important aspects of the steelmaking
process, including mixing and distribution of additives, alongside the transport and removal of
inclusions within the ladle. Consequently, gaining a clear understanding of the stirred flow field
holds the potential of optimizing ladle design, improving control strategies, and enhancing the
overall efficiency and steel quality. In this project, an advanced Particle-Tracking-Velocimetry system
known as “Shake-the-Box” is implemented on a cylindrical water ladle model while compressed air
injections through two circular plugs positioned at the bottom of the model are employed to actively
stir the flow. To mitigate the particle images distortion caused by the cylindrical plexi-glass walls,
the method of refractive matching is utilized with an outer polygon tank filled with a sodium iodide
solution. The volumetric flow measurement is achieved on a 6 × 6 × 2 cm domain between the two
plugs inside the cylindrical container while the flow rate of gas injection is set from 0.1 to 0.4 L per
minute. The volumetric flow field result suggests double gas injection at low flow rate (0.1 L per
minute) produce the least disturbed flow while highly disturbed and turbulent flow can be created at
higher flow rate of gas injection.

Keywords: ladle metallurgy; water ladle model; volumetric flow field; Shake-the-Box system

1. Introduction

The global steel industry stands as a cornerstone of modern civilization, serving
as the backbone of infrastructure, manufacturing, and technological advancement. The
rising demand for high-quality steel products with precise characteristics has prompted
ongoing innovations and advancements in steelmaking industry. Secondary steelmaking
processes, a vital stage following primary steel production, have emerged as a critical
avenue for refining and enhancing steel properties [1]. In particular, the intrinsic part
of gas stirring has garnered significant attention in recent years. It entails injecting an
inert gas into the molten metal to achieve uniform mixing to facilitate the homogenization
of the chemical composition of different alloy elements and the removal of inclusions
from the molten steel [2]. The implementation of stirring aids elevates the caliber and
purity of the steel, enhancing its mechanical attributes and minimizing defects in the final
product. Turbulence, driven by the injection of inert gas, stirs the molten metal vigorously,
facilitating efficient mass transfer and promoting uniform distribution of alloying elements.
This dynamic mixing action intensifies the interaction between the molten steel and the slag,
a process can further amplified by the distinctive depression of the slag eye. This intensified
interaction zone becomes a hotspot for chemical reactions, promoting the removal of
undesired impurities and inclusions from the steel, which are buoyed to the surface and
subsequently removed through slag formation [1,3]. Therefore, the flow turbulence can
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aids in achieving the desired steel characteristics though the formation of the slag eye,
enhances its purity, consistency of mechanical attributes, and overall quality in the final
product. Over the past few decades, researchers have extensively studied the slag eye
formation under laboratory conditions. And dynamically- scaled water model apparatus
have been applied, which involves using water at room temperature instead of molten steel.
Water at room temperature has the similar kinetic viscosity to molten steel [4], and thus
the properly scaled water ladle apparatus is a suitable physical model to be studied for
understanding the related flow process inside steel ladles.

Szekely et al. [5] first proposed a simplified water model to study the flow characteris-
tics of a ladle by injecting gas from the bottom, assuming a constant bubble size, and using
Spalding’s k-ω model to solve the Navier-Stokes equations for velocity and turbulence
predictions. The model was developed to simulate the thermal and flow behavior of molten
steel during the pouring process using a water ladle, offering a simple and effective way to
predict the behavior of molten steel during pouring process. Debroy et al. [6] improved
Szekely’s model by refining the bubble model and accounting for the effects of turbulence
and bubble coalescence. These added terms helped to predict the behavior of bubbles
more accurately in the liquid metal and their impact on the mixing and refining of the steel.
Johansen et al. [7] furthered the research by discovering that bubbles can create turbulence
and affect flow velocity in the bubble plume region thus a bottom injection water model was
adapted. Peranandhantan et al. [8] conducted an experiment to study the behavior of the
slag eye in a ladle during steelmaking process by injecting air into a ladle filled with water
and various fluids to simulate the injection of gas into molten steel. The size and shape
of the slag eye were then measured using a high-speed photography and image analysis
techniques. Based on their observation from tested multiple variables, including gas flow
rate, slag thickness and liquid depth, an empirical expression was derived to formulate the
slag eye size in terms of gas flow rate, the ladle dimension, gravity, surface tension, and the
momentum of the gas bubbles. Mazumdar et al. [9] reviewed several studies related to the
physical modeling and empirical correlation of gas-stirred ladle, highlighting the impact of
various variables involved in the gas-stirring process, specifically the plug positions.

Several researchers experimented with changing the plug positions in their water ladle
model to achieve a better mixing and wall shear stress distribution [9–11]. It is argued that
plug design can change the bubble size distribution close to the plug, but not the average
size and distribution in the whole ladle [8,12–14]. The study conducted by Gajjar et al. [15]
delve into the influence of injector design on turbulence within ladle metallurgy processes,
investigating how different injector designs affect the level and characteristics of turbulence
in the flow. In 2019, Owusu et al. [16] used Particle Image Velocimetry (PIV) to investigate
the behavior of bubbles and their effect on turbulence kinetic energy (TKE) on the cross-
sectional plane of the water ladle. So far, many researchers have used PIV to study the flow
field in water ladle models, but only the flow field on two-dimension planes were resolved.

Therefore, in this study, to further investigate the three-dimensional internal flow
field in a water ladle model of a cylindrical container, a Particle Tracking Velocimetry
system with refractive index matching is implemented to quantify the unsteady/three-
dimensional flow field while eliminating the particle imaging distortion. Such study cannot
only improve our understanding of the complex flow behavior in gas-stirred ladles but
also can be used to validate the CFD simulation models.

2. Materials and Methods

Based on an industrial steel refining ladle, a cylindrical water ladle model is designed
and built. The dimensions and parameters of the industrial prototype and the downscaled
water ladle are summarized in Table 1. Four typical flow rates of gas injection on the
industrial ladle is also presented. To maintain a dynamic similarity on the Froude number,
the flow rates of gas injection on water ladle model are calculated and determined, ranging
from 0.1 L per minute to 0.4 L per minute. Although, we were able to keep a very similar
Froude number between the industrial prototype and water ladle model, the Reynolds
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number are different remaining a considerable challenge of achieving a complete dynamic
similarity. Equation (1) is utilized for estimating the Froude number, where Up is the
velocity of the plume and H is the height of the molten steel/solution. Plume velocity Up is
calculated with the Equation (2), where Q is the volumetric flow rate of the gas injection, R
is the radius of the ladle/model [17].

Fr =
Up

2

gH
(1)

UP = 3.1Q
1
3 H

1
4 R−0.58 (2)

Table 1. Parameter of prototype and downscaled water ladle.

Prototype—Steel Ladle

Ladle Diameter 2.5 m

Molten steel height 3 m
Molten steel density 6795 kg/m3

Molten steel dynamic viscosity 0.006 pa·s [18]
Surface tension—molten steel 1.82 n/m [18]

Flow rate Reynolds number Froude number

206.97 NL/min 2,775,000 0.0227
413.95 NL/min 3,496,000 0.036
620.92 NL/min 4,002,000 0.0471
827.90 NL/min 4,405,000 0.0571

Model—Water Ladle

Tank Diameter 0.070 m (2.75 in)

NaI solution height 0.084 m (3.30 in)
NaI solution density 1793 kg/m3 [19]

Solution dynamic viscosity 0.002 pa·s [19]
Surface tension—NaI solution 0.073 n/m [18]

Flow rate (20 ◦C) Reynolds number Froude number

0.10 L/min 12,000 0.0232
0.20 L/min 15,000 0.0368
0.30 L/min 17,000 0.0483
0.40 L/min 18,000 0.0585

Consequently, in this experiment, eight conditions of gas stirring/injection with a
volumetric flow rate ranging from 0.1 L per minute (LPM) to 0.4 LPM were adopted. An
overview of the experimental conditions is presented in the Table 2. Since two plugs are
geometrically identical and symmetric to each other, therefore for single gas injection the
same plug (plug 2) was used to inject the gas for the cases 5–8.

Table 2. Eight Test Conditions of gas injection flow rate in liter per minute.

Condition 1 2 3 4 5 6 7 8

Plug 1 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
Plug 2 0.1 0.2 0.3 0.4 0 0 0 0

2.1. Cylindrical Water Ladle Model and Refractive Index Matching

In this experiment, a cylindrical container with an inner diameter of 70 mm is imple-
mented to simulate and replicate the characteristics of a cylindrical ladle (To avoid NaI
solution spill onto the high-speed cameras and Laser a tall cylindrical wall of 178 mm is
implemented). However, due to the curved surface of the cylindrical container that would

196



Fluids 2024, 9, 11

introduce significant particle image distortion from refraction, the conventional flow field
measurement methods, such as Particle Image Velocimetry and Particle Tracking Velocime-
try, cannot be directly implemented to measure the flow field. Therefore, this study adopted
the refractive index matching method to counteract the effects of image distortion due to
refraction. Additionally, to capture and film the particle images from four different per-
spectives, a four-camera particle tracking velocimetry system was strategically configured
on a larger hexagon tank with six flat walls meticulously designed to accommodate the
angle of imagining. This larger hexagon tank was designed to allow the cameras to film the
flow inside the cylindrical tank, which was positioned at the center of the larger hexagon
tank, with the cameras filming perpendicular to the flat walls. Both tanks were fabricated
from plexi-glass. To ensure optimal refractive index matching and thereby minimize image
distortion, a Sodium Iodide solution was prepared and used to fill the tanks to a height of
84 mm. Importantly, the refractive index of the Sodium Iodide solution closely aligns with
that of plexi-glass, ensuring minimum light refraction as the scatted light from the seeding
particles traverses the curved plexiglass walls and the solution, eliminating particle image
distortion when the Particle Tracking Velocimetry is employed. During the experiment, the
compressed gas is introduced to the cylindrical tank through two 4.7 mm circular plugs at
the bottom of the tank. The plugs sat on the centerline of tank with a distance of 40 mm.
Two mechanical flow meters with an accuracy of 0.02 L per minute (Brooke Instrument,
Hatfield, UK) were utilized to measure and monitor the flow rate of the compressed gas
during the experiments.

2.2. Particle Tracking Velocimetry System

The state-of-the-art: Shake-the-Box system (Lavision, Gottingen) was implemented on
the cylindrical water ladle model, which inject compressed air to stir the flow. To accurately
track the intricate gas-stirred water flow within the water ladle model, hollow glass spheres
with a diameter range of 8 to 12 µm were used as seeding particles. To capture the seeding
particles in the flow field and film the particle images, a high repetition rate laser (Nd:
YLF single cavity, Photonics DM-30-527) and four high-speed cameras (Phantom VEO
640), were strategically positioned on two sides of the experimental setup (See Figure 1a,b).
Lenses (Tokina Macro) with a focal length of 100 mms and aperture size of f/4.5 and f/11
were incorporated into the imaging system to facilitate capturing particle images within
the flow field. To ensure optimal illumination and imaging, cylindrical optical lenses
were added to the laser head, generating a 20 mm thick laser light that penetrated the
walls and illuminated the inner cylindrical tank from the side. The sampling frequency
of the images/laser was set at 100 Hz, with an image resolution of 1024 × 1024 pixels
maintained across all four high-speed cameras, enabling a flow measurement volume of
57 mm × 62 mm × 19 mm that locates between the plugs and 18 mm above the bottom
of the tank (See Figure 1c). For each testing condition (see Table 1), on each high-speed
camera, the maximum number of 2000 image/data samples were collected over a time
duration of 20 s. During the experiment, the gas injection was started at least 2 min before
the data collection (image collection with laser illumination) with a 5 min break between
each case of data collection.

The software Davis 10 (LaVision, Gottingen, Germany) was employed for calibra-
tion, data collection, and velocity field constructions. To achieve accurate calibration, a
55 × 55 mm calibrate target was positioned within the Sodium Iodide solution, allowing
for the acquisition of calibration images. Calibration was performed in the Davis 10 using
four images of the target. On each data set of collected particle images, for enhanced
accuracy in sub-pixel measurements and to facilitate volumetric flow field measurement,
volume self-calibration was incorporated during the final calibration. The Shake-the-Box
algorithm (LaVision, Gottingen, Germany) was then used to carry out the particle recon-
struction/tracking on each data set by shaking the particle position by 1 voxel during the
iterations. The culmination of these process involves the reconstruction of the instantaneous
volumetric velocity field through post-processing within Davis 10. This resulted in three
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13 × 14 × 5 matrices, each representing volumetric velocities along the three dimensions
with a spatial resolution of 4.7 mm/velocity vector. For a more in-depth understanding of
Shake-the-Box algorithm and its principle, please refer to Schanz et al. [20].
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3. Results

The primary focus of this study revolves around the aggregated flow field behavior
represented by the mean velocity field and turbulent kinetic energy. The experimental
results of each condition of gas flow injection will be discussed with a deeper focus on
conditions 1, 3, 5 and 8 to further detail the flow behavior of the water ladle model through
the plots of volumetric mean velocity field, streamlines, and turbulent kinetic energy.

3.1. Mean Velocity Field

Figures 2 and 3 present the volumetric contour plots of mean velocity in the x (trans-
verse direction), y (vertical direction), and z (through thickness direction) directions, as
well as the corresponding velocity magnitude, for both double and single gas injection
cases. In Figure 2, representing the double gas injection, the distinct flow field behavior
at case 1 (double gas injection at a flow rate of 0.1 LPM) with significantly lower mean
velocity field stands out as compared to the flow field at other gas injection conditions. To
accommodate this significantly lower velocity flow field at condition 1, a different scale is
implemented (from −0.05 to 0.05 m/s for mean velocity plot in x, y, z directions and 0 to
0.1 m/s for velocity magnitude). In the x-direction (transverse direction) velocity plot, the
flow domain splits into two at the top with negative x velocity flow (blue) on the left-side
and positive x velocity flow (red) on the right-side. This flow pattern at case 1 suggests
the stirred flow divided into two branches heading to opposite directions of x (transverse
direction) at the top of the flow field. For the vertical velocity (y-direction velocity), a high
velocity concentration is observed at the center of the top region. Moving away from the
center, the vertical velocity decreases and creates a lower vertical velocity flow, resulting
in a concave bowl shape from the center line and extends downwards. For the through
thickness direction velocity (z-direction velocity), high velocity region moves away from
the top and concentrates at the center of the flow domain, forming round contours with
lower velocity away from the center.
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Figure 2. Mean velocity field in X, Y, Z directions with double gas injections.

At higher flow rates of gas injection, as more vertical momentum is added to the
flow field, flow field quickly become random and lack a clear structure or pattern to be
characterized. With flow rate of double gas injection goes above 0.2 L per minutes, instead
of enhanced flow velocity, no clear separation of positive and negative transverse velocity
can be observed at the top of the flow field. Meanwhile, instead at the top of the flow
domain, the upward velocity (Y direction velocity) is mostly intensified at the mid-height
of the flow field. Yet, for the through thickness velocity plot, no clear characteristics was
observed. As for the mean velocity magnitude results, with increasing flow rates, the high-
velocity region becomes more pronounced and extends from the top towards the bottom of
the ladle model. Conversely, with single gas injection (Figure 3), the mean velocity field
plots start with random distributions from the beginning at 0.1 L per minute and with
less distinct flow patterns. As the flow rate increases, the high velocity region experiences
subtle changes with no distinguishing variations, except the upward velocity gets more
noteworthy at the center of the flow domain. Regarding to the magnitude of mean velocity,
as the flow rate increases, the flow contour pattern remains consistent and becomes more
distinct, intensifying at the concentrated regions at the corners. While Figures 2 and 3
presenting the volumetric velocity distribution, to gain a better understanding of the
underlying physical process inside the ladle model, further investigation into the complex
flow field is warranted.
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3.2. Mean Velocity Streamlines

The derivation of three-dimensional streamlines from the mean velocity field provides
a valuable tool for visualizing fluid flow and comprehending intricate flow behaviors.
Figure 4 shows the three-dimensional streamlines that are color coded with velocity mag-
nitude. For double gas injection cases, at the low flow rate of 0.1 L per minute, the
three-dimensional streamlines exhibit a high degree of structure and organization. The
streamlines adheres to a well-defined, coherent pattern within the X-Y planes (the planes
that are parallel to the frontal planes). Also these streamlines symmetrically distribute
about the sagittal plane. However, as the gas injection flow rate increases, the streamlines
adopt a more intricate and less organized character with the velocity magnitude intensified.
Conversely, streamline patterns in the case of single gas injection mark disorderliness and
a lack of clear patterns, even at low gas injection rates of 0.1 L per minute. The stream-
lines with single gas injection evade any discernible pattern while clusters or groups of
streamlines exist within the flow field, regardless of the injection rate. Notably, the velocity
magnitude of the streamlines is significantly lower under the single gas injection as com-
pared to the double gas injection cases as much less momentum is added in the flow for
single gas injection cases.
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Furthermore, the mean velocity field results are analyzed on two dimensional planes
that can detail distinct flow features such as nodal points of separation/attachment, focus
points of separation/attachment, and saddle points [21]. A nodal point of attachment
occurs when velocity lines radiate outward from the node, while nodal points of separation
involve velocity lines converging inward towards the node. Contrasting with nodal points,
focuses exhibit a spiraling movement around a singular point—either spiraling away from
it (a focus of attachment) or spiraling into it (a focus of separation). Saddle points present a
unique scenario where streamlines move in differing directions across two perpendicular
planes. As fluid moves away from this saddle point, it diverges in one direction and
converges in another. To further examine the gas stirred flow field of the water ladle model,
Figures 5–8 depict two dimensional streamlines and vectors with velocity magnitude
contour on three planes on x = −5 mm (Sagittal plane), y = −5 mm (Transverse plane),
and z = −5 mm (Frontal plane). Similar to the observations made on Figures 2 and 4,
streamlines exhibit an organized and orderly pattern for double gas injection at low flow
rate of 0.1 L per minute (condition 1). In contrast, higher gas injection flow rates and single
gas injection induce greater disorder and more flow features (Nodal, Focus and Saddle
points) on the streamlines. Figure 5 distinctly portrays a well-structured flow pattern in the
case of double gas injection at a rate of 0.1 L per minute (condition 1). In Figure 5b, on the
Transverse plane a saddle point is observed near the center, where the flow bifurcates into
opposing directions. Surrounding this saddle point, a focus point is captured on the upper
left corner where a symmetry flow field can be observed in the plot. Figure 5c demonstrates
the organized streamlines with a slight deviation from the perfect symmetry on the frontal
plane. Counteracting the injected upward momentum, a prevailing downward flow is
observed on the sagittal plane, leading to a concentrated region of low velocity on the plane
near the saddle point.

Figure 6 presents the streamlines plot with the double gas injection at a flow rate
of 0.3 LPM, marking the shift from a downward dominated to an upward dominated
flow field, as previously noted. Additionally, high velocity becomes more pervasive
throughout each plane, displaying a more random flow pattern compared to Figure 5.
Transitioning to a single gas injection scenario at a flow rate of 0.1 L per minute is presented
in Figure 7. The flow field lacks a single predominant momentum direction, exhibiting
the presence of multiple flow directions. Also, low velocity concentration prevails across
the flow field, while high velocity zones emerge mainly at the tips of the top flow domain,
suggesting no distinct flow patterns. Finally, Figure 8 showcases the outcomes for a single
gas injection at the highest rate of 0.4 L per minute. The flow remains disrupted and
irregular, lacking any dominant momentum. Concentrated high velocity zones intensify
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at the boundaries, devoid of any discernible or consistent pattern. In summary, the two-
dimensional streamline visualizations provide insightful understanding about the mean
velocity field inside the model. The findings underscore the considerable influence of
injection rate and gas injection type on flow behavior and resulting streamlines. Lower
gas injection rates, particularly in double injections, yield more structured and organized
flow patterns. In contrast, higher gas injection rates and single gas injection can lead to
increased randomness and disorganized flow behavior. This randomness and disorganized
flow behavior shall be attributed to the elevated turbulence in the gas stirred flow field.
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3.3. Turbulent Kinetic Energy

Turbulence holds paramount importance in the realm of ladle metallurgy, where
its influence resonates through the entire process, borne from the vigorous and intricate
motion of molten metal, underpins the homogenization of temperature, composition, and
additives within the metal. In this study, the turbulent kinetic energy is calculated from the
resolved volumetric flow field to understand the turbulent behavior of the stirred flow field
inside the water ladle model, using the equation below [22], where u’, v’ and w’ represent
the fluctuating components of velocity in the x, y, z directions, respectively.

TKE =
1
2

(
u′ 2 + v′2 + w′ 2

)
(3)

Figure 9 illustrates the volumetric distribution of turbulent kinetic energy for both
single and double injections. In the case of double injection at 0.1 LPM, the value registered
is a hundred times lower than the turbulent kinetic energy observed with cases 2–8. If the
same color bar scale of cases 2–8, 0 to 0.3 m2/s2, is applied on condition 1, the depiction
of the turbulent kinetic energy volumetric flow would have appeared uniformly blue,
signifying minimal turbulence under condition 1. Conversely, for a single injection at
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0.1 LPM, a distant area of turbulence is evident, presenting a notable contrast. Observable
in both single and double injections, an increase in the gas rate corresponds to a consid-
erable escalation in turbulence, primarily concentrated within the uppermost portion of
the flow domain which is consistent with other studies on the gas stirred steel refining
ladle [16,23,24]. However, in the case of double injection, the turbulence exhibits greater
turbulence strength and is more consistently concentrated throughout as more momentum
is added to the flow, comparing to single gas injection. This observation aligns with the
findings of with many other studies [15,25,26] that demonstrated the outward dispersion
of turbulence from the plume region near the top.
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4. Summary and Discussion

Through the analysis of the velocity field within the volumetric flow of the water ladle
model using mean velocity magnitude (as discussed in Section 3.1), streamlines (as outlined
in Section 3.2), and turbulent kinetic energy (as outlined in Section 3.3), a consistent trend
has emerged and can be confirmed across multiple figures. In the context of double gas
injection, a clear flow trend emerges as the gas injection rate increases. This flow trend is
characterized by the extension of high velocity concentration from the top to the bottom in
the vertical direction and higher fluid velocity magnitudes throughout the entire volumetric
region. Particularly, in considering the vertical velocity and velocity magnitude, this trend
is more prominent, suggesting the uneven fluid motion at the top under the stirring of gas
injections. This has exceptional importance as critical processes, such as desulfurization,
takes place at the interface between the molten steel and slag. Furthermore, when the
flow rate is increased from 0.1 to 0.2 L per minute, the flow field shifts from an organized
and structured mean velocity field pattern to a disorganized one. This transition is clearly
illustrated in the volumetric distribution of vertical velocity plot in the Figure 2. As the
flow rate continues to rise, the disorderly flow pattern persists, accompanied by a notable
elevation in velocity magnitude across flow region. This progression of irregular and
asymmetrical flow patterns with increasing gas flow rates is further underscored by a
particularly vivid visual representation of Figure 4 of the mean 3D streamline plots.

With the gas injection flow rate elevated from 0.1 to 0.2 L per minute, the previously
symmetrical, organized, and predominantly vertical streamlines evolve into irregular
and predominantly horizontal flow pattern. While the effect is less pronounced, another
transition occurs as the flow rate is further increased to 0.3 L per minute. This shift
is evident in the changing orientations of the streamlines, which regain a more vertical
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alignment. Upon examination of the mean velocity streamlines at various planes, additional
confirmation of the observed trends is confirmed in Figures 5 and 6. Figure 5 solidifies the
depiction of a highly organized and structured flow pattern at the low double gas injection
rate of 0.1 L per minute. Intriguingly, it becomes apparent that despite gas injection aiming
to introduce upward momentum, downward flow dominates the measured flow field
at the low gas injection rate of 0.1 L per minute. A focused analysis of the streamlines
and mean velocity across stream-slices reveals the concentration of low velocity around
the focal point on frontal plane (Figure 5c). The presence of this low velocity spot in the
mean velocity field is unwanted, as it leads to fluid accumulation, hindering the efficient
fluid mixing process. Raising the gas flow rate to 0.3 L per minute, the dominant flow
momentum alters from downward to upward while exhibiting reduced outward curvature
(Figure 6). Furthermore, high velocity concentrations become more prevalent across all
planes. These trends suggest that higher gas flow rates could be advantageous in attaining
the desired flow uniformity and mitigating the accumulation of stagnant fluid.

For single gas injection in Figure 3, however, increasing the gas flow rate does not
introduce changes in location of contour concentration. Instead, it augments overall magni-
tude of velocity while maintaining a consistent contour pattern. As flow rate increases, the
contour patterns of high velocity regions become sharper and more pronounced, suggesting
the mean velocity field becomes more concentrated. Additionally, in Figure 4, streamlines
under single gas injection consistently lack orderly structure across all flow rates. They
display a disorganized and irregular flow pattern marked by random flow directions and
clusters of streamline concentration. This observation is further verified through the ex-
amination of the 2D mean velocity streamlines plots in Figures 7 and 8. Figure 7 confirms
the presence of a disorganized flow pattern, lacking a dominant flow momentum direction.
This complexity could be attributed to the existence of multiple nodal, focal, and saddle
points. Moreover, the flow field is primarily characterized by low velocity concentration,
indicating the potential for stationary fluid within the volume under single gas injection
with low flow rate. With the gas flow rate increased to 0.4 L per minute, as demonstrated in
Figure 8, the flow maintains its disrupted nature without a prevailing momentum direction.
However, the concentration of high velocity becomes more intense and extended, encom-
passing the outer boundaries and enhancing fluid bulk motion. By contrasting the effects
of double and single gas injections, distinct flow differences become evident. Figure 4
illuminates the evolution of the streamlines for double and single gas injections.

As the flow rate increases, double gas injections tend to align the streamlines more
within the vertical orientation, whereas single gas injections continue to exhibit fluid motion
in multiple directions. Additionally, single gas injections manifest more concentrated
streamline groups, while double gas injections maintain a more uniform distribution
throughout the region. The volumetric contour plots of turbulent kinetic energy further
support our observation from the mean velocity field plots. At condition 1, with double gas
injection at a low flow rate of 0.1 L per minute, the turbulent kinetic energy distribution is
significantly low at the range of 0~0.003 m2/s2 while the turbulent kinetic energy plot for
other conditions rise to much higher value in the range of 0~0.3 m2/s2 with higher TKE
value distribution in other double gas injection cases and lower TKE value distribution
in single gas injection cases, implying a fundamental flow behavior difference between
the condition 1 and other conditions which can be correlated to the laminar and turbulent
flow. With double gas injections at low flow rate, the fluid inside the cylindrical container
is stirred but still able to maintain at laminar flow regime. However, at higher flow rate
or single gas injection, the fluid inside the container is turned into turbulent when more
momentum and asymmetry are added to the flow.

Therefore, to achieve the homogenization of the molten steel inside a real gas stirred
steel refining ladle, a high flow rate and single (asymmetrical) gas injection should be
implemented to introduce desired turbulent flow inside the ladle. In gas stirred refining
ladles, the process of injected argon bubbles rising stirs the molten steel, promoting uniform
composition and temperature, reducing segregation, and facilitating the removal of inclu-
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sions. In essence, ladle argon blowing serves to clean the molten steel, decrease hydrogen,
oxygen, and nitrogen levels, enhance temperature and composition uniformity. In this
study, the implementation of advanced Particle-Tracking-Velocimetry systems, particularly
the Shake-the-Box method, on a cylindrical water ladle model, provided great insights
into the three-dimensional flow field, illuminating the nuances of gas stirring, crucial for
achieving desired steel quality.
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Abstract: Particle Image Velocimetry (PIV) is a widely used experimental technique for measuring
flow. In recent years, open-source PIV software has become more popular as it offers researchers and
practitioners enhanced computational capabilities. Software development for graphical processing
unit (GPU) architectures requires careful algorithm design and data structure selection for optimal
performance. PIV software, optimized for central processing units (CPUs), offer an alternative to
specialized GPU software. In the present work, an improved algorithm for the OpenPIV–Python
software (Version 0.25.1, OpenPIV, Tel Aviv-Yafo, Israel) is presented and implemented under a
traditional CPU framework. The Python language was selected due to its versatility and widespread
adoption. The algorithm was also tested on a supercomputing cluster, a workstation, and Google
Colaboratory during the development phase. Using a known velocity field, the algorithm precisely
captured the time-average flow, momentary velocity fields, and vortices.

Keywords: particle image velocimetry; OpenPIV; Python; image processing

1. Introduction

Particle Image Velocimetry (PIV) is a non-intrusive experimental method that allows
the measurement of fluid velocity vectors over a plane of interest [1]. PIV has been
applied to a broad range of fluid flows, such as high–speed flows with shocks, laminar
boundary layers, and near–wall flows, making it a widely used technique for velocity
measurement [2]. Recently, PIV has also been used to look at cell motion [3], granular
flows [4], ultrasonic images [5], and other fields where velocities or displacements need to
be quantified. Cutting–edge hardware designed for PIV experiments can quickly capture
and store thousands of image pairs. This capability stands as a critical factor in acquiring
flow characteristics with sufficient statistics. Image processing techniques for PIV have
also evolved in tandem with these hardware advancements, with the most notable of
these methods being the window deformation iterative multigrid (WIDIM), which can
significantly enhance the precision and spatial resolution of velocity fields in high–shear
regions [6,7]. However, using the WIDIM approach for large datasets is computationally
expensive and often limits the possible size of the datasets.

The growing significance of PIV over the past few decades has led to the emergence
of numerous software packages. Among the available open–source packages are [8–10],
e.g., PIVLab [11], OpenPIV [12], Fluere [13], Fluidimage [14], mpiv [15], JPIV [16], and
UVMAT [17]. The advantages of open–source software development include the complete
availability of algorithm details, which provides greater flexibility in future developments,
especially in the context of community–driven collaboration, and compatibility with high–
performance computing systems [8]. In this regard, PIVLab and OpenPIV have proven
to be popular with the research community with the former being one of Matlab®’s most
popular nonofficial free toolboxes [10].
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Most open–source PIV algorithms are primarily developed for central processing
units (CPUs) and leverage multiple cores and multiprocessing to accelerate calculations.
In contrast, there are relatively fewer implementations optimized for GPUs [8,18]. GPU
implementations have the potential to outpace their CPU counterparts and are essential
for real–time PIV processing. For offline PIV analysis, deciding between GPU and CPU
implementations is less straightforward. One crucial factor to consider is the hardware
cost, as datacenter–grade GPUs are generally more expensive than CPUs. Additionally,
the complexities of GPU programming, usually with regard to data structure selection and
algorithm design suitable for the single–instruction multiple–data architecture, may deter
some users from adopting GPU–based implementations due to the steeper learning curve
compared to traditional CPU–based algorithms. Moreover, Python packages for CPUs
tend to have greater stability compared to GPU packages, which undergo more frequent
changes. Consequently, the CPU version of OpenPIV remains essential for maintaining
stability and reliability.

Dallas et al. [8] developed a GPU–accelerated version of OpenPIV–Python that out-
performed the CPU version of the software by a factor of 175. In their work, the GPU
algorithms were executed on a supercomputing cluster while the CPU version was run
on a standard workstation. Even though GPUs are expected to be faster than CPUs, the
results of their work clearly showed that the CPU version of OpenPIV–Python suffers from
poor performance, prompting the authors to conduct an in-depth analysis of both OpenPIV
and PIVLab on all sub-levels. The current study presents an open-source CPU version
for OpenPIV–Python, entitled OpenPIV–Python–CPU, combining essential features from
both PIVLab and OpenPIV and aiming to improve processing time, accuracy, and spatial
resolution of the velocity fields. The package is freely available on a GitHub repository,
the link to which is provided in Appendix A. The remainder of the paper is organized as
follows. The improved algorithms, implementation of the new software, and a description
of the used datasets are presented in Section 2. The main results are presented in Section 3,
followed by a more detailed discussion of the effect of the PIV parameters on the software
performance in Section 4. The major findings and conclusions are summarized in Section 5.

2. Materials and Methods
2.1. Implementation and Architecture

OpenPIV–Python was initially developed as a Python package available on the Python
Package Index (PyPI). Figure 1 illustrates a flowchart detailing the typical PIV process using
the WIDIM approach in the current implementation. The readers are referred to Scarano [19]
for a more detailed explanation of the WIDIM algorithm. The functionalities of the original
software can be categorized into four main groups: correlation, validation, replacement,
and smoothing. The following sections will elaborate on the detailed enhancements made
to each of these tasks, excluding smoothing, as the algorithm remains consistent with the
one utilized in PIVLab and previous versions of OpenPIV [8,20].

The numerical cross-correlation process begins by dividing a pair of images into square
regions, known as interrogation windows, as shown in Figure 2a. In Python, striding is
applied to create two 3D stacks of all the interrogation windows for an image pair, as
working with 1D arrays is more efficient for future operations, such as removing masked
windows. Similarly to PIVLab, a discrete Fourier transform (DFT) is used to perform a
circular cross-correlation of the two 3D arrays. The mean intensity from each window may
then be subtracted as typical image data include some noisy, non-zero background signal.
An important assumption in circular cross-correlation is the periodicity of the signal (image
data), which may introduce frequencies in the DFT spectrum that are non-existent [2].
To suppress this negative effect, the window stacks can be zero-padded, yielding an
approximation of a linear non-periodic cross-correlation [10]:

WFFT = nFFT ×W (1)
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where W is the window size and WFFT is the width of the Fourier transform. The cross-
correlation is then calculated according to the cross-correlation theorem, using the Fastest
Fourier Transform in the West (FFTW) available as pyFFTW on PyPI [21]. The Fourier
transform width must be a power of two when using FFTW for performance reasons.
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Figure 1. Flowchart of the architecture of OpenPIV-Python-CPU.
Figure 1. Flowchart of the architecture of OpenPIV–Python-CPU.
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(a) (b)

Figure 2. A 512 pixels× 512 pixels synthetic image of tracer particles in a Rankine vortex: (a) interro-
gation windows of size 128 pixels× 128 pixels with zero overlap; (b) measurement (blue) and padded
(red) nodes are shown, respectively.

Once the cross-correlation map is calculated, the subpixel peak location may be
approximated, typically using a Gaussian estimation:

isp = i + 0.5
log Ii−1,j − log Ii+1,j

log Ii−1,j − 2 log Ii,j + log Ii+1,j
(2a)

jsp = j + 0.5
log Ii,j−1 − log Ii,j+1

log Ii,j−1 − 2 log Ii,j + log Ii,j+1
(2b)

where i and j are the peak location indices, Ii,j denotes the value of the cross-correlation
map corresponding to i and j indices, and isp and jsp are the subpixel approximations. The
displacement is then obtained by centering the subpixel peak locations using Equations (3a)
and (3b) below. Note that from Equations (2a) and (2b) it is clear that no subpixel location
may be estimated if the peak location is one of the borders of the correlation map. In such
cases, the software uses the original peak indices to calculate the displacement.

u = jsp −
WFFT

2
(3a)

v = isp −
WFFT

2
(3b)

After each iteration, the displacement field must be validated for spurious vectors
to ensure the accuracy of the displacement field used as a predictor to shift and deform
the interrogation windows in the next iteration. Various validation schemes have been
implemented in OpenPIV [8]. The signal-to-noise ratio is a correlation-based validation
method defined as the ratio of the first and second highest peaks (I1 and I2) in the correlation
map, as shown in Equation (4) below:

I1

I2
> εS2N (4)

where εS2N is the tolerance parameter, which is generally greater than 1.3 [8]. Note that it
may not be feasible to use a single signal-to-noise tolerance value for all iterations as the
signal-to-noise ratio decreases with every grid refinement.
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Displacement-based validation methods provide a more robust alternative to the
signal-to-noise ratio. Figures 2b and 3a show the measurement nodes and kernels used
during a typical displacement-based validation process. As shown in Figure 2b, the
displacement field is padded before being stridden to create a 3D array of all kernels. The
center of every kernel is then evaluated against some statistics, such as mean, median, or
median absolute deviations, of its neighbors:

u0 − um > rm,u × ε (5a)

v0 − vm > rm,v × ε (5b)

In Equations (5a) and (5b), u0 and v0 are the displacements at the center of the kernel
while ε is the tolerance parameter. For a simple median or mean validation, um and vm
are the median or mean of the neighbors, and rm,u = rm,v = 1. For the median-absolute-
deviation test, however, um and vm are the median while rm,u and rm,v are the median
absolute deviation of the neighbors. The median and median-absolute-deviation validation
methods have shown to be less sensitive to the variation in vectors during the PIV process.
Westerweel and Scarano [22] argued that it is possible to apply a single tolerance value for
all iterations in certain scenarios.

The outliers detected during the validation process must be replaced properly to
ensure the accuracy of the final displacement field or to improve the displacement field
used as a predictor for the next PIV iteration. The methods implemented in the previous
versions of OpenPIV replace an outlier with the mean or median of its non-spurious
neighbors iteratively until the maximum number of iterations is reached. The median
and mean replacement methods fail to replace the vectors that are entirely surrounded by
outliers. Such vectors may be replaced in the remaining replacement iterations if a large
enough number of iterations are used for the information to spread to their neighbors. In
the above-described method, it is also possible to revalidate the field after each replacement
iteration to exclude the outliers from the next replacement iteration when they satisfy the
validation criteria. The current software allows the mean and median methods to be used
with or without the revalidation option.

(a) (b)

Figure 3. Schematics of a kernel of size three, showing center and neighboring nodes used during val-
idation and replacement processes: (a) validation kernel; (b) spring analogy for outliers replacement.
Measured nodes (blue), Padded nodes (red) and outliers (white) are shown.

PIVLab, on the other hand, uses a spring analogy to replace the outliers altogether. A
schematic of a system of springs is shown in Figure 3b. In this method, all measurement
nodes are treated as forces applied to the ends of a spring and the outliers are replaced by
solving a system of inter-connected springs with zero net force. If there are no neighboring
outliers, the outlier is simply replaced by the mean of four of its neighbors. Otherwise,
the method uses all of the nodes surrounding a region of outliers to interpolate the nodes
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within. For a displacement field with n outliers, the force balance at each node may be
expressed by Equations (6a) and (6b):

xi −
1
ai

n

∑
j=1

κijxj =
1
ai

ci

∑
k=1

bik (6a)

ci = ai −
n

∑
j=1

κij (6b)

where an outlier and a node connected to the outlier are denoted by xi and bik, respectively.
In Equation (6a), κij = 1 if an outlier is connected to the other end of one of the four springs
shown in Figure 3b and zero otherwise (note that by this definition κii = 0 and κij = κji).
The coefficient ai is the number of available springs at a given node. For instance, there are
only three free springs in Figure 3b since one is connected to a padded node. Generally,
ai = 3 if a node is at the edge, ai = 2 if a node is in the corner, and ai = 4 if a node is not on
the borders.

Theoretically, in the spring analogy, all of the outliers need not be replaced at once, and
only the linked nodes need to be solved together, simplifying the original problem to a set
of smaller systems. Hence, Equations (6a) and (6b) form multiple linear equations systems,
which may be solved either separately or simultaneously. For simplicity, however, the
algorithm used in the present software constructs a system of all equations before solving
the system using linear algebra. Equations (6a) and (6b) may be rewritten in matrix form
suitable for numerical computations:

LX = B

L =




1
−κ12

a1
· · · −κ1n

a1−κ21

a2
1

−κ2n

a2
...

...
. . .

...
−κn1

an

−κn2

an
· · · 1




(7)

In Equation (7), L and B are the linkage and coefficient matrices, respectively. Since
every outlier is at most connected to four other outliers, the linkage matrix is sparse. The
linkage matrix is constructed row by row using a row-based list of lists (LIL) sparse matrix
before being converted into a compressed sparse row (CSR) format. In every loop, an array
of zeros with the same shape as the padded displacement field is initialized, and the linkage
kernel is placed at the outlier location, filling the coefficients of the connecting nodes. The
row of the linkage matrix is then filled by selecting all elements corresponding to outlier
locations from this array. This procedure is illustrated in Figure 4 for the first outlier in the
corner (a1 = 2) for the same field shown in Figure 2b.

The construction of the coefficient matrix in Equation (7) is straightforward. First, all
elements corresponding to outlier locations in the padded field are replaced with zeros.
The resulting field is stridden into a 3D array of kernels and the kernels centered around all
outliers are selected from this array before calculating the mean of the nodes connected
to the center of kernels. An example of this procedure for the field shown in Figure 4 is
presented in Figure 5.
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Figure 4. A schematic showing an array of zeros and a kernel of size three used to construct the
linkage matrix. The white nodes are selected to fill the first row of the linkage matrix. Measured
nodes (blue), Padded nodes (red), and outliers (white) are shown.

The remaining subroutines are described as follows. If the window size in the next
PIV iteration is reduced, the filtered and smoothed displacement field is interpolated onto
the new grid through bicubic interpolation. The displacement field is then interpolated
onto all image coordinates using spline interpolation to build a predictor displacement field
over all the image pixels. The two images are deformed according to the predictor spatial
distribution. For performance reasons, the resampling of the pixel values at intermediate
locations is only completed through bilinear interpolation. The deformed images are then
used as input for the next iteration.

2.2. Datasets and Image Processing

Synthetic images generated from a known distribution are often used to assess the
accuracy of PIV software. Synthetic images are also useful for analyzing the influence of
image parameters, such as noise, particle size, or loss of particle pairs, on the performance
of PIV software. Consider the turbulent flow through a rectangular channel slice of a
half-height h. A Cartesian coordinate system is employed with the origin at the junction of
the entrance cross-section, bottom wall, and the midspan plane, as sketched in Figure 6a.
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Figure 5. An example showing the kernels used for constructing the right-hand side of Equation (7).
Note that the gray nodes will not be used when calculating the average in each kernel.
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outliers are selected from this array before calculating the mean of the nodes connected
to the center of kernels. An example of this procedure for the field shown in Figure 4 is
presented in 5.

The remaining subroutines are described as follows. If the window size in the next
PIV iteration is reduced, the filtered and smoothed displacement field is interpolated onto
the new grid through bicubic interpolation. The displacement field is then interpolated
onto all image coordinates using spline interpolation to build a predictor displacement field
over all the image pixels. The two images are deformed according to the predictor spatial
distribution. For performance reasons, the resampling of the pixel values at intermediate
locations is only done through bilinear interpolation. The deformed images are then used
as input for the next iteration.

2.2. Datasets and Image Processing

Synthetic images generated from a known distribution are often used to assess the
accuracy of PIV software. Synthetic images are also useful for analyzing the influence of
image parameters, such as noise, particle size, or loss of particle pairs, on the performance
of PIV software. Consider the turbulent flow through a rectangular channel slice of half-
height h. A Cartesian coordinate system is employed with the origin at the junction of the
entrance cross-section, bottom wall, and the midspan plane, as sketched in Figure 6(a).

Figure 6. A schematic representation of the wall-bounded turbulent rectangular channel flow: (a)
The adopted nomenclature. (b) A sample of the synthetic images used in the present study and tracer
particles in a 32 pixels× 32 pixels window.

The velocities in the x and y coordinate directions are denoted by u and v, respectively.
The velocity field in the x-y plane is denoted by v and its magnitude is given by Equation (8):

|v| =
√

u2 + v2 (8)

Figure 6. A schematic representation of the wall-bounded turbulent rectangular channel flow: (a) the
adopted nomenclature; (b) a sample of the synthetic images used in the present study and tracer
particles in a 32 pixels× 32 pixels window.
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The velocities in the x and y coordinate directions are denoted by u and v, respectively.
The velocity field in the x-y plane is denoted by~v and its magnitude is given by Equation (8):

|~v| =
√

u2 + v2 (8)

since the z component of the velocity is not of interest. All time-averaged velocities
are denoted by their corresponding capital letters. John Hopkins turbulent channel
database contains the direct numerical simulation (DNS) results for wall-bounded tur-
bulent flow in a rectangular channel [23]. The DNS domain size is 8π × 2× 2π using
2048× 512× 1536 nodes in the x, y, and z coordinate directions, respectively. The results
were obtained by solving incompressible Navier–Stokes equations with periodic boundary
conditions in the stream–wise and span–wise directions and a no-slip condition at the top
and bottom boundaries. The DNS grid spacing was uniform in the stream–wise direction
and non-uniform in the wall-normal direction with a higher density of nodes near the wall
boundary. The database contains velocity fields for 4000 simulation time steps, correspond-
ing to approximately one flow-through period of the channel. The fluid kinematic viscosity
and the friction velocity were ν = 5× 10−5 and uτ = 0.0499, corresponding to a friction
velocity Reynolds number of Reτ = uτ × h/ν ≈ 1000.

In the present study, synthetic images generated from a 2π × 2 slice of the velocity
fields at z = π/10 for 1000 time steps (amounting to 2000 images) were used to assess
the performance of the software to realistic and complicated flow fields. The DNS ve-
locity field was uniformly scaled for a maximum particle displacement of 8 pixels when
generating the images, satisfying the one-quarter rule for a 32 pixel × 32 pixel initial in-
terrogation window. This corresponds to adjusting the time delay between image pairs to
best capture the flow dynamics when capturing real PIV images. The synthetic images are
1608 pixels × 512 pixels large and have the same aspect ratio as the channel slice. Samples
of the synthetic images of the tracer particles in the channel slice and a 32 pixel × 32 pixel
window are shown in Figure 6b.

The images were processed on a workstation and the Niagara computer cluster to
ensure compatibility with both the Microsoft Windows and Linux platforms and evaluate
computational performance. The workstation had a 12-core Intel® Core™ i5-10600K CPU
(Intel Corporation, Santa Clara, CA, USA) at 4.1 GHz and 64 GB of RAM. On the Niagara
cluster, a node with 40 Intel® Skylake cores at 2.4 GHz and 188 GB of RAM was used for
PIV processing. All 1000 image pairs had to be transferred to the cluster using Globus. A
list of the software input parameters and PIV settings is presented in Table 1.

The Rankine vortex is a useful case study to investigate the effects of the PIV parame-
ters shown in Table 1 on the accuracy and performance of the software. The Rankine vortex
and the adopted coordinate system are shown in Figure 7a.

The velocity field and its components in the x and y coordinate directions are denoted
by ~v, u, and v, respectively. The velocity magnitude and its distribution for the Rankine
vortex are given by Equations (8) and (9):

{
|~v| = r

R |~v|R r < R
~v = R

r |~v|R r > R
(9)

where r is the distance from the vortex center, R is the radius of the vortex core, and |~v|R is
the velocity magnitude at r = R. A pair of synthetic images of the size 512 pixels× 512 pixels
were generated from the Rankine vortex distribution using PIVLab. The vortex core was
located at the center of the frame and had a radius of R = 50 pixels. The number of particles,
particle diameter, and noise level were set to 50,000, 3 pixels, and 0.001, respectively. The
maximum particle velocity was scaled to |~v|R = 16 pixels/s to satisfy the one-quarter rule
for a 64 pixels× 64 pixels initial interrogation window. A sample of these images is shown
in Figure 7b.
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Figure 7. A schematic representation of Rankine vortex: (a) the adopted nomenclature; (b) a sample
of the synthetic images used in the present study.

Table 1. Summary of PIV parameters for turbulent channel flow.

Settings Variable Description Value

Masking mask
2D array with non-zero values indicating the
masked locations. None

Data type dtype_f 1 Type of floating-point numbers. “float32”

Geometry

frame_shape Size of the images. (512, 1608)
min_search_size Interrogation window size for the final iteration. 8
search_size_iters Number of iterations for each window size. (1, 1, 2)
overlap_ratio Ratio of overlap for each window size. 0.5
shrink_ratio 2 Ratio to shrink the search size for the first iteration. 1

Correlation

deforming_order
Order of spline interpolation for window
deformation. 2

normalize
Normalize the window intensity by subtracting the
mean value. True

subpixel_method 3 Method to estimate subpixel location of the
correlation peak. “gaussian”

n_fft Size factor for the 2D FFT. (1, 1, 2)
deforming_par 4 Ratio of the predictor used to deform each frame. 0.5
batch_size Batch size for calculating the cross-correlation. 1

Validation

s2n_method 5 Method of signal-to-noise ratio measurement. “peak2peak”

s2n_size
Half-size of a square around the first peak ignored
for second peak. 2

validation_size 6 Size parameter for validation kernel. 1
s2n_tol 7 Tolerance for signal-to-noise ratio validation. None
median_tol 7 Tolerance for median validation. 2
mad_tol 7 Tolerance for median-absolute-deviation validation. None
mean_tol 7 Tolerance for mean validation. None
rms_tol 7 Tolerance for root mean squared validation. None

Replacement

num_replacing_iters Number of iterations per replacement cycle. 2
replacing_method 8 Method to use for outlier replacement. “spring”
replacing_size 6 Size parameter for replacement kernel. 1

revalidate
Revalidate the fields in between replacement
iterations. True
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Table 1. Cont.

Settings Variable Description Value

Smoothing smooth 9 Smooth the displacement fields. True
smoothing_par 10 Smoothing parameter to apply to the velocity fields. None

Scaling dt 11 Time delay separating the two images. 1
scaling_par 11 Scaling factor to apply to the velocity fields. 1

1 The available types are “float32” and “float64” for single and double floating points, respectively.
2 Shrinking the window size allows for performing an extended search area PIV for the first iteration. 3 The
available methods are “gaussian”, “centroid”, and “parabolic”. 4 A value of 0.5 corresponds to the central
difference interrogation (CDI) scheme, minimizing the bias error [7]. 5 The available methods are “peak2peak”,
“peak2mean”, and “peak2energy”. 6 The actual kernel size is obtained by kernel_size = 2× size+ 1. 7 By
selecting None, a validation method method may be ignored. 8 The available methods are “spring”, “mean”,
and “median”. 9 No smoothing is applied at the end of the final iteration. 10 By selecting None, the generalized
cross-validation (GCV) method is used to obtain the optimum value. 11 If no scaling is applied, the output values
will be in units of pixels/s.

3. Results

In this section, contour plots, vector plots, and one-dimensional profiles are presented
to evaluate the accuracy of the algorithms in resolving the instantaneous and time-averaged
flow characteristics. Python was used to calculate the average of 1000 velocity fields for
both the DNS and PIV results. The velocity and displacement throughout the rest of
this paper are in units of pixels/s and pixels, respectively. All data visualizations were
accomplished using the commercial software Origin®.

3.1. Mean Flow Field

Figure 8 compares the contour plots of the mean stream–wise velocity for the DNS
data and PIV results. From Figure 8a,b, it can be seen that the OpenPIV results captured
all of the major patterns found in the contour plot of the DNS data, and closely matched
all the large-scale contour lines. The discrepancies found between Figure 8a,b are mostly
concentrated near the bottom and top walls, near the entrance and exit cross-sections, and
in high-velocity regions.

The one-dimensional profiles of the mean stream–wise velocity are provided in
Figure 9 to better visualize the stream–wise evolution of the flow. The profiles were plotted
at five successive stream–wise locations, starting at x = 4 and ending at x = 1604 with
an increment of 400, allowing the DNS data and PIV results to be compared in both near
boundary and internal regions. In the near-wall regions, the small-scale structures are
averaged out from the DNS data during the generation of the images [8,24]. The wall
coordinates are defined as follows:

y+ =
uτ∆y

ν
(10)

The PIV measurement nodes closest to the bottom and top walls are located at y = 4
and y = 508, corresponding to y+ ≈ 16 (given that Reτ ≈ 1000). Since these nodes are near
the edge of the shear layers, their values are biased towards the larger velocities, which
may also be observed in Figure 9.
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Figure 8. Contour plots of the mean stream–wise velocity: (a) John Hopkins DNS data; (b) results
obtained with OpenPIV–Python.
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Figure 9. Stream–wise evolution of the mean stream–wise velocity profiles.

The disparity between the DNS data and the PIV results at the entrance and exit
cross-sections (x = 4 and x = 1604) occurs due to the loss of particle pairs that cannot be
redeemed by window translations and deformation. For a given image pair, the particles
entering or leaving the frame are only present in one of the two images, leading to a
significant loss of correlation. The current software tends to remedy this negative effect
using bilinear extrapolation to resample the image intensity near the boundaries. In
general, it is good practice to discard at least the layer immediately near the borders of the
velocity fields.
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Figure 10 shows the frequency distribution plots of the error (difference between the
DNS and PIV results) for the mean velocity magnitude, mean stream–wise velocity, and the
mean transverse velocity. The sample size, mean, and standard deviation of the velocity
magnitude error were 50,927, 0.003, and 0.116, respectively. These results, as well as the
95 % confidence intervals shown in Figure 10a–c, indicate that the software is capable of
resolving all time-averaged velocities with reasonable accuracy.
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Figure 10. Frequency distribution plots of velocity error for the mean velocity fields: (a) velocity
magnitude; (b) stream–wise velocity; (c) transverse velocity. The 95 % confidence interval is shown
by dashed vertical lines on each plot.

3.2. Instantaneous Flow Field

The performance of the software in resolving the instantaneous flow field was eval-
uated by analyzing the fluctuating velocities, span–wise vorticity, and Q-criterion. The
fluctuating velocities and the span–wise vorticity are given by Equations (11a) and (11b):

u′ = u−U (11a)

v′ = v−V (11b)

The coherent structures in the flow can be identified using the Q-criterion. The Q-
criterion is a scalar field that defines structures as regions where the vorticity magnitude is
greater than the magnitude of the strain rate. In a two-dimensional Cartesian coordinate
system, the Q-criterion is given by Equation (12) below:

Q = −1
2

((
∂u
∂x

)2
+ 2
(

∂u
∂y

)(
∂v
∂x

)
+

(
∂v
∂y

)2
)

(12)

In the present study, the instantaneous velocity gradients were calculated using second-
order accurate central differences in the interior points and first-order accurate one-side
differences at the boundaries to calculate Equation (12). The fluctuating velocity vectors
superimposed on top of the contour plots of the Q-criterion for the DNS data and PIV
results at an arbitrary time step are presented in Figure 11.

In both Figure 11a,b, the Q-criterion was normalized by its maximum value in the
DNS data. The main structures in the DNS data are also captured in the PIV results. In the
middle section of the channel where the velocity is large, small isolated regions of negative
Q values are present in the PIV results, which may not be seen in the DNS data. Many
of these regions, a few of which are marked with red circles in Figure 11b, corresponded
to the vectors that were replaced during the last iteration, indicating the effectiveness of
the median validation in detecting the outliers. It is important to note that the median
validation did not classify these vectors as outliers at the end of the process. These vectors,
nevertheless, are approximated from their neighbors and should be regarded as unreliable.
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Figure 11. Vectors of the fluctuating velocities superimposed on the contour plots of the normalized
Q-criterion: (a) John Hopkins DNS data; (b) results obtained with OpenPIV–Python.

The density of the vector field may be increased by means of decreasing the minimum
window size or increasing the final overlap. The same vector spacing of 4 pixels may
be achieved by setting only min_search_size=16 and overlap_ratio=(0.5, 0.5, 0.75)
from the parameters in Table 1. This will significantly improve the results away from the
walls (100 < y < 400) and at the entrance and exit cross-sections. Obviously, the near-wall
results will not be as detailed when a larger min_search_size is used. These results are
provided as supplementary figures in Appendix B.

Figure 12 shows the frequency distribution plots of the error for the velocity magni-
tude, stream–wise velocity, and transverse velocity to further assess the accuracy of the
instantaneous velocity fields. The sample size, mean, and standard deviation of the velocity
magnitude error were 50,927,000, 0.005, and 0.208, respectively. In Figure 12a–c, the 95%
confidence interval is specified by two dashed vertical lines. These confidence intervals
may be significantly improved if the boundary nodes are discarded. The results show that
the software is capable of resolving the instantaneous velocities with reasonable accuracy.

3.3. Computational Performance

Figure 13 demonstrates the effect of the number of processors on the computation
time. Multiprocessing was employed to vary the number of utilized processors for both
the workstation and Niagara cluster. Initially, for both platforms, the computation time
decreases rapidly as more processors are utilized. Meanwhile, launching more processes
above a certain threshold did not impact the calculation time. The time needed to transfer
2000 images to the Niagara cluster using Globus was 863 s at an effect speed of 3.81 MB/s.
From Figure 13, it can be seen that the speedup achieved by using the Niagara cluster is not
enough to compensate for the data transfer time. Using the cluster only becomes sensible
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when large images with computationally intensive settings are to be processed or when a
dataset needs to be processed more than once.
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Figure 12. Frequency distribution plots of velocity error for 1000 instantaneous velocity fields:
(a) velocity magnitude; (b) stream–wise velocity; (c) transverse velocity. The 95 % confidence interval
is shown by dashed vertical lines on each plot.
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Figure 13. Plot of the computation time against the core number.

CPU–Based PIV software, unlike their GPU counterparts, generally should cycle
through the windows rather than performing the cross-correlation simultaneously. Hence,
it is recommended always to set batch_size=1 for optimum performance. Regardless of
whether the cross-correlation is parallelized or not, the most time-consuming calculation
in a PIV algorithm is generally computing the cross-correlation between the interrogation
windows. The relative computational time for most of the sub-routines is presented
in Figure 1 is reported in Table 2. The relative computational time was calculated five
times using the same parameters shown in Table 1 before being averaged. As expected,
cross-correlation was the most time-consuming subroutine with nearly 65% of the total
computation time. Although deformation is the second most time-consuming subroutine,
it is worth mentioning that a larger portion of the time is spent on frame deformation.
Since window deformation is not as time-consuming, using a deforming_order greater
than one is recommended for better accuracy. Overall, 84.207% of the calculation time was
spent in the correlation object, which handles the main PIV calculations, while only 7.449%
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of the time was dedicated to validation, replacement, and smoothing altogether, further
indicating that the software is implemented well.

Table 2. Performance profile of the CPU–Based software.

Subroutine Computational Time per Run 1 Average

Interrogation 0.893 0.894 0.833 0.867 0.791 0.855
Deformation 2 14.596 14.533 14.626 14.308 4.511 14.515
Normalization 1.902 1.865 1.783 1.852 1.820 1.845
Cross-correlation 65.573 65.769 65.797 66.103 65.560 65.760
Peak estimation 3 1.203 1.282 1.190 1.222 1.263 1.232
Validation 3.066 3.185 3.209 3.153 3.124 3.148
Replacement 3.493 3.615 3.727 3.587 3.639 3.612
Smoothing 0.658 0.698 0.672 0.748 0.671 0.689

Time per vector 4 50.611 50.557 49.586 49.859 49.704 50.063
1 For the subroutines, the reported values are the percentage of the relative computational time defined as the
time required for the subroutine divided by the total processing time. 2 Deformation refers to the combination of
window and frame deformation. 3 Peak estimation refers to the process of finding the first peak and estimating
its subpixel location. 4 Computational time per vector is presented in units of µs and is obtained as the total
calculation time divided by the number of vectors in the resulting vector field.

4. Discussion

The effect of several PIV parameters, including data type, number of PIV iterations,
correlation width, number of replacement iterations, replacing method, and revalidation, on
the Rankine vortex dataset described in Section 2 are discussed in this section. The readers
are referred to Meunier and Leweke [7] for a detailed discussion on the effect of the defor-
mation parameter on the bias error. For each case study, all parameters are the same as in
Table 1 with the exception of the parameters being investigated, frame_shape=(512, 512)
and min_search_size=16. After the effect of the PIV parameters on the resulting field is
discussed, a comparison between the results derived using the best replacement method
and PIVLab results obtained using the same number of iterations with a minimum window
size of 16 pixels is presented.

The precision of the floating-point data used during the PIV process can significantly
impact the computational performance. Although both single and double precisions are
available options, the single precision data type is preferred as it can greatly reduce the
cross-correlation computation time. Performing the PIV analysis for both double and single
data types resulted in the same mean, standard deviation, and 95 % confidence interval of
−0.061, 0.374, and (−0.984, 0.204) for the velocity magnitude error. In general, using the
single precision data type should not be a problem for most PIV applications.

The number of iterations used at each window size may remarkably improve the accu-
racy of the results. For instance, just performing one more iteration for the 32 pixels× 32 pixels
window size, that is, changing search_size_iters=(1, 1, 2) to (1, 2, 2), can change
the 95 % confidence interval of the velocity magnitude error from (−0.984, 0.204) to
(−0.657, 0.211).

As was discussed in Section 2, zero-padding the windows before taking the circular-
cross correlation may improve the results. It is recommended to increase the correlation
width for the minimum window size at least by a factor of two to strike a balance between
accuracy and computation efficiency. Increasing the correlation width for other window
sizes, although not as effective as the smallest window size, may also improve the accu-
racy. For example, changing n_fft=(1, 1, 2) to (1, 2, 2) reduces the 95 % confidence
interval of the velocity magnitude error from (−0.984, 0.204) to (−0.805, 0.203).

The number of replacement iterations can become an important PIV parameter depend-
ing on the replacement method. For the spring replacement method, using one iteration is
sufficient since this method replaces the outliers altogether. There is no rule to determine
the number of iterations required for the convergence of the mean and median methods.
It may take several iterations for these methods to converge if revalidation is not applied
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depending on the number of outliers and their connection. For this case study, the mean
and median methods converged after three iterations when the fields were revalidated.
Without revalidation, on the other hand, it took 16 and 34 iterations for the mean and
median methods to converge, respectively.

The effect of the replacement method on the accuracy of the results is not straightfor-
ward. Replacing outliers with reasonable estimations increases the chance of obtaining
a better correlation match in the subsequent PIV iterations. The outliers replaced during
the last iteration, however, are not reliable since all of the replaced vectors are simply
approximated from their neighbors. Figure 14 shows the exact velocity field and the results
obtained with three replacement methods. The mean and median replacements were per-
formed using five iterations to reach convergence. The green vectors indicate the outliers
that were replaced during the last iteration and satisfied the validation criteria at the end
of the process. The remaining outliers are designated in red color and amounted to three,
one, and, two for spring, mean, and median methods, as can be seen in Figure 14a–c,
respectively.

The mean, standard deviation (STD), and 95 % confidence interval (95 % CI) of the
velocity components and velocity magnitude are reported in Table 3. It can be seen that all
values in Table 3 are of the same order of magnitude. For this particular set of parameters,
the mean method yielded the minimum mean absolute error (MAE) and root mean squared
error (RMSE) of 0.303 and 0.459, respectively.

Table 3. Mean, standard deviation, and 95% confidence interval of velocity errors for different
replacement methods.

Method Error Mean STD 1 95% CI 2

Spring
u −0.011 0.356 (−0.645, 0.480)
v 0.004 0.419 (−0.593, 0.582)
|~v| −0.073 0.438 (−1.231, 0.217)

Mean
u −0.005 0.345 (−0.569, 0.521)
v −0.007 0.303 (−0.544, 0.521)
|~v| −0.045 0.301 (−0.732, 0.196)

Median
u −0.002 0.378 (−0.620, 0.504)
v 0.001 0.374 (−0.541, 0.597)
|~v| −0.053 0.346 (−0.783, 0.210)

1 Standard deviation. 2 95% confidence interval.

The effect of revalidation on the results obtained with the mean and median replace-
ment methods is shown in Figure 15. Although revalidation always reduces the number
of iterations needed for convergence, it does not necessarily improve the accuracy of the
results. By comparing Figure 15a with Figure 15b and Figure 15c with Figure 15d, it
can be seen that revalidation has improved the results only for the mean method. The
mean replacement with revalidation performed the best since fewer vectors were replaced
during the last PIV iteration and only one outlier remains after the process. For the best
practice, it is recommended to perform a few pilot runs before PIV analysis to decide on
the replacement and validation options, aiming to minimize the replaced vectors during
the last PIV iteration. Note that revalidation is not applicable to the signal-to-noise ratio
validation method since the signal-to-noise ratio is correlation-based and is not affected by
the replaced vectors.
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Figure 14. Effect of replacing methods on the velocity fields: (a) exact velocity field; (b) spring re-
placement; (c) mean replacement; (d) median replacement. Replaced vectors satisfying the validation
criteria at the end of the final iteration are designated in green color. Any remaining outliers are
represented in red color.

A comparison of the results of the developed software, obtained using the mean
replacement methods with revalidation, and the PIVLab results is shown in Figure 16. Note
that no post-processing was applied to the PIVLab results. PIVLab provides utilities for
velocity-based and image-based validation during the post-processing steps. The vector
field shown in Figure 16 is what is obtained solely using the validation and smoothing
routines in between the PIV iterations. From Figure 16, it is clear that with the exception of
one vector at (x, y) = (352, 32), the remaining different vectors are focused near the center
of the vortex. Using the local median filter with a threshold of two, the post-processing step
in PIVLab showed that this vector is an outlier. Using the present software, however, this
vector was reliably obtained using cross-correlation. More such instances were identified
among the outliers near the center of the vortex. Although PIVLab allows for replacement of
the remaining outliers using interpolation, the vectors replaced during the post-processing
phase or the last PIV iteration are not reliable, as was confirmed by the DNS data.
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Figure 15. Effect of revalidation on the velocity fields: (a) mean replacement and no revalidation;
(b) mean replacement with revalidation; (c) median replacement and no revalidation; (d) median
replacement with revalidation. Replaced vectors satisfying the validation criteria at the end of the
final iteration are designated in green color. Any remaining outliers are represented in red color.
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Figure 16. Comparison between the results obtained with the developed software and PIVLab:
(a) PIVLab original results with no further post-processing; (b) results obtained with the present
software using mean replacement with revalidation.
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5. Conclusions

An open-source CPU–Based PIV data processing software was developed and vali-
dated. The software was written entirely in Python and was compatible with the Microsoft
Windows and Linux operating systems. The software was functional on different hard-
ware platforms, ranging from small embedded systems to large supercomputing clusters.
Synthetic PIV images generated from the John Hopkins turbulent rectangular channel
DNS data were processed to test the accuracy of the software in resolving the mean and
instantaneous flow fields and computation performance.

Both the mean and instantaneous velocities closely matched the DNS data except near
the walls, where the lengths scales are much smaller than the smallest PIV interrogation
window, near the entrance and exit cross-sections, and in high-velocity regions. Isolated
regions of low Q-criterion values were detected in the PIV results, which were not observed
in the DNS data. Further investigations showed that such discrepancies in high-velocity
regions may be avoided by using a larger window size for the final iteration. These analyses
showed that the vectors replaced during the last iteration, even when they are not detected
as outliers after the PIV process, must be marked as unreliable.

The computational performance of the software was evaluated on a workstation and
the Niagara cluster. For both cases, the computation time initially decreased significantly
as more processors were used. Meanwhile, the profiles almost remained flat once enough
processors were utilized. The relative computation times of different subroutines of the
software were measured during five runs and averaged to obtain the performance profile.
The cross-correlation and deformation subroutines constituted the major portion of the
total computation time. The relative computation times for validation, replacement, and
smoothing subroutines, on the other hand, were significantly lower, indicating the efficiency
of the algorithms.

The effect of several PIV parameters on the output velocity field for the Rankine vortex
dataset was investigated. Using a double precision floating-point data did not affect the
quality of the results. Using more PIV iteration or zero-padding the correlation generally
tends to improve the accuracy. The errors associated with using different replacement
methods were all of the same order of magnitude. Revalidation was shown to be effective
in reducing the number of iterations needed for convergence of the resulting fields. Finally,
the velocity field obtained with the best set of the discussed parameters showed good
agreement with the PIVLab results. The discrepancies between the results of the two
software were mostly confined to a few vectors near the center of the vortex.

Overall, the present study showed that the developed software is accurate and compu-
tationally efficient, and can be reliably used on the Microsoft Windows and Linux platforms
to process large datasets. The software was tested on a standard computer workstation,
a CPU cluster, and Google Colaboratory cloud computing service as part of this study.
Hence, the software could be run on computer clusters or cloud computing services to
avoid investing in hardware or needing affiliation with a university. The software offers
great flexibility, enabling the users to adjust the settings according to their needs. Although
the parameters were tuned to obtain more accurate results throughout this paper, it is also
possible to adjust the parameters for fast PIV processing at the cost of accuracy.
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Appendix A

The software is available for download on 24 October 2023 https://github.com/ali-sh-
96/OpenPIV--Python-cpu via Github. The users may follow the instructions to install the
necessary packages and download the software. The procedure for processing the dataset
used in the present study, i.e., the synthetic images generated from the Johns Hopkins DNS
data, is available as a working tutorial through Google Colaboratory cloud computing
service. User feedback through the GitHub platform is welcomed.

Appendix B

As discussed in Section 3, the PIV process could be performed with a minimum
window size of 16 pixels and 75 % instead of 8 pixels and 50 % to achieve the same vector
spacing of 4 pixels. The corresponding mean and instantaneous flow fields are presented
in Figures A1 and A2, which could be compared to Figures 8 and 11, respectively.

Comparing Figure A2 with Figure 11, it may be observed that the small flow structures
near the walls are lost due to the larger minimum window size used to obtain the velocity
field. The results in high-speed flow regions, on the other hand, are significantly improved
as there are fewer discrepancies between the Q-criterion contours of the DNS data and PIV
results in Figure A2. Note that the small isolated regions of negative Q values highlighted
in Figure 11 are not present in Figure A2. Similarly, for the mean stream–wise velocity
contours, the most evident improvement is in high-speed regions, such as the U = 7
iso-contour. Overall, depending on the region of interest, the users may need to adjust the
smallest interrogation window size.
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Figure A1. Contour plots of the mean stream–wise velocity: (a) John Hopkins DNS data; (b) re-
sults obtained with OpenPIV–Python using a window size of 16 pixels and 75% overlap for the
final iteration.
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Figure A2. Vectors of the fluctuating velocities superimposed on the contour plots of the normalized
Q-criterion: (a) John Hopkins DNS data; (b) results obtained with OpenPIV–Python using a window
size of 16 pixels and 75% overlap for the final iteration.
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