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Editorial

Issues in Power Quality
Gabriel Nicolae Popa

Department of Electrical Engineering and Industrial Informatics, Politehnica University of Timis, oara,
5 Revolution Street, 331128 Hunedoara, Romania; gabriel.popa@fih.upt.ro; Tel.: +40-254-207-541

Power quality generally refers to a series of boundary conditions that allow electrical
systems connected to the network to operate in the expected way without causing sig-
nificant performance or life losses. Thus, the operation of power systems outside these
borders has a direct impact on the overall economic performance of the whole system. The
disturbances responsible for this degradation are classified as conducted low-frequency,
radiated low-frequency, conducted high-frequency, radiated high-frequency, electrostatic
discharge, and nuclear electromagnetic phenomena [1].

Power quality deterioration can cause problems with or the shutdown of processes and
equipment. The consequences range from excessive energy costs to complete work stop-
pages. The interdependence of different systems increases the complexity of power quality
issues. Some of the problems lie inside the facility: installation—inadequate grounding, in-
advertent routing, or undersized distribution; operation—equipment operated outside the
design parameters; mitigation—inadequate protection or lack of power factor correction;
maintenance—deteriorating cable insulation or ground connection [2]. Even the equipment
that is perfectly installed and maintained in a perfectly designed facility can cause problems
in terms of power quality with age.

The effects of power quality problems can consist of supply voltage waveform dis-
tortion, deviation from its nominal value, or a complete rupture. The problems of power
quality can last from milliseconds to hours [3]. Various power electronics, such as domestic,
industrial, and office equipment, connected to power supplies may have non-linear load
characteristics that lead to poor power quality. Equipment such as photocopiers, computers,
printers, etc., can cause electrical disturbances that can destroy certain sensitive equipment.
When connected to the same source of supply, in some cases, they may cause malfunction.
Industrial motors powered by electronic converters produce electrical disturbances. When
disturbances occur, the quality of electricity is poor and production losses occur, with
resulting financial losses. The main effects of voltage failure include early equipment
failures, cost-effectiveness loss in rotating machines, equipment failures in information
technology, loss of data or stability, process interruptions, failures of measuring and control
devices, etc.

Electromagnetic disturbances that directly affect the electrical network, and, thus, the
power quality of consumers, are of low frequency and include the following: frequency
and voltage variations in the electrical voltage; voltage dips and interruptions; harmonic
distortions; flickers; asymmetries; transients; DC components on AC voltage; signal voltage
disturbances; low-frequency voltages [4–6].

There are many engineering solutions used to reduce the impact of power quality
problems, and this is a very active area of innovation and development. The articles
presented in this Special Issue, “Power Quality Analysis and Experiments”, briefly discuss
issues of power quality and their solutions in low- and medium-voltage applications [7].

Energies 2025, 18, 1874 https://doi.org/10.3390/en18081874
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Most electrical consumers are single-phase and deforming (contain switch mode power
supplies), and they are found especially in domestic, residential, and industrial fields. It is
a challenge to balance single-phase consumers in three-phase circuits with the possibility
of obtaining a high-power factor at the level of low-voltage power substations [8].

Power quality can be evaluated through characteristic indices. In [9], a new methodol-
ogy is proposed for determining the indices of voltage variation in a short period of time;
to implement the new method, real data from more distribution system companies are
used. This analysis is useful for introducing short-term voltage variation indices.

High-power industrial applications include offshore oil and gas platforms, where
current distortion is high and power factors are low. To improve these power quality
indices, the use of active power filters (made with silicon and silicon carbide) was proposed
in [10]; compensation strategies were presented, at two different voltage levels, to identify
the best solutions for improving the deformation regime and increasing the power factor.

Also, active power filters have medium-voltage applications for improving power
quality. The decision tree method (as an optimal solution) for choosing and dimensioning
active power filters was proposed to minimize energy losses and investment costs in [11].

Residual current devices from low-voltage networks have, as their main application,
preventing electric shocks, with direct contact considered an additional protection. Power
electronics that use the pulse width modulation technique can determine ground fault
currents that are not detected via residual current devices. The limitations of the standards
in force are identified and proposals for their improvement are made in [12].

Capacitor banks can be used in low-voltage power substation networks, in addition
for improving the power factor and creating passive power filters to reduce the deforming
regime. Because the capacitors are very demanding in such applications, special attention
must be paid to the dielectric to increase their lifetime [13]. Also, it is important to choose
the proper configuration and the values of passive filter components to obtain the optimal
performance of the passive filter [14].

Non-linear autoregressive-type recurrent artificial neural networks with external input
control can estimate harmonic behavior in photovoltaic systems [15]. Dynamic control and
harmonic distortion reduction can, thus, be evaluated.

The continuous insurance of electricity supply is a field of wide interest in power
quality. It can be used for uninterruptible power sources powered by vanadium redox flow
batteries to provide long-term electricity in critical installations [16].

Matrix converters have applications in hybrid power filters because they have low
total harmonic distortion for the fundamental voltage. They can be controlled via a fuzzy
system or PI regulator in terms of compensation speed, accuracy, total harmonic distortion
of supply current, and overall integrity [17].

The power factor regulators installed in low-voltage power substations that measure
the current on one phase and the voltage on the other phases have important limitations
for the conditions of distorting currents and imbalances in three-phase networks [18]. An
analysis of a low-cost system for the automatic regulation of the power factor, with a
reduction in transients and an increase in the lives of contacts, can be used in low-voltage
power substations with capacitor banks controlled by one three-phase solid-state relay;
such as system is presented in [19].

Voltage dips and short-term voltage interruptions have major implications both in
low- and medium-voltage networks. In [20], an analysis of these indices was carried out for
several companies from different industries to evaluate the understanding of these power
quality issues.

Short-term voltage dips are usually caused by failure, high-speed electrical large loads,
or intermittently loose electrical connections in the power line. Voltage fluctuations are
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usually related to system problems, but they also occur when heavy loads are switched on
or a large motor is initiated [1].

Voltage fluctuations are frequent and widespread, and they can be seen as the first
power quality phenomenon affecting the industry. Interruptions are the result of electrical
system failures, equipment failures, and control errors. The duration of interruption due
to equipment failures or disconnected connections may be irregular. The most common
problem associated with short-duration RMS variations is equipment shutdown. Short-
term interruptions can lead to process shutdowns that require hours of restarting. In
many facilities, if the equipment travels, the effects on the process are the same for short-
term variations and long-term phenomena [21]. Short-term dips cause many process
interruptions. In addition, many control and emergency switch circuits use relays and
contactors that are very sensitive to voltage dips. The common solution to this problem
is to provide a constant voltage. Momentary and temporary interruptions almost always
cause the equipment to stop operating and may lead to the failure of the inductive motors.

Voltage problems and the production of a balanced current are the two main areas in
which power quality problems occur. Dips and swells, voltage transients, power interrup-
tions and voltage imbalances can be monitored, analyzed, and compared with the device
operation history to determine the cause and severity of the problem of power quality. The
same can be undertaken with different harmonic currents of a system. It is also important to
note that the power quality problems are often inter-related. Power quality problems must
be addressed through a whole-plant approach, without losing focus on how they affect
individual loads; sometimes fixing one energy quality problem can exacerbate another
problem. By using three-phase power quality analyzers, we can identify the root causes of
power quality problems and correct both symptoms and overall problems [22].

Voltage spikes and swells cause damage to electronic components, the flammability of
insulation materials, excessive screen brightness, the damage or interruption of sensitive
equipment, data processing errors or data losses, and electromagnetic interference [8]. Har-
monics causes power consumption and leads to inefficient electricity use and unintentional
equipment malfunctions. It affects the smooth operation of industrial machines and causes
production interruption. In hospitals, it can lead to loss of life. It affects the data processing
activities of information technology equipment, such as losing transactions in real time, etc.

The overheating of wiring (in particular, neutral conductors in three-phase systems)
and equipment can be caused by low power quality. When communications cables are
in parallel with power cables, the harmonic frequency interferes with communication
signals, resulting in incorrect signals. Harmonics can cause the protective relay to be
incorrectly operated.

The economic costs of power quality problems are high, especially in industry.
Costs include production losses, damaged equipment, salaries, and restart costs. These
costs can be quantified as additional money that the customer wishes to pay to avoid
this inconvenience [23].

The business risks posed by power quality issues are real and even low-tech industries
are exposed to serious financial losses. On the other hand, prevention is relatively cheap,
with solutions ranging from simple good practice design techniques to installing widely
available support equipment. Energy quality problems cost the about EUR 10 billion per
year, whereas preventive measures cost less than 5% of that figure. Understanding the
nature of a problem and assessing how it affects the business, as well as the risk associated
with it, is vital [24]. The reliability and coherence of electricity supply is important for many
industrial and service activities. If power quality is low, the company suffers. It is surprising
and disturbing that companies often do not recognize the causes of low reliability, even
though cost-effective solutions are available to them [25].

3
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In the future, the main approaches used in power quality analysis should be related to
development of new types of batteries for use with uninterruptible power supplies, the
use of new types of controls for hybrid and active power filters, studies on limiting passive
filters operations, the realization of switched-mode power supplies that reduce current
distortion, the use of new statistical methods for power quality analysis, the judicious
design of electrical installations in deforming regimes (especially for neutral conductor),
the analysis of deforming regime effects on switching and protection equipment and on
electrical insulation, methods for reducing flicker and transient regimes for high-power
consumers, and the realization of load balancing methods in three-phase systems.

Conflicts of Interest: The author declares no conflict of interest.
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Electric Power Quality through Analysis and Experiment
Gabriel Nicolae Popa

Department of Electrical Engineering and Industrial Informatics, Politehnica University of Timis, oara,
5 Revolution Street, 331128 Hunedoara, Romania; gabriel.popa@fih.upt.ro; Tel.: +40-254207541

Abstract: The quality of electrical energy is of particular importance for power engineering. This
study presents an analysis of articles made in the Special Issue “Analysis and Experiments for
Electric Power Quality”. As techniques and technology advance, electrical consumers and equipment
become more sensitive to disturbances in the electrical network (in particular, low- and medium-
voltage). It can lead to costly outages and lost production, which affect productivity. The analyzed
articles present interesting technical studies made on industrial and nonindustrial consumers, of
low- and medium-voltage, from the point of view of the quality of electricity. Voltage and current
harmonics, voltage sags and swells, interruptions, unbalance, and low power factor will lead to
higher electricity bills, overloading, and rapid aging of electrical networks and electric equipment.
The power quality depends not only on the supplier but also on all consumers connected to the same
power network; some can cause disruptive influences in the supply network, affecting the operation
of other consumers. Ensuring the power quality of industrial and nonindustrial applications is
an objective difficult to achieve.

Keywords: electric consumers; industrial applications; power quality

1. Introduction

Electrical energy is used by a wide variety of consumers, from the industrial ones,
which are fewer, but of high power, to the domestic ones, characterized by low power, but
very numerous, used both in the urban and rural environment. Electromagnetic disturbance
is any electromagnetic phenomenon that can degrade the performance of an electrical,
electronic, or radio device, and a consumer, equipment, or system can adversely affect life
or inert matter [1].

Electromagnetic disturbances can be classified according to several criteria [2–4]:
By frequency:

- Low-frequency disturbances (refer to signals with a frequency below 1 MHz);
- High-frequency disturbances (signals with a frequency above 1 MHz);

According to the mode of propagation:

- Disturbances conducted through the network conductors (including currents and
voltage differences);

- Radiated disturbances (in the air), through electric and magnetic fields;

By duration:

- Permanent or sustained disturbances (affecting analog electronic circuits);
- Transient, random, or periodic disturbances (affecting digital electronic circuits).

The origin of electromagnetic disturbances can be both in the electrical network
(e.g., incidents or wrong maneuvers, and defects) and in the consumer’s electrical network.
Currently, ensuring the power quality of electricity has become an increasingly complex
task of major interest to both electricity suppliers and consumers [3,5,6]. The power quality
concerns have been guiding the following major issues:

Energies 2022, 15, 7947. https://doi.org/10.3390/en15217947 https://www.mdpi.com/journal/energies6
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- To increase the yield in the production, transport, and use of electricity, power electron-
ics have been introduced on a large scale to control the energy conversion processes,
and electronic equipment have been introduced to control the power factor;

- The complexity of energy systems and the mutual influences between them
and users, as well as between consumers connected to the same power system, are
constantly growing;

- The amount of nonlinear electrical equipment, generating electromagnetic distur-
bances, has grown at an impressive rate in recent decades;

- Modern electrical equipment is more sensitive to the decrease in the power quality
of electrical energy because they include sensible electronic devices and control sys-
tems based on microprocessors/microcontrollers, whose operating characteristics are
affected by electromagnetic disturbances from the electrical network;

- Consumers have become more aware and better informed about the impact that
different electromagnetic disturbances have on electrical equipment and technological
processes and, as a result, they ask suppliers to provide them with electricity at the
contracted electrical quality parameters.

Two essential aspects must be followed when supplying electricity. On the one hand
is the quality of the product (refers to the technical parameters, such as voltage amplitude,
frequency, harmonics content, and symmetry of three-phase systems), and on the other
hand is the quality of the service (refers to the continuity of the supply and refers to
short/long interruptions and safety in supplying) [3]. The most important types of electrical
consumers that cause electromagnetic disturbances are [7–12]:

- Nonlinear consumers, for example, modern household appliances, electric tools,
electric arc furnaces, and electromagnetic induction furnaces, which absorb a nonsinu-
soidal current, whose harmonics, passing through the harmonic impedances of the
electrical supply, lead to harmonic voltages on the bars;

- Unbalanced consumers, for example, electric arc welding equipment, public lighting,
and interurban electric traction, which absorb currents of different amplitudes on the
three phases and, passing through the upstream impedances of the electrical network,
cause voltage asymmetry on the power bars;

- Consumers with variable loads produce voltage fluctuations on the power bars (for
example, power mill, mechanical-processing-equipment-driven electrical, and starting
large power motors; electric arc furnaces and spot welders cause flickering).

The electromagnetic disturbances that directly influence the electrical network and,
therefore, the power quality of the electricity supplied to consumers, are the low-frequency
conducted ones (with frequencies up to 9 kHz at the most). This category includes [3,4,6]:

- Variations in the frequency of the supply voltage;
- Variations in the supply voltage;
- Gaps and interruptions (short and long) of voltage;
- Harmonic distortion (harmonics and inter-harmonics);
- Voltage fluctuations/flicker;
- Asymmetries;
- Temporary over-voltages and transient phenomena;
- The continuous component in the applied voltage curve;
- Signaling voltages;
- Voltages induced by low-frequency.

2. A Short Review of the Contributions in Special Issue “Analysis and Experiments for
Electric Power Quality”

This volume contains the successful invited and peer-reviewed submissions [13–22] to
a Special Issue of Energy “Analysis and Experiments for Electric Power Quality” on the
subject area of power quality.
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Power quality is covered on two main subjects: the development of power quality
indices and the detection, analysis, and correction of electrical disturbances.

This Special Issue of Energies, “Analysis and Experiments for Electric Power
Quality”, published outstanding contributions on electric power quality, in low- and
medium-voltage applications:

- Harmonics;
- Blackouts;
- Under- and over-voltage;
- Sags and swells;
- Unbalance;
- Flickers.

A variety of engineering solutions are available to eliminate or reduce the effects of
electric power quality problems and it is a very active area of innovation and development.
The articles presented different power quality problems in power systems and had brief
ideas about their solutions with comparative studies.

The articles made for the Special Issue “Analysis and Experiments for Electric Power
Quality” had the following topics: unbalance [13]; short-term voltage variation indices [14];
passive filters [18]; active power filters [15,16]; hybrid active filters [22]; residual current
devices at high frequency [17]; voltage sags and short interruptions [19]; photovoltaic
integration using neural networks [20]; autonomous power supply [21].

Article [13] presented a study of the balancing of single-phase electrical consumers in
a three-phase system, and improving the power factor in low-voltage power substations in
residential and educational areas. Industrial electrical consumers are usually three-phase
(with three or four wires) and high-power, with voltage and current unbalance being at
a low level; consumers in the residential and educational sectors are usually single-phase,
in large numbers; unbalanced voltages and, especially, currents are important. To perform
the study, experiments were carried out in the laboratory and the low-voltage electrical
power substation, before and after balancing the single-phase electrical consumers per
phase, on workweek and weekend days. It was found that after balancing the electrical
consumers by phases, the current unbalance in the three-phase system was reduced and
the power factor was improved by using single-phase capacitive electrical consumers (for
example, personal computers, which are in large numbers in such sectors) distributed
equally on all phases.

Following a uniform distribution and balancing of the electrical consumers
(e.g., single-phase consumers from classrooms, offices, and libraries) among the three
phases, the measurement data were taken in the power substation of the residential and
educational sectors. All of the nonlinear consumers (particularly single-phase) connected
at various locations throughout the low-voltage network have the effect of deforming the
voltage and current waveforms from point of common coupling (PCC).

As a result, the balanced consumers are connected to a network of unbalanced con-
sumers, turn into active power unbalance consumers, report a higher amount of power
consumption than is necessary, and consequently perform worse overall. Additionally,
supply conductor losses (personal technological usage) rise. Unbalanced consumers are to
blame for these losses, but the power systems support the growth.

Balance was achieved by using capacitive electrical consumers (e.g., PCs) and uni-
formly distributing electrical consumers among the three phases (within the technical
possibilities). Additionally, we improved the power factor without using fixed capacitor
banks or a power factor controller with capacitor banks connected to the PCC of the power
substations, and we were able to achieve the relative balance of the current and voltage,
respectively. Additionally, the unbalance of the voltage was only impacted little by the kind
of electrical consumers and the amplitude of the supply voltage, although the unbalance of
the current, PF, and DPF was significantly altered [13].

Determination and knowledge of short-term voltage variation indices are important
for the power quality of electricity. In paper [14], a new methodology was proposed
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for determining indices of voltage variation over a short period. The variables that best
describe the short-term voltage disturbance were established, as well as the clusters that
allow more adequate definition of the basic values for the indices. To implement the new
method, real data from 19 distribution systems of a national energy company were used.
The study (including the proposed flowchart—Figure 1) can be useful as a basis for making
regulations regarding short-term voltage variation indices and establishing clusters of
electricity distribution systems.
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Figure 1 provides an overview of the suggested methodology. Industrial users with
sensitive loads suffer significant financial losses because of voltage sags. The criteria
for recommending limits will vary in the future. Accordingly, it is thought that the most
appropriate technique to use is to construct a unique base impact factor for each distribution
system by the system performance that it most closely matches. This work, which presented
a methodology for the establishment of the base impact factor that was utilized in the
computation of the index that regulates voltage sags, is in line with the goals of the
electrical industry in this context.

Offshore oil and gas platforms are large consumers of electricity and represent impor-
tant industrial applications of power quality (Figure 2), in which power quality indices
are low (especially current distortion and low power factor). In the design of article [15],
a selection and evaluation tool for active power filters (power electronic devices made with
silicon and, in particular, with silicon carbide, taking into account the reduced number
of components, the power losses, and filter size) was proposed. For active power filters
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used in these industries, size and weight are critical constraints in offshore applications.
At the same time, compensation strategies are presented, at two different voltage levels,
to identify the best solutions for improving the deformation regime and increasing the
power factor.
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Figure 2. Diagram of a typical power grid of an offshore oil and gas platform (SAPF—Shunt Active
Power Filters) [15].

In isolated power networks, such as those found on oil and gas platforms, where poor
power quality necessitates reactive and harmonic compensation, this paper demonstrated
that SAPF can be a workable option. Based on several factors, including the SAPF connec-
tion point, losses, passive components, power quality, and semiconductor type, a SAPF
pre-selection tool was created.

The power quality of electrical energy is also important in medium-voltage electrical
networks, in conditions where nonlinear electrical loads are connected to the network.
Article [16] applied the decision tree method for choosing and dimensioning active power
filters, which represents a method of improving the power quality. An analysis was made
of the number and location of active power filters so that energy losses and investment
costs are minimal, under the conditions of permanent monitoring of the total harmonic
distortion of voltage in the nodes of the medium-voltage network. In these applications,
the decision tree method allows the selection of the optimal solution (Figure 3).
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This study presented the issue of harmonic filter allocation optimization in terms
of lowering power losses and APF expenses. It was highlighted that the decision tree
approach is well-known in many research fields but has not yet been used for power filter
allocation in medium-voltage networks.

Residual current devices are protective devices found in almost all low-voltage net-
works, being common nowadays [17]. Their importance in preventing electric shocks in
the case of indirect contact is known and, in the case of direct contact, can be considered
as additional protection. Pulse-width-modulation-controlled power electronic converters
(Figure 4) produce ground fault currents made up of high-frequency components (can be
tens of kHz). The usual residual current devices are not designed to detect high-frequency
currents, and they are ineffective. In article [17], an analysis of residual currents with
frequencies up to 50 kHz was made on residual current devices. As expected, most residual
current devices (especially F and B types) do not work under the conditions in which they
are tested according to the standards. Limitations of the standards in force were identified
and proposals for their improvement were made.
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Figure 4. A variable-speed drive circuit producing residual currents of high-frequency components;
RCD—residual current device; iD—residual current; PWM—pulse width modulation [17].

Utilization of residual current devices has become mandatory for industrial as well
as modern domestic applications. This device’s main goal is to protect users from electric
shock in the event of direct or indirect contact. For such devices, exposure to residual
currents with high-frequency components poses the greatest challenge. In certain situations,
it is possible that the device will not trip at the anticipated level, meaning that electric shock
protection may not be guaranteed.

Power electronics have a special impact on low- and high-power electric drives [18].
In many of today’s electric drives, the load is variable, and the static frequency converter-
motor assembly is a strongly nonlinear element with direct implications on reducing
the power quality of electricity, e.g., flicker and distortion of voltage waveforms. Power
capacitor batteries can be used to reduce the voltage drop, and well-sized passive filters
can be used to reduce the current deforming regime. Using capacitor batteries and passive
filters (Figure 5), there is the possibility that with a small mechanical load of the motor,
over-voltages and electrical resonance phenomena may occur between the passive filter
and the power transformer used to supply the drive. Thus, the capacitors in the application
must have a performing dielectric to increase their lifetime. In article [18], an analysis and
design were made regarding the harmonic filters used in such applications.
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In this study, it was proven that a passive harmonic filter system in the mill motor
drive system with an ideal capacity could offer a cost-effective solution that simultaneously
compensated for reactive power and absorbed harmonics. The following topics were
also covered: attenuation of harmonic voltage by current divider Hid; key components
of the filter capacitor and SR design; harmonic filter bank setting parameters. Voltage
fluctuation characteristics and voltage harmonics were measured to confirm the harmonic
filter’s performance.

Voltage gaps (voltage drops below a certain value) and short voltage interruptions,
from industrial applications in both low- and medium-voltage networks, are important
components of the power quality of electricity that deserve to be studied more deeply. In
article [19], a specific questionnaire was made for the field study, for industrial consumers
(an analysis was made of 33 companies from 12 distinct types of industrial activities) con-
nected to medium-voltage networks. The study carried out led to an important contribution
to the analysis of voltage gaps and short interruptions of medium-voltage in industrial
applications, which completes the knowledge in this area of power quality.

The survey results allowed for the quantification of the losses experienced by
33 small- and medium-sized businesses with an average of 349 employees, distributed
across 12 different business sectors, and all connected to medium-voltage networks (11.9 kV
and 13.8 kV). The average cost per incident was USD 7364.75 and the average cost per in-
terrupted kW was USD 6.72. The objectives of this study were achieved, and it significantly
benefited the electricity industry in particular. As a recommendation to continue this line of
investigation, it is proposed to include more activity segments and increase the sample size
of the segments now being studied (food industry, furniture, mining, stones and granites,
oil). The success rate of responses to the survey form was 47.1% when considering the
initial sample of 70 firms and 33 responses; however, when accounting for the sample of
59 companies due to the withdrawal of 11 companies, the rate improved to 55.9% [19].

Currently, the emphasis is on the production of green electricity using photovoltaic
systems, wind turbines, etc. When using photovoltaic systems, the output voltage is dc,
and to transform it into ac (used most often by consumers), power inverters are used, which
have an impact on the power quality. In work [20], an analysis was made of the neural
control (recurrent artificial neural networks of nonlinear autoregressive type with external
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input) applied to power inverters with the aim of estimating the harmonic behavior in
photovoltaic systems. Following the acquired and measured data, it was found that the
neural network (NARX networks, Figure 6) captures the dynamics of the system to control
and reduce harmonic distortion.
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It was found that integrating the PV system power obtained through electronic in-
verters into the PCC has an impact on the sinusoidal waveform of current in the electrical
supply grid. The establishment of a highly efficient pattern in terms of execution times and
computational resources as a result of modeling the dynamic and nonlinear behavior of
that signal using NARX networks produced an MSE of 0.0067 with respect to the actual
behavior of the signal, demonstrating the high performance of the neural network. When
employing the closed-loop NARX to anticipate the results, an MSE of 0.0094 was obtained,
demonstrating the model’s viability and demonstrating a significant correlation between
inputs and error values.

In terms of the type and volume of data that can be managed, the resultant model
exhibits remarkable flexibility, enabling representation and prediction of the behavior of
the system under investigation over extended time periods and under diverse operating
situations. The resulting algorithm can be used to create real-world or virtual systems for
reducing or controlling harmonic disturbances that impact electrical grids.

Ensuring the continuity of electricity supply is an important area of power quality.
An extremely important field of research has been represented by electrical energy stor-
age systems that can be used together with uninterruptible power sources to ensure the
continuity of the electrical energy supply. In article [21], an analysis was made of flow
batteries (vanadium redox flow batteries) that can provide long-term electricity in critical
installations. The advantage of flow batteries is that they can be designed from indepen-
dent blocks. The study presented a detailed experimental analysis of a vanadium redox
flow battery (VRFB, Figure 7), especially from the point of view of the electrolyte used
(electrolyte with the addition of hydrochloric acid).
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batteries [21].

A study of the characteristics of the cells with a change in the electrolyte pumping rate
was conducted, and a VRFB hydraulic system was developed. It was demonstrated that
a change in the electrolyte pumping rate had little impact on the power and efficiency of the
stack (10%), while the stack was running in one of its operational modes. A VRFB-based
UPS electrical circuit and an associated control algorithm were suggested. After researching
the dynamic characteristics of the UPS in the VRFB charge/discharge modes, diagrams
were offered. The demonstrated VRFB could function with a 1.5-fold overload without
efficiency degradation and with a rise in efficiency without significantly reducing capacity,
demonstrating the electrolyte’s strong compatibility with the device.

Matrix converters are used more and more often. If they are connected to ordi-
nary electrical loads, they produce harmonics of the order of kHz and even tens of kHz.
Article [22] presented a study (through simulations and experiments) on a hybrid power
filter (Figure 8) that is controlled by a fuzzy system to reduce very-high-frequency signals.
The hybrid power filter had a low total harmonic distortion for the fundamental voltage
(50 Hz). A comparative analysis was performed with a PI-controlled hybrid filter that
demonstrated the superior performance of the fuzzy-system-controlled hybrid filter in
terms of compensation speed, accuracy, total harmonic distortion of supply current, and
overall integrity of the matrix converter.

High-frequency harmonics in supply lines heat transformers and motors and interfere
with metering and telecommunications equipment, as well as protective relays. Inter-
ference with hospital and laboratory settings and measurement tools is the worst-case
scenario. There is a need to safeguard delicate loads and equipment that is not designed
to handle high frequencies, particularly harmonic frequencies, as high-frequency trans-
mission applications are expanding globally and the issue of using the power lines as
communication lines is increasing. After active filter activation, the suggested HAPF only
received a response for less than half a cycle. The right control approach for producing the
compensational currents is the basis of the HAPF. The hysteresis control approach, which
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was used in this study, places restrictions on the ability to adjust the switching frequency of
the HAPFs [22].
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3. Challenges on Power Quality

As electromagnetic disturbances affect both the economic and functional parameters of
the electricity supplier and the consumers, appropriate power quality of electricity requires
their joint actions [1,5,6]. In this regard:

- The electricity supplier must monitor the level of electromagnetic pollution of the
electrical network and establish acceptable levels for different types of disruptive
emissions of consumers, so that all equipment connected to the electrical network may
have normal operating conditions;

- The electricity user is responsible for keeping the emissions they generate at the
common connection point limited, below the limits specified by the electricity supplier.
It is also responsible for drawing up studies and choosing methods to limit the
emission of electromagnetic disturbances.

The most obvious defects determined by the power quality of electricity at consumers
are interruptions and voltage gaps, in which the voltage increases or decreases for a short
time. The transport and distribution systems of electricity can cause electromagnetic distur-
bances, lightning, wind, ice deposits, etc. The negative impact of voltage gaps (typically
0.3 s at most) on the power quality of electricity supplied to consumers is particularly
important and depends on the type of gaps (accounting for the percentage in which the
voltage drops, but also the duration of the gaps), as well as on the acceptability curves of
different classes of electrical energy equipment. Security in the supply of electricity is a very
important aspect of the power quality for large consumers because interruptions in the sup-
ply of electricity cause great damage to users [1,2]. At present, the securing of the electricity
supply to consumers is achieved with the help of classic devices of automatic activation of
the reserve, usually powered by two independent energy sources. Power-outage-sensitive
and critical consumers must be equipped with uninterruptible power supplies to ensure
power continuity in the event of a power outage.

Due to the size, weight, and cost advantages, switch mode power supplies have been
used almost exclusively for all types of low- and medium-voltage power consumers. Practi-
cally, switching sources are present in almost all household and industrial appliances, such
as computers, monitors, laptops, electronic ballasts for fluorescent lamps, and induction
furnaces. These types of consumers show the highest harmonic distortion of the current
absorbed from the network.

Harmonic pollution also causes negative effects on equipment in electrical networks [8].
Thus, additional losses occur, which reduce the efficiency of the electrical energy trans-
formation, the lifetime of the equipment, and the functioning of the equipment, and their
operating regimes are negatively influenced (this effect is manifested in power transformers
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and electronic equipment). A high power factor reduces reactive power, reduces electrical
energy losses, and increases electrical-energy-carrying capacity. If the waveform of the
current is nonsinusoidal, then the power factor is lower relative to the power factor of the
fundamental, with a higher value of the total harmonic distortion.

The methods of limiting the deforming regime can be divided into three groups:
passive filters, active filters, and hybrid filters [3,9]. Each option presents its advantages
and disadvantages, so the choice of a certain type of filter requires a careful analysis of
the efficiency of all types of filters for the specific situation, under the conditions of the
respective electrical network configuration. Electrical filters can be used in medium- and
low-voltage electrical networks, but must be used with caution in order not to create
unwanted resonances, and possibly additional losses, in the electrical network. In practice,
the combined solution of power factor improvement and electrical filtering of current
harmonics can be used for deforming electrical consumers. The solution of filtering at
each electrical consumer separately, although it is a more expensive solution, is a more
effective solution in the long term than filtering, with high power filters, in the point of
common coupling.

In three-phase networks, when using nonlinear consumers, the load capacity of three-
phase transformers is reduced. Electric motors fed by static frequency converters experience
additional thermal stresses, inadequate ventilation, and strong mechanical stresses (with
direct implications on the life of the motor). The load capacity of electrical cables is reduced
when using nonlinear and phase-unbalanced electrical consumers. The most requested
conductor may be the neutral conductor if it is designed improperly.

When choosing and adjusting protection and switching devices, the deformation
regime must be taken into account [5]. An incorrect adjustment of the protections causes
their untimely actuation, and the de-energization of electrical consumers, even during
their normal operation. In the deforming mode, when measuring voltages and currents,
measuring devices (e.g., multi-meters) of the true RMS type must be used to ensure the
correct measurement of these quantities. Sometimes, in practice, it is possible to reach
a measurement even 40% lower than these quantities, if inappropriate measuring devices
are used.

The operation in a distorting mode and the irrational consumption of reactive power
lead both to penalizing the consumer, due to noncompliance with the technical norms in
force, and to the ageing of the consumer’s electrical equipment.

In the case of sinusoidal regimes, the solution adopted for reactive power com-
pensation consists of the use of capacitor batteries [6]. Knowing the active daily load
curves and the reactive daily load curves allows the modification of some technological
parameters, but also the appropriate connection of the capacitor batteries and the regula-
tion of the reactive power according to the inductive reactive power requirement of the
electrical consumers.

In electrical installations, the symmetry of electrical consumers on phases is difficult
to achieve, especially in the case of single-phase ones, different in power and sometimes
fed by switching power sources.

The negative effects of the asymmetry of the supply voltages consist of [3]:

- Heating in the three-phase rotating electric machines, due to the additional losses
introduced by the negative and zero sequence currents, which pass through the
windings of the machines;

- High-frequency pulsating torques in rotating electric machines, which represent para-
sitic inverse braking torques; thanks to these torques, vibrations appear, which increase
(in the case of fluctuating asymmetries);

- Negative influences on telecommunications lines;
- Reducing the reactive power provided by the capacitor banks, and, implicitly, the

power factor.

Currently, the power systems do not have systems for measuring the additional
circulation of electricity and, therefore, the related losses, conditioned by the presence
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of asymmetries [11]. To be able to highlight the energetic effects of the circulation of
asymmetric powers, it would be sufficient that, in parallel with the current means of
measuring powers and energies, the means of measuring the circulation of asymmetric
powers and energies should also be provided, because they are kept separately. For this
purpose, some counters equipped with filters of symmetrical components (negative and
zero) would be sufficient. As unbalanced receivers can give, but also receive, the energy of
asymmetry, the meters should be designed with the double-way operation, having one dial
for one direction and another for the other direction.

Another direction of research refers to the different strategy control of equipment
(e.g., for dynamic voltage restorer [23]) used in power quality.

Due to topographical and/or utility investment constraints, there may be several
isolated microgrids in remote locations. The configuration, energy sources, and types of
loads present problems for the isolated microgrids that affect power quality. Organizing
these microgrids into many clusters depending on their relative locations and connecting
them may also have other advantages including increased dependability, stability, and
cost-effective operation [24].

Accumulating low-power sources in a microgrid with solar and wind power plants is
a realistic way to improve the efficiency of distributed generation and renewable energy
sources [25]. These systems have a lot of characteristics, including a lot of semiconductor
equipment and bi-directional power flows. Therefore, ensuring the necessary power quality
indicators is a crucial responsibility.

Stand-alone microgrids are those that can run independently from the bulk power
supply or the national grid. Microgrids are typically connected to the national grid or
a bulk power supplier. Power quality is the main concern for both standalone and micro-
grids connected to the national grid. For many years, research has been conducted to find
a solution and raise the standard of power in microgrids, as renewable energy sources
(including solar, wind, and fuel cells) are frequently connected to microgrids to meet local
consumer demands and to lower operational costs. The microgrid will have a reactive
voltage problem as a result of the renewable energy sources’ failure to supply the microgrid
with reactive power instead of real power [26–28].

4. Conclusions

Ensuring the power quality in household and industrial applications is a complex and
difficult objective to achieve. It is found that the disturbances that occur in the operation of
energy systems affect practically all the characteristics of the voltage and current: shape,
frequency, amplitude, interruptions, voltage gaps, flicker, symmetry (in the case of three-
phase systems), and continuity of electricity supply.

The power quality, unlike other sectors of activity, therefore depends not only on the
supplier, but also on all consumers connected to the same power network; some of them
can cause disruptive influences in the supply network, affecting the operation of other
consumers connected to the same network.

Solving electricity quality problems requires the assessment of the quality of the
supplied energy, by monitoring the voltages and currents in the point of common coupling,
but also by monitoring the electromagnetic disturbances introduced by the consumers. The
distorting and nonsymmetrical regime is a difficult process that requires a detailed analysis,
both at the level of suppliers and consumers of electricity.

Short and, especially, long power interruption affects electrical consumers (in partic-
ular, industrial ones). Ensuring the continuity of electricity supply is perhaps one of the
most important research directions in power quality. Currently, there is a tendency toward
the use of microgrids that have renewable energy sources (e.g., solar, wind, and fuel cells).
The use of renewable energy sources will determine new challenges.
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Abstract: The proliferation of matrix converter interfaces coupled with traditional loads produces
nonstandard and high-frequency harmonics in the range of (2 to 150) kHz in the power system.
Although several research works have been conducted on passive and active filter solutions, most
of these are low-frequency (below 2 kHz) solutions and are not effective under supraharmonic
frequencies. An experimental study of a fuzzy-inference-system-controlled hybrid active power
filter (HAPF) for the attenuation of higher frequency harmonics (above 8 kHz) is proposed. The
compensational approach introduced is different from traditional approaches and the use of the
fuzzy logic controller eliminates complexities involved in active filter designs. The proposed filter
obtained a total harmonic distortion (THD) of 1.16% of the fundamental 50 Hz supply frequency.
The performance of the proposed hybrid filter was compared with that of the proportional and
integral (PI) controlled topology. The results obtained indicated superior performance of the fuzzy
logic controller over the PI in terms of compensational speed, accuracy, the THD of the supply
current and the overall integrity of the matrix converter. Illustrative design blocks and simulation in
MATLAB/Simulink environment are provided to buttress these findings.

Keywords: active harmonic filter; hybrid harmonic filter; matrix converter; passive filter

1. Introduction

Since their introduction in the 1970s, matrix converters (MC) have gained popularity
due to their many applications [1]. However, they produce significantly higher frequency
harmonic pollution, around their switching frequency, in the supply. These high frequencies
are due to their large number of switching states and switching frequency. The switches
of the MC are required to block voltages and conduct currents bidirectionally. This is
because the MC is mostly fed by a voltage source, hence its input terminals must not be
short circuited. Connected loads, to the MC, are mostly inductive in nature, and hence
the output terminals must also not be open circuited. With the above conditions, the total
switching states required to implement the MC are reduced from 512 to 27. Irrespective of
this, its protection scheme is that of a simple, relatively lower cost hardware architecture.
Several research works have been conducted on the MC due to its wide application [1,2],
particularly in applications where weight and size are of much concern such as in electric
vehicles, aircraft, ships and submarines. Other research works are focused on improving
its voltage transfer ratio of 0.867, regarding which several research works have successfully
obtained more than unity voltage transfer ratio [3–7].

In a typical power system, domestic and industrial nonlinear loads result in harmonic
pollution of the source voltage and current. The presence of these harmonic voltages and
currents in the power system may result in copper, iron and dielectric losses. Transformers
and rotating machines may experience heating, dielectric stress, hysteresis and eddy cur-
rent losses due to the presence of voltage harmonics [8]. Capacitor banks may experience
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overloads. Protective relays’ time delay characteristics are deteriorated in the presence
of harmonics [9]. Although higher frequency switching of power converters results in
relatively smaller sizes for design components, they tend to produce higher switching
losses and frequency harmonics for which passive filters may not be adequate to mini-
mize [10]. Relatively higher frequency harmonics from cycloconverters are also challenging
to compensate by the shunt active power filters (SAPF) due to non-availability of required
switches and economic considerations [6,11]. The presence of these higher frequency har-
monics poses threats to the nonlinear loads themselves, as well as to sensitive electrical
loads such as industrial controllers, hospital equipment and laboratory and experimental
setups [12–14]. Also, high losses may be recorded in utility transformers, transmission lines
and motors. Relay settings are also susceptible to high frequency ac line harmonics.

The objectives and contributions of this paper are:

1. To propose a HAPF consisting of a SAPF and a series passive R-L-C filter.
2. To obtain a THD within the recommended IEEE 519-2014 requirements with faster

dynamic response time using fuzzy inferencing system.
3. Separation of the high frequency currents was accomplished in the α− β domain using

a second order analogue filter with cutoff frequency of 30 Hz.

The remainder of this paper is arranged as follows: Section 2 is a review of selected
literature on the topic. The methodology used is introduced and explained in Section 3,
which involves four subsections. Section 3.1 explains the mathematical modelling and
analysis of the passive section of the proposed HAPF, while Section 3.2 introduces the
design of the active section. Sections 3.3 and 3.4 address the reference current extraction
and the control strategies used in the design. Section 4 summarizes the experimental
simulations and obtained results while Section 5 discusses the obtained results. Section 6
concludes the study with future research directions.

2. Review of Selected Literature

Periodic voltages and currents with frequencies that are integer multiples of the funda-
mental supply frequency are termed as harmonic voltage or current, respectively. Supply
voltage harmonics are mostly a result of supply impedance and load current distortions [15].
The supply current harmonics are mostly due to the nonlinearity of connected load, as
experienced in AC/DC converters and controls of industrial and domestic appliances.
Cell phone chargers, laptop chargers and all DC loads which require rectifier circuits and
power semiconductor switches are the primary sources of harmonic currents in the power
system [16,17]. Due to the fact that DC supply is not readily available, various international
bodies have proposed standards for minimum harmonic production of various manufac-
tured electric and electronic products. The IEEE-519-1992 recommends a maximum 5%
harmonic content for voltages below 65 kV [18]. The European harmonic standard, IEC-555,
also recommends an absolute harmonic limit for all consumer manufactured loads [8].

The harmonic disposition of the voltage and current and their characteristics can be
identified at the point of common coupling (PCC) and corrective measures implemented.
Traditionally, passive filters were used in mitigating power quality issues, specifically,
harmonics [6]. The authors of [19] performed a numerical investigation on the stability
of an electric drive system coupled with a passive LC filter topology with a dumping
resistor parallel to the inductor, to form an RLC filter topology. The RLC filter was put
in series with a MC feeding a three-phase symmetrical R-L load. They concluded that
their proposed model maintained the stability of the MC during harmonic compensation.
However, because the damping resistance was limited to a minimum value of 4 Ω, there
was a significant reduction of the output power limit of the MC. Also, the authors of [20]
supplemented the traditional passive RLC filter with a relatively small capacitor in series
to the damping resistor in the RLC topology to form a CLCR filter. The authors concluded
that the frequency response characteristics of the CLCR topology were relatively lower
compared with the traditional RLC topology. Hence, their topology had a harmonic
damping rate with a decrease of THD level of 13–16%. Although the increase of the overall
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capacitance may result in further deterioration of the input power factor, these were skipped
and very little was said about it by the authors.

Furthermore, in [21,22] the authors presented Lyapunov-controlled-matrix-based
unified power flow controllers coupled at the input side with a passive RLC filter. Their
model improved the steady state errors. Their obtained THD for the line current and
voltage were 4.86% and 4.53% of the fundamental frequency, respectively. However, the
disadvantages of passive filters are well known and have been explored extensively by [23],
and they range from their bulky size and non-reliability to the risk of resonance with the
line impedance. Their fixed compensational property diminishes their advantages in an
ever growing and dynamic load system. The problem of consistent component (capacitor)
replacement with load changes also affects their use. To overcome these challenges, active
power filters (APF) have been proposed by researchers.

The authors of [1,24] modelled an SAPF for supply current harmonic reduction in
matrix converters. They employed the instantaneous reactive power control theory for the
generation of compensation currents. Although the authors did not specifically state the
numerical THD of their obtained results, analysis of their input current waveform suggests
a THD of not less than 25% of their fundamental frequency. The authors did no analysis
on the effects of their filter on the voltage transfer ratio or on the dynamic performance of
the MC.

The authors of [2,7] focused on HAPF and heuristic approaches in harmonic mitiga-
tions in order to harness the advantages of both active and passive filters. Ref. [2] presented
a topology without the use of input or output filters, rather being based on the modulation
of the matrix converter by feedforward and fuzzy logic control (FLC) system feedback
method. In their model, the input and output voltage and current parameters of the MC
were measured and compared with referent values to modulate the matrix converter ap-
propriately. Although this model worked correctly to maintain the voltage transfer ratio of
the MC and reduce harmonics, the stability and output power limit are questionable. Also,
the response time of the MC needs to be investigated as well as the overall power factor
since there was no analysis done to verify the effects on these parameters.

On the other hand, Ref. [7] modelled a HAPF comprising two active power filters
separately controlled (shunt and series active filters). The SAPF was modelled for the input
side harmonics to compensate the supply current ripples and the series active filter for the
output voltage ripples of the MC. The authors concluded that there were 18% input current
harmonic distortions and 3% output voltage distortions of their fundamental 60 Hz supply
frequency. The problem with their model was the use of two active filters with separate
control strategies which are likely to generate undesired higher frequency components at
their switching frequencies and tend to slow down the response of the coupled converter.

The authors of [25] proposed an advance common control method for a HAPF topology
consisting of two active filters (shunt and series filters) for a six-pulse thyristor rectifier. The
authors recommended an improved reference signal tracking (RST) control architecture to
overcome phase lag effects often associated with this type of hybrid filter topologies. In all,
their work showed promising results with 1.5% THD and it was within the accepted 5%
recommendations per IEEE values. Irrespective of this, their solution may not be applicable
to the MC. Table 1 shows similar works on the harmonic mitigations by some authors and
their results.

Table 1. Summary of reviewed literature.

References Filter Type Topology THD% Limitations

[1,14] Active Shunt active >20 Reduced power limit
[19] Passive R-L-C <15 Reduced power limit at Rd < 4 Ω

[20] Passive CLCR <16 Poor power factor, power
limited below Rd < 4 Ω

[21,22] Passive R-L-C <16 Reduced power limit at Rd < 4 Ω
[2] Hybrid FIS 4.16 Not stable
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Table 1. Cont.

References Filter Type Topology THD% Limitations

[7] Hybrid Shunt and series active filters 18 and 3 Slow response
[25] Hybrid Shunt and series active filters 1.5 Good performance

3. Methodology

This research considers a 400 VL-L 50 Hz, three-phase balanced supply connected to a
resistive load through a MC with power rating (SMC) and switching frequency of 50 kW
and 8 kHz, respectively. The input to the MC is connected to the passive filter section of the
hybrid filter. This is to reduce the infinite rate of change of the MC input current to a finite
rate of change to enable the SAPF to compensate the harmonics effectively. Figure 1 shows
the proposed HAPF. The components of the supply current, due to the converter, are the
DC component, active and reactive powers, as well as harmonics, as illustrated in (1).

iS(t) = iL(t) = i0 + i1 sin(ωt + θ1) +
∞

∑
n=5,7.9.11...

in sin(nωt + θn) (1)

where

iS(t): Supply current.
iL(t): Load current.
i0: DC current component.
i1: First harmonic component.
ω: Angular frequency.
θ: Phase shift.
n: Harmonic number.

Figure 1. Proposed HAPF architecture.

3.1. Design of Passive LC Filter Section of the HAPF

For an effective implementation of the HAPF, the passive filter must be designed to
reduce the rate of change of the input current and attenuate the higher order harmonics
while the active filter compensates the lower order harmonics, particularly the 5th, 7th, 11th
and 13th harmonic range [26]. The design therefore consists of the two sections: the passive
filter section and the SAPF section. A power system consisting of an LC filter in series with
the MC and a resistive load was considered. Figure 2 shows the series connection of the
passive LC filter and its equivalent circuit diagram.
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Figure 2. Passive LC filter for MC input harmonic mitigation: (a) single line diagram; (b) equivalent
circuit diagram.

From Figure 2b, the transfer function of the passive filter can be represented under the
following equation sequence:

G(jω) =
jω

L f
R f

+ 1

1−ω2L f C f + jω
L f
R f

(2)

|G(jω)| =

√√√√√
1 + r2

ω
Q2

(1− r2
ω)

2 + r2
ω

Q2

(3)

where

rω =
ω

ωC
Q = R

√
C f

L f
(4)

with

VS: Supply voltage.
iS: Supply current.
P: Point of common coupling.
Lf: Filter inductance.
Cf: Filter capacitance.
Rf: Damping resistor.

The filter values were selected with respect to established constraints of the maximum
attenuation of the filter to be less than 26 dB. Again, the criteria for selecting the filter
inductance was based on 5% voltage drop over the filter inductance, and 10% of IMC
represents the reactive currents over the filter capacitor. A damping resistor of 0.5 Ω was
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selected. These constraints will restrict the high rate of change (di/dt) of the MC input
current. The filter elements CF and LF, as well as the MC input current, were calculated as:

IMC =
SMC√3VS

=
50e3

400
√

3
= 72 A (5)

C f ≤
0.866KC IMC

ωgVS
=

0.1× 72× 0.866
2pi× 50× 400

= 49.6 µF (6)

L f ≤
KLVS

ωg

√(
i2in + i2c

) =
0.05× 400

2π × 50×
√(

i2in + i2c
) = 1 mH (7)

3.2. Design of Active Section of HAPF

The design of the active section of the HAPF includes the power stage and the control
strategy. The power stage consists of an IGBT with anti-parallel diodes voltage source
converter (VSC). Current source converters (CSC) could be used but would require extra
design modifications as IGBTs with series diodes are not readily available. The design of
the VSC consists of three component selections:

1. The selection of the DC voltage, Vdc.
2. The selection of coupling inductance, Lc.
3. The selection of the DC side capacitance, CDC.

3.2.1. Selection of Vdc and Lc

The selection of Vdc and Lc required the assumption that the supply ac voltage re-
mained sinusoidal under all conditions. Also, the peak-to-peak ripple line current dis-
tortions were assumed to be 5% of the capacitor current. Finally, the PWM inverter was
assumed to operate in the linear modulation mode.

From Figure 3, it can be seen that the HAPF must adjust the inverter current, iinv, to
compensate the reactive power in (1). An efficient compensation will result in the supply
current, is, being in phase with the supply voltage, Vs, and the inverter current, iinv, being
orthogonal to the supply voltage, as seen in Figure 3b.

Figure 3. Active power filter (HAPF) architecture: (a) reactive power flow; (b) vector diagram.

Again, from Figure 3, the reactive power produced by the inverter can compensate
the reactive power in the supply when Vinv > Vs under linear modulation mode [27]. The
capacitance voltage, Vdc, was obtained as:

ma =
2
√

2Vinv
Vdc

(8)

If ma = 1, then:

Vdc = 2
√

2Vinv = 2
(√

2/√3
)

Vs = 653 V ≈ 700 V (9)

The coupling inductance, Lc, filters out the ripples in the inverter output current
and limits the high rate of change of the inverter current. Hence, its selection was based
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on the peak-to-peak ripple current, iripp, which was calculated as (10). From Figure 4,
and considering the period of the current change as 10% of the MC switching period
(1/8 kHz = 1.25 × 10−4), the harmonic currents are assumed to be 10% of the input current
to the MC, and then the maximum di/dt of the inverter current can be calculated as:

max
∣∣∣∣
diL
dt

∣∣∣∣ =
72× 0.1

1.25× 10−4 = 0.576× 106 s (10)

Figure 4. Theoretical input current rate of change after passive filter.

Hence, from (11), minimum Lc can be obtained as:

LC ≥
2
3 Vdc −Vs

max
∣∣∣ diL

dt

∣∣∣
= 115 µH (11)

3.2.2. Selection of the DC Capacitance

The selection of the DC capacitance value was based on the instantaneous power
exchange between the inverter and the grid during transients. The peak-to-peak ripple
voltage of the inverter was assumed to be 15% of the DC bus voltage. Hence, the lost energy
in the inverter is compensated for as:

E =
1
2

Cdc

(
V2

1 −V2
2

)
(12)

where V2 = V1−∆Vripp and ∆Vripp is the peak-to-peak ripple voltage. V1 is the DC voltage.
If the power rating of the inverter is P, then the energy stored in the capacitor for a period
T can be estimated by:

E = P× T (13)

1
2

Cdc

(
V2

1 −V2
2

)
= P× T = K3VS I f aT = 5624.9 µF (14)

where

a: Overload factor (1.2).
Vs: Phase voltage.
If: Active filter ac side current.
T: Recovery period (30 ms).
K: Proportionality constant (0.1).
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3.3. Control and Reference Current Extraction for the SAPF

The effectiveness of the SAPF is dependent on the appropriate control strategy used for
the generation of compensational currents as well as gating signals for the voltage source
inverter. Voltage and line current measurements were obtained to extract the reference
currents. The instantaneous reactive power (P-Q) theory proposed by [28] was used to
generate the compensating currents in the time domain. Finally, the gating signals for the
voltage source inverter were generated using the hysteresis current loop control.

The instantaneous reactive power theory gives the flexibility of deciding the kind of
compensation required. There are basically two kinds:

1. Total compensation.
2. Partial compensation.

Total compensation involves reactive power compensation, harmonic attenuation,
power factor correction and three-phase power system balancing. Total compensation is
mostly recommended for low power applications (Akagi, 2005). Implementing reactive
power compensations in high power applications is not an economically viable option due
to the current and voltage magnitudes that will be handled.

Partial compensation is mostly recommended for harmonic content compensation
only. It includes either the voltage, current or both harmonic contents compensation.
Most publications are about partial compensation since it is implemented in low power
applications. The shape of the supply voltage is crucial in both the current and voltage
harmonic compensations. A distorted supply voltage waveform increases the cost and
difficulty in current harmonic compensations. In most cases, phase locked loop (PLL)
circuits are recommended for unbalanced and distorted supply voltage applications. From
(1), the magnitude of the instantaneous complex power (S) can be given as:

s = p + jq = 3/2v(t)i∗(t) (15)

where

s: Instantaneous complex power.
v(t): Instantaneous voltage vector.
i(t): Instantaneous current vector.
p: Active power.
q: Reactive power.

With the instantaneous space vectors of the voltage and current represented as ‘v’ and
‘i’, respectively, then the current space vector can be expressed as

i(t) = 2/3
v
|v|2 S∗ = 2/3

v
|v|2 (p− jq) (16)

with
|v|2 = v2

α + v2
β in the α− β domain

The active and reactive powers (p and q) can be decomposed into their direct and
oscillatory components, where;

P = P̃ + P and Q = q̃ + q (17)

with

S*: Desired apparent power.
P and q: Direct component of the active and reactive power.
P̃ and q̃: Oscillatory component of the active and reactive power.

Equation (16) was used to calculate the reference current in the SAPF topology. By
the instantaneous reactive power theory, the desired apparent power vector has two com-
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ponents: the direct component and the oscillatory component for both the instantaneous
active and reactive powers as seen in (18):

Sdesired =

{
p̃− jq̃ Partial compensation
p̃− jQ Total compensation

(18)

From (18), the compensation of the oscillatory components of the instantaneous active
and reactive powers of the desired complex power will result in partial compensation,
while the compensation of the oscillatory component of the instantaneous active power
and the instantaneous reactive power will result in total compensation by the SAPF. This
research was based on total compensation of the desired apparent power.

The instantaneous P-Q theory involves the transformation, using the Clarke and
its inverse transformations, of the three-phase a-b-c reference frame into a two-phase
orthogonal stationary reference frame, α-β-0, as referred to in (19)–(21). Figure 5 depicts
the transformation.

Figure 5. Three-phase a-b-c to α− β transformation.
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and [
p
q

]
=

[
Vα Vβ

Vβ Vα

][
Iα

Iβ

]
(21)

The harmonic contents of the apparent power were extracted using low pass filters [29].
Reference currents were then derived from the extracted harmonic contents by means of the
inverse Clarke transformation. The inverter gating signals were generated by comparing
the reference currents with the inverter currents by means of the hysteresis current loop, as
shown in Figure 6. The reference current falls within the hysteresis band (HB), bounded
above and below by setpoints.
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Figure 6. Hysteresis current loop control.

The generated compensating currents are 180◦ out of phase with the load current and
contain the harmonics required by the load currents. Hence, the supply current is rendered
free from the load harmonics, as depicted theoretically in (23).

iS + iSH = iL + iLH − iC (22)

with
iS = iL + iLH − (iLH − iSH)− iSH (23)

where

iSH: Supply current harmonics.
iLH: Load current harmonics.
iC: Compensational current.

3.4. Fuzzy Inferencing Control System (FIS)

One of the most important factors for classification of active harmonic filters is the
regulation of the DC capacitor voltage. There is the need to maintain constant capacitor
voltage so as to control the dynamic performance as well as the overall performance of
the active filter. Traditionally, PI controllers are used for this function. The complexity in
linearizing the system to tune the PI controller and its integral delay diminishes the useful-
ness of the PI controller as the control algorithm for the DC capacitor voltage. This research
employed the FIS control model to regulate the DC capacitor voltage and compared its
performance with that of the PI-controlled version. The selection of FIS over PI controllers
was based on the avoidance of the complex tuning processes associated with PI controllers.
Also, the simplicity and faster response time during transients, as well as better voltage
tracking, encouraged the use of FIS controllers over the PI controller architecture.

Fuzzy logic enables computers to mimic human reasoning in quantifying incomplete
and imprecise data to achieve definite conclusions. The authors of [30] presented extensive
work on the implementation and architecture of fuzzy logic controls and further explanation
of the topic can be obtained in their work. Figure 7a summarizes the FIS in a synoptic
diagram, and Figure 7b shows its architecture for controlling the DC capacitor voltage in
the proposed HAPF using MATLAB/Simulink building blocks.
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Figure 7. (a) Synoptic fuzzy inference architecture; (b) DC capacitor voltage control block.

The DC capacitance voltage, Vdc, is compared with its reference, Vref, and the error,
err (Vref − Vdc), and its rate of change were used as the inputs to the fuzzy controller. The
output of the fuzzy controller is added to the active power compensation block in the
instantaneous power calculation. This increases the active power drawn from the supply
just enough to compensate for the losses in the inverter operation.

The fuzzification process converted the input and output variables, in this case the
DC capacitor voltage error and its rate of change, into linguistic fuzzy sets. These sets are
assigned membership values based on the Mamdani style of referencing which indicates
the level of belongingness. Figure 8a shows the adopted triangular membership functions
and seven sets or levels of belongingness: more negative (MN), negative (N), partially
negative (PN), zero error (Z), partially positive (PP), positive (P) and more positive (MP).
Figure 8b shows the output of the fuzzy process in a surface plot view. The inferencing
process involves a set of rules to control the FIS input to output coordination through
modus ponens means. Table 2 shows the rules generated for the implementation. The
degree of truth that a particular input has with the rules is measured and contributes to
a specific output behavior [27,31,32]. The output of the FIS is finally converted into crisp
values to be interpreted. The process of converting the FIS output into crisp quantities is
the so-called defuzzification process.

Figure 8. (a) Level of membership function; (b) filter output as shown in surface view.

Table 2. FIS rule table.

MN N PN Z PP P MP

MN MN MN MN MN N PN Z
N MN MN MN N PN Z PP

PN MN MN N PN Z PP P
Z MN N PN Z PP P MP

PP N PN Z PP P MP MP
P PN Z PP P MP MP MP

MP Z PP P MP MP MP MP
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4. Simulation and Results

The proposed HAPF was modelled in MATLAB/Simulink environment as shown in
Figure 9. It consists of the parallel combination of a SAPF and an RLC filter in series to the
input side of the MC. The model was simulated for 150 ms. The SAPF is only activated after
20 ms of simulation time by means of a circuit breaker action. Table 3 shows the parameters
for the simulation.

Table 3. Simulation parameters.

Parameter Value

Supply voltage (VL-L) 400 V, 50 Hz
Matrix converter 50 kW, 8 kHz
LC low pass filter values, LF, CF 1 mH, 50 µF
DC reference voltage, Vdc 677.69 V min, 700 V max
Coupling inductance, Linv 115 µH
DC capacitance, CDC 600 µF

Equations (18)–(21) were used to separate the higher frequency current harmonics
from the load current to generate reference currents. These generated reference currents are
opposite and 180◦ out of phase with the load current. Hence, the algebraic sum of the load
current and the reference current signals result in the fundamental supply current. This
proves the effectiveness of the alpha–beta transformation. Figure 10 illustrates the simulated
results obtained under the principle in MATLAB/Simulink, with the compensation current,
load current and the sum as IC, IL and their sum, respectively.

An R-L load of similar rating was coupled to the load by means of a three-phase
breaker which activated after 50 ms. It was observed that the proposed HAPF topology ob-
tained harmonic compensation within half a cycle of the activation of breaker 2. All results
obtained showed no phase lag between the voltage and the supply current. However, with
the introduction of distorted supply voltages, a minimal lag was observed. This was cor-
rected with the introduction of a phase locked loop (PLL) in the control design. The passive
input filter impedance was carefully designed to attenuate the high-frequency harmonics
enough to maintain the stability of the MC by reducing the passive filter capacitance.
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Figure 10. High-frequency error separation.

5. Discussion

Figure 11a shows the three-phase supply voltage (VS) and current (IS), as well as
the load current (IL) of the setup without any filter. It can be observed that the supply
current is rich in high-frequency harmonics. These harmonics are obviously from the load
current. FFT analysis of the supply current as well as the load current shows a 56.88% THD.
High-frequency harmonics of a magnitude of 19.56% of the fundamental were observed at
the switching frequency of the MC, as can be seen from Figure 12a. The simulation was
performed with three different switching frequencies of the MC (6, 8 and 10) kHz. In all
control experiments, the high frequencies were observed around the switching frequency
of the MC. It was then concluded that the high frequencies propagated from the MC.
Figure 11b shows the setup with the passive filter only. It was observed that the passive
RLC filter successfully attenuated the high frequencies from 56.88% to 17.29% THD, and
the higher frequencies from 19.56% to 7.64% THD, as could be observed from Figure 12b.
The passive filter could not have further filtered without affecting the input power quality
and the maximum power transfer of the MC. With these values as the new set point, the
active filter now has a much lower rate of change of the input current.
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Figure 11. Setup with: (a) no filter; (b) passive R-L-C filter only; (c) HAPF with PI-controlled DC
voltage; (d) HAPF with FIS-controlled DC voltage.

Figure 11c shows the shape of the three-phase supply voltage (Vs) and current (Is) as
well as the compensating and load currents (IC and IL) of the setup with the PI-controlled
SAPF. It could be observed that the supply voltage remained sinusoidal throughout the
simulation time. In addition, after 20 ms of simulation time the supply current became
sinusoidal and the load current remained distorted. The compensating current was highly
distorted and 180◦ out of phase with the load current, which is most expected. FFT analysis
of the supply current from Figure 12c indicated a 1.25% THD of the fundamental 50 Hz
supply frequency. The higher ripple frequencies from the matrix converter were also
recorded at the switching frequency with a reduced magnitude of the dominant harmonic,
h155, as 0.15% of the fundamental. This shows a drastic improvement of the harmonic
content in the supply current.
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Figure 12. THD of the supply current: (a) without any filter action; (b) passive R-L-C filter only;
(c) HAPF with PI-controlled DC capacitor voltage; (d) HAPF with FIS-controlled DC capacitor voltage.

Figure 11d shows the three-phase supply voltage (Vs) and its current (Is) shape, that
of the compensating current (IC), as well as the load current (IL) of the setup with the
FIS-controlled SAPF. While the supply voltage remained sinusoidal, the supply current
became sinusoidal and in phase with the voltage after 20 ms of simulation time within half
a cycle of settling time. FFT analysis of the supply current indicated a THD magnitude
of 1.16% of the fundamental, and that of the dominant h155 from the MC as 0.37%, as
shown in Figure 12d. Table 4 shows the comparison of harmonic contents before and after
simulation under steady state operation for all scenarios.

Table 4. Comparison of results.

Simulation
THD%
before

Compensation

THD%
after

Compensation

THD% of Dominant
155th Harmonic

before

THD% of Dominant
155th Harmonic

after

R-L-C filter only 56.88 17.29 19.56 7.64
PI-controlled HAPF 56.88 1.25 19.56 0.15
FIS-controlled HAPF 56.88 1.16 19.56 0.37

6. Conclusions

High-frequency harmonics present in supply lines cause heating of transformers and
motors, and interference with protective relays, metering devices and telecommunications
equipment. The worst-case scenario is interference with hospital and laboratory setups
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and measuring equipment. As applications of high-frequency transmission are increasing
worldwide, and with the challenge of using the power lines as communication lines, there
is a need to protect sensitive loads and equipment that are not equipped to handle high
frequencies, particularly harmonic frequencies. The proposed fuzzy-controlled HAPF limits
the high-frequency harmonics to the input side of the MC, thereby reducing the overall
harmonic content of the supply current. The results obtained show a massive improvement
in the harmonic content of the supply current in conformity with the recommended EMI
and IEEE Std. 519-2014 requirements.

The proposed HAPF obtained less than half a cycle of response after active filter
activation. The backbone of the HAPF is the appropriate control strategy for the generation
of the compensational currents. This research employed the hysteresis control strategy
which introduces limitations to the control of the switching frequency of the SAPF section
of the HAPF. The solution would be to employ PWM-controlled SAPF, which will further
introduce complexities to the design. This research is part of an ongoing investigation
into supraharmonic frequencies generated by the matrix converter and their compensation
using active filters. There is the possibility of further reducing the harmonic content of
the line current, as well as the rate of change of the input current, with minimal use of
passive elements and future works are aimed at that. Model predictive controllers exhibit
promising results in inverter applications and future works are aimed at replicating their
use in the active part of the proposed HAPF.
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Nomenclature
CDC DC link capacitance
C f Passive filter capacitance
FIS Fuzzy inferencing control system
HAPF Hybrid active power filter
IMC Matrix converter current at grid frequency
IS Supply current
IC Compensating current
IL Load current
L f Passive filter inductance
LC/Linv Active filter coupling inductance
MC Matrix converter
SAPF Shunt active power filter
SMC Matrix converter total power
VS Supply Voltage
VSC Voltage source converter
ω Grid frequency in radian
ωC Conner frequency in radian
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Abstract: The article deals with the urgent task of creating a technological and production basis for the
development and serial production of energy storage systems with flow batteries and uninterruptible
power systems based on them. Flow batteries are a highly efficient solution for long-term energy
storage in critical and alternative energy facilities. The main advantage of the flow batteries is the
ability to create a system with the required power and capacity without redundant parameters due
to the fact that the characteristics of the system are regulated by independent blocks, as in a fuel
cell. Among flow batteries, vanadium redox flow batteries (VRFB) are of particular interest, as they
have a long service life. The main elements of a flow battery are the stack, which determines the
power of the battery and its efficiency, and the electrolyte, which determines the energy capacity of
the battery and its service life. A stand for testing the operating modes of the flow battery stack has
been developed. A 5 kW flow battery operating on an electrolyte with the addition of hydrochloric
acid, which is a stabilizer in new generation electrolytes, has been tested.

Keywords: flow battery; vanadium flow battery; vanadium redox flow battery; electrolyte synthesis;
control system

1. Introduction

As a rule, two independent power supply sources are used to ensure reliability at
facilities requiring uninterrupted power supply. A backup source is installed additionally if
there is a special group of consumers. An uninterrupted power supply system that ensures
a constant quality of power supply may also be needed if power outages are too long. An
uninterruptible power supply (UPS) or automatic transfer switch (ATS) to an alternative
network is installed in the system, which allow a qualitative transition to the backup power
line to be performed during the shutdown of the main source. To do this, energy storage
devices are introduced into the UPS: batteries [1–4], supercapacitors [5], mechanical energy
storage devices [6], or others.

Flow batteries (vanadium redox flow battery, VRFB) are one of the most efficient
energy storage devices. They are suitable for long-term energy storage and have good cost
characteristics with prospects for reducing the cost of stored kWh of energy [7].

The main technical characteristics of VRFB are as follows:
Energy storage density: 30–70 J/g.
Charge/discharge efficiency: 75–80%.
Service life: 10–20 years as part of an UPS system.
Number of charge/discharge cycles: 10,000.
Nominal cell voltage: 1.15–1.55 V.

Energies 2022, 15, 3027. https://doi.org/10.3390/en15093027 https://www.mdpi.com/journal/energies39



Energies 2022, 15, 3027

The advantages of VRFB are durability, four-fold overload capability, low self-discharge,
and low cost [8].

The disadvantages of VRFB are the complexity of the control system and the low
energy storage density, which leads to an increase in weight and dimensions.

The energy of VRFB is stored in separated positive and negative electrolytes, which
provide the driving force that initiates the oxidation–reduction reaction [8]. The use of
energy stored in the form of chemical energy is a mode of storage that does not entail any
geographical restrictions. This is expected to facilitate large-scale energy storage and has
significant environmental and socio-economic advantages. VRFBs have been utilized as
large-scale energy storage systems in the last decade [9–12], because they are one of the
most promising technologies for mid-to-large-scale (kW to MW) energy storage and was
first proposed by Skyllas-Kazacos in 1985 [9,13].

Currently, electric energy storage systems (ESS) (which also include VRFB-based
uninterruptible power systems) are widely used in various sectors of the economy. There
are already more than 100 facilities equipped with such systems with a total capacity of
more than 300 MW, according to the US Department of Energy (DOE). The main producers
are the USA and China. The share of the installed capacity of flow batteries in relation to
other electrochemical energy storage devices is 10% and is increasing every year [5].

To optimize the flow battery design, it is necessary to understand the flow distribution,
local current distribution, limits, and maximum current density. Understanding the shunt
current and pressure distribution allows the flow battery stack to be designed with high
power, large capacity, and high system efficiencies [9,10].

The purpose of the article is to develop and manufacture a prototype of an UPS system
based on VRFB with a rated power of 5 kW and a capacity of 15 kWh.

A technology for manufacturing an electrolyte for a flow battery has been developed,
and it has been synthesized at a volume sufficient for laboratory research. A 5 kW VRFB has
been tested, and a layout of laboratory technological equipment for industrial electrolyte
synthesis has been developed [9].

To achieve this goal, the following main tasks have been performed:

• Analysis of new-generation UPS systems based on flow batteries.
• Study of the influence of the characteristics and design of electric energy storage

devices on the operation of UPS systems.
• The development of power converters for hybrid specialized sources.
• Mathematical description and control algorithms for power supply systems with

specialized power supplies.
• Experimental studies of operating modes of specialized sources in power-supply

systems with developed infrastructure.

The scientific novelty lies in the development and research of unique control algo-
rithms for a UPS system based on batteries, depending on the consumer’s load, which
will increase the ESS efficiency. It is also necessary to conduct a study of the operability of
the UPS system in emergency situations in order to optimize the operation of the control
algorithm. Within the framework of this work, the stability of the electrolyte during cycling
has been determined, and ways of restoring the resource of a vanadium redox flow battery
without changing the electrolyte in the system have been investigated.

2. VRFB Cell Operation

The principle of a redox flow battery with vanadium as the active material is shown
in Figure 1. A VRFB consists of flow-type cells, electrolyte tanks, pumps, and piping. The
VRFB cell consists of two porous graphite electrodes through which electrolytes separated
by an ion-exchange membrane are passed [1,5]. The electrolytic reactions take place in
the cell, and each electrolyte tank stores a solution of the active material (electrolyte). The
electrolytes (positive and negative) are pumped by displacement pumps and circulate
between the tank and electrolytic cells. When an electric current is loaded to the cell, the
battery reactions, which change the valence of the vanadium, occur in both the positive
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and negative electrodes, as shown in Figure 1 and expressed by the following equations.
The valence change moves protons through the membrane, charging or discharging the
battery according to the mechanism.
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Figure 1. VRFB cell: V2—discharged cathode electrolyte V2+: V3—charged cathode electrolyte V3+;
V4—discharged anode electrolyte V3+: V5—charged anode electrolyte V5+.

The reactions during the discharge process are follows:

• At the negative electrode:

V2+ + e− = V3+; E0 = −0.255 V; (1)

• On the positive:

VO2
+ + e− + 2H+ = VO2+ + H2O; E0 = 1.000 V; (2)

• Total reaction:

VO2
+ + V2+ + 2H+ = VO2+ + V+3 + H2O; E0 = 1.255 V. (3)

The difference between these electrode potentials results in a total cell voltage of 1.25 V
in 1 mol acid solution, which increases with decreasing pH, since only the second reaction
is proton-dependent and therefore has a higher potential at lower pH.

The ion exchange membrane (solid electrolyte) that separates the electrolyte streams
from each other is the weakest element in the VRFB. The ion exchange membrane degrades
during VRFB operation [1,5].

3. Materials and Methods

A laboratory stand was developed and manufactured for testing the VRFB. The
hydrodynamic scheme of the VRFB consists of two tanks with positive and negative
electrolytes, with separate pumps creating electrolyte flows (Figure 2).
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The flow cell is the main element of the flow battery, namely the vanadium acid battery
(VRFB). In the flow cell, some of the power is lost due to the need to pump the electrolyte
through the porous carbon electrode and the hydraulic resistance of the materials. One of
the approaches to reduce hydrodynamic resistance was to change the design of bipolar
plates, which, according to the proposed concept, should include a serpentine channel, and
the exchange of electrolyte with a porous carbon material is carried out due to diffusion of
ions, osmotic pressure, and turbulent flows at the boundary, where the electrolyte flowing
through the channel is in contact with the porous carbon electrode.

Mathematical modeling of hydrodynamics was carried out in the COMSOL Multi-
physics. The purpose of this model is to compare 2 different flow cell designs [1]. Figure 3
shows models of half cells that simulate fluid flows through the channel. The size of the
calculation area was 150 × 120 mm, the depth of the channels varies from 0.5 to 1.5 mm, the
width of the channels varies from 3 to 8 mm, and the number of channels varies from 3 to
19. The material of the plate is graphite with a resistivity of 8 µΩ·m. The size of the porous
carbon material in the case of a design with a serpentine channel is 150 × 120 × 1 mm,
and the porosity is 92%. The most optimal design, i.e., Design 2, was then compared with
Design 1.

The calculation of the pressure drop and the velocity field has been made by numer-
ically solving the system of equations in the COMSOL. The electrolyte flow in the flow
channel is described by the Navier–Stokes equations and the continuity equation:

{
ρ(u·∇)u = −∇p + µ∇2u,
ρ∇·u = 0,

(4)

where ρ is an electrolyte density, u is an electrolyte flow rate, p is an electrolyte pressure,
and µ is an electrolyte viscosity.

The flow in carbon felt is described by the Brinkman model. Here, the modified
Navier–Stokes [1] equations are written for the velocity field averaged over volumes
much smaller than the size of the structure, but much larger than the size of the pores
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(according to the comparative analysis presented in [12,13], this model is the most suitable
for Designs 1 and 2): {

ρ(u·∇)u = −∇p− µ
κ u + µ∇2u,

ρ∇·u = 0,
(5)

where κ is a permeability of carbon felt.
The electrolyte parameters are as follows: electrolyte density ρ = 1.355 g/cm3, dynamic

viscosity µ = 2.5 MPa·s. For various combinations of parameters, the Reynolds number
varied from 15 to 43. A laminar flow model was chosen for the calculation.

Figure 4 shows the power curves of the cells and their efficiency η(Q) depending on
the electrolyte flow rate through the cell, taking into account electrical resistance losses
(since the electrical contact in the case of a serpentine channel is worse than in the case of a
solid plate).
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Figure 4. Dependences of the cells power and their efficiency on the rate of electrolyte flow through
the cell.

It can be seen that the power depending on the electrolyte flow rate for Design 1
changes almost the same as for Design 2, but at the same time, the efficiency in the cells of
Design 1 decreases with the increasing electrolyte flow rate more significantly than for the
cell of Design 2, which is associated with a stronger increase in hydraulic resistance com-
pared to a cell with a serpentine channel. Thus, the design of a flow cell with a serpentine
channel is more acceptable in terms of reducing losses due to hydrodynamic resistance.
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Based on the results, an algorithm was developed to determine the power of a flow
cell depending on the electrolyte flow rate, and based on the results of the cell power, a com-
parison was made of the 2 designs of a flow cell. According to a comparative assessment,
the most promising is the design of a flow cell with a serpentine channel for electrolyte
flow, because in this case, the value of hydrodynamic losses is comparatively lower.

The thermal effect analysis results showed that the parameters of the charge/discharge
test (flow rate and current density) affect the thermal effect of the VRFB. High current
density causes a phenomenon of concentration overvoltage, and the thermal release is more
serious. When the flow rate is too slow, this causes the concentration gradient and a higher
ohmic resistance heat release, which reduce the efficiency.

The battery performance is significantly influenced by the flow rate of both electrolyte
and coolant. Regulating the coolant flow rate is an effective approach to control the
electrolyte temperature within the expected range. A comparison shows that the electrolyte
flow rate has a negligible impact on electrolyte temperature within the considered range of
flow rate but significantly influences the pressure drop and battery efficiencies. The increase
in electrolyte flow rate improves the coulombic efficiency, voltage efficiency, and energy
efficiency simultaneously. However, the system efficiency does not improve monotonically
with the increase of electrolyte flow rate, because the associated pressure drop and pump
power also increase. Instead, an optimal flow rate exists to maximize the system efficiency
under a specific operating condition. The optimal flow rate of the electrolyte also differs
when the applied current density changes [14].

Figure 5 shows the temperature curves. The temperature for the positive electrolyte
rises faster than for the negative ones. This trend is observed for all modes. As is known,
in addition to the release of heat due to electrical resistance in these batteries, there is an
electrolyte crossover [8,10]. Due to the fact that V2+ and V3+ have a smaller diameter than
the VO2

+ and VO2+ ions, the flow of ions from the tank with a negative electrolyte to the
tank with a positive electrolyte is stronger than in the opposite direction. This, most likely,
causes additional overheating of the positive electrolyte. The difference in temperature
between the positive and negative electrolytes ranges from 7 to 11%.
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Figure 5. Positive and negative electrolyte temperature curves.

The anion exchange membrane FAP450 showed a similar order of magnitude of perme-
ability rates for all four vanadium ions, while in the case of the cation exchange membranes
F930 and VB2, the permeability of V2+ and VO2

+ ions was almost an order of magnitude
lower than that of V3+ and VO2+. As expected, the thicker VRFB of the two cation exchange
membranes showed the lowest permeability values. The experimental data were applied in
simulation studies to investigate the effect of ion crossover on thermal behavior associated
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with self-discharge reactions caused by ion diffusion across the membrane. In order to
reduce the rise in stack temperature when pumps were switched off during standby periods
at high SOC, lower order of magnitudes of the permeability rates of V2+ and VO2

+ ions are
essential [11,13,15,16].

By comparing different electrolyte pumping speeds (Figure 4), it can be seen that
the pumping speed has practically no effect on the stack efficiency (Table 1). This can be
explained by the absence of an effect of the electrolyte pumping rate on the electrolyte
crossover through the membrane and the overvoltage on the electrodes. However, increas-
ing the pumping speed slightly increases the battery capacity, which is associated with a
more complete use of the electrolyte. The optimal value of the stack pumping speed is
2 m3/h.

Table 1. Test results.

No. Discharge Current,
A

Positive Electrolyte
Temperature T+, ◦C

Negative Electrolyte
Temperature T−, ◦C Efficiency η(Q), % Efficiency η(E), % Discharge Capacity,

kWh

1 99 6.1 5.5 91.2 68.4 2.16
2 101 5.9 5.3 89.8 68.9 2.25
3 98 5.0 4.6 82.3 64.0 1.71
4 100 5.9 5.5 92.5 68.3 2.09
5 122 5.7 5.3 98.1 69.9 2.05

As can be seen from the data (Figure 6), a decrease in the charge voltage leads to a
sharp decrease (by 24%) in battery capacity and a decrease in stack efficiency by 4.9%. The
decrease in efficiency is largely due to the drop in charge efficiency. The low coulomb
efficiency can be associated with a high electrolyte crossover due to the fact that this charge
mode took almost 2 times more time to charge, which led to large losses and waste of excess
energy during charging, and this reduced the overall efficiency. Thus, a decrease in the
operating voltage steadily leads to a decrease in efficiency.

The battery not only retains its high efficiency but also practically does not lose
capacity compared to the nominal modes when overloaded by 1.5 times during charging.
An increase in efficiency with an increase in the discharge current, as in the previous case, is
associated with a decrease in time and, as a consequence, a decrease in Coulomb losses. The
decrease in capacity, although not significant, is a consequence of the incomplete charge of
the battery at the initial stage. Thus, it can be seen that a VRFB can operate well in overload
mode without significant loss in efficiency. This also demonstrates the good compatibility
of this stack with the developed and used electrolyte.

Side reactions such as hydrogen evolution due to water decomposition and CO2
evolution due to the oxidation of carbon-based electrode may occur during operation [3,5].
The battery performance is generally evaluated with three efficiencies: coulombic efficiency
(CE), voltage efficiency (VE), and energy efficiency (EE).

Figure 6 shows the current and voltage curves during charging and discharging. The
energy efficiency was calculated from the graphs using (6), and the charge efficiency was
calculated using (7)

η(E) =

tDch∫
0

UDch(t)IDch(t)dt

tCh∫
0

UCh(t)ICh(t)dt

·100%; (6)

η(Q) =

tDch∫
0

IDch(t)dt

tCh∫
0

UCh(t)ICh(t)dt

·100%, (7)

where η(E) and η(Q) are energy and charge efficiency, respectively, and IDch, UDch, tDch, and
ICh, UCh, tCh are currents, voltages, and times in the discharge and charge modes, respectively.
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Figure 6. Current and voltage curves when charging and discharging.

As can be seen from Figure 6, at a discharge voltage of 33–34 V on the stack and a
current of 100 A, an inflection begins, which indicates the end of the discharge. Thus, the
spread between the charge and discharge voltage is 24–25 V, which is 43% of the charge
voltage. Such a voltage spread requires special designs of inverters.

4. Prototype

The VRFB source electrical circuit consists of inverters that convert the VRFB voltage into
load and mains voltage, as well as a PLC-based VRFB control system (Figures 7 and 8) [6,7]. A
similar setup with VRFB was described in detail in [17].

The VRFB control system collects, analyzes, and stores data from sensors, as well as
automatically and manually controls pumps in order to pump the electrolyte through the
cells of the flow accumulator.
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A software for online remote monitoring of the VRFB operation allows the user to
remotely receive all the necessary data from the PLC, as well as control all the functions
provided (Figure 9).
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The program code of the UPS-VRFB-5/15 monitoring and control system is imple-
mented in the Codesys V3.5 sp14 Patch3 in the ST (Structured Text) language. The program
loaded into the PLC receives the following data:

• Pressure of positive and negative electrolyte;
• Consumption of positive and negative electrolyte;
• Temperature of positive and negative electrolyte;
• Temperature of pumps;
• Temperature of the cells of the flow battery;
• Voltage and current of the flow battery.

The above data are processed and transmitted to the web interface of the device
connected to the PLC.

The program automatically controls the system, starting the pumps once every 24 h.
To determine the pumping speed, the program monitors the battery mode—discharge or
charge. The pumps are switched on at a specific constant speed during charging, and their
speed can be regulated depending on the battery power during discharge.

5. Experimental Results

The VRFB charge/discharge tests have been carried out and the graphs of currents,
voltages, and power in various modes have been obtained (Figure 10).

According to the test data, the total charge energy was 2.94 kWh, and the discharge
energy was 2.05 kWh. Thus, the energy efficiency is 69.9%. The average power dissipated
at the load (4.99 kW) almost coincided with the rated power of the cell. The specific capacity
of the electrolyte was 17.11 kWh/m3, which is at the level of the best results.
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Figure 10. VRFB test results (voltage, current and power) in the following modes: charge/discharge
(a); when connecting the load (b); when connecting a constant power load (c).
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The flow battery heats up when the stack is charged and discharged due to the alloca-
tion of power losses on the internal resistance, which, as indicated above, is significant. At
the same time, electrolyte heating above 45 ◦C is unacceptable because of the possibility of
its decomposition. Therefore, during the tests, the temperatures of the positive and negative
electrolytes and the temperature of the VRFB stack itself were constantly monitored, and in
the software of the stand, overtemperature protection was implemented, which, if triggered,
would turn off the stack. However, during the tests, it turned out that the temperature of
the electrolyte increased by only 5.7 degrees compared to the original (27 ◦C), which is
quite acceptable.

Additionally, tests of the VRFB operation were carried out when charging in the same
IU mode and then discharging to a load with a constant power consumption (Figure 10c).
To implement the latter condition, some of the RB-315 resistive elements were switched on
through a load control unit based on a transistor switch. During the discharge, the duty
cycle of the control pulses of the key was automatically changed in such a way that the
power released at the load was as close as possible to the specified one (5 kW). Since the
PACB was charged in a similar way, only a part of the graph corresponding to the discharge
mode is shown on Figure 10c.

The presented current, voltage, and power curves illustrate the good dynamic charac-
teristics of the VRFB in charge/discharge mode and load changes.

6. Discussion

Tests of the flow battery stand showed the following results:
(1) The 5 kW VRFB stack provides long-term output of rated power of 5 kW in

discharge mode, while short-term output power can reach 8 kW;
(2) VRFB energy efficiency is 69.9%, and the specific capacity of the used electrolyte is

17.11 kWh/m3, which is at the level of the world’s best results;
(3) The load control unit allows one to implement the VRFB discharge mode with

constant power;
(4) The increase in the temperature of the electrolyte during the tests did not exceed

5.7 ◦C, so there is no need to be afraid of unacceptable overheating of the electrolyte during
the operation of the VRFB.

The only drawback found during the tests is a significant change in the voltage on the
battery during the discharge (from 58 V to 35 V). Therefore, in order to provide a stable
voltage to the load, a VRFB-based power system must be equipped with either a regulated
DC–DC converter (for supplying a DC load) or a regulated inverter (for supplying an
AC load). The implementation of such devices on a modern component base of power
electronics does not present any particular difficulties.

7. Conclusions

1. A VRFB hydraulic scheme has been proposed, and a study of the properties of the
cells with a change in the electrolyte pumping rate has been carried out. It is shown that in
the zone of operating modes of the stack, a change in the electrolyte pumping rate has little
effect on the power and efficiency of the stack (±10%).

2. An electrical circuit of the UPS based on VRFB and its control algorithm are proposed.
3. The dynamic characteristics of the UPS in the VRFB charge/discharge modes were

studied, and diagrams are given.
4. The presented VRFB can operate even with a 1.5-fold overload without a decrease

in efficiency and even with an increase in efficiency without a significant loss in capacity,
which proves the good compatibility with the developed electrolyte.
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Abstract: This research presents the modeling and prediction of the harmonic behavior of current in
an electric power supply grid with the integration of photovoltaic power by inverters using artificial
neural networks to determine if the use of the proposed neural network is capable of capturing
the harmonic behavior of the photovoltaic energy integrated into the user’s electrical grids. The
methodology used was based on the use of recurrent artificial neural networks of the nonlinear
autoregressive with external input type. Work data were obtained from experimental sources through
the use of a test bench, measurement, acquisition, and monitoring equipment. The input–output
parameters for the neural network were the current values in the inverter and the supply grid,
respectively. The results showed that the neural network can capture the dynamics of the analyzed
system. The generated model presented flexibility in data handling, allowing to represent and predict
the behavior of the harmonic phenomenon. The obtained algorithm can be transferred to physical or
virtual systems for the control or reduction of harmonic distortion.

Keywords: model; prediction; inverters; photovoltaic systems; artificial neural networks; nonlinear
autoregressive with external input

1. Introduction

Renewable energies are considered clean, abundant, and increasingly competitive
energies. They differ from fossil fuels mainly in their diversity, profusion, and harnessing
the potential in all regions of the planet, but above all, in that they do not generate
greenhouse gases and polluting emissions [1].

Photovoltaic solar (PV) is one of the renewable energy sources, which involves the di-
rect transformation of solar radiation into electrical energy; this transformation is achieved
by leveraging the properties of semiconductor materials such as silicon, which can generate
electrical power when ionized by solar radiation [2].

PV generation systems are classified into two large groups: isolated and intercon-
nected [3]. In the former, the generation is not connected in any way to the electric supply
grid, while in the latter, the energy generated is integrated into the grid by the use of
electronic power inverters.

Inverters used in interconnected PV systems have the main function of converting
direct waveform power (DC) parameters into sinusoidal alternating waveform (AC) pa-
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rameters [4]. These devices generate various power quality problems, due to the nonlinear
behavior of their components and their operational characteristics [5,6], among which are
transients and voltage variations, flickering, harmonic, and interharmonics.

Among some of the harmful effects produced by harmonic distortion in currents
and/or voltages are the increase in Joule effect losses in electric feeders, overheating in
grounded conductors, in motors, generators, transformers and cables, reducing their service
life, vibration in electrical machines, failure of capacitor and transformer banks, resonance
effects, as well as operational problems in sensitive electronic devices and interference in
telecommunications systems [7].

Due to the imminent growth in the use of PV systems interconnected to power grids,
which have led to an increase in energy quality problems [8], specifically those caused by
harmonic distortion, it is necessary to characterize and model harmonic behavior due to the
integration of the PV power in order to control and/or suppress the content of harmonic
distortion at the common coupling point (CCP), as well as in the power supply grid.

1.1. Related Works

Various research studies have been developed on the modeling of harmonic behavior
in electrical networks with power integration coming from PV generation systems, both in
medium and low voltage. An alternative model of an interactive PV system that can be used
to characterize the harmonics of such systems when connected to distorted and undistorted
grids, respectively, was presented in [9]. The proposed model was based on the concept of
harmonic domain. The real expansion of the Fourier series and the complex Fourier series
were used for this model. Flexible harmonic domain models of a three-phase PV system for
stable state analysis have been developed [10], based on a selection of dominant harmonics
and the reordering of the Toeplitz type matrix involved in frequency convolution. On
the other hand, in [11], the authors presented harmonic modeling using a mathematical
analysis of a harmonic study of different parallel PV systems connected to a low voltage
distribution network to identify the potential resonance between PV inverters and system
impedance, while in [12], a novel model was shown in the time domain, using average
functions and a novel switching emulator. Despite the results obtained, these models are
not suitable when trying to represent the behavior of nonstationary signals due to the
limitations presented by mathematical tools such as the transformed and Fourier series.

On the other hand, ANNs have traditionally been used for the detection, classifica-
tion, and control of energy quality problems, especially those related to harmonic voltage
and current distortion, as well as in systems that aim to control and/or eliminate such
phenomena. A radial basis function ANN for harmonic load identification was imple-
mented with several of the training and testing data from the combination of 15 different
load types to validate the accuracy and efficiency of the proposed algorithm [13]. For the
detection and classification of energy quality disturbances [14], the processing of voltage
or current signals was used using a phase estimation model, while the classification task
was performed using threshold-based rules and an ANN; similar studies [15] that also aim
to detect and classify energy quality problems have used the Hilbert–Huang transform
and a Perceptron multilayer ANN. With regard to the use of ANN for harmonic control
and disposal, the authors of [16] proposed a new ANN structure based on regression by
least squares of gradient descent for the control of a PV solar system, integrated into the
grid with improved power quality. Another study used a delta–bar–delta ANN-based
control [17] to optimally operate by feeding active energy to loads and the remaining
power to the grid based on static distribution compensator capabilities, such as harmonic
mitigation, load balancing, and power factor improvement. While ANNs have proven their
efficiency when used for identification and classification processes, the ANN topologies
used have not been suitable for modeling and predicting time-variant systems.

When it comes to modeling and predicting the behavior of load current harmon-
ics injected into power energy micro-networks, self-regressive nonlinear artificial neural
networks with exogenous input (NARX neural network) [18] have been used, which per-
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formed well in harmonic prediction. Similarly, the authors of [19] described the results of
modeling and predicting total harmonic distortion of current and voltage for a nonlinear
high power load; modeling was performed using intelligent neural-network-based tech-
niques and diffuse inference, obtaining adequate results with very few errors. Based on
the performance of this type of ANN, it is estimated that the application for the analysis of
the harmonic behavior of the current in electrical networks with power integration from
PV generation systems can deliver results of interest applicable in the field of study of the
quality of electrical energy.

1.2. Scope and Contribution

This work shows the modeling and prediction of current behavior in a power grid
under critical operating conditions when the CCP integrates powers from this grid with a
PV system through a solid-state inverter, jointly powering resistive loads. The methodology
used is based on the use of the NARX network, and the results may serve as a future guide
for the control and/or suppression of harmonic content in the CCP of such systems.

ANN are computer algorithms that simulate the biological activity of neurons and the
processing of human brain information [20]. They are distinguished in fields of science in
which the conception of solutions or characteristics of problems analyzed are difficult to
determine with conventional programming, such as image and voice processing, pattern
recognition, planning, adaptive interfaces for human–machine systems, control and opti-
mization, signal filtering, modeling and prediction [21]. According to their topology, they
are classified into monolayers, multilayers, convolutional, radial based, and recurrent.

The recurrent neural networks (RNNs) do not have a layer structure (such as single-
layer, multilayer, and convolutional networks) but allow arbitrary connections between
neurons, even being able to create loops, thus establishing temporality and allowing the
network to have memory [22]. The data that enter at a time “t” to the entry of the network
are converted and transferred in it even in the later moments of time, i.e., t + 1, t + 2,
t + 3 . . . The architecture of this type of neural network has become a model implemented
in different domains due to its natural ability to process sequential inputs and know their
dependencies in the long term [23]. Unlike the conventional ANNs (forward), RNNs
are connected to each other in the same hidden layer and a training function is applied
repeatedly to hidden states [24]. RNNs are archetypes of deep learning (DL), which are
repeatedly fed back.

In this regard, NARX networks have performed adequately in diverse applications,
especially in sequential problems, as well as in dynamic system modeling and time series
prediction [25–27]. Consequently, this type of architecture gives the training various
advantages, such as greater network input accuracy and forward orientation; thus, static
reverse propagation can be used [28].

The main contribution of this research lies in determining if an RNN (specifically that
of the NARX type) presents an adequate functioning in the modeling and prediction of
the behavior of the current in low voltage grids when it is integrated into electrical power
from photovoltaic generation systems using electronic inverters; moreover, it contributes to
establishing new methodologies based on artificial neural networks (ANNs) for the analysis
of the harmonic current phenomenon whose presence is increasingly continuous in the
face of the imminent increase in the use of nonconventional renewable energy sources such
as solar and wind. In addition, the results obtained may be used in various investigations
related to the power quality, as well as in the control and reduction of problems that affect
electrical systems, specifically electrical distribution grids.

2. Methodology and Development
2.1. Overview of NARX

When the signals came from time series, some other topologies of ANNs have been
successful; here, we can mention the NARXs networks [29]. A regular feedforward neural
network contains time series of inputs in the input layer and predicts an output from the
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output layer [30]. Since RNNs are very complex [31], normally, the training and learning
process may take a long period.

Our case is more adapted to the NARX, which is a commonly used discrete nonlinear
system and can be mathematically represented as follows:

y(k) = f {u(k− 1), u(k− 2), . . . , u(k− l), y(k− 1), y(k− 2), . . . , y(k−m)} (1)

where u(k) ε R and y(k) ε R denote the inputs and the outputs of the NARX model at
the discrete time step, k, respectively. l ≥ 0 and m ≥ 0 are the input memory and the
output memory used in the NARX model. The unknown function f (.), which is generally
nonlinear, can be approximated, for instance, by a regular multilayer feedforward network.
The resulting model architecture is called a NARX network or Jordan NARX network.

The network structure of the series–parallel mode Jordan NARX network (Jordan-SP)
is presented in Figure 1. v1; v2; . . . ; vn are the neurons in the hidden layer, W(i) is the
weight matrix from the input layer to the hidden layer, and W(o) is the weight vector from
the hidden layer to the output layer. The structure is a regular feedforward neural network
(FNN) structure, in which the output’s regressor is formed only by the actual data of the
system’s output.

ŷ(k) = f {u(k− 1), u(k− 2), . . . , u(k− l), d(k− 1), d(k− 2), . . . , d(k−m)} (2)

where d(k) is the desired or actual output data, and ŷ(k) is the network’s estimated output
at the time step, k. The state of the p-th neuron and its output (xp(k) are defined as

xp(k) = ∑l+m+1
q=1 w(i)

pq uq(k)

v(k) = f
(

xp(k)
) (3)

where the subscripts stand for the index of the element in a vector or a matrix, w(i)
pq is the

weight connecting the q-th input and the p-th neuron in the hidden layer. Then, the output
of the network is

y(k) =
n

∑
p=1

w(o)
p vp(k) (4)Energies 2021, 14, 4015 5 of 20 

 

 

 
Figure 1. Network structure of series–parallel mode Jordan NARX network. 

In the training process, for example, by using the Levenberg–Marquardt backpropa-
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epoch as a regular FNN. Normally, an accurate training result is quickly achieved based 
on this network. However, since this type of network is generally only a one-step-forward 
predictor, it cannot be utilized in pure numerical simulations or as a reference model, 
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The hyperbolic tangent sigmoid function is applied to the hidden layer and the linear
function is applied to the output layer.

f (x) =
2

1 + e−2x − 1 (5)

In order to let the neural network model track the desired outputs, the cost function
mean squared error (MSE) method is utilized here, which should be minimized between
the desired outputs and the network’s estimated output. Thus, the cost function (J) for N
steps is

J =
1
N

N

∑
k=1

(ŷ(k)− d(k))2 (6)

which is a function of W(i) and W(o).
In the training process, for example, by using the Levenberg–Marquardt backpropaga-

tion algorithm [32], error functions in each time step can be calculated in parallel in one
epoch as a regular FNN. Normally, an accurate training result is quickly achieved based on
this network. However, since this type of network is generally only a one-step-forward
predictor, it cannot be utilized in pure numerical simulations or as a reference model,
which involves a long-term time prediction. Manual feedback of the output signal to the
regressor without additional training may accumulate errors in every single step and finally
cause instability.

In the equation for the NARX model, the next value of the dependent output signal y(k)
is regressed on previous values of the output signal and previous values of an independent
(MSE) input signal. A diagram of the resulting network is shown below (Figure 2), where a
two-layer feedforward network is used for the approximation. This implementation also
allows for a vector autoregressive with exogenous terms (ARX) model, where the input
and output can be multidimensional.
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Figure 2. Jordan NARX network architecture: (a) open-loop network (parallel–series); (b) closed-loop
network (parallel).

You can consider the output of the NARX network to be an estimate of the output of
some nonlinear dynamic system that you are trying to model. The output is fed back to
the input of the feedforward neural network as part of the standard NARX architecture.
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As the true output is available during the training of the network, you could create a
series–parallel architecture [33], in which the true output is used instead of feeding back
the estimated output.

In this configuration, the errors are very small. However, because of the series–parallel
configuration, these are errors for only a one-step-ahead prediction. A more stringent test
would be to rearrange the network into the original parallel form (closed loop) and then to
perform an iterated prediction over many time steps [33].

Now, the NARX (and other) networks must be converted from the series–parallel
configuration (open loop), which is useful for training, to the parallel configuration (closed
loop), which is useful for multi-step-ahead prediction.

All of the training is performed in open loop (also called series–parallel architecture),
including the validation and testing steps. The typical workflow is to fully create the
network in open loop, and only when it has been trained (which includes validation and
testing steps) is it transformed to closed loop for multistep-ahead prediction.

You can now use the closed-loop (parallel) configuration to perform an iterated
prediction in N time steps. In this network, you need to load the two initial inputs and the
two initial outputs as initial conditions.

It is important to remark that each time a neural network is trained, it can result in
a different solution due to different initial weight and bias values and different divisions
of data into training, validation, and test sets. To ensure that a neural network of good
accuracy has been found, retrain several times [33–35].

2.2. Experimental Setup

For the modeling and behavior prediction of current in the 220 V, 60 Hz power supply
grid, at the CCP, where the powers of the grid and a PV system are integrated through
electronic inverters, a test bench consisting of 6 monocrystalline solar panels of 250 W each
was used in an arrangement of 1500 W. A central inverter interconnected to the grid, of
the voltage-controlled type, with a full-bridge configuration of 3000 W capacity, 220 VAC,
2 phases, and 3 wires was used. The CCP was located on a single-phase, 220 V, 100 A electric
board, through which 530 W at 127 V resistive loads were fed (the configuration of the
test bench—inverter type, load type, and generating power—was determined by applying
an experimental design based on variance analysis and complete factorial designs). The
harmonic current extraction stage was carried out by using Hall effect current sensors,
model ACS712-20, and a USB-6008 NI data acquisition card, processing the information in
SignalExpress software and finally generating the data to power the neural networks in a
MATLAB environment. Table 1 shows the ACS712 current sensor characteristics.

Table 1. Current sensor characteristics.

ACS712 Current Sensors

Imax Sensitivity Vout Resolution

±5 A 185 mV/A 1575 V to 3425 V 26 mA

±20 A 100 mV/A 0.5 V to 4.5 V 49 mA

±30 A 66 mV/A 0.52 V to 4.48 V 74 mA

The experimental methodology for data acquisition and modeling of dynamic system
behavior using ANN is as follows:

1. Design and construction of the test bench;
2. Connection and configuration of acquisition equipment;
3. Data acquisition for references;
4. Data acquisition for modeling;
5. Determination of the ANN to be used;
6. Structure of the ANN to be used;
7. Application of ANN (training, validation, and testing of ANN);
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8. Obtaining results and conclusions.

Figure 3 shows the arrangement of the test bench elements.
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Figure 3. Arrangement of elements in test bench: (a) schematic diagram; (b) physical arrangement of equipment.

The phase conductors in each feeder (inverter and supply grid) were connected in
series to the ACS712 current sensors, between their terminals: source (IP+) and load (IP−),
with a polarization voltage of 5 VDC between the Vcc and ground (GND) terminals of each
sensor. Figure 4 shows the connection of data acquisition devices.

2.3. Data Acquisition

First, the data acquisition of the current parameters was performed in the grid feeder
without power inputs from the PV system for 5 s, with a sample rate of 10,000 sam-
ples/second, to obtain reference information on the background harmonic distortion in
the feeder, under the referred operating conditions. Second, data acquisition was carried
out simultaneously of the current parameters in both feeders (supply grid and inverter), at
CCP, with a sample rate of 5000 samples/second for each feeder for 5 s. Table 2 shows the
measurement points and signal acquisition conditions.
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Table 2. Description and conditions for data acquisition.

Data Acquisition

No. Description Conditions of Acquisition

1 Supply grid feeder No current input from the inverter and
charging at CCP

2 Supply grid feeder With input of current by the inverter and
charging at CCP

3 Inverter feeder With charging at CCP

The figure above (Figure 5) shows a sinusoidal signal with a positive peak magnitude
of 5.98 A, with little background harmonic distortion (THDi= 1.07%) and nondynamic
(invariant in time) behavior.
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Figure 6 corresponds to the current in both feeders (supply grid and inverter), jointly
feeding the resistive load. This graph shows the change in the waveform of the current
signal in the supply grid in the face of the power integration of the PV system, using the
electronic inverter. Both signals show distortion due to the presence of harmonics and
nonlinear dynamic behavior.
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2.4. NARX’s Structure

Since one of the characteristics of ANN is not having a single structure, this work
used NARX networks configured with a series–parallel architecture (open loop) for the
modeling network and in parallel (closed loop) for the prediction network, which was used
to check the proper functioning of the resulting model [28]. Both networks are powered
by input signals at the start of the network, containing two hidden layers with 10 neurons
each, activated by sigmoid functions, and an output layer with a single neuron activated
by a linear function. Figure 7 shows the structures of the NARXs networks used. These
networks have four variable offsets (shown by the 1:4 ratios in the tapped delay line (TDL)),
which indicates that the input signals are made up of x(t), x(t − 1), x(t − 2), x(t − 3),
and x(t − 4), and have input variables y(t − 1), y(t − 2), y(t − 3), and y(t − 4) for the
series–parallel network, and z(t − 1), z(t − 2), z(t − 3), and z(t − 4) for the network in
parallel, with “y” being the actual output and “z” the estimated output. The structure of
the NARX network (the number of hidden layers, the number of neurons per layer, and the
number of offsets) was determined by iteration of values to obtain the best performance of
the network.
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Figure 7. Architecture of configured NARX networks: (a) serial–parallel architecture (open loop); (b) parallel architecture
(closed loop).

NARX network training is supervised, giving the network input patterns, as well
as expected output (correct result). The input and output data consist of vectors line of
1 × 25,000 elements each and correspond to the magnitudes of currents in the inverter
feeder (input data) and the magnitudes of currents in the electrical supply grid (expected
output). The Levenberg–Marquardt algorithm was used as a training method, along with
the MSE performance function, with a total of a thousand iterations (epochs, i.e., the
number of times that the algorithms will be executed). The method used for calculating
gradients was dynamic backpropagation.

The criteria for stopping training were mainly defined by the number of epochs
(1000 iterations), gradient (less than 10−5), and 6 as the number of validation checks.

The general procedure in both networks consisted of the introduction of inputs (where
the input neurons are activated); next, the information was propagated through the net-
works and outputs were generated, and then the outputs of the networks were compared
to the desired outputs and the errors were calculated; finally, corrections were made to
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the weights that were based on these errors until they were minimized. During training,
the dataset was randomly divided (to avoid an overfit effect), into three subsets for each
network. The first subset was the training set, with this dataset network learning was
carried out through weight adjustment and corresponded to 70% of the total data. The
second subset (with 15% of the data) was the validation set that served to monitor the error
during the training process. The last subset with the remaining 15% of the data was the
test set, it was not used during training but was subsequently used to evaluate network
performance [28].

3. Results and Discussion

After the parameterization of the series–parallel neural network, training was con-
ducted using the Levenberg–Marquardt method using 269 iterations of the 1000 available
epochs to obtain the lowest performance value before stopping the algorithm because six
or more times, there were no changes in that performance during testing with validation
data. Figure 8 exhibits a very fast drop in MSE, before 10 iterations.
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mined that on the centerline when the error is zero, the data ratio of the training set is 
higher, and this behavior is constant during the analysis of the data furthest from the null 
error, while always retaining the higher proportion of the training data in reference to 
validation and test data. This trend is also observed in the behavior of the data shown in 
Figure 8. 

Another way to analyze the results of significant errors is using the linear regression 
method for each dataset (training, validation, and testing). Figure 10 shows the values 

Figure 8. Development of training, validation, and testing, with reference to the number of iterations
used, as well as the MSE obtained.

The figure above shows how errors in training, validation, and test data follow
the same trends during the algorithm run, finally achieving an MSE less than 10−2; in
addition, it shows the minimum value of the network performance obtained in iteration
269, as 0.0067622; the similar behavior of the trends of the three data groups, the rapid
decrease of the MSE, coupled with the fast ending of the algorithm, determine an adequate
configuration and effectiveness of the NARX network.

Figure 9 shows the histogram containing the errors in the three datasets; it is deter-
mined that on the centerline when the error is zero, the data ratio of the training set is
higher, and this behavior is constant during the analysis of the data furthest from the null
error, while always retaining the higher proportion of the training data in reference to
validation and test data. This trend is also observed in the behavior of the data shown in
Figure 8.
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Figure 9. Histogram of the error of outputs against the target.

Another way to analyze the results of significant errors is using the linear regression
method for each dataset (training, validation, and testing). Figure 10 shows the values
between the achieved output and the required targets, which are far from the ideal linear
adjustment (where the x-axis represents the target—in this case, the distorted signal mea-
sured in the network feeder—while on the y-axis represents the output value generated
by the neural network); the best conditions are those of training data that have a 99.938%
effectiveness in regression. This result can be attributed to a greater amount of data (70%
of the total), with which the training was carried out. There is also a lot of proximity to the
other data groups regarding the effectiveness of regression.
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Subsequently, the temporary response obtained was evaluated by graphically relating
the result of the NARX network, against the required values. Figure 11 shows the compari-
son between the results generated by each of the datasets against the target, in addition to
the error present in each of moments of time. The response exhibits the characteristics of
the difference between the current signal in the grid feeder in presence of power supplied
by the PV system, and the response obtained by the NARX when the current signal enters
it from the electronic inverter to the CCP. From the errors’ graph, it is observed that the
differences between the target values and those resulting from the three training datasets
are very close to zero, showing the biggest errors when signal behavior exhibits rapid and
abrupt changes in its waveform.
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Finally, the correlation plots of errors with respect to time and inputs are displayed.
Figure 12 presents error–time autocorrelation; it can be seen how the training is correct
because the central correlation (MSE) with zero value is greater, while the rest are within
the expected confidence limits.
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Figure 13 shows the existence of a large number of correlations between inputs and
error, which are within the limits, mostly concentrated in the zero value; thus, the training
has optimal performance.
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The configuration of the open-loop neural network is replaced with a closed-loop
neural network (Figure 7b) in such a way that from the target inputs, the network uses
its own predictions to check whether the model obtained through the open-loop network,
has adequately defined the behavior of the current signal in the feeder of the electrical
supply grid. This architecture produces results that differ from the temporal response of
Figure 11 and depend on how appropriate the training has been. Now, the target values
will be unknown, and the temporary response obtained will be the one shown in Figure 14.
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Figure 15 shows the comparison of the output of the open-loop network (model) against
the target output. Similarity to Figure 14 can be seen, with little difference being observed
between the temporal response of the closed-loop network and the open-loop network.
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Table 3 shows the MSE for each of the algorithms.

Table 3. MSE in modeling and prediction.

No. Algorithm MSE

1 Open loop NARX network (parallel-series) 0.0067

2 Closed loop NARX network (parallel) 0.0094

This article handled real harmonic current values from a PV generation test bench,
whose power is integrated into the public power grid using a centralized electronic inverter.
The configuration of the test bench was determined by applying an experimental design
based on variance analysis and complete factorial designs to obtain the conditions of
greatest harmonic current distortion. The factors considered were the type of inverter, the
type of load, and the generating power of the photovoltaic system. The acquired data were
used to train a neural network of the NARX type, aiming to model and predict the dynamic
behavior of the system.

The percentage of background harmonic distortion in the supply network (without
PV power integration) was determined with the aim of establishing a comparison point for
harmonic current distortion at the time of PV power input (Figure 5). Figure 6 makes it
clear that the integration of PV power distorts the current in the supply network.

For NARX network analysis, the current signal generated by the inverter was consid-
ered to be input to the neural network, while the current signal in the electrical network was
considered to be the target to be determined. The NARX network was configured in such a
way that it was able to model (using an open-loop network) and predict (with a closed-loop
network) the dynamic behavior of the distorted current signal in the supply network in an
efficient and accurate manner, achieving results with low computational load by using few
iterations in the execution of the algorithm and obtaining minimum values of the MSE in
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modeling and prediction. In addition, the analysis of linear regressions (Figure 10) shows
an almost ideal fit for the best case (which corresponds to the training data).

With the application of the NARX network, the disadvantages that occur when ana-
lyzing nonstationary systems with deterministic methods based on the frequency domain
were overcome, as well as extending the scope of such computational algorithms commonly
used in the identification and classification of electrical loads and the harmonic distortion
they produce.

On the other hand, the results of the application of the NARX network for modeling
and predicting distorted current behavior in the supply network of dynamic characteristics
are similar to the results obtained in the research studies that have used this same type of
resource in modeling and predicting the behavior of load current harmonics injected into
energy micro-networks, as well as in the study of nonlinear high-power loads [18].

Among the main advantages of this modeling methodology over others are the following:

1. Ability and ease to represent the nonlinear dynamics of the system;
2. Convergence with a small amount of data with reduced computational time;
3. Suitability to represent internal dynamics through few input variables to the network;
4. Robustness for training-like conditions;
5. Simplicity in the use of the neural network.

4. Conclusions and Future Works

At the end of the analysis of results are as follows:

• It was determined that the sinusoidal waveform of current in the electrical supply grid
is affected when integrated into the CCP, powers coming from PV system through
electronic inverters.

• Modeling the dynamic and nonlinear behavior of that signal using NARX networks
resulted in the establishment of a highly efficient pattern in terms of execution times, as
well as computational resources, presenting an MSE of 0.0067 with respect to the actual
behavior of the signal, which indicates a high performance of the neural network.

• The validity of the model was checked by forecasting the results, obtaining an MSE of
0.0094 when using the closed-loop NARX, which shows a strong correlation between
inputs and error values within the confidence limits.

In view of obtained results, the following observations can be made:

• It can be stated that a neural network with the appropriate characteristics may be
considered suitable for capturing the dynamics of such systems.

• The obtained model presents great flexibility in terms of variety and amount of data
that can be managed, allowing to represent and predict the behavior of the system
under study in long periods of time and under various operating conditions of the
system. The resulting algorithm can be used for the generation of physical or virtual
systems that can be used for the control or reduction of harmonic phenomena affecting
electrical grids.

Based on the results, for future work, it is proposed to apply the methodology devel-
oped in current signals from electrical grids of greater capacity in medium and high voltage,
which contain power integration of larger PV systems and with different topologies in the
inverters. In addition, it is intended to analyze the sensitivity and precision of NARXs
networks in the study of the behavior of these distorted currents in order to find the optimal
and appropriate parameters for the configuration of the neural network.
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Abstract: The objective of this work is to propose and apply a methodology to obtain the cost of
industrial process shutdowns due to voltage sag and short interruption. A field survey, aided by a
specific questionnaire, was carried out in several industries connected to medium voltage networks,
in the states of Espírito Santo and São Paulo in Brazil. The results obtained were the costs per event
and the costs per demand in a total of 33 companies in 12 different types of activities. It is noteworthy
that this survey brings a relevant technical contribution to the electricity sector, helping to fill, even
partially, an existing gap in both national and international literature.

Keywords: voltage sag; equipment sensitivity; costs; production losses

1. Introduction
1.1. Relevance

Voltage sags and short interruptions are the power quality disturbances that most
affect industrial consumers and are caused by the occurrence of short circuits, especially in
aerial transmission and distribution networks that are exposed to various climatic events
and environmental effects, such as atmospheric discharges, gales, burning, and vandalism,
which can cause temporary or permanent outages in the network.

Voltage sags and short interruptions can influence the operation of various equip-
ment and result in serious consequences, especially for those consumer units that have
sensitive loads.

Due to the advancement of the electronic area, the equipment brings in its technologi-
cal support devices with great sensitivity so that the voltage sags and short interruptions
can impact the operation of the industries. The effects result in losses due to production
stoppages, losses of raw material, damage to equipment, delays, and fines for non-delivery
of products, and even lost profits [1].

In this context, the main objective of this work is to propose and apply a survey
methodology to obtain the cost estimate of industrial process shutdowns due to the occur-
rence of voltage sags and short interruptions.

1.2. State of Art

A search for published articles on the costs of process shutdowns due to voltage
sags and short interruption was carried out, and a summary of the main works found is
presented below.

In [1], research showed the possibilities to mitigate the voltage sags with some ap-
plications of technologies for the industry and presented the cost per voltage sag of US
$5000.00 for industry in general.
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In [2], a survey was carried out by sending a questionnaire in three districts in Italy, to
which 93 industries from 18 different types of activity responded. The results indicated
that the processes were susceptible to certain power quality disturbances, these being: 84%
due to voltage sags and short interruption, 8% due to transient overvoltage, 6% due to
voltage fluctuation, and finally 2% due to harmonics. Qualitatively, 89% of the companies
answered about the annual economic impact due to power quality problems, these being:
8% despised it, 28% as a minimum, 20% as low, 25% as medium, 16% as high, and 3% as
very high. Only 10 industries in the sample reported the average annual cost, with 7 of
them indicating an average economic loss of up to US $20,000.00; in another, the cost varied
between US $20,000.00 and US $50,000.00, and for 2 of them, the value varied between US
$50,000.00 and US $250,000.00 per year.

In the research [3], a method was presented to estimate the number of voltage sags
and the resulting costs through a study of five electricity utilities in Finland. For this
purpose, the number of occurrences of voltage sag was estimated using the fault position
method. Data regarding permanent faults in the network were used, as well as a correction
factor being applied to consider temporary faults of the different types (single-phase, two-
phase, three-phase). The economic consequences were assessed considering the number
of process shutdowns, the costs involved and the number of customers affected. Annual
costs due to voltage sags were €530,000.00 for 500 industries in Rural area 1; €270,300.00 for
150 industries in Rural area 2; €8,474,700.00 for 1950 industries in Rural area 3; €1,038,800.00
for 1400 industries in the Urban area 1 and €519,400.00 for 700 industries in the Urban
area 2.

In [4], a method was used to calculate the cost of process shutdowns for small indus-
trial plants caused by voltage sags and interruptions in Italy. The formulation of the cost
of process shutdowns includes loss of production, loss of raw material, imperfections in
production, damaged equipment, extra maintenance, and finally, the process stop times.
The methodology was applied in a plastic company supplied at medium voltage and which
experienced an annual average of 25 to 30 process shutdowns due to voltage sags. The
analysis was performed on four types of process machines that are sensitive: injection,
compression, polymerization, and molds. Considering their average production resump-
tion times and with their cost parameters linked to each type of machine, a cost per voltage
sags was reached with a variation of €300 to €550, between the stop times (0 sec to 1 h).

In the work of [5], a study was carried out in a generic distribution network consisting
of 295 buses, 296 transmission lines, and a large number of switches and circuit breakers
in order to allow changing the network topology to obtain better system reliability. The
methodology used to assess the financial losses suffered by the consumer as a result of
voltage sags was the fault position method. Various types of fault were applied at different
points in the network according to the probability of occurrence of each one of them.
Thirty-seven industries with high sensitivity to voltage sags were chosen and the Monte
Carlo method was used to perform the simulations. Ten thousand tests were simulated to
verify the variation in the number of process shutdowns, considering different categories
of industries, classified into 3 groups: group I for high loads (>2 MW); group II for medium
loads (1 MW to 2 MW) and group III for small loads (up to 1 MW). The costs obtained for
the industrial processes shutdowns were £1000.00 for small loads, £16,300.00 for medium
load industries, and £581,000.00 for large industrial loads.

In [6,7], a methodology was proposed to estimate financial losses due to supply
interruptions and voltage sags by means of a probabilistic assessment, applicable both for
the evaluation of individual consumer losses and of the total system losses. For economic
losses, it was considered that every shutdown of the plant requires 24 h to resume normal
production and that the costs of various types of activities are those of interruption due to
voltage sags. The estimated cost for the class of industrial consumers was US $19,594.00
per event.

In article [8], a practical implementation of a stochastic assessment of financial losses
due to voltage sags was used. The study characterized the process shutdown by a cumula-
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tive probabilistic equation based on the study of [6,7] and took into account the sensitivity
and the interconnection of equipment present in a given process, as well as the types of
consumers and their location in the distribution network. The simulated network con-
sisted of a distribution system of 29 bars, 28 lines, and 11 transformers, using the Monte
Carlo method. The loads were classified into three categories: group I (>20 MW); group
II (between 5 and 20 MW); group III (up to 5 MW). For all categories, costs per process
shutdown due to voltage sags were from Rs 46,300.00 to Rs 781,000.00 (US $648.00 to US
$10,934.00) per event.

Reference [9] presents the methodology used and the main results of a survey carried
out in Norway on short-term interruption costs, based on questionnaires about direct
costs and the consumer’s willingness to pay to avoid voltage variations or to accept them.
The results are normalized and standardized by the energy not supplied, in kWh, in the
case of interruptions lasting more than three minutes, and by the power, in kW, for short
interruptions and voltage sags less than or equal to three minutes. The results showed that
the cost per interrupted demand due to voltage sags in industrial consumers was between
US $3.34/kW and US $5.18/kW.

In [10], the study presented the cost estimate due to the occurrence of voltage sags
based on the momentary reduction of the power flow and of the energy not supplied. As a
case study, real measurements made in a transmission system in Brazil were used. The costs
obtained were due to 37 events considered significant and ranged from US $510.00/event
to US $772,800.00/event, considering that the voltage sag was proportional to the energy
not supplied and that the costs were more concentrated in values below US $50,000.00
per event.

In work [11], a hybrid method was used to assess risks linked to interruptions in sensi-
tive processes due to faults in the electrical distribution system. For each consumer, indices
related to voltage sags are determined, such as the frequency of occurrences classified in
ranges of magnitude and duration, as well as the impacts on industrial processes fed by
the distribution system used as a test case. The average annual cost due to voltage sags for
industrial consumers was U$ 64,417.00.

In [12], researchers presented a methodology for cost-benefit analysis aimed at mitigat-
ing short-term voltage variation in a cement factory, considering the probability of process
shutdown. The cost per voltage sag reported by the cement industry was Rs 750,000.00 or
US $13,385.00 per event.

In [13], a study was carried out to assess the level of power quality in Malaysia, as
well to estimate the cost associated with the occurrence of voltage sags. The events were
captured by meters installed at appropriate locations on the power grid. The costs per
event vary according to the type of activity of the consumer unit, with the lowest cost being
found at US $24,124.00/event (commercial sector) and the highest at US $723,729.00/event
(semiconductors sector); glass/stone/clay/cement, ceramic and tiles the cost was US
$96,500.00/event; metal/aluminum/copper products, US $168,700.00/event. Also, in
this reference is shown the cost per voltage sag of US $5000.00 at the plastics industry in
the USA.

In [14], the impact of voltage sags on consumer units in China was discussed and the
method of calculating losses resulting from voltage sags was through questionnaires or
personal interviews. The results show that there is a great variation in the cost per voltage
sags according to the industrial sector, mainly due to the added value of the final product;
for the chemical fiber industry they ranged from US $29,000.00 to US $172,000.00, while for
the semiconductor industry the costs were between US $574,000.00 and US $3,585,000.00.

In [15], costs were assessed due to the occurrence of voltage sags in a distribution
system typical of a chemical industry, considering five types of sensitive equipment in-
stalled in the industrial process. The cost considered was US $1893.00 per event (voltage
sag), including labor costs, unfinished product costs, losses of raw materials, among others.
The results obtained with the simulations vary with the bus where the sensitive loads are
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installed. The number of estimated shutdowns ranges from 24 to 344 per year, resulting in
losses ranging from US $380.80 to US $12,128.20 per year.

In [16], an investment analysis study was carried out to minimize losses due to the
occurrence of voltage sags and short interruptions. Using the Monte Carlo simulation
method for stochastic simulation of voltage sags for a period of 30 years, the Modified RBTS
Bus 2 test system was used. To validate the simulation data, the costs considered were
obtained from reference [13], in the plastic and automotive industries as US $48,920.00 and
US $56,142.00, respectively, representing an average of US $52,531.00 per event. For the
analysis, two types of systems were considered, overhead lines and underground cables.
The best result was obtained when you chose to change a total of 4 overhead lines to
underground cables.

In [17], the importance of assessing financial losses in industrial consumers due
to voltage sag and short interruptions was mentioned. The authors proposed a new
model for assessing the impact of voltage sags using voltage tolerance curves (VTC)
associated with a truth table to characterize the logical relationship of sensitive equipment
with the production process. The model is applied in a production process of TLT-LCD,
whose estimated annual loss due to voltage sags was US $776,439.00 per year. The case
study also showed that the proposed model had better adaptability in relation to the
conventional model.

1.3. Contributions

The bibliographic research carried out included about two decades of work and aimed
to verify the existence of works related to process shutdown costs due to voltage sags
and short interruption. Directly related to the theme, several procedures were used to
obtain cost estimates, namely: conducting surveys through forms, conducting stochastic
simulations of voltage sags, and conducting measurements. Among the main countries
where the costs were assessed, the following stand out: Italy, China, India, Finland, Brazil,
Malaysia, and Norway. In general, cost estimates were presented on an annual basis,
per event and per interrupted kW. Despite the significant number of types of activities
surveyed in the publications, it was observed that the costs obtained in different countries
were very different for the same productive sector. It was also found that most publications
were old and few of them were in journals. In the specific case of Brazil, the works found
were generic and did not quantify costs by type of activity. In this context, this work
aims to fill the gaps identified by conducting direct surveys, in a total of 33 companies in
12 different business areas, supplied at medium voltage (11.9/13.8 kV) by the company
EDP in the states of Espírito Santo and São Paulo in Brazil.

2. Theory
2.1. Voltage Sag and Short Interruption

The IEEE 1159-2009 defines voltage sag as being a decrease between 0.1 and 0.9 p.u.
in rms voltage and with a duration from 0.5 cycles to 1 min [18]. Figure 1 shows the
representation of voltage sag and is characterized by sag magnitude and duration. The
sag magnitude is defined as the lowest rms voltage of the three phase voltages during the
sag event, and its duration is the time that the voltage is lower than the 0.9 p.u. threshold
in all three phases. Usually, voltage sags and short interruptions occurred due to power
system faults.

Table 1 shows the category, the type of event, and the duration of each one. The
information contained in the table was adopted from [18].

2.2. Overview of Equipment and Process Sensitivity

Each piece of equipment has a behavior in terms of voltage sags, which can be rep-
resented by a tolerance curve, which is usually rectangular and presents the thresholds
of magnitude and duration. For example, Figure 2 shows the rectangular voltage toler-
ance curve indicating that when the voltage sags are longer than the duration threshold
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(Tmax) and deeper than the voltage magnitude threshold (Vmin), the equipment will trip
(or malfunction).

Table 1. Category of event, duration, and voltage magnitude.

Category Transitory Duration Voltage Magnitude

Short-time
duration

Instantaneous Voltage sag 0.5→to 30 cycles 0.1 to 0.9 pu

Momentaneous
Interruption 0.5→to 30 cycles <0.1 pu
Voltage sag 30 cycles to 3 s 0.1 to 0.9 pu

Temporary Interruption 3 s to 1 min <0.1 pu
Voltage sag 3 s to 1 min 0.1 to 0.9 pu
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Sensitivity curves are often used to assess the impact of voltage sags on industrial
loads and processes. However, these curves do not have a single pattern of behavior, and
there may be significant variations due to differences in manufacturer, model, hardware
topology, software configurations, loading, among others [5,19]. Two others important
characteristics of the voltage sags, in addition to the magnitude and duration of the voltage
sags already mentioned are:

• point on wave—which corresponds to the phase angle of the instantaneous voltage at
the sag initiation.

• phase–angle shift—the difference between the voltage phase angle at the pre sag
moment and during the event.

The equipment most used in the industries and which were also found during the
field survey carried out were: programmable logic controller—adjustable speed drive—
ASD [20], PLC [21], contactor and [22–24].

2.2.1. Adjustable Speed Drive—ASD

ASDs are equipment widely used in industries to drive induction motors for better
process control. In addition to reducing thermal and mechanical stress during starting and
breaking the motors, they optimize the use of energy in applications that require variable
torque or reduced speeds [20].

To evaluate the performance of a three-phase equipment, it must be taken into ac-
count that different types of voltage sags results and their different effects on their opera-
tion [20,25]. Figure 3 shows sensitivity curves obtained from ASDs, referring to the type I
event (most severe reduction in voltage in one of the phases). It can be seen in Figure 3 that
the ASDs had different levels of sensitivity.
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2.2.2. Programmable Logic Controller—PLC

The programmable logic controller—PLC, is a digital system that performs control
and monitoring functions through a set of instructions previously defined by the user. The
basic structure of its circuit is formed by: power supply, processing unit (CPU), and signal
input and output modules, which can be digital or analog [21].

Figure 4 shows the sensitivity curves obtained through tests on several PLCs, illus-
trating the “worst case” and “best case”. In the worst case, the sensitivity of the PLC was
0.75 p.u.
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2.2.3. Contactor

The contactor is an electromechanical device that controls loads from a command cir-
cuit, it is one of the most used devices in the industry [22–24]. The starting point of the event
is also an important parameter in evaluating the performance of this equipment [19,22–24],
as shown in the sensitivity curve of Figure 5.
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3. Methods

The methodology used in the research adopted a procedure similar to that used
in [2,9,14] and was divided into four stages:

• Preparation of the survey form;
• Selection of companies;
• Field survey;
• Analysis of the results.

3.1. Preparation of the Survey Form

The form was prepared with the objective of obtaining detailed data on:

• Type of industrial activity, contracted demand, supply voltage, installed loads;
• Industry opening hours, number of employees;
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• Critical parts of the process, identification of sensitive equipment, number of process
shutdowns, types of losses, and critical period of the day;

• Overtime to recover lost production, lost raw material, investments to mitigate shutdowns.

The proposed form contained 19 questions, the content of which was prepared on
the basis of Annex 2 of [26,27]. The questions contained in the survey form and their
justifications are shown in Appendix A.

Therefore, it is noteworthy that this form was intended to obtain, in a more realistic
way, the data necessary for the survey of process shutdown costs for each industrial activity
due to the occurrence of voltage sag or short interruption.

3.2. Selection of Companies

The energy distributor that financed the research project (EDP), together with the
researcher, generated a list of companies that could participate in the survey, from a total
of 70 industries.

The selection criteria were: companies that “most complain” about process shutdowns
due to the occurrence of events in the concessionaire’s network; to contemplate in the
research the largest possible number of types of activities; geographic location of the
consumer units and to select from the sample companies located in two different states,
the state of São Paulo and Espírito Santo.

Among the 70 selected industries, the established goal is to obtain at least 30 re-
sponses, considering that some would not be interested in participating in the survey due
to confidentiality issues or because they do not have data available to be provided.

3.3. Field Survey

As a general strategy for conducting the visits, the following procedure was adopted:

• Schedule visits in advance with the assistance of the electric utility;
• Clarify the client about the survey objectives and send the survey form in advance to

be evaluated and filled out.

As an operational strategy, visits should be carried out as follows:

• The researcher was always accompanied by an EDP representative. On the day of the
visit, the objectives of the survey were explained again and its importance clarified,
both in relation to the academic sphere, as well as the business aspect of customer
service;

• When possible, the plants of the companies’ production process were visited, in order
to understand the manufacturing process, identifying the critical parts of the process,
in order to better understand the causes of the shutdowns due to the occurrence of
voltage sags and short interruptions.

An important point of the survey was to have the survey form filled out by the techni-
cian responsible for the visited company. If the questions were not answered previously,
the researcher must ask the questions verbally in the meeting on the day of the visit, in
order to obtain the necessary data to complete the form.

3.4. Analysis of the Results

The results obtained with the application of the survey forms were treated statistically
and organized into tables and graphs in order to facilitate the display, interpretation,
and analysis.

4. Case Study
4.1. Results

Among the 70 pre-selected companies, 11 withdrew from the survey, so 59 were visited
between May and November 2019 and 33 responded in full to the survey form.

Table 2 shows the list of companies containing the type of activity, the size of the
company, and a column of observations that presents some additional information.
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Table 2. Company identification.

Number Activity Type Company Size Observation

1 Plastic Big (1000 employees) Plastic film for food area
2 Automotive Medium (560 employees) Locks and door handles
3 Tires Big (1000 employees) Tires for cars
4 Tires Big (1000 employees) Tires for cars
5 Commercial Medium (300 employees) Space lease
6 Commercial Small (150 employees) Space lease
7 Wallpaper Medium (300 employees) Wallpaper
8 Metallurgical Small (170 employees) Aluminum profiles
9 Toys Small (190 employees) Toys

10 PVC Plastic Medium (400 employees) Plastic film for food area
11 PVC Plastic Medium (800 employees) Plastic film for food area
12 Electroplating Small (35 employees) Pieces and parts
13 Extrusion Small (49 employees) Metallurgical
14 Textile Small (120 employees) Wool fiber
15 Textile Small (70 employees) Dyeing clothes
16 Glass Small (80 employees) Glass for boxing, doors of residences
17 Extrusion Medium (500 employees) Use in deep sea waters
18 Plastic Medium (300 employees) Packaging for food area
19 Foundry Small (50 employees) Freight train parts—Vale do Rio Doce
20 Rock mining Small (45 employees) Granules for civil industry
21 Glass Small (60 employees) Glass for boxing, doors of residences
22 Food Small (250 employees) Pulp juices
23 Furniture Medium (300 employees) MDF boards
24 Furniture Medium (300 employees) MDF boards
25 Animal food Small (50 employees) Animal food
26 Stones and granites Small (250 employees) Manufacturing granite and marble sinks
27 Chips cards Small (200 employees) Card for banks and general trade
28 Plastic Small (100 employees) Plastic packaging for food industry
29 Metallurgical Medium (300 employees) Vertical, horizontal movements
30 Commercial Big (1000 employees) Space lease
31 Fertilizer Small (100 employees) Packaging
32 Automotive Medium (500 employees) Bus assembler
33 Petroleum Big (1000 employees) Onshore oil prospecting

Table 3 shows, for each company, the sensitive equipment used in its processes, the
average number of monthly shutdowns, and the average time to resume production when
the process stops.

Table 3. Sensitive equipment, event history and breakdown time.

Number Activity Type Sensitive Equipment Event History Breakdown Time

1 Plastic ASD, PLC 2 events/month 120 min
2 Automotive ASD, PLC, Robot 4 events/month 60 min
3 Tires ASD, PLC 2 events/month 120 min
4 Tires ASD, PLC, Electronic cards 3 events/month 60 min
5 Commercial Computer, No break 7 events/month 15 min
6 Commercial Building Manag. System, No break, Computer 4 events/month 20 min
7 Wallpaper ASD, PLC 5 events/month 30 min
8 Metallurgical ASD, PLC 2 events/month 60 min
9 Toys ASD, PLC 8 events/month 45 min

10 PVC Plastic ASD, PLC, electronic cards 10 events/month 30 min
11 PVC Plastic ASD, PLC, electronic cards 10 events/month 30 min
12 Electroplating Contactor 1 event/month 10 min
13 Extrusion ASD, PLC 3 events/month 15 min
14 Textile ASD, Contactor 2 events/month 30 min
15 Textile ASD, PLC, Electronic cards 6 events/month 40 min
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Table 3. Cont.

Number Activity Type Sensitive Equipment Event History Breakdown Time

16 Glass ASD, PLC not available 10 min
17 Extrusion ASD, PLC, RX SCANNER 30 events/month 60 min
18 Plastic ASD, PRINTER 25 events/month 60 min
19 Foundry ASD, PLC 1 event/month 60 min
20 Rock mining ASD, PLC not available 20 min
21 Glass ASD, PLC not available 20 min
22 Food ASD, PLC not available 360 min
23 Furniture ASD, PLC, UV lamp 8 events/month 60 min
24 Furniture ASD, PLC, UV lamp 8 events/month 30 min
25 Animal food ASD, PLC 8 events/month 30 min
26 Stones and granites ASD, PLC 4 events/month 30 min
27 Chips cards Printers machines 8 events/month 120 min
28 Plastic ASD, PLC 4 events/month 15 min
29 Metallurgical ASD, PLC 4 events/month 15 min
30 Commercial Computers, Servers, Elevators, Escalators 5 events/month 10 min
31 Fertilizer ASD, PLC, Contactor, Elevator not available 10 min
32 Automotive Laser, Tube Bender, Welding Robot 30 events/month 20 min
33 Petroleum ASD, PLC 18 events/month 60 min

Table 4 shows, for each company surveyed, the demand, the cost per event, the cost
per demand, and other information about additional costs such as payment of fines, rework,
and repairs of equipment damaged by the occurrence of voltage sag or short interruption.

Table 4. Cost per event and cost per kW.

Number Activity Type Demand
(kW)

Cost/Event
(US $)

Cost/kW
(US $/kW) Other Information

1 Plastic 3000 4190.30 1.40 US $3286.50 equipment damage
2 Automotive 2500 6847.00 2.74 Damage to some equipment
3 Tires 2900 6003.00 2.07 US $12,005.00/month (scrap reprocessed)
4 Tires 1700 6000.00 3.53 US $18,000.00/month (scrap reprocessed) + 2096.00 maintenance
5 Commercial 1200 2717.00 2.26 US $76,070.00/month of penalty (12 h no energy)

6 Commercial 1300 6851.00 5.27 US $261.00 in damaged equipment and 1 h no monitoring
Investment—US $227,718.00 in 8 generators, 2018/Jan.

7 Wallpaper 1700 9667.00 5.69 US $2370.00 equipment damage
8 Metallurgical 1400 2071.00 1.48 -
9 Toys 1200 3657.00 3.05 US $740.00 equipment damage

10 PVC Plastic 500 1640.00 3.28 US $2368,00 equipment damage
11 PVC Plastic 1350 6056.00 4.50 US $7130,00 equipment damage
12 Electroplating 350 556.00 1.60 US $470,00 equipment damage
13 Extrusion 500 1811.00 3.62 -
14 Textile 950 1501.00 1.67 -
15 Textile 450 1509.45 3.35 US $2841,00 equipment damage
16 Glass 410 1437.00 3.51 Loss of 1 oven due to an 8-h interruption
17 Cables Extrusion 850 52,800.00 62.18 Loss of umbilical tubes up to 2 km
18 Plastic 2400 5690.00 2.37 -
19 Foundry 850 4773.00 5.61 Scraps are reprocessed
20 Rock mining 2000 4085,00 2.04 Loss of particle size
21 Glass 405 2161.00 5.33 Scraps are destined for beverage factories
22 Food 700 5145.00 7.35 5 no breaks—800 kVA
23 Furniture 760 7238.00 9.52 Damage of UV Lamps
24 Furniture 800 7153.00 8.94 Damage of Transformer and track rollers
25 Animal food 1000 650.00 0.65 Refused feed is recycled in the process
26 Stones and granites 3150 11,130.00 3.53 Imperfect granite slabs are reprocessed
27 Chips cards 500 6613.00 13.26 -
28 Plastic 400 2031,00 5.08 Material is recycled and reprocessed
29 Metallurgical 500 2715.00 5.43 -
30 Commercial 6000 9311.00 1.55 Investment in harmonic filter
31 Fertilizer Chemical 250 4565.00 18.26 Refuse is reprocessed
32 Automotive 2500 13,049.00 5.22 Investment in no breaks, generator
33 Petroleum 2500 41,414.00 16.57 -
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4.2. General Analysis

Considering all the companies surveyed, boxplots were generated for the number of
employees, number of events per month, breakdown time, demand for electricity, cost per
event, and cost per demand.

Figure 6 shows the boxplot of the number of employees; in this case, there were no
data considered to be outliers. The average value of the number of employees found was
349 and the boxplot demonstrates that, in general, the research was focused on small and
medium-sized companies.
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Figure 7 presents the boxplot of the number of voltage sags or short interruptions
per month, as noted, there are 4 companies with a number of events considered to be
outliers. In average terms, there are approximately 8 events per month, which can be
considered a high value, since depending on the type of product manufactured, a single
process shutdown can generate major losses.
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Figure 8 shows the boxplot for the breakdown time, which corresponds to the time
necessary for the company to resume production when a process shutdown occurs. There
is only one outlier, most companies had a breakdown time between 10 min and 60 min,
and the average was 50.76 min.
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The graph in Figure 9 corresponds to the boxplot of electricity demand, which pre-
sented a discrepant value (company 30). The average demand for electricity is 1423.48 kW,
with a large concentration of companies in the range from 500 kW to 2500 kW, reinforcing
that the majority of companies surveyed were small and medium-sized.
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Figure 10 shows the boxplot of cost per event, it was observed that there were two
outliers, companies 17 and 33, that presented a cost per event much higher than the other
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companies surveyed due to the high added value of the product. It was also noted that the
average cost related to the occurrence of voltage sag and short interruption was US $7364.75,
with the minimum and maximum values being US $556.00 and $13,049.00, respectively.
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Figure 11 presents the boxplot of costs per demand, where companies 17, 27, 31, and
33 were characterized as outliers. It was observed that the average found was US $6.72/kW
and that there was a large concentration of companies in the range of US $2.00/kW to US
$6.00/kW.
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It is worth mentioning that considering the average values found for the number of
events per month (8) and the average cost per event (US $7364.75), there was an estimate
of the average annual cost due to voltage sags and short interruption of US $707,016.00.

85



Energies 2021, 14, 2874

The magnitude of this value shows the importance of assessing the economic impacts of
these events and when viable to use energy conditioners to mitigate these costs.

Another analysis that can be done is whether the company’s electricity demand
correlates with the cost per event or the cost per demand. The graph in Figure 12 shows
the dispersion and the correlation coefficient between cost per event and demand, while
Figure 13 shows the same information between the variables cost per demand and demand.
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Figure 13. Correlation (Cost per demand × demand).

Due to the low correlation coefficient found in both cases (r = 0.22 and r = −0.13
respectively), it can be concluded that demand did not affect the cost per event or cost
per demand, probably the main variable that influences costs was the added value of the
product generated.
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4.3. Analyzes by Type of Activity

Among the 33 companies analyzed, 12 different types of activities were identified.
Table 5 presents the demand, cost per event, and cost per demand, data obtained for the
different types of activity. The foundry, galvanizing, aluminum extrusion, and umbilical
cable industries were included in the metallurgical activity, since they produce products
designed for this purpose. The toy industry was considered in the activity of the plastic
industry, since they are manufactured by polymer injection machines.

Table 5. Costs by type of activity.

Number Demand (kW) Cost/Event (US $) Cost/kW (US $/kW)

Plastic—Total Companies: 8—24.24%

1 3000 4190.00 1.40
7 1700 9667.00 5.69
9 1200 3657.00 3.05
10 500 1640.00 3.28
11 1350 6056.00 4.50
18 2400 5690.00 2.37
27 500 6613.00 13.26
28 400 2031.00 5.08

Range 400 to 3000 1640.00 to 9667.00 1.40 to 13.26
Average 1381.25 4943.00 4.83

Automotive—Total Companies: 4—12.12%

2 2500 6847.00 2.74
3 2900 6003.00 2.07
4 1700 6000.00 3.53
32 2500 13,049.00 5.22

Range 1700 to 2900 6000.00 to 13,049.00 2.07 to 5.22
Average 2400 7974.75 3.39

Commercial—Total Companies: 3—9.09%

5 1200 2717.00 2.26
6 1300 6851.00 5.27
30 6000 9311.00 1.55

Range 1200 to 6000 2717.00 to 9311.00 1.55 to 5.27
Average 2833.33 6293.00 3.03

Glass—Total Companies: 2—6.06%

16 410 1437.00 3.51
21 405 2161.00 5.33

Range 405 to 410 1437.00 to 2161.00 3.51 to 5.33
Average 408 1799.00 4.42

Metallurgical—Total Companies: 6—18.18%

8 1400 2071.00 1.48
12 350 556.00 1.60
13 500 1811.00 3.62
17 850 52,800.00 62.18
19 850 4773.00 5.61
29 500 2715.00 5.08

Range 350 to 1400 556.00 to 52,800.00 1.48 to 62.18
Average 741.67 10,787.67 13.26

Mining—Total Companies: 1—3.03%

20 2000 4085.00 2.04
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Table 5. Cont.

Number Demand (kW) Cost/Event (US $) Cost/kW (US $/kW)

Food—Total Companies: 2—6.06%

22 700 5145.00 7.35
25 1000 650.00 0.65

Range 700 to 1000 650.00 to 5145.00 0.65 to 7.35
Average 850 2897.50 4.00

Furniture—Total Companies: 2—6.06%

23 760 7238.00 9.52
24 800 7153.00 8.94

Range 760 to 800 7153.00 to 7238.00 8.97 to 9.52
Average 780 7195.50 9.23

Stones and Granites—Total Companies: 1—3.03%

26 3150 11,130.00 3.53

Chemical—Total Companies: 1—3.03%

31 250 4565.00 18.26

Textile—Total Companies: 2—6.06%

14 950 1501.00 1.67
15 450 1509.45 3.35

Range 450 to 950 1501 to 1509.45 1.67 to 3.35
Average 700 1505.23 2.51

Petroliferous—Total Companies: 1—3.03%

33 2500 41,414.00 16.57

Table 5 shows that the largest number of visits were made to the plastics industry,
corresponding to 24.24% of the total number of companies visited whose costs per event
and cost per demand ranged from US $1640.00 to US $9667.00 and US $1.40 to US $13.26,
respectively. This wide range of values is due to the fact that the types of products produced
have different aggregate values. The average cost per event found was US $4943.00 and
the cost per demand was US $4.79.

The automotive industries represented 12.12% of the total visited companies and their
costs were very close to each other, ranging from US $6000.00 to US $6847.00 for auto parts,
although each company manufactures a specific product, and US $13,048.00 for the au-
tomaker. Average costs per event and demand were US $7947.50 and US $3.39, respectively.

The commercial activity sector had three companies visited, representing 9.09% of
the companies, and the costs per event obtained ranged from US $2717.00 to US $9311.00,
presenting an average of US $6293.00, while the average cost per demand was US $3.03. In
this activity, 2 shopping centers and 1 storage shed were grouped.

The two glass industries had an average cost per event of US $1799.00 and the cost
per demand of US $4.42, remembering that the glass companies visited were destined to
the construction sector.

Metallurgical industries accounted for 18.18% of the visits and presented cost values
per event from US $556.00 to US $52,800.00, with an average of US $10,787.67. In this
activity, small metal smelting and galvanizing companies were grouped, which produce
raw materials for metallurgical industries. The extruded umbilical optical cable industry
was also grouped, for its use in deep waters, for the extraction of oil, whose cost of
production shutdown is high.

In the food industries, it was observed that the costs per event were very different. The
factory dedicated to animal feeding had a lower value, while the beverage manufacturer
had a higher cost. In the latter case, the operation of resuming the unit was complex, since
there was a need to wash the production lines, increasing the time to resume the process.
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The two companies in the furniture sector had the cost per event values very close
with an average of US $7195.50 and cost per demand of US $9.23, demonstrating that
possibly this value is typical in this type of activity.

The textile industries also had very close costs per event, ranging from US $1501.00 to
US $1509.45. The average cost per demand obtained was US $2.51.

The rest of the activities surveyed, that is, mining, chemistry, stones and granites, and
oil prospecting, had only one company in the sample and it was not possible to make a
comparative analysis. However, it is noted that there was great variability in the values of
cost per event in these industries, mainly due to the added value of the product that each
company produces.

Figure 14 shows a graphical comparison between the average values of the cost per
event of the types of activities surveyed. It should be noted that, with the exception of the
petroliferous sector, the other sectors had an average cost close to each other and around
US $6000.00. Therefore, the size of the company is probably a variable that also affects the
cost per event.
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4.4. Difficulties

The main difficulties faced in carrying out this survey were:

• Planning visits, scheduling difficulties, and delay in responding to the interest in
participating in the survey;

• Difficulty in logistics and locomotion to visit companies. The distance between the
city of São Paulo, where the researcher resides, and the companies chosen in this state
was around 150 km. Regarding the state of Espírito Santo, travel is only viable by air,
since the distance between São Paulo and Espírito Santo is 1100 km.

Besides, during the field survey, it was noted the concern of the interviewees in
not being able to provide their costs in detail, possibly due to fear of speculation from
competing companies in the market. In general, companies consider costs to be a strategic
part of business, even though the researcher had guaranteed data confidentiality and that
the name of the company would not be disclosed.

Of the 59 companies visited, 13 did not respond to the questionnaire claiming that
they had not received authorization from the board, in 9 companies it was not possible to
obtain the data requested in the questionnaire during the visit, and 4 companies gave up on
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the survey. In summary, 26 companies did not participate in the survey, which represented
44% of the total visited.

Of the 33 companies visited, 10 medium-sized companies requested that their names
be kept confidential. In small companies, almost all agreed to have their names revealed,
including allowing costs to be disclosed. However, for reasons of consistency, the authors
chose not to disclose the name of any researched company.

5. Conclusions

The literature review presented in Section 1.2 proves that in fact, several types of
industries installed in different countries face problems of loss of production due to the
occurrence of voltage sags and short interruptions. It was found that several procedures
are used to obtain an estimate of these costs, which are: conducting research through
forms, conducting stochastic simulations, and conducting measurements. Cost estimates
are presented on an annual basis, per event, and per interrupted kW. Despite the significant
number of branches of activity surveyed in the publications, it was observed that the costs
obtained in different countries for the same productive sector are very disparate.

This work presented and applied a survey methodology with the objective of evalu-
ating the financial impact of voltage sags and short interruptions on industrial and com-
mercial consumers. The methodology is based on conducting on-site visits and applying a
specific questionnaire containing a total of 19 questions.

The survey results made it possible to quantify the losses involved in 33 small and
medium-sized companies, with an average number of 349 employees, grouped in 12 busi-
ness areas, all supplied in medium voltage networks (11.9 kV and 13.8 kV). The average
cost obtained was US $7364.75 per event and US $6.72/kW interrupted.

We conclude that this work achieved the objectives initially established, representing
an effective contribution to the electricity sector, especially for the Brazilian sector.

As a proposal to continue this line of research, it is recommended to contemplate other
segments of activities and expand the sample size of the segments already researched (food
industry, furniture, mining, stones and granites, oil).

Regarding the success rate of response to the form, considering that the initial sample
was 70 companies, with 33 responses to the survey form, the rate was 47.1%, however,
considering the sample of 59 companies due to withdrawal of 11 companies, the rate
becomes 55.9%.

As improvements to the procedure used, it is proposed to take actions to publicize
the survey in advance, such as the holding of a workshop with wide participation of
companies, with the objective of attracting and motivating the participation of consumers.
With this attitude, it is believed that the percentage of participation could be improved.
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Appendix A

Following is the survey form:

1. Company name.
2. Main type of activity.
3. Average monthly demand, consumption and supply voltage.

Questions 1 to 3 aim to identify the company, its type of activity, as well as its demand,
consumption, and supply tension.

4. Opening hours of the company.
5. Number of employees of the company.

Questions 4 and 5 seek to obtain the production regime, the number of work shifts
and to identify the size of the company.

6. Types of loads and processes installed.
7. How many processes shutdowns have occurred due to voltage sags and short in-

terruptions in the last 12 months?

Questions 6 and 7 seek to know the purpose of energy use and the types of loads
installed in the industry. It also seeks to identify the number of process stops due to voltage
sag or short interruption.

8. Considering voltage sag and short interruption identify the events that have the
greatest impact (instantaneous, momentary, and temporary).

Question 8 aims to know, in a qualitative way, the interviewees’ perception regarding
process shutdowns, their frequencies and their impacts on the process and to identify the
types of most impactful events.

9. What is the critical period of the day that the occurrence of a voltage sag or short
interruption causes more losses?

10. Which equipment in your company is most sensitive to voltage sag or short inter-
ruption?

Questions 9 and 10 seek to verify, in a qualitative way, if there is a period of the day
that presents a higher frequency of voltage sag or short interruption that directly affects the
company in terms of process shutdowns. In addition, they aim to identify sensitive loads
and the interviewees’ perception of whether these loads have or not correlations with the
process shutdowns.

11. How long would it take to resume production or operation if there was an unex-
pected process shutdown?

Question 11 seeks to determine the time taken to resume the production process.

12. When there is an unexpected process shutdown due to voltage sag or short inter-
ruption, what type of damage or loss does the company have, and to what extent?

This question aims to verify whether it is possible to detail each item that makes up
the total cost of the loss according to the specifics of each industrial activity.

13. Considering a day and a period of high production, what is the estimated cost of
restarting production/operation and the loss of production/operation/billing that
your company would have in that period if there was an unexpected process shut-
down due to voltage sag and short interruption?

Question 13 is complementary to the previous one, in order to verify whether there is
also a lost profit.

14. Does the company pay overtime to employees in order to recover production or
billing losses, even to end interrupted production, due to an unexpected process
shutdown due to voltage sag and short interruption? If so, could the expenditure
on the payment of such overtime be estimated?
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This question aims to verify, in qualitative and quantitative terms, whether there is
payment of overtime to employees due to the occurrence of voltage sag and short interruption.

15. Does your company have raw material, product in process, or finished product
that would be discarded due to an unexpected process shutdown? If so, could you
estimate the cost related to these losses?

This question aims to verify, depending on the company’s activity, if there is a loss of
raw material, finished product or in processing, in addition to obtaining the associated costs.

16. Does the company have expenses for repairs and replacement of damaged equip-
ment due to an unexpected process shutdown? If so, could you estimate the cost
related to this?

Question 16 is intended to verify if there are expenses with repairs and replacement of
equipment damaged due to voltage sag and short interruption.

17. Would the company have, in addition to the factors mentioned above, any other
type of loss if an unexpected process shutdown occurred due to voltage sag and
short interruption? If so, which one? Could you estimate the cost related to this
other factor?

The question aims to verify if there is another type of cost due to an unexpected
process shutdown.

18. Does the company have procedures or equipment to monitor voltage sags and
short interruptions? If yes, detail the type of monitoring.

This question is intended to find out if the company has voltage sag or short interrup-
tion monitoring procedures or equipment.

19. What does your company do to mitigate voltage sag and short interruption? And
what is the investment for that?

This question aims to find out if the company invests in equipment to mitigate voltage
sag or short interruption.
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Abstract: In this study, we mitigated the harmonic voltage in a power system that contained the
roughing mill (RM) and finishing mill (FM) motor drives. AC/DC converter type RM drive is a
non-linear, large-capacity varying load that adversely affects power quality, e.g., a flicker, voltage
distortion, etc. The voltage drop can be compensated within a certain limit by using the proper
capacity of a power capacitor bank. In addition, the voltage distortion can be controlled as per the
guidelines of IEEE Std. 519 using the passive harmonic filter corresponding to the characteristic
harmonics of the motor drive load. The passive harmonic filter can provide an economical solution
by mitigating the harmonic distortion with a proper reactive power supply. However, at the planning
level, attention should be paid to avoid system overvoltage that is caused by the leading power
under light load conditions and also the problem of parallel resonance between the harmonic filter
and the step-down transformer. In addition, when designing the filter reactor, the K-factor and peak
voltage must be considered; the filter capacitor also requires a dielectric material that considers the
harmonic peak voltage. The purpose of this study was to acquire a better understanding of the filter
applications as well as verify the field measurement, analysis, and design of harmonic filters together
with its performance.

Keywords: converter; easy power system software; harmonic distortion; hi-pass filter; IEEE Std. 519;
passive harmonic filter; single tune filter

1. Introduction

The plate, in this paper, refers to an iron plate that is made by rolling an intermediate
slab obtained through the iron-manufacturing process or the steel-manufacturing process.
It is usually a steel plate with a thickness of at least 6 mm that is difficult to process and is
generally used in the manufacturing of ships, bridges, boiler pressure vessels, etc. Owing to
the characteristics of speed and torque control, a Ward Leonard, mercury arc, and thyristor
converter have been used in the past. In recent years, this development process has been
extended to the cyclo-converter, rectifier-pulse width modulation (PWM) inverter, and
active rectifier-PWM inverter [1].

The rolling mill for plate processing is operated in the acceleration speed, pass, and
idling modes. To satisfy these characteristics, precise control performance of constant torque
and braking characteristics are required in response to a wide speed control range and
whirlwind overload. Generally, the voltage drop and the voltage distortion of the mill motor
drive converter system reduce the output torque of the motor drive and adversely affect
the control performance. Therefore, proper reactive power compensation and harmonic
mitigation of the mill motor drive system can reduce the system losses and increase the
productivity and quality of the plate [1,2]. Figure 1 shows the power fluctuation of the mill
motor drive system. The measured apparent (S), active (P), and reactive powers (Q) of the
plate mill system are red, green, and blue, respectively.
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Harmonics generated in the power system have various adverse effects. First, the
effects of harmonics on electrical equipment are generally as follows: disturbance, in-
creased losses, extra neutral current, improper working of metering devices, resonance
problems [3,4]. In addition, the effects of harmonics on the power system are as follows:
the possibility of amplification of harmonic levels, efficiency reduction, ageing of electrical
plant components, and malfunction [4,5]. To solve these problems, various studies have
been conducted to mitigate harmonics of distribution systems using filters [6–11]. In partic-
ular, the effect is evaluated by sharing application case study on the real power system as
in this paper [12–15].

Harmonic distortion can be suppressed using two methods: a passive power and
an active power filter. A passive filter is the conventional solution to reduce harmonic
distortion [16–18]. While it is simple, a passive filter does not always respond correctly
to dynamics behavior [19]. This type of filter has been continuously developed over the
past years, and notch filter (which bypasses a specific harmonic current) and high pass
filter (which allow a large percentage of all harmonics above the corner frequency to pass
through) are typical [17,18]. With the development of power electronics (PE) technology,
active power filter has been used to mitigate harmonics. The basic principle is to use PE to
create a specific current component that cancels the harmonic current component. Active
power filter is better than passive filter in terms of technical aspects such as resonance, the
range of harmonic mitigation range, and occupied bulky space, but has a disadvantage of
being expensive [20].

In this paper, system modeling, harmonic calculation, filter design, construction, and
field measurement were performed for the steel mill power system, and the results were
evaluated based on IEEE Std. 519 [21]. Conventionally, to minimize voltage fluctuation,
SVC (static var compensator) combined with TCR (thyristor-controlled reactor) and passive
tuned filter, or STATCOM combined with PWM inverter module and high-pass filter
is used [2,22]. However, depending on the system conditions, a passive filter can be a
sufficient solution. In this case, the space required for the TCR can be saved and the power
loss on TCR can be reduced [1].

1.1. Brief Description of the Plate Mill System
1.1.1. Simplified Single Line Drawing

The outline view of the plate mill system is shown in Figure 2. As seen from Figure 2,
the short-circuit capacity (SCC) of the system at the grid side is 2500 MVA, X/R 10. On
the left portion of Figure 2, the main system loads, roughing mill (RM) TOP, and BOT are
in the form of a 5.5 MW DC motor drive with a 12-pulse thyristor rectifier. The finishing
mill (FM) TOP and BOT are in the form of an 8.8 MW synchronous motor with an injection
enhanced gate transistor (IEGT)-PWM inverter. (TOP and BOT mean motors and inverters
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located at the upper and lower side of RM and FM, respectively.) There are three 22/3.3 kV,
3 phase, 20 MVA, step-down transformers in the middle that are used for the 3.3 kV mill
line, 3.3 kV 2 pre-leveler roll (PLR) power, and 3.3 kV shear/finishing line.
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Figure 2. Simplified plate mill system single line drawing.

1.1.2. Summation of Input Data

As listed in Table 1, the SCC of the power supply utility is 2500 MVA, X/R 10, and
specifications of the step-down transformers are 154/22.9 kV, 100 MVA, and Z = 12.5%. For
RM TOP and BOT, 167% of the rating was applied considering the overload characteristics
and 107% for FM TOP and BOT. In the 3.3 kV mill line, 2PLR, and finishing line, the AC
motor, FM field, variable voltage variable frequency of the thyristor rectification and other
loads were included.

Table 1. Summation of major input data.

Clarification Description

Utility 25,000 MVA, X/R 10
Step down trans. 154 kV/22 kV, 100 MVA, Z = 12.5%

RM TOP 9.167 MW, −9.352 MVAR (167% of rating), DC motor
RM BOT 9.167 MW, −9.352 MVAR (167% of rating), DC motor
FM TOP 8.521 MW, 0.852 MVAR (107% of rating), synchronous motor
FM BOT 8.521 MW, −0.852 MVAR (107% of rating), synchronous motor

Step down trans. 22 kV/3.3 kV, 20 MVA, Z = 8%, 3 set
Mill line 3.3 kV 16.4 MW, −11.1 MVAR

(AC motor, FM field, VVVF, and others)
2PLR 3.3 kV 19.1 MW, −12.8 MVAR

(AC motor, DC motor, VVVF, and others)
Shear/finishing 3.3 kV 17.8 MW, −11.6 MVAR

(AC motor, shear, VVVF, and others)

Tables 2 and 3 list the harmonic current spectrum of the RM TOP/BOT and FM
TOP/BOT mill motor drives. RM TOP/BOT represents the typical characteristic harmonic
current of the 12-pulse thyristor rectifier, and as listed in Table 1, the reactive power
injection is also large. On the other hand, FM TOP/BOT is a PWM inverter drive with a
large capacity IEGT, and the harmonic current and reactive power injection are low.
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Table 2. Harmonic injection on RM and FM drives.

Harmonic Current Ih(A), 22 kV Bus Base

h Order RM TOP RM BOT FM TOP FM BOT

5 0 0 1.81 1.81
7 0 0 0.31 0.31
11 16.66 16.66 4.6 4.6
13 14.1 14.1 3.53 3.53
17 0 0 0.4 0.4
19 0 0 1.25 1.25
23 6.97 6.97 1.25 1.25
25 6.42 6.42 0.65 0.65
29 0 0 0.21 0.21
31 0 0 0.14 0.14
35 3.93 3.93 0.49 0.49
37 3.72 3.72 0.65 0.65
41 0 0 0.07 0.07
43 0 0 0.13 0.13
47 1.95 1.95 0.44 0.44
49 1.87 1.87 0.64 0.64

Table 3. Harmonic injection on 3.3 kV buses.

Harmonic Current Ih(A), 22 kV Bus Base

h Order Mill Line 2PLR Shear Finishing

5 40.7 152.7 149.4
7 28.1 105.5 103.2
11 20 74.8 73.2
13 12.8 48 47
17 10.5 38.4 38.5
19 6.7 25.2 24.6
23 4.2 15.7 15.4
25 3.2 11.8 11.3

2. Harmonic Filter Design

There are various effects of harmonics, such as overheating, electromagnetic noise of
wires, noise of transformers, and malfunction of power devices. In addition, it increases the
system losses and causes reliability problems [21,23,24]. A harmonic filter (HF) is a device
used to reduce the harmonic current or harmonic voltage of the system to protect the power
equipment from these problems [25,26]. HFs usually comprise capacitors, inductors, and
resistors to provide a lower impedance than the system impedance at one or more specific
frequencies as per requirement [23]. Thus, the filter can be used to lower the impedance
of the corresponding order, absorb the harmonic current of the order, and reduce the
harmonic voltage. In general, the filter tuning is set slightly lower than the corresponding
order, which allows only a positive error when determining the manufacturing error of the
filter capacitor and reactor [26,27]. Due to manufacturing error, if the tuning is at a higher
frequency than that of the corresponding order, the harmonic current of the order acts in
the leading phase, thereby increasing the harmonic voltage.

2.1. Capacitor Banks

The capacitor bank of the high-voltage system is mainly in the form of a wye connec-
tion, and it is a double wye type when the capacity is large. The neutral is classified as
grounded and ungrounded. In the case of a grounded neutral, the recovery voltage can be
significantly reduced [28]. On the other hand, there is a disadvantage that the current flows
to the ground, which can cause communication failure and ground relay malfunction. In
this study, an unground double wye connection was adopted that was easy to configure for
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open delta unbalance voltage sensing protection in a 22 kV system. For the capacitor, the
voltage rating should be determined by considering the harmonic voltage synthesis due to
the inflow of harmonic current (for reference, the VSUM of the 5th harmonic filter capacitor
was considered as 1.26 pu) and hazed polypropylene film and phenyl xylyl ethane (PXE)
oil, which have excellent performance, were used [27].

VSUM = V1pu−sys +
h

∑
h 6=1

Vhpu−sys (pu) (1)

where VSUM is the summation of the capacitor voltage in pu, V1pu−sys is the system
fundamental voltage of the capacitor expressed in pu, Vhpu−sys is the system harmonic
voltage of the capacitor expressed in pu, and h is the harmonic order.

2.2. Series Reactors

In the design of a series reactor (SR), the derating factor (DF) should be applied
considering the loss caused by the inflow of harmonic current. The DF is related to the
K-factor [23,29] and the harmonic loss factors (FHL) [30].

2.2.1. DF Using K-Factor

In the case of SR of 5th harmonic filter, the loss was 11.6 kW (the fundamental current
loss was 2.7 kW), K-factor was 38, and DF was 0.26 pu (eddy current loss was 0.08).
Compared to the case where only the fundamental current flows, this case should consider
the loss and current tolerance of 3.5 to 4.0 times.

DF =
(1 + PEC−R)(

1 + PEC−R × K f actor

) (pu) (2)

K f actor =
∑h

h=1(Ih)
2(h)2

I2
Rating

(3)

where DF is expressed as a per unit, PEC−R is the eddy current loss factor (8–12%), K f actor
is a weighting of the harmonic currents, Ih is the harmonic current of h order into the SR,
and IRating is the rating current of SR.

2.2.2. DF Using FHL

In addition, the derating can be calculated by applying the FHL instead of K-factor.
In this case, FHL was 15.91. The DF to which FHL was applied in PLL−R(0.563 pu) and
PEC−R(0.08 pu) was 0.497 pu. Compared to the former method, it shows about twice the
difference [31].

FHL =
PEC−R
PEC−O

=
∑h

h=1

(
Ih
I1

)2
(h)2

∑h
h=1

(
Ih
I1

)2 (4)

DF =
(PLL−R)

(1 + PEC−R × FHL)
(pu) (5)

PLL−R = I2
RRDC + FHLPEC−R + FHL−STRPOSL−R (6)

where PLL−R is the loss of the load, PEC−O is the measure eddy current loss of winding
under current and frequency conditions, RDC is the DC resistance, FHL−STR is the harmonic
loss factor of other stray losses of transformer winding, and POSL−R is the rated other
stray loss.
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The harmonic filter reactor loss can be calculated by the coil, core, and gap losses. (7)
shows the calculation formula for the total coil loss.

PC = ∑[I(h)2Rac(h) + Peddy(h) + Pstray(h) (7)

where PC is the total coil loss (W), I(h) is the hth harmonic current (Arms), Rac(h) is the
conductor resistance at hth (Ω), Peddy(h) is the hth eddy current loss (W), and Pstray(h) is
the hth stray loss (W).

The core loss and gap loss are strongly influenced by the harmonic order and mag-
nitude. The core and gap losses should be designed to be less than 40% and 20% of the
total coil loss, respectively. In this case, the core and gap losses are 27% and 1.05% of the
total losses, respectively. Moreover, in the design process, several parameters must be
considered. Among them, since the voltage at the point where the filter is connected is low,
saturation was not considered. In addition, inductance is determined by the cross-sectional
area of the core and the width of the air gap [27].

There are two types of cores: the iron and air core. The iron core is efficient in terms
of the installation space but has disadvantages such as magnetic saturation due to core
hysteresis characteristics, noise between core layers, and partial heat generation in steel
structures. The air core has a good stability because of its excellent linearity and low noise,
but it has disadvantages that it requires a large installation space to maintain a distance
considering the effect of the magnetic field and is vulnerable to external pollutants. In
this study, an SR with an oil-filled magnetic shield air core type was selected, which took
advantage of both these types due to the limited installation space.

2.3. Harmonic Filter System

The RM TOP/BOT and FM TOP/BOT rolling mill drives were connected to the
secondary bus of a 154/22 kV, 100 MVA transformer. From this bus, power was supplied
to the auxiliary devices such as a mill line, 2PLR, and shear/finishing line load via three
transformers (22/3.3 kV, 20 MVA). The filter banks were connected based on this main
bus, and the harmonic filter was designed to perform harmonic filtering and reactive
power compensation [32]. The total reactive power compensation capacity of the filter
was 10 MVAR and consisted of a total of 5 filter banks, including 4 single-tuned filters and
1 high-pass filter.

The reactive power compensation capacity QC, capacitance C, SR inductance L, and
quality factor Q f can be calculated, respectively, as illustrated in (8)–(12) [27,32].

C =
1
ω

QC

V2
L

(
1− 1

h2

)
(8)

L =
1
ω

V2
L

QC

h
h2 − 1

(9)

Rd = γ
V2

L
QC

h
h2 − 1

(10)

γ =
Rd

ωLh
=

Rd
Z0

(11)

Q f =
ωLh
Rs

=
Z0

Rd
(12)

where QC is the compensation capacity of the fundamental frequency, VL is the system
line voltage, C is the capacitance of the filter bank, L is the inductance of the filter bank,
Rd is the damping resistor of the high-pass filter, Z0 is the characteristic impedance, γ is
the quality factor of the high-pass filter, Rs is the resistance of the SR, and Q f is the quality
factor of the band-pass filter. Table 4 illustrates the electrical design parameters of the 5th,
7th, 11th, 13th, and 22nd HF.
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Table 4. Harmonic filter design parameters.

Description Unit 4.8th HF
Band Pass

6.8th HF
Band Pass

10.8th HF
Band Pass

12.8th HF
Band Pass

22nd
Hi-Pass

System VLL kV 22 22 22 22 22
Bank capacity kVAr 1000 1000 2500 2500 3000

Dimensional capacity kVAr 1046 1022 2522 2516 3006
Bank capacitance µF 5.24 5.36 13.58 13.62 16.41

Capacitor string voltage kV 23.01 22.49 22.19 22.14 22.05
Bank current A1 26.24 26.24 65.61 65.61 78.73

SR% reactance % 4.38 2.18 0.87 0.62 0.21
SR inductance mH 58.86 28.67 4.49 3.19 0.89
SR reactance Ω 22.19 10.81 1.69 1.2 0.34

SR ohmic resistance Ω 1.31 0.91 0.22 0.19 0.03
SR X/R ratio - 16.9 11.9 7.5 6.3 10.1

Quality factor Q - 80.9 80.8 80.9 80.6 5
Damping R Ω - - - - 37

Reactor voltage V1 582.3 283.6 110.9 78.8 26.6

2.4. Distribution Network Topology and Current Divider Hid(s)
The step-down transformer, main mill motor load, and harmonic filter banks can

be expressed as shown in Figure 3, where Hid(s) is the current divider transfer function
between the power system, and Ih(s) is the harmonic current injected from the load. Ih(s)
is calculated as in (13) [33].

Hid(s) =
Ihs(s)
Ih(s)

=
Z0

Rd
(13)

Figure 4 shows the attenuation of the filtering system as a function of the impedance
of the power system. The filtering effect was insufficient with h5 = −1.63 dB. If the 5th
harmonic had a large proportion, better results could be obtained by moving the tuning
order to h = 4.9 or increasing the capacity. The 11th, 13th, 23rd, and 25th order harmonics,
which were of primary concern, demonstrated smooth filtering performance. The transfer
function (Hid(s)) was obtained from an equivalent circuit substituted with a single phase
based on the systematic equilibrium.
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3. Easy Power System Software (ESA) Calculation Results
3.1. Without Filters

Prior to harmonic current and voltage distortion calculation, the harmonic phase angle
was assumed to be zero. Depending on the phase angle, the calculation result is drastically
changed [6], and in this paper, the worst conditions were considered.

Table 5 lists the calculation results of the ESA assuming that there are no filters and
shows the load flow, voltage distortion, and power factor. From the table it is seen that
the voltage drops for 3.3 kV mill line, 2PLR, shear, and finishing line are 5%, the voltage
distortion Vthd also exceeds both the KEPCO limits (154 kV 1.5%, 22 kV 3%) and IEEE std.
519 (PCC 22 kV 5%). Tables 6 and 7 list the current report and voltage report of the IEEE
Std. 519 [23]. From Table 6 it is seen that the harmonic current for Harmonic Number 11–16
is 5.21%, exceeding the limit of 4.5%, and for Harmonic Number 23–34 is 1.72%, exceeding
the limit of 1.5%. From Table 7 it is seen that the voltage distortion Vthd is 9.27%, exceeding
the limit of 5%, and the expected maximum individual voltage distortion exceeds the limit
of 3% and is listed as 4.72%. As shown in the simulation results to determine the planning
level, installation of the harmonic filter is indispensable to mitigate the harmonic distortion
and voltage compensation.

3.2. With Filters

Table 8 lists the results of the load flow, voltage distortion Vthd, and power factor,
assuming that the designed harmonic filter banks are connected to the 22 kV bus. The load
(S) on the 154 kV bus was reduced from 47.65 to 42.6 MVA, and the voltage phase and
voltage drop were improved on both the 22 and 3.3 kV buses. The voltage distortion Vthd
was improved from 2.24 to 0.68% based on the 154 kV bus, satisfying the KEPCO limit
of 1.5% and also the power factor was improved from 0.82 to 0.91. Tables 9 and 10 list
the current distortion and voltage distortion at the 22kV bus, the current distortion was
improved from 8.75% to 4.75%, and the Vthd improved from 9.267 to 2.819%, satisfying
both the KEPCO limit and the IEEE Std. 519 guideline.

Table 5. ESA calculation results for load flow, Vthd, and power factors without filter.

Bus Nominal
Voltage (kV)

Voltage
(pu)

Angle
(deg) Vthd (%) pf S (MVA)

154 kV 154 1.0 0.0 2.24 * 0.82 47.65
22 kV main 22 0.97 −2.8 9.27 * 0.84 46.01

RM TOP, BOT 22 0.96 −2.9 9.36 * 0.70 15.72
FM TOP, BOT 22 0.96 −2.9 9.36 * 0.99 10.28

ML 3.3 kV 3.3 0.95 * −4.2 10.23 * 0.82 6.65
2PLR 3.3 kV 3.3 0.95 * −4.4 12.75 * 0.82 7.74
S/F 3.3 kV 3.3 0.95 * −4.3 12.68 * 0.82 7.14

* violation of standards.

101



Energies 2021, 14, 2278

Table 6. ESA calculation results for IEEE Std. 519 current report without filter-1.

Harmonic Current Distortion in Percent of Plant Loading

Harmonic
Number 3–10 11–16 17–22 23–34 35–50 ITDD (%)

Odd Harmonics 4.2 5.21 * 1.08 1.72 * 0.74 * 8.75
IEEE Limits 10 4.5 4 1.5 0.7 12.00

Even Harmonics 0 0 0 0 0 0.00
IEEE Limits 2.5 1.13 1 0.38 0.17 3.00
Plant Load

kVA = 50,000
PCC

Isc/Iload = 55.0
* violation of standards.

Table 7. ESA calculation results for IEEE Std. 519 current report without filter-2.

Harmonic Voltage Distortion in Percent of PCC Base Voltage

Max Individual Vthd (%)

PCC Bus 4.720 * 9.267 *
IEEE Limits 3 5.00

PCC Base kV = 22.000
* violation of standards.

Table 8. ESA calculation results for load flow, Vthd, and power factors with filter.

Bus Nominal
Voltage (kV)

Voltage
(pu)

Angle
(deg) Vthd (%) pf S (MVA)

154 kV 154 1.0 0.0 0.68 0.91 42.60
22 kV main 22 0.98 −2.8 2.82 0.93 41.67

RM TOP, BOT 22 0.98 −2.8 2.87 0.7 15.72
FM TOP, BOT 22 0.98 −2.8 2.87 0.99 10.28

ML 3.3 kV 3.3 0.96 −4.1 3.49 0.82 6.65
2PLR 3.3 kV 3.3 0.96 −4.3 5.91 0.82 7.74
S/F 3.3 kV 3.3 0.96 −4.2 5.83 0.82 7.14

Table 9. ESA calculation results for IEEE Std. 519 current report with filter-1.

Harmonic Current Distortion in Percent of Plant Loading

Harmonic
Number 3–10 11–16 17–22 23–34 35–50 ITDD (%)

Odd Harmonics 3.58 0.88 1.06 0.16 0.13 4.75
IEEE Limits 10 4.5 4 1.5 0.7 12.00

Even Harmonics 0 0 0 0 0 0.00
IEEE Limits 2.5 1.13 1 0.38 0.17 3.00
Plant Load

kVA = 50,000
PCC

Isc/Iload = 55.0

Table 10. ESA calculation results for IEEE Std. 519 current report with filter-2.

Harmonic Voltage Distortion in Percent of PCC Base Voltage

Max Individual Vthd (%)

PCC Bus 1.484 2.819
IEEE Limits 3 5.00

PCC Base kV = 22.000
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4. Harmonic Filter Configuration and Measured Power Profile
4.1. Harmonic Filter Configuration

Figure 5 shows a part of the harmonic filter banks installed in the field. The SR and
the capacitor were located at the top, and an unbalanced voltage detector for filter bank
protection was located in between them. The 5th and 7th HFs consisted of 6 cans/banks
with a single wye 1-parallel connection, and the 11th, 13th, and 22nd HFs consisted of
12 cans/banks with a single wye 2-parallel connection. Figure 6 shows a single line diagram
of the 22nd harmonic filter bank. The unbalanced voltage detector had a discharge coil
function discharging the residual voltage in the capacitor to less than 50VDC within 5 s
after being disconnected from the system. It also detected the unbalanced voltage between
the upper and lower can groups simultaneously when an element failure occurred inside
the can [28].
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4.2. Validation of Results
4.2.1. Variations in Power and Voltage

Figure 7 shows the apparent (S), active (P), and reactive powers (Q) of the plate mill
system with and without the filter banks. From 15:53:54, 2nd June, when filter banks were
closed, the reactive power was significantly reduced, and it was slightly leading at light
loads. Without harmonic filter banks, S and P changed differently. However, it can be seen
from Figure 7 that S and P change to approximately the same values as Q decreases when
the filter is closed.
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Figure 8 shows the maximum line voltage of the 22 kV bus. By comparing the results
before and after applying the filter, the range of voltage amplitude improved from 5.3–2.3%
to 3.3–1.5%, variance from 23,434 to 6894 V, and standard deviation from 153.1 V to 83.0 V
(because of the tap adjustment of the transformer, only the voltage fluctuation depth was
considered).
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of the 5th HF was 4.8th (288 Hz), the attenuation of the simulation value was −1.63 dB, but 
in the actual measurement, V5 increased slightly. This is because the curve from the point 
of the lowest impedance to the peak impedance is steep, as shown by the green curve in 
Figure 11. To overcome this problem, the two following solutions were proposed. First, it 
could be improved by changing Q. If Q is changed from 80 to 20, as shown in the red in 
Figure 11, a relatively smooth curve is shown, and the attenuation is improved to −2.73 
dB. The other solution is to move the tuning frequency to the right. If the tuning frequency 
is considered as 4.9th (294 Hz), as shown in blue in Figure 11, the attenuation can be im-
proved by −2.71 dB. 

Figure 8. Measured Vmax for 22 kV plate mill system.

4.2.2. Voltage Distortion

Figure 9 shows the measured values of Vthd. The maximum value, average value,
and standard deviation improved from 2.60 to 1.05%, 1.78 to 0.70%, and 0.38 to 0.08%,
respectively. Contrary to the previous simulation, it showed a significant difference, and
the cause of the overall low level was due to the fact that the harmonic generation spectrum
data applied during the simulation was based on the worst case scenario. However, it was
confirmed that the tendency of the voltage distortion Vthd to improve was similar to the
previous simulation.
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Figure 9. Measured Vthd for 22 kV plate mill system.

4.2.3. Voltage Harmonic Spectrum V5, V7, V11, and V13

Figure 10 shows the measured harmonic voltage spectra V5, V7, V11, and V13. Figure 10
shows that for the major harmonic voltage V11, the size is significantly reduced from 418
to 73 V. From Figure 10, we can see that V7 and V13 are decreased from 180 to 94 V and
169 to 26 V, respectively, but V5 is increased from 170 to 194 V. When the tuning frequency
of the 5th HF was 4.8th (288 Hz), the attenuation of the simulation value was −1.63 dB,
but in the actual measurement, V5 increased slightly. This is because the curve from the
point of the lowest impedance to the peak impedance is steep, as shown by the green
curve in Figure 11. To overcome this problem, the two following solutions were proposed.
First, it could be improved by changing Q. If Q is changed from 80 to 20, as shown in the
red in Figure 11, a relatively smooth curve is shown, and the attenuation is improved to
−2.73 dB. The other solution is to move the tuning frequency to the right. If the tuning
frequency is considered as 4.9th (294 Hz), as shown in blue in Figure 11, the attenuation
can be improved by −2.71 dB.
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Figure 10. Measured Vh(5, 7, 11, 13) for 22 kV system.

4.2.4. Voltage Harmonic Spectrum V17, V19, V23, and V25

Figure 12 shows the measured harmonic voltage spectra V17, V19, V23, and V25. As
shown in Figure 12, the major harmonic voltage V23 is improved from 304 to 9 V, and V17,
V19, and V25 are decreased from 113 to 26 V, 79 to 15 V, and 255 to 8 V, respectively.
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Figure 12. Measured Vh(17, 19, 23, 25) on 22 kV system.

4.2.5. Voltage Harmonic Spectrum V29, V31, V35, and V37

Figure 13 shows the measured harmonic voltage spectra V29, V31, V35, and V37. As
shown in Figure 13, the largest harmonic voltage V37 is improved from 164 to 15 V, and
V29, V31, and V35 are decreased from 82 to 5 V, 98 to 5 V, and 119 to 9 V, respectively.
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loss 0.008 pu). The annual energy reduction is calculated as (14) based on the average load 
(40 MVA). This has the effect of reducing about 84,000$ (US) per year (reflecting Korean 
electricity bills), and it is estimated that it will take about 5.4 years to recover the invest-
ment. 0.4% × 40,000 kVA × 24 h × 365 days = 1,401,600 kWh (14) 

It is also possible to consider applying the active power filter to this system. The ac-
tive power filter does not cause parallel resonance with the system, and real-time com-
pensation of harmonics and reactive power is possible. For this, a 10 MVA step-up trans-
former with an impedance of about 1% is required, and it is reasonable to apply the dq 
transformation control method rather than the FFT control method as it can respond 
quickly to the load fluctuation characteristics. Except the cost, which is roughly twice that 
of a passive filter, an active filter is preferred. 

Figure 13. Measured Vh(29, 31, 35, 37) on 22 kV system.

4.2.6. Voltage Harmonic Spectrum V41, V43, V47, and V49

Figure 14 shows the measured harmonic voltage spectra V41, V43, V47, and V49. As
shown in Figure 14, the largest harmonic voltage V49 is improved from 160 to 16 V, and
V41, V43, and V47 are decreased from 74 to 9 V, 66 to 8 V, and 138 to 14 V, respectively.
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5. Discussion

It cannot be done without considering the economics of installing filters for harmonic
mitigation in the mill power system. The cost of this project was USD 450,000 including
switch gears and cubicles, protection relays, capacitors, series reactors, etc. The amount
of energy reduction by the filter depends on the loss characteristics of the transformer,
showing a difference of 0.4% before and after application (assume no load loss 0.001 pu,
load loss 0.008 pu). The annual energy reduction is calculated as (14) based on the average
load (40 MVA). This has the effect of reducing about 84,000$ (US) per year (reflecting
Korean electricity bills), and it is estimated that it will take about 5.4 years to recover
the investment.

0.4%× 40, 000 kVA× 24 h× 365 days = 1, 401, 600 kWh (14)

It is also possible to consider applying the active power filter to this system. The active
power filter does not cause parallel resonance with the system, and real-time compensation
of harmonics and reactive power is possible. For this, a 10 MVA step-up transformer with
an impedance of about 1% is required, and it is reasonable to apply the dq transformation
control method rather than the FFT control method as it can respond quickly to the load
fluctuation characteristics. Except the cost, which is roughly twice that of a passive filter,
an active filter is preferred.

6. Conclusions

In this study, it was confirmed that a passive harmonic filter system with an optimal
capacity in the mill motor drive system could provide an economical solution that com-
pensated for the reactive power and absorbed the harmonics simultaneously. In addition,
the following were discussed: (1) harmonic filter bank configuration parameters, (2) key
elements of the filter capacitor and SR design, and (3) attenuation of harmonic voltage by
current divider Hid(s). To verify the performances of the harmonic filter, voltage fluctuation
characteristics and harmonic voltage were also measured.

As a result of the field test, the voltage standard deviation was improved from 153.1
to 83.1 V with reactive power compensation. Excluding V5, a wide range of harmonic
voltages such as V7, V11, V13, V17, V19, V23, V25, V29, V31, V35, V37, V41, V43, V47, and
V49, decreased significantly to a satisfactory level. For V5, the Q adjustment and tuning
frequency of the filter are shown in Figure 11. Finally, this paper is expected to be helpful
in the field of harmonic filter applications.
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Abstract: The use of residual current devices (RCDs) is obligatory in many types of low-voltage
circuits. They are devices that ensure protection against electric shock in the case of indirect contact
and may ensure additional protection in the case of direct contact. For the latter purpose of protection,
only RCDs of a rated residual operating current not exceeding 30 mA are suitable. Unfortunately,
modem current-using equipment supplied via electronic converters with a pulse width modula-
tion produces earth fault currents composed of high-frequency components. Frequency of these
components may have even several dozen kHz. Such components negatively influence the RCDs’
tripping level and, hence, protection against electric shock may be ineffective. This paper presents
the results of the RCDs’ tripping test for frequencies up to 50 kHz. The results of the test have shown
that many RCDs offered on the market are not able to trip for such frequencies. Such behavior was
also noted for F-type and B-type RCDs which are recommended for the circuits of high-frequency
components. Results of the test have been related to the requirements of the standards concerning
RCDs operation. The conclusion is that these requirements are not sufficient nowadays and should
be modified. Proposals for their modification are presented.

Keywords: protection against electric shock; residual current devices; earth current; high-frequency
currents; harmonics; testing

1. Introduction

Effective protection against electric shock in modern low-voltage electrical installations
depends a lot on the proper selection, application, and operation of residual current devices
(RCDs). Analysis of provisions of the standard HD 60364-4-41 [1] shows that the highly-
sensitivity RCDs (rated residual operating current not exceeding 30 mA) are obligatory in
socket-outlets circuits up to 32 A intended for general use, mobile equipment circuits up
to 32 A for using in outdoors, and lighting circuits in premises designed to accommodate
a single household. Even wide application of RCDs is required in special installations
and locations mentioned in the 700 series of the standard HD (IEC) 60364 “Low-voltage
electrical installations”. Such widespread use of RCDs as well as utilization of electronic
equipment producing various shapes of earth fault currents prompt scientists and engineers
from many countries to focus on the operation of RCDs under waveforms different than
sinusoidal of the 50/60 Hz.

While the negative influence of the DC component of the residual current on the
operation of RCDs has been recognized a long time ago [2,3] and the solutions are widely
known [4–7], the influence of high frequencies is still being investigated. Papers [8–14]
are focused on the tripping of RCDs for higher frequencies. The conclusion is that high
frequency residual current changes the tripping threshold of RCDs and in some cases
this threshold can be many times higher than for frequency 50 Hz. Analyses and tests
presented in these papers were conducted within the relatively low frequency range—up
to 1 kHz. A remedy for negative impact of the frequency up to 1 kHz is presented in [15].
The modification of the RCD’s structure, giving stable tripping current within the range
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50 Hz–1 kHz, is described. The effect of frequencies lower than 50 Hz is conducted in
the paper [16]. Such frequencies change the tripping threshold of RCDs—for very low
frequency (e.g., 1 Hz) some RCDs may not trip at all. The impact of mixed-frequency
residual currents on RCDs tripping is examined in papers [17–19]. They conclude that high-
order harmonics may increase the tripping threshold of RCDs which can be quite dangerous
for human life. Detection and analysis of the advanced signals, including distorted residual
current generated in variable-speed drive circuits, are considered in [20,21]. It is mentioned
that a pulse width modulated residual waveform may not be detected by some types of
RCDs. A mathematical approach to the detection of distorted currents, including mixed-
frequency waveforms, is presented in [22]. However, it is only a simulative study, without
laboratory tests. Analysis of the provisions of the international standards referred to
RCDs [23–25] as well as the guide [26] show that these standards provide RCDs for higher
frequencies but only up to 1 kHz. Admittedly, the national German standard [27] provides
RCDs, which are able to react within the extended frequency range—up to 20 kHz but this
type of RCDs is not met widely. Therefore, taking into account the requirements of the
international standards as well as former research, this paper presents results of the RCDs’
tripping test at frequencies up to 50 kHz. The response of the selected RCDs for such a
wide frequency range is commented. Contrary to the previous tripping tests (usually up to
1 kHz) based on slowly raised residual current, the authors performed a test with suddenly
applied residual current of the predetermined value. Such a test reflects a more real-life
situation where exposure of the person is usually due to sudden touching of live part or
exposed-conductive part. Based on the results of the test and insufficient requirements of
the relevant international standards, modification of these requirements is proposed.

2. RCDs Construction and Normative Requirements Related to Their Tripping

The role of RCDs is the detection of the residual current which occurs in the case of
the earth fault or direct contact of a person with live parts. Commonly used RCDs are
voltage-independent and their structure is presented in Figure 1a. Elements responsible for
the detection of the residual (earth) current i∆ and the tripping are a current transformer
(CT) and an electromechanical relay (RY).
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Figure 1. Structure of residual current devices (RCDs): (a) voltage-independent (AC-type, A-type,
F-type); (b) voltage-dependent (B-type); RCD—residual current device; CT, CT1, CT2—current
transformers; EC—electronic matching system (e.g., to increase the sensitivity to the DC pulsating
waveform); EC-B—electronic system which ensures tripping especially in the case of the smooth DC
residual current; RY—relay.

RCDs may also contain an electronic matching system (EC) which is used to increase
the sensitivity of the RCD to the DC waveform or to ensure delay in tripping. If an
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RCD is dedicated specially to detect a smooth DC residual current, its construction is
more complicated (Figure 1b). Moreover, such an RCD requires an auxiliary voltage (see
Figure 1b: the EC-B unit is supplied from all live conductors).

The equivalent circuit of the example voltage-independent RCD is presented in
Figure 2. In the case of the occurrence of the residual current i∆, which is also the primary
current of the CT, the secondary current is flows through the relay RY. If the secondary cur-
rent is reaches a high enough value, the tripping of the RCD occurs (a detailed description
of the RY operation can be found in [11,17]).
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Figure 2. Equivalent circuit of the RCD: es—induced secondary voltage; i∆—residual (primary)
current; is—secondary current; C—matching capacitor; RFe—resistance representing excitation losses;
Lµ—inductance with magnetic hysteresis; Rp, Lp,—parameters (resistance and inductance) of the CT
primary winding; Rs, Ls—parameters (resistance and inductance) of the CT secondary winding; RRY,
LRY—parameters (resistance and inductance) of the relay.

From the point of view of the ability of the waveform shape detection, residual current
devices are divided into the following types: AC-type, A-type, F-type and B-type (B+ type).
Standards [23–25] indicate normalized tests in order to verify whether a particular type of
RCD has relevant sensitivity to a specified type of residual current.

AC-type RCDs ensure tripping for residual sinusoidal alternating currents (suddenly
applied or slowly rising). Sinusoidal testing current should have network frequency,
usually 50 or 60 Hz.

A-type RCDs ensure tripping for:

• waveform the same as the AC-type;
• residual pulsating direct currents (suddenly applied or slowly rising) having the

following current delay angles: 0◦, 90◦ and 135◦;
• residual pulsating direct current (current delay angle: 0◦) superimposed by smooth

direct component of 6 mA;

F-type RCDs ensure tripping for:

• waveforms the same as the A-type;
• residual pulsating direct currents superimposed by smooth direct component of

10 mA;
• mixed-frequency residual current (suddenly applied or slowly rising) intended for

circuit supplied between phase and neutral or phase and earthed middle conductor;

B-type RCDs ensure tripping for:

• waveforms the same as the F-type;
• residual sinusoidal alternating currents up to 1 kHz;
• residual alternating currents superimposed by a smooth direct current of 0.4 times the

rated residual current;
• residual pulsating direct currents superimposed by a smooth direct current of 0.4 times

the rated residual current or 10 mA, whichever has a higher value;
• residual direct currents obtained from rectifying circuits as: two-pulse bridge connec-

tion line-to-line for 2-, 3-, and 4-pole RCDs, three-pulse star connection or six-pulse
bridge connection for 3- and 4-pole RCDs;
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• residual smooth direct currents.

Residual testing currents specified for B-type RCDs may be suddenly applied or
slowly increased, independent of polarity.

RCDs of type B+ have extended ability with reference to B-type RCDs—they are
suitable for detection of residual sinusoidal alternating currents up to 20 kHz.

It is worth mentioning the definition of the mixed-frequency residual current specified
in the standard [25], provided for testing of F-type and B-type RCDs. Table 1 presents
the components (also their normative contents) of the mixed-frequency testing waveform.
These components reflect:

• Ifund—network rated frequency (usually 50 or 60 Hz);
• I1kHz—a power electronics converter switching frequency;
• I10Hz—a power electronics converter output frequency.

Table 1. Components of the mixed-frequency testing waveform used for F-type and B-type RCDs.

Components of the Waveform

Ifund I1kHz I10Hz

0.138·I∆n 0.138·I∆n 0.035·I∆n

The mixed-frequency waveform having parameters from Table 1 is presented in
Figure 3. One can see that the shape of the waveform practically does not depend on the
phase angle of the fundamental component (50 Hz).
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Figure 3. Mixed-frequency waveform composed of components presented in Table 1; phase angle of
the I1kHz and I10Hz is 0◦; phase angle of the Ifund (50 Hz) is: (a) 0◦; (b) 180◦.

The intention of the standard related to F-type RCDs is to take into account high-
frequency components which may occur in circuits containing power electronic converters
to control the power level of current-using equipment or speed of motors in variable-speed
drive circuits. In the case of the normative waveform of F-type RCDs, switching frequency
on the level only equal to 1 kHz is considered. A similar conclusion is referred to B-type
RCDs—only frequencies up to 1 kHz are considered. An analysis of the real circuits
equipped with power electronic converters indicates that the level of frequency included in
the earth fault current may be significantly higher than 1 kHz. Figure 4 depicts structure of
the example circuit (variable-speed drive circuit) producing residual currents having high-
frequency components, whereas Figure 5 presents oscillograms of the earth fault current
recorded in such a 3-phase circuit. A pulse width modulation (PWM) frequency is equal to
3 kHz. The content of the 3 kHz component depends on the fundamental (main) output
frequency which supplies a motor to obtain the desired motor speed. If the fundamental
frequency is equal to 50 Hz (upper oscillogram in Figure 5), the 50 Hz component is
the highest. However, if the motor is supplied by the fundamental output frequency of
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10 Hz (lower oscillogram in Figure 5), the component of 3 kHz is the dominating one.
Moreover, the earth current waveform contains multiples of the PWM frequency—even
around 20 kHz. The problem is even worse when the PWM frequency is very high and the
motor speed is very low. In the case presented in Figure 6, the PWM frequency is equal to
6.67 kHz and the fundamental frequency is 1 Hz. The 6.67 kHz component has become the
main component and the multiples of the PWM frequency reach almost 50 kHz.
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Figure 4. A variable-speed drive circuit producing residual currents of high-frequency components;
RCD—residual current device; i∆—residual current; PWM—pulse width modulation.
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motor terminals). The motor is supplied by frequency 1 Hz (very slow motor speed); pulse width
modulation (PWM) frequency: 6.67 kHz.

Taking into account the current requirements of standards related to waveforms to be
detected by RCDs (mainly that RCDs are tested for frequencies only up to 1 kHz), it seems
to be reasonable to perform verification of RCD’s ability for detection of residual currents
having frequency even several dozen kHz (see real waveforms in Figure 5). Therefore, the
latter part of this paper presents results of the tripping test of RCDs for frequencies up to
50 kHz as well as important practical conclusions resulting from this test.

3. Laboratory Test of RCDs
3.1. Laboratory Stand

The behavior of RCDs (AC-type, A-type, B-type, and F-type) has been verified in the
laboratory using a laboratory stand. Its generalized diagram is presented in Figure 7. The
laboratory stand is comprised of:

• a power supply of 230 V, 50 Hz responsible for powering up the generator (mixed-
frequency waveform generator); the generator can create a mixed-frequency signal
(residual current content) up to 50 kHz;

• an ammeter for the measurement of the current’s true rms value across the circuit
during the testing stage;

• a rheostat to achieve the exact value of residual current necessary to perform the test
under the specified condition (suddenly applied residual current);

• an RCD, to be tested.
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Figure 8 visualizes the waveforms composed of a mix of two different frequency
contents (as an example: 50 Hz + 1000 Hz) generated by the mixed-frequency waveform
generator. All of the waveform samples were accessed with the help of dedicated software.
During the RCDs test under mixed-frequency waveforms, such contents of fundamental

115
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component (50 Hz) and high-frequency component (500 Hz or 1000 Hz or 2000 Hz) were
applied. When the content of both components (50 Hz and 1000 Hz) is equal to 50%
(Figure 8c) the waveform shape is similar to those presented in Figure 3 (normative mixed-
frequency waveform for F-type RCDs testing). The laboratory generator was also used
to produce a pure sine waveform of frequency from 50 Hz to 50 kHz (for details see
Section 3.2). The laboratory test aims to verify the RCDs behavior within the range much
wider than the normative.
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and 1000 Hz (75%); (e) 50 Hz (10%) and 1000 Hz (90%).

3.2. Results of the Laboratory Test

RCDs having rated residual operating current I∆n = 30 mA were tested under the
suddenly applied residual current of predetermined values: I∆n; 2I∆n; 5I∆n; 8I∆n; 10I∆n and
15I∆n (i.e., 30 mA; 60 mA; 150 mA; 240 mA; 300 mA and 450 mA). Admittedly, this type of
test is less restrictive than slowly raised current but it reflects the real-life situation, where
a person touches a live part or exposed-conductive part after an insulation fault. The same
phenomenon occurs in the case of the earth fault—the earth fault current rises suddenly.
For presenting the results of the test, 10 RCDs of I∆n = 30 mA were selected as specified in
Table 2. These RCDs were selected as a representative group from 14 tested RCDs (from
7 manufacturers).

Table 2. List of the selected RCDs (I∆n = 30 mA).

Consecutive RCD Symbol/No. of the RCD Type Manufacturer
(Symbol)

1 RCD_1AC AC Man_1
2 RCD_2AC AC Man_2
3 RCD_3AC AC Man_3
4 RCD_1A A Man_1
5 RCD_2A A Man_3
6 RCD_3A A Man_4
7 RCD_1F F Man_5
8 RCD_2F F Man_6
9 RCD_1B B Man_7
10 RCD_2B B Man_6
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The first part (initial part) of the laboratory test relied on the verification of the RCDs’
tripping under the residual current composed of the fundamental frequency (50 Hz) and
one high-frequency component, consecutively 500 Hz, 1000 Hz, and 2000 Hz. This type
of waveform reflects, with some approximation, dominating components included in the
waveform specified in Table 1 (testing of F-type RCDs). However, for a broader look at the
problem of sensitivity of RCDs, the content of both the low-frequency component (50 Hz)
and the high-frequency component was changed. It is also important to underline that
for a set content of the aforementioned components, e.g., 50 Hz (10%) and 1000 Hz (90%)
the laboratory generator keeps the ratio of these components constant (here 10%/90%),
regardless of the value of the testing current I∆n, 2I∆n, 5I∆n, 8I∆n 10I∆n, or 15I∆n. For each
tested RCD, the threshold of RCDs’ sensitivity for the 50 Hz (reference value, in milliamps)
was verified. According to [23–25], for the 50 Hz sinusoidal waveform, the normative range
of the tripping threshold is (0.5–1.0)I∆n whereas for the mixed-frequency testing waveform
(Table 2) is (0.5–1.4)I∆n. Results of the initial test are presented in Figures 9–12.
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Figure 9. Tripping of the 30 mA AC-type RCD (no. RCD_1AC—symbol defined in Table 2) for wave-
form composed of the fundamental frequency (50 Hz) and high-frequency component: (a) 500 Hz;
(b) 1000 Hz; (c) 2000 Hz. Values in brackets indicate the content of the particular component;
22 mA—real tripping current for a pure sinusoidal signal of 50 Hz.
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Figure 10. Tripping of the 30 mA A-type RCD (no. RCD_1A—symbol defined in Table 2) for wave-
form composed of the fundamental frequency (50 Hz) and high-frequency component: (a) 500 Hz;
(b) 1000 Hz; (c) 2000 Hz. Values in brackets indicate the content of the particular component;
23 mA—real tripping current for a pure sinusoidal signal of 50 Hz.
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Figure 11. Tripping of the 30 mA F-type RCD (no. RCD_1F—symbol defined in Table 2) for wave-
form composed of the fundamental frequency (50 Hz) and high-frequency component: (a) 500 Hz;
(b) 1000 Hz; (c) 2000 Hz. Values in brackets indicate the content of the particular component; 20 mA—
real tripping current for a pure sinusoidal signal of 50 Hz.
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Figure 12. Tripping of the 30 mA B-type RCD (no. RCD_2B—symbol defined in Table 2) for wave-
form composed of the fundamental frequency (50 Hz) and high-frequency component: (a) 500 Hz;
(b) 1000 Hz; (c) 2000 Hz. Values in brackets indicate the content of the particular component;
21 mA—real tripping current for a pure sinusoidal signal of 50 Hz.

When comparing results for the AC-type RCD (Figure 9) and the A-type RCD (Figure 10)
one can say that their behavior (AC-type vs. A-type) is similar. Tripping of these RCDs
is possible for relatively low content of the high-frequency component (10% and 25%). In
such cases, the analyzed two RCDs (AC-type and A-type) tripped even for the testing
current equal to I∆n (30 mA), regardless of the aforementioned share of the high-frequency
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component. The content of the high-frequency component equal to 50% made the problem
for the AC-type RCD (Figure 9c) when the frequency was 2000 Hz. There was no tripping
for the testing current equal to I∆n.

For the A-type RCD, the same problem occurred in the case of frequencies 1000 Hz
and 2000 Hz (Figure 10b,c). The worst condition for RCDs tripping occurred for the highest
content of the high-frequency component (90%). In the case of a high-frequency component
of 500 Hz, the AC-type RCD (Figure 9a) tripped only for the testing current 15I∆n (450 mA).
However, for high-frequency component equal to 1000 Hz and 2000 Hz, none of the two
aforementioned RCDs reacted, even for the testing current 15I∆n.

Afterwards, while concluding the results of F-type RCD (Figure 11) and B-type RCD
(Figure 12), a moderate similarity is observed in their performance, i.e., F-type vs. B-
type. While considering the facts, it can be seen that both types of RCDs (F-type and
B-type) behaved satisfactorily during the exposure of low content of the high-frequency
component (500 Hz, 1000 Hz, 2000 Hz) i.e., 10% and 25% share. In this condition, both
RCD types reacted very well to a current of I∆n (30 mA), irrespective of the share of the
high-frequency component. However, subject to the 50% share of the high-frequency
component, F-type RCD did not trip in the case of 2000 Hz (Figure 11c) for the residual
current value of I∆n (30mA). Similarly, B-type RCD depicted the same reaction not only for
2000 Hz (Figure 12c) but also for the 500 Hz (Figure 12a) and 1000 Hz (Figure 12b). For the
next contents (75% and 90%), these RCDs (F-type and B-type) behaved slightly better than
the previously discussed RCDs (A-type and AC-type) but still not as suspected. During
75% high-frequency component share, F-type RCD did not trip on the current value of I∆n
(30 mA) in the case of 1000 Hz (Figure 11b) and 2000 Hz (Figure 11c). On the other hand,
both RCDs (F-type and B-type) remained untripped on the current value of I∆n (30 mA)
and 2I∆n (60 mA) for the rest of the circumstances having a 75% share of the high-frequency
component (Figures 11a and 12a–c).

The scenario is similar in the case of 90% high-frequency component share, i.e., no
tripping for the current of I∆n (30 mA) and 2I∆n (60 mA) (Figures 11a–c and 12a,b) except
for 2000 Hz where B-type RCD (Figure 12c) tripped only in the case of 8I∆n (240 mA), 10I∆n
(300 mA), and 15I∆n (450 mA).

The second part (main part) of the laboratory test was devoted to the verification
of the RCDs tripping under the sinusoidal residual current of the following higher fre-
quencies (consecutively): 500 Hz; 1000 Hz; 2000 Hz; 5000 Hz; 10,000 Hz; 20,000 Hz; and
50,000 Hz. Similar to the previous test, the residual current was suddenly applied and
had predetermined values: I∆n; 2I∆n; 5I∆n; 8I∆n; 10I∆n; and 15I∆n. Results of the test are
presented in Figures 13–16.
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highest content of the high-frequency component (90%). In the case of a high-frequency 
component of 500 Hz, the AC-type RCD (Figure 9a) tripped only for the testing current 
15IΔn (450 mA). However, for high-frequency component equal to 1000 Hz and 2000 Hz, 
none of the two aforementioned RCDs reacted, even for the testing current 15IΔn. 

Afterwards, while concluding the results of F-type RCD (Figure 11) and B-type RCD 
(Figure 12), a moderate similarity is observed in their performance, i.e., F-type vs. B-type. 
While considering the facts, it can be seen that both types of RCDs (F-type and B-type) 
behaved satisfactorily during the exposure of low content of the high-frequency compo-
nent (500 Hz, 1000 Hz, 2000 Hz) i.e., 10% and 25% share. In this condition, both RCD types 
reacted very well to a current of IΔn (30 mA), irrespective of the share of the high-frequency 
component. However, subject to the 50% share of the high-frequency component, F-type 
RCD did not trip in the case of 2000 Hz (Figure 11c) for the residual current value of IΔn 
(30mA). Similarly, B-type RCD depicted the same reaction not only for 2000 Hz (Figure 
12c) but also for the 500 Hz (Figure 12a) and 1000 Hz (Figure 12b). For the next contents 
(75% and 90%), these RCDs (F-type and B-type) behaved slightly better than the previ-
ously discussed RCDs (A-type and AC-type) but still not as suspected. During 75% high-
frequency component share, F-type RCD did not trip on the current value of IΔn (30 mA) 
in the case of 1000 Hz (Figure 11b) and 2000 Hz (Figure 11c). On the other hand, both 
RCDs (F-type and B-type) remained untripped on the current value of IΔn (30 mA) and 2IΔn 
(60 mA) for the rest of the circumstances having a 75% share of the high-frequency 
component (Figures 11a and 12a–c). 

The scenario is similar in the case of 90% high-frequency component share, i.e., no 
tripping for the current of IΔn (30 mA) and 2IΔn (60 mA) (Figures 11a–c and 12a,b) except 
for 2000 Hz where B-type RCD (Figure 12c) tripped only in the case of 8IΔn (240 mA), 10IΔn 
(300 mA), and 15IΔn (450 mA). 

The second part (main part) of the laboratory test was devoted to the verification of the 
RCDs tripping under the sinusoidal residual current of the following higher frequencies (con-
secutively): 500 Hz; 1000 Hz; 2000 Hz; 5000 Hz; 10,000 Hz; 20,000 Hz; and 50,000 Hz. Similar 
to the previous test, the residual current was suddenly applied and had predetermined values: 
IΔn; 2IΔn; 5IΔn; 8IΔn; 10IΔn; and 15IΔn. Results of the test are presented in Figures 13–16. 
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Figure 13. Tripping of the 30 mA AC-type RCDs for a sine waveform of the specified frequency from 50 Hz to 50 kHz:
(a) RCD_1AC; (b) RCD_2AC; (c) RCD_3AC; symbols defined in Table 2.
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Figure 14. Tripping of the 30 mA A-type RCDs for a sine waveform of the specified frequency from 50 Hz to 50 kHz:
(a) RCD_1A; (b) RCD_2A; (c) RCD_3A; symbols defined in Table 2.
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Figure 15. Tripping of the 30 mA F-type RCDs for a sine waveform of the specified frequency from 50 Hz to 50 kHz: (a) 
RCD_1F; (b) RCD_2F; symbols defined in Table 2. 
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Figure 16. Tripping of the 30 mA B-type RCDs for a sine waveform of the specified frequency from 50 Hz to 50 kHz: (a) 
RCD_1B; (b) RCD_2B; symbols defined in Table 2. 

Analysis of the results from Figure 13 enables one to conclude that AC-type RCDs 
may have various sensitivity to high-frequency residual currents. Very unfavorable be-
havior was observed for RCD_1AC (Figure 13a). Its tripping was noted only for frequency 
500 Hz and value of the residual current equal to 15IΔn = 450 mA. Clearly better behavior 
was noted for RCD_3AC (Figure 13c). Tripping of this RCD occurred even for 5 kHz but 
the value of the residual current had to be higher than 2IΔn = 60 mA. Unfortunately, fre-
quencies of the residual current 10 kHz, 20 kHz, and 50 kHz were too high to make trip-
ping of the tested AC-type RCDs, even for the value of the current 15 times higher than 
the rated residual operating current of the RCD. 
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Figure 15. Tripping of the 30 mA F-type RCDs for a sine waveform of the specified frequency from 50 Hz to 50 kHz:
(a) RCD_1F; (b) RCD_2F; symbols defined in Table 2.
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Figure 16. Tripping of the 30 mA B-type RCDs for a sine waveform of the specified frequency from 50 Hz to 50 kHz:
(a) RCD_1B; (b) RCD_2B; symbols defined in Table 2.

Analysis of the results from Figure 13 enables one to conclude that AC-type RCDs may
have various sensitivity to high-frequency residual currents. Very unfavorable behavior
was observed for RCD_1AC (Figure 13a). Its tripping was noted only for frequency 500 Hz
and value of the residual current equal to 15I∆n = 450 mA. Clearly better behavior was
noted for RCD_3AC (Figure 13c). Tripping of this RCD occurred even for 5 kHz but the
value of the residual current had to be higher than 2I∆n = 60 mA. Unfortunately, frequencies
of the residual current 10 kHz, 20 kHz, and 50 kHz were too high to make tripping of
the tested AC-type RCDs, even for the value of the current 15 times higher than the rated
residual operating current of the RCD.
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While going through the results achieved from the testing of A-type RCDs (Figure 14),
their outcomes are not very promising. It is evident that all three A-type RCDs reacted well
on the nominal frequency, i.e., 50 Hz. Afterwards, RCD_1A (Figure 14a) did not show any
reaction on the rest of the frequencies (500 Hz, 1 kHz, 2 kHz, 5 kHz, 10 kHz, 20 kHz, and
50 kHz). A similar reaction was witnessed in the case of RCD_2A (Figure 14b), where the
A-type RCD could not trip at all except for the frequency of 500 Hz but only for the highest
residual current value, i.e., 15I∆n (450 mA). Likewise, an identical outcome was experienced
for the RCD_3A (Figure 14c), where RCD_3A tripped for the frequency values of 500 Hz,
1 kHz, and 2 kHz but only at the highest residual current value which is 15I∆n (450 mA).
Apart from that, unfortunately, RCD_3A failed to trip on the rest of the higher frequencies.

Figure 15 states the results achieved from the testing of F-type RCDs. The results
again are not very favorable. Although the F-type RCDs are supposed to perform well
on the higher frequencies, contrary to this, RCD_1F (Figure 15a) only tripped typically
on the nominal frequency (50 Hz). During testing of higher frequencies, for 500 Hz, this
RCD failed to trip at the residual current values of I∆n, 2I∆n, 5I∆n, and for 1 kHz it only
reacted for the residual current value equal to 15I∆n. Beyond this point, RCD_1F remained
untripped even for the highest residual current of 15I∆n. For the RCD_2F (Figure 15b), the
reaction was identical for nominal frequency but for 500 Hz the RCD_2F did not react for
the residual current values of I∆n, 2I∆n, whereas, in the case of 1 kHz, RCD_2F tripped
only beyond the residual current value of 5I∆n. For the higher frequencies (5 kHz, 10 kHz,
20 kHz, and 50 kHz), RCD_2F showed negative results and did not trip at any of the
residual current value (Figure 15b).

Figure 16 depicts the results for the most advanced RCDs—B-type RCDs. They are
considered typically for higher frequency purpose but only up to 1 kHz, according to [25].
Starting from the nominal frequency (50 Hz), both RCD_1B (Figure 16a) and RCD_2B
(Figure 16b) performed well. At the threshold of 500 Hz both RCDs did not react at the
residual current value of I∆n and 2I∆n. For 1 kHz, both RCDs (RCD_1B and RCD_2B)
tripped only above the residual current value of 5I∆n. Moving to the higher frequency of
2 kHz, unfortunately, both B-type RCDs only showed tripping just for the highest value of
the residual current (15I∆n). Past this point, for frequencies 5 kHz, 10 kHz, 20 kHz, and
50 kHz, RCD_1B as well as RCD_2B did not react to the testing residual currents.

4. Discussion: Summary of the Test; Proposed Changes in Standards

Residual current devices’ usage has been made obligatory not only from the modern
domestic point of view but as well as for industrial purposes. The principal objective of this
device is protection against electric shock in the case of either direct or indirect contact. The
most challenging situation for such devices is when they are exposed to residual currents
containing high-frequency contents. Under such circumstances this device may not be able
to trip at the expected threshold and, therefore protection against electric shock may not be
ensured. RCDs in this research were subjected to two different test categories. The first
stage of the test included a mixed-frequency signal (nominal frequency + high-frequency
component) and the reaction of the RCDs was quite unsatisfactory. In this initial testing
stage, all types of RCDs (AC-type, A-type, F-type, and B-type) demonstrated tripping for
the lowest testing current (I∆n) only when the high-frequency content share was low, which
means 10% or 25%. Once the high-frequency content was raised to 50% and beyond (75%
or 90%), the RCD’s tripping threshold moved to higher values or no tripping occurred
(Figures 9–12). Furthermore, in the second testing stage, RCDs were exposed to high-
frequency sinusoidal residual current. Again, the behavior of RCDs was unexpected as one
of the AC-type RCD (Figure 13c) performed well enough, although the AC-type RCD is
not dedicated for higher frequencies. As far as the other types are concerned, B-type and
F-type RCDs functioned unsatisfactorily for higher frequencies and did not even respond
to the very high residual current value (15I∆n).

Regarding the risk of harmful effects of the electric shock, it should be commented
that, according to IEC 60479-2 [28], the threshold of perception, the threshold of let-go
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and the threshold of ventricular fibrillation move to higher values when a high-frequency
current flows. The most important is the last threshold (fibrillation effect) and it is the
most-dependent on frequency. Analyzing provisions of the [25,28], it can be indicated that
for the frequency equal to 400 Hz, the threshold of ventricular fibrillation is around 6 times
higher than at the 50 Hz (i.e., one may assume 30 mA for 50 Hz but 6 × 30 mA = 180 mA for
400 Hz). For the frequency equal to 1000 Hz, this threshold changes 14 times (analogically:
14 × 30 mA = 420 mA). What is more, the standard [28] informs that for a mixed-frequency
signal, the ventricular fibrillation hazard may be estimated (a rough approximation) as
equivalent to the hazard caused by a pure sinusoidal current Iev-sin having the fundamental
frequency with an amplitude equivalent to the quadratic summation of all component am-
plitudes Ih individually affected by the appropriate frequency factor Ffactor (e.g., Ffactor = 6
for 400 Hz and Ffactor = 14 for 1000 Hz):

Iev−sin =

√√√√ n

∑
h=1

(
Ih

Ffactor,h

)2
(1)

Therefore, in terms of the ventricular fibrillation, high-frequency currents are less
dangerous for persons than a current having frequency equal to 50 Hz. This phenomenon
(tripping characteristic vs. the threshold of ventricular fibrillation) is utilized by some
manufacturers of 30 mA B-type RCDs. The standard [25], in provisions dedicated only to
B-type RCDs, specifies residual operating current I∆nf for two higher frequencies: 400 Hz
(I∆nf = 6I∆n) and 1000 Hz (I∆nf = 14I∆n), where I∆n is a rated residual operating current
for the nominal frequency (50 Hz). It is confirmation of the aforementioned comment
related to the effect of high-frequency current on persons—the values of the residual
operating current correspond to the threshold of ventricular fibrillation. In practice, such
an increase of the tripping threshold is acceptable only for RCDs having I∆n ≤ 30 mA for
50 Hz. Unfortunately, the standard [25] indicates the increase of the residual operating
current only up to 1 kHz, what is insufficient nowadays. Moreover, standards do not
differentiate thermal effect (the dissipated power in the human body) of the 50 Hz current
vs. high-frequency currents—it is assumed to be approximately constant.

Results obtained within the frame of this research indicate a need to extend provisions
of standards related to RCDs performance and tests. Normative test of B-type RCDs up to
only 1 kHz is insufficient nowadays. Similarly, a mixed-frequency testing waveform having
the high-frequency component 1 kHz (normative testing of F-type and B-type RCDs) is
also insufficient. Contemporary installations comprising power electronics converters
may produce harmonics of a level equal to several dozen kHz (see Figures 5 and 6). It is
proposed to move the value of the aforementioned normative high-frequency component
from 1 kHz to at least 10 kHz. It is also recommended to introduce a new type of RCDs,
which could ensure stable tripping up to 50 kHz (alternatively 150 kHz; upper limit of
supraharmonics—taking into account fast development and wide use of power electronics
converters). These proposed modifications must be respected by RCDs’ manufacturers.

With reference to the improvement of the construction of RCDs (from the point of
view of the high frequency), special attention should be given to the current transformer
CT of the RCD, its relay RY, and the optional electronic matching system EC (Figure 2).
Parameters of the aforementioned elements should be selected, coordinated, and verified
for the expected operating frequency range.

5. Conclusions

Research conducted by the authors and its results presented in this paper show that
there is a strong effect of frequency on the tripping threshold of RCDs. While up to 1 kHz
the tripping of RCDs was noted, for frequencies 5 kHz, 10 kHz, 20 kHz, and 50 kHz there
were no RCDs reactions to the test currents (except one AC-type RCD reacting to the
5 kHz), even 15 times higher than the rated residual current of the RCD. What is worse,
unfavorable behavior was noted also for F-type and B-type RCDs, which are dedicated to
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circuits having earth fault current with harmonics. No tripping of F-type and B-type RCDs
for frequencies at levels of a few or several dozen kHz is due to the current state of the
normative requirements. International standards require tests for frequencies not higher
than 1 kHz—RCDs have to react only to this level of frequency. In the light of the switching
frequency used in modern power electronics converters, such a level of testing frequency
(1 kHz) seems to be insufficient. Therefore, it is proposed to raise the threshold of the
normative testing current from 1 kHz to at least 10 kHz. For special applications, a separate
type of RCDs is recommended to be provided. RCDs of the special type (frequency-proof)
should be able to trip for frequencies up to 50 kHz.
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Abstract: The paper proposes a solution for the problem of optimizing medium voltage power
systems which supply, among others, nonlinear loads. It is focused on decision tree (DT) application
for the sizing and allocation of active power filters (APFs), which are the most effective means of
power quality improvement. Propositions of some DT strategies followed by the results have been
described in the paper. On the basis of an example of a medium-voltage network, an analysis of the
selection of the number and allocation of active power filters was carried out in terms of minimizing
losses and costs keeping under control voltage total harmonic distortion (THD) coefficients in the
network nodes. The presented example shows that decision trees allow for the selection of the
optimal solution, depending on assumed limitations, expected effects, and costs.

Keywords: power quality; active power filters; decision trees; power losses; optimization; modeling
and simulation; frequency domain

1. Introduction

These days, when we observe rapid technological progress and constantly increasing
energy consumption, it is necessary to pay attention to responsible energy utilization. Elec-
trical energy supply, especially in highly developed regions, is achieved through energy
transmission. The concept of alternating current (AC) power systems, which was assumed
many years ago, makes the monitoring of some power quality indices below limits neces-
sary. It is more and more challenging as the number of loads having a negative influence on
these indices increases. The distortion of voltage and current waveforms, which is caused
by nonlinear loads and manifests itself through higher harmonics, belongs to the most
important power quality parameters, and it is expressed by the total harmonic distortion
(THD) coefficient. The higher harmonic elimination and, thereby, THD minimization is a
basic task given to power quality improvement systems.

The placement of compensation devices, including active power filters (APFs), in
power networks is one of the key factors in successful power quality improvement not
only from the technical but also from the economical point of view. In many cases, filters
have to be applied in complex and large power networks with several nonlinear loads and
a significant number of nodes. Among these nodes there are numerous ones to which APFs
or other devices ensuring high power quality can be connected. Thus, a system designer
has to be able to solve an optimization problem that consists in location of the devices
ensuring, among others, effective higher harmonic elimination while keeping the solution
costs under control.

The optimization of passive and active power filter parameters and location in power
systems is a common problem among researchers all over the world due to its crucial role
in the attainment of power quality goals. There are many propositions of solutions based
on diverse optimization methods that implement classical algorithms or try to develop
problem specific ones. The proposed solutions differ in complexity, universality, and most
of all the degree to which practical aspects of implementation of power quality systems
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have been taken into account. The simplest approach to filter location is just the iterative
examination of power quality improvement obtained when installing it in successive nodes
one by one [1]. The best solution is chosen by comparison of the results. Such an approach
can be extended to more sophisticated forms based on the adaptive step presented recently
in [2]. The proposed algorithm uses a decision tree and achieves an excellent harmonic
suppression effect for an exemplary circuit using less number and capacity of APFs when
compared with a solution calculated by a traditional method [2]. This paper also follows
this direction in the research aimed at optimal APF location and sizing. In the past, many
approaches have been proposed for solution of the problem under consideration. The
advanced solutions have been based on complex optimization algorithms, e.g., ant colony
system [3], modified harmony search algorithm [4], whale optimization algorithm [5],
gray wolf optimizer [6], and bacterial foraging optimization algorithm [7]. Nevertheless,
the most popular approaches are based on genetic algorithms [8–11] and particle swarm
optimization [12–14].

Among optimization goals, one can find a minimization of the power losses [15–17],
which has been used also in this paper along with an economic criterion expressed by the
relative cost of the solution. The distinctive feature of this paper is minimization of the
power losses caused by the higher harmonics in all system elements (mainly electric cables
and transformers). Such an approach is especially efficient in relatively small networks
working with little power margin and, thus, exposed to overloads or replacements of main
and expensive components, e.g., transformers. The size of the network encouraged us
to check the performance of decision trees as a tool for APF location and sizing. So far,
decision trees in the field of power systems have been applied to:

• optimal phasor measurement unit (PMU) placement for voltage security assess-
ment [18,19], including power system islanding identification [20] and line outage
detection [21–23]—fast and direct measurement results by PMUs combined with
decision trees gives more time for corrective or preventive actions;

• classification and detection of power line faults [24–26];
• detection of power system problems, including power quality disturbances [27], active

power imbalance [28], voltage stability margin [29], and nontechnical losses [30,31];
• fault location in power distribution systems [32–34];
• optimal planning of storage in power systems integrated with wind power genera-

tion [35];
• decision-making in single-device cases [36] as well as in global power plant opera-

tion [37].

Thus, decision trees are widely used in power systems—they belong to the 10 major
machine learning models frequently used in power systems [38]. However, literature
overview has revealed no evidence regarding the application of decision trees to solve
the problem under consideration, i.e., APF location. The only similar research includes
application of decision trees for the determination of optimal location and rate of series
compensation to increase power system loading margin [39]. The paper [39] is focused
on series compensation of transmission lines, which is one of the most effective means to
increase the loading margin of an interconnected power system. It includes a proposition
of methodology for the identification of the critical transmission lines and their proper
compensation rate with respect to voltage stability using decision trees. It must be stressed
that the application of decision trees in various areas resulted in several descendant meth-
ods, for example, random forest [40] and gradient boosted trees [41]. The random forest,
as a technique consisting in the aggregation of a large number of decision trees, is usually
regarded as a black-box algorithm due to the large number of trees. Gradient-boosted trees
represent another approach, which belongs to the so called “ensemble methods” based
on more than one decision tree. Such methods are especially useful in solving large-scale
problems. They have also been applied in power systems, for example, in the building
load model [42]. In this paper, due to the scale of the problem and its type, which is
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optimization rather than classification or prediction, a classical form of the decision tree
algorithm was used.

In this paper, the authors proposed decision trees as an algorithm to solve the problem
of APF location in medium voltage networks. For a given test system and two goal
functions, the results have been compared with the global optimum obtained by the brute
force algorithm. The paper consists of three sections with an introduction. Section 2
is devoted to APF optimum sizing and location, and it includes the definitions of goal
functions as well as the description of the brute force and decision tree algorithms. Section 3
includes the description of the test system and optimization results for brute force and
decision tree algorithms. Sections 4 and 5 present the result discussion and conclusions.

2. Optimization Problem Definitions and Solution Algorithms
2.1. Goal Functions

This paper proposes optimization of APF placement in power systems based on two
different goal functions. The general denotation, Rk, has been introduced in order to
formalize goal function descriptions, where Rk is k-th element of a set of all possible APF
configurations. It specifies the placement of each APF in the discussed power system in
relation to the list of all APFs denoted by K.

Rk = [s1 s2 · · · si], (1)

where

si—state of the APF in i-th node (1—APF placed, 0—no APF),
for all APF list K = [n1 n2 · · · ni], where ni—denotation of i-th APF.

Along with the goal functions, all optimization processes take into account the maxi-
mum value of voltage total harmonic distortion coefficient (THDV) factor occurring in the
system. A maximum allowed THDV level of 5% has been assumed for all optimization
methods presented in this paper.

2.1.1. Power Losses Criterion

The first implemented goal function is related to criterion of active power losses in
system elements:

min
x

F1(x) : min
Rk

M

∑
m=1

Pm, (2)

where

m—number of power system elements in which power losses occur (transformers, lines,
coils, etc.), m = 1, 2, . . . , M.
Pm—power losses of m-th element.
x—independent variable of the goal function that is subjected to minimization.

The minimization of F1 function allows reduction of power losses related not only
with harmonics but also with reactive power in all system elements excluding loads. Due
to the fact that even with full compensation, loads require power transfer, F1 cannot be
reduced completely to 0.

2.1.2. Cost Criterion

Application of the dispersed power quality improvement system is related with
the necessity of considering many possible solutions that rely on the placement of at
least several APFs. For such an approach, economic criterion is of high importance. A
fundamental factor influencing the costs of a solution consists of a set of rated parameters
of used APFs and results from conditions imposed by the power system. On the grounds
of market recon, public information provided by APF producers and literature overview, a
nonlinear function of APF price has been presented below. It was scaled in order to indicate
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price relative to the most expensive APF. The bar graph of APF relative cost depending on
the range of rated current has been shown in Figure 1.
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Figure 1. Bar graph of exemplary relative costs of active power filters (APFs) depending on their
rated current.

The cost criterion has been described formally through F2 goal function, formulated
as follows:

min
x

F2(x) : min
Rk

N

∑
i=1

p
(∣∣∣Ik

i

∣∣∣
)

, (3)

where

p(·)—function assigning the cost to i-th APF depending on its RMS current value,
i—APF number, i = 1, 2, . . . , N,∣∣∣Ik

i

∣∣∣—RMS current of i-th APF, calculated as:

∣∣∣Ik
i

∣∣∣ =

√√√√ H

∑
h=1

∣∣Ik
ih

∣∣2, (4)

where∣∣∣Ik
ih

∣∣∣—RMS current of h-th harmonic of i-th APF,

h—harmonic number, h = 1, 2, . . . , H.

2.2. Brute Force Algorithm

The problem of APF sizing and allocation has been solved using a brute force (BF)
algorithm, which due to computation times is especially useful in the case of small-scale
problems. In this paper, the BF algorithm allows us to find all solutions, including the
global minimum, and evaluate the quality of solutions obtained by the decision tree (DT)
algorithm. The block diagram of the BF algorithm has been presented in Figure 2.
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The BF algorithm is very straightforward and consists in checking every combination
representing in our case different allocations of APFs in the power system. If the power
system has n nodes (the number of nodes in which APFs can be connected, not the total
number of nodes), the number of k-combinations is equal to the binomial coefficient:

Ck
n =

(
n
k

)
=

n!
k!(n − k)!

. (5)

In successive steps of the BF algorithm, values of the given goal function (2) or (3)
are calculated. The algorithm can be terminated before analyzing all combinations if the
goal function value drops below the assumed threshold value—in this case there is no
guarantee that the global minimum has been reached. Otherwise, it is terminated if all
combinations have been checked. Afterward, the best solution is chosen.

2.3. Optimization with Decision Trees

The application of decision trees is the most popular in classification problems in
which an algorithm uses a set of features that can be checked one by one. Such a method is
efficient and allows the effective solving of similar issues. However, classification problems
are not the only one class of problems that can be addressed with decision trees, and this
method can be also applied in general combinatorial optimization. This paper proposes
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a solution for the application of decision trees in the optimization of APF placement in
power systems. Such an issue can be formulated as the problem of deciding where APFs
should be placed in order to get the best possible results in terms of previously defined
goal functions.

An implemented decision tree algorithm works iteratively by checking which step
should be taken next in order to reduce the current value of the minimized goal function.
The APF combination through which the algorithm passes is coded in a vector representing
the state of each APF (1).

The algorithm operation begins with a state in which only one APF is placed in the
power system, on a previously defined starting position. In the next steps, the algorithm
makes a decision whether the current APF should be moved to the next or the previous
node from Rk vector or whether it should remain in the current position and another
one should be placed additionally. There is also a possibility to terminate the decision
tree’s operation if any of the aforementioned options does not provide a better outcome.
The criterion of the decision-making process can be formulated through the difference
between the current value of the goal function and a value that could be reached by each
possible decision:

min(∆ f+, ∆ f−, ∆ fadd, ∆ f0) (6)

where

∆ f+—difference between goal function values for the current state and a state after moving
the APF to the next node,
∆ f−—difference between goal function values for the current state and a state after moving
the APF to the previous node,
∆ fadd—difference between goal function values for the current state and a state after adding
a new APF, modified by the correctional coefficient, Wcorr,
∆ f0—zero value connected with staying in the current state.

In order to keep the balance between the advantages and disadvantages of adding a
new APF, the decision tree algorithm was also fitted with a correctional coefficient, Wcorr,
which allows the regulation of how many times benefits from adding a new APF should be
higher than benefits from moving it in order to make such a decision. With appropriate
configuration, this coefficient prevents a cost increase, which would occur due to the
tendency for adding new APFs in each step while reducing power losses.

The schematic of the recurring element of the decision tree has been presented in
Figure 3. The components of this diagram can only be modified in border cases related to
reaching the maximum allowed number of APFs, or the lack of movement possibilities—in
all other cases, the structure repeats itself until the termination of the algorithm. Such
conditions, limiting decision tree’s options, include also the THDV value. The whole
optimization process is related to improving power quality quantities such as THDV along
with the minimized function. In order to guarantee such improvement, only solutions that
result in a THDV value below 5% can be accepted. The decision tree can only terminate its
action if the THDV is below this level, otherwise it continues its search.
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3. Optimization Results
3.1. Test System

In this paper, a test system was adopted based on the power supply scheme of an
extended ski station. The data on the system and its topology have been taken from
the documentation of the PCFLO simulation software [43] and are often used in other
papers [9,44,45]. The advantages of the selected test system are its complexity, the presence
of nonlinear loads, access to complete information on its components, and medium voltage
for which there are technical solutions of APF systems. The diagram of the system with
marked potential connection points of active power filters is presented in Figure 4.

It should be noted that despite the series connection of APFs (F1–F14) in the test power
system, the APF itself is constructed as parallel, based on a current-controlled current
source (Figure 5). The nonlinear loads in the presented system are six pulse rectifiers,
which are the cause of current and voltage waveform distortions in the entire circuit. The
modeling and simulation software based on the iterative method in the frequency domain
described in [46] was used for calculations. In this case, a simple, without losses, ideal
model of the active power filter was used in the simulations (Figure 5).

Table 1 summarizes the voltage total harmonic distortion coefficients (THDVs) for
all nodes and the current total harmonic distortion coefficients (THDIs) for all lines of the
analyzed system in the case without APFs.
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Table 1. Values of voltage total harmonic distortion coefficients (THDVs) for all voltage nodes and
current total harmonic distortion coefficients (THDIs) for all line currents.

Node Name Node Number THDV, % Line THDI, %
Sub 12.47 kV 1 11.3 20-1 11.0
Near Sub S 2 11.4 1-2 11.0
Near Sub N 3 11.4 1-3 11.0

PBS 4 11.7 2-4 10.9
PBN 5 11.7 3-5 10.9
Base 6 11.9 4-6 12.2
Star 7 12.4 5-6 12.2

Wilderness 8 12.5 6-7 22.3
Dorsey 9 12.4 6-9 19.3
Taylor 10 12.4 7-16 3.4
Longs 11 12.5 7-15 30.7
Apollo 12 13.1 7-8 16.7
Jupiter 13 12.8 8-9 40.2

WipeOut 14 12.7 8-14 32.8
BigBoss 15 13.0 8-13 23.0

Shop 16 12.4 13-12 29.7
Sub 138 kV 20 3.3 9-10 6.9

10-11 6.1

As can be seen in Table 1, the THDV and THDI values are significant and can poten-
tially cause power losses and power quality problems in the analyzed system. Distortion is
also visible in the transformer current and voltage waveforms, which have been shown in
Figures 6 and 7, respectively. The voltage waveform shows instantaneous voltage drops,
which increase the THD coefficient. These drops are due to the high steepness of the
transformer output current. The oscillations around these drops result directly from the
used model of nonlinear receivers and the simulation method in the frequency domain.
The presented waveforms are a combination of a finite number of harmonics obtained as a
result of simulations and not measured waveforms.
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Figure 7. Voltage waveform of the secondary side of the transformer in the analyzed system.

3.2. Brute Force Results

As a part of the work, optimization by means of the brute force method was carried
out in order to compare results with those of the proposed method based on decision
trees. The obtained results have been analyzed and presented below. The first aspect
related to the operation of the algorithm is the calculation time, which in the case of the
complete solution set search method may be long enough to prevent the efficient use of the
software. Along with the increase in the number of possible cases according to Equation (5),
the time needed to analyze all the combinations increased. Figure 8 presents both the
aforementioned quantities as a function of the number of APFs, the arrangement of which
was optimized. The obtained results confirm that such an approach, when applied to
complex problems, despite its high effectiveness, may not be the optimal choice.
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Table 2 contains the APF connection cases, which were selected by the software as
the best in terms of minimizing each of the considered goal functions with the limitation
related to the maximum THDV coefficient. From these data, it can be seen that the best
solutions for a small number of APFs are in most cases the solutions for a larger number
of APFs.
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Table 2. List of cases meeting the minimum criterion of the analyzed goal functions, taking into
account the assumed maximum of THDVs.

APF Numbers
Number of APFs

For a Minimum of F1

1 2
2 3 10
3 2 8 10
4 3 5 8 10
5 2 6 8 10 11
6 2 3 4 8 10 13
7 1 2 4 6 8 10 11

For a Minimum of F2

1 1
2 4 10
3 4 10 13
4 4 8 10 12
5 4 8 9 10 14
6 2 3 4 8 10 13
7 4 7 8 9 10 12 13

The impact of placing subsequent APFs on the values achieved by the individual goal
functions in the cases selected as optimal was also analyzed. The results were presented
for the group with the limitation resulting from the maximum allowable THDV level.
The results of this analysis have been shown in Figure 9. For the goal function F1, the
increase in the number of APFs results in a clear decrease in power losses, which is natural
and results directly from the concept of an APF, i.e., harmonic reduction and reactive
power compensation. In the case of the goal function F2, the relative value (related to
the maximum APF cost) was used. With the assumption of limiting the THDV factor, the
minimum costs for the case with two APFs is visible. Reaching the required maximum
THDV in the system is, therefore, the most cost effective when using two APFs. Any other
solution is more expensive.
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Figure 9. Values of the goal functions depending on the number of optimally placed APFs; (a) for F1;
(b) for F2.

All the results obtained by applying the brute force algorithm, even before the analysis
in terms of finding the minimum for the individual goal functions, are in the form of a set
of values of these functions associated with each possible solution. For a larger number of
APFs, the number of cases is so large that the graphical representation becomes unclear,
therefore an example bar graph of the maximum THDV value in the system for selecting
the position of only two APFs has been presented below (Figure 10). This graph shows
how large the variability of the maximum THDV is for the analyzed cases.
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Figure 10. Bar chart of the maximum THDV value among all network nodes for the allocation of
two APFs.

In order to illustrate the results from a wider perspective, for the case of three APFs in
the system, all feasible solutions have been presented in Figure 11. As can be read, for 191
solutions out of 364 (see Figure 8) the constraint on the THDV coefficient (less or equal 5%)
is fulfilled. Moreover, the Pareto frontier includes five solutions for which the objective
functions given by (2) and (3) take approximately the values between 102 and 112 kW for
F1 and between 0.30 and 0.60 for F2. These solutions are optimal in the Pareto sense and the
choice of the one to be implemented depends on other aspects, e.g., easier APF allocation
in some nodes or long-term financial analysis. Therefore, selection of the optimum solution
can vary among decision-makers because it is based on their preferences and criteria.
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Figure 11. Objective function values for all feasible solutions in the case of three APFs installed in
the system (MTHDV—number of feasible solutions, MNP—number of noninferior points).

All solutions for three APFs presented in Figure 12 allow us to have a deeper insight
into this example. The Pareto frontier in such a case consists of eight points representing
the optimum solutions for the unconstrained problem. The feasible points presented in
Figure 11, for which THDV ≤ 5%, have been also marked out in Figure 12. The same data
have been presented in 3D space in Figure 13.
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3.3. Decision Tree Results

Optimization with the decision tree algorithm is challenging considering how complex
the hierarchical structure of the power system is. The first factor affecting the decision-
making process is the algorithm’s starting point. The decision tree is highly sensitive to
the choice of the starting point because it determines the position of the first APFs that
are going to be checked. Consequently, different parts of the simulated power system
can be examined at the beginning. The mentioned problem is only a specific case of the
more general issue of arrangement of APF combination in a single solution vector, Rk. In
a particular case, it only results in the change of the starting point. Considering the high
importance of APF arrangement, and therefore the algorithm’s route, different strategies of
its setup have been examined. The optimization has been conducted for both F1 and F2
goal functions with differences between routes that arise from different methods of sorting
the APFs in Rk vector. The research assumes three sorting strategies: by node THDV
value (descending), by APF current value (ascending), and by APF number (descending).
Another factor differentiating tested routes is the Wcorr coefficient, which has been included
and excluded in turns, for the consecutive algorithm workflows. The results for all tested
approaches have been presented in Table 3.

Table 3. List of route parameters and results of the decision tree algorithm applied for F1 and F2 minimization.

Index Minimized
Function

Route
Sorted by Wcorr F1, kW F2

Calculation
Time, s

APF
Number

Number of Installed
APFs

A F1 THDV Yes 111.8 0.32 1.4 3 10, 7, 11
B F1 THDV No 100.4 0.69 1.3 7 8, 10, 7, 11, 9, 6, 3

C F1
Number of

APF Yes 103.0 0.46 1.4 3 10, 7, 3

D F1
Number of

APF No 99.4 1.23 4.3 14 14, 13, 12, 11, 10, 9, 8, 7, 6,
5, 4, 3, 2, 1

E F2 THDV Both 111.8 0.32 0.7 3 10, 7, 11

F F2
Number of

APF Both 105.6 0.54 2.1 6 13, 12, 11, 10, 9, 8

G F1 Current Yes 108.7 0.40 1.3 4 13, 10, 11, 7

H F1 Current No 99.4 1.15 3.9 13 12, 14, 9, 13, 6, 8, 10, 11, 7,
5, 4, 1, 2

I F2 Current Both 110.1 0.54 2.2 6 14, 9, 13, 6, 8, 10
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As presented, different routes result in a different number of placed APFs and op-
timization efficiency. The application of this method highly reduces computation time
in comparison to the brute force algorithm. The calculation time mostly depends on the
number of steps taken by the decision tree, because in each step, before the decision, the
algorithm repeats simulation the same number of times. The only exceptions occur if the
algorithm encounters a position where the number of possible choices is limited, and in
that case, there is no need for repeating the simulation for every option.

Figures 14 and 15 present THDV, F1, and F2 values for each step of the decision tree
algorithm. Results were grouped in such a way that each axis contains a representation
of routes differing from each other only by presence of the Wcorr coefficient. Figure 14
shows routes for F1 minimization and Figure 15 for F2 minimization. In the case of F1,
every solution shows a clear tendency of reducing power losses in the system for each step
taken. This effect is connected with placing additional APFs or with moving APFs to better
positions. The requirement of reducing the THDV coefficient below 5% level enforces
placing more than one APF, which consequently raises the cost of the solution. It is worth
stressing that the THDV limitation requirement also causes the algorithm to increase the
cost of the solution by placing another APF even during F2 minimization. The reduction of
costs can only be achieved and is visible in cases when the THDV requirements are met.
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The decision tree algorithm is much faster compared to the brute force algorithm,
especially for complex systems, but computation speed is achieved at the price of reduced
quality of optimization. Although the decision tree provides results close to globally
optimal (see DT solutions in Figure 12), it does not guarantee finding them exactly. Final
optimized values of F1 and F2 functions for each route, along with the number of placed
APFs required for obtaining them, have been presented in Figure 16. As shown, there are
solutions that reduce the goal functions highly, but in order to accomplish that effect, a
large number of APFs have to be placed in the system. On the other hand, solutions that
minimize the goal functions similarly can be found. In this case, the number of required
APFs is significantly smaller.
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Figure 16. Optimized values of F1 and F2 functions for each route A–H (Table 3) along with the
number of placed APFs required for obtaining them.

From the set of all examined routes, two examples were chosen in order to provide
a more detailed analysis of the decision tree algorithm workflow. The chosen C and E
routes are the best compromise between the number of APFs and the goal function values.
Each step and the decision made by the algorithm for those routes have been presented
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in Table 4. Additionally, all steps taken by the decision tree have been also superimposed
graphically on the power system schematic in Figure 17. Both ways of presenting the data
provide a clear view on the capabilities of the decision tree algorithm implementation.
Although C and E routes result in placing three APFs, they vary by APF sorting method
and final results. The different sorting also causes E route to turn around at some point
in order to examine a previously checked position but with the first APF already placed.
Such behavior was not necessary in C route. Those examples represent different strategies
that can be applied by the algorithm during the optimization process.
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Table 4. Details of decisions taken by the decision tree algorithm within C and E routes.

F1 Minimization with C Route F2 Minimization with E Route

Step Number of APF Decision Number of APF Decision

1 14 Next 8 Next
2 13 Next 10 Place APF
3 12 Next 7 Previous
4 11 Next 8 Next
5 10 Place APF 7 Place APF
6 9 Next 11 Place APF
7 8 Next Terminate algorithm
8 7 Place APF
9 6 Next
10 5 Next
11 4 Next
12 3 Place APF
13 Terminate algorithm

Table 5 summarizes the voltage total harmonic distortion coefficients (THDVs) for
all nodes and current total harmonic distortion coefficients (THDIs) for all lines of the
analyzed system in the case of optimization using the decision tree algorithm within C and
E routes. A clear improvement of THDVs for all nodes as compared to results without APF
(Table 1) can be noticed. However, the results for the optimization within the E road are
slightly worse because it was associated with cost minimization (F2).

Table 5. Values of THDVs for all node voltages and THDIs for all line currents for C and E route.

Node THDV, % C
Route

THDV, % E
Route Line THDI, % C

Route
THDI, % E

Route

1 0.6 3.3 20-1 0.7 11.0
2 0.6 3.3 1-2 0.7 11.0
3 0.6 3.3 1-3 0.7 11.0
4 0.6 3.4 2-4 0.7 10.9
5 0.6 3.4 3-5 0.7 10.9
6 0.6 3.5 4-6 0.8 12.2
7 0.6 3.7 5-6 0.8 12.2
8 0.6 3.8 6-7 0.0 22.3
9 0.7 3.8 6-9 2.3 19.3

10 0.7 3.8 7-16 0.6 3.4
11 0.9 4.0 7-15 0.0 30.7
12 1.4 4.2 7-8 0.0 16.7
13 0.9 3.8 8-9 12.6 40.2
14 0.8 4.0 8-14 32.8 32.8
15 0.6 3.7 8-13 13.9 23.0
16 0.6 3.7 13-12 29.7 29.7
20 0.1 0.8 9-10 6.9 6.9

10-11 6.1 6.1

Figures 18–21 show the current (sum of currents of line 1-2 and 1-3) and voltage (node
no. 1) waveforms of the transformer secondary side. These waveforms can be compared
with the waveforms in Figures 6 and 7.
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Figure 18. Current waveform of the secondary side of the transformer in the analyzed system in the
case of optimization using the decision tree algorithm within C route.
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Figure 19. Voltage waveform of the secondary side of the transformer in the analyzed system in the
case of optimization using the decision tree algorithm within C route.
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Figure 20. Current waveform of the secondary side of the transformer in the analyzed system in the
case of optimization using the decision tree algorithm within E route.
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4. Discussion

This paper addresses the problem of optimization of APF placement in an exemplary
power system. However, the presented solutions are universal and can be applied to
any power system in which the necessity of improvement of power quality occurs due to
nonlinear loads or reactive power issues. The research concerned various strategies of the
best way of designing a dispersed power quality improvement system. The test circuit
used in this paper fulfilled its role in terms of sufficient structural complexity and presence
of current and voltage distortions.

The validity of used goal functions was verified. The minimization of power losses
has a direct positive effect on power quality in modeled systems. The reduction of power
losses through elimination of higher harmonics and reactive power compensation leads
to a decrease in THDV levels. This fact contributes to an improvement in economic
factors related to excessive power consumption, viability, or restrictions imposed by energy
providers. The minimization of power losses along with THDV limitation is connected
with the need to install several APFs, which should be placed optimally in order to prevent
an unnecessary increase in costs. The minimization of costs is in turn related with the
pricing of APFs available in the market. Total costs of a solution depend on rated currents
of every APF included in the system, which on the other hand depend on the harmonic
distortions and amount of reactive power. Those parameters are strictly connected with
placement of APFs in the circuit, and for some solutions, total costs can be the factor that
prejudge the final decisions about the power quality improvement system. However, in
order to find the best possible outcome, a multi-criterion analysis is necessary. As presented
in this paper, there are solutions located in the Pareto frontier that represent a compromise
between high price and proper power loss reduction.

The optimization of APF placement described in this paper was conducted using
two different methods. The first one is a method consisting in a complete search through
all possible solutions (brute force algorithm). Such an approach is the least complex one
and has exemplary effectiveness—it always leads to finding the best possible outcome.
Despite its efficacy, it is also linked to the necessity of simulating the power system for
every possible combination of APF placement, which requires large computation power
and time, especially for complex circuits. The second used method was implemented with
a premise of reduction of time and algorithm steps leading to a final conclusion. It uses
a decision tree algorithm with sorting of the algorithm’s planned route. This approach is
highly sensitive for its starting point and configuration of following steps in general. Due
to its sensitivity, this paper shows results of analysis for different route sorting strategies.
In case of good conditioning of the planned route, the decision tree finds a solution very
quickly. The reason is that in comparison to brute force, there are very few simulations
that need to be conducted in order to find the best outcome. However, such an outcome
may not be the best globally, but as presented in previous chapters, decision tree results are
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placed close to the Pareto frontier of all solutions in multi-criterion analysis. This paper
presents the application of three different approaches to route design for the decision tree.
The first is based on indexes assigned to APFs on the schematic and can be captious if the
system is designed in an unstructured way. The second one relates to THDV values of
nodes where APFs can be installed and sorts them in descending order. The final sorting
method relies on the ascending order of APFs currents. As presented, each approach can
lead to good results of optimization. Implementing additional conditions regulating the
balance between the decision of adding a new APF, instead of moving the current one into
better placement, further improves decision tree results. Due to that fact, there is no risk
of obtaining trivial solutions such as placing APFs in every possible location in order to
minimize power losses as much as possible.

5. Conclusions

The problem of the optimization of harmonic filter allocation in terms of reducing
power losses and costs of APFs has been presented in this paper. The emphasis was put on
the decision tree algorithm, which is widely known in different research areas, although up
to now it has not been commonly applied for power filter allocation in medium-voltage
networks. For comparison purposes, a simple brute force algorithm was also implemented.
Results indicate that application of the decision tree provide very fast and well-optimized
solutions on condition that a route of the algorithm is appropriate. Due to the fact the
that decision tree is highly sensitive to its route design, three different approaches of its
arrangement have been examined. They consist in sequential analysis of APFs sorted by
node THDV value (descending order), APF current value (ascending order), and random
manner, which in this case was APF numbers on the schematic (ascending order). The best
results obtained from the decision tree were located closely to the Pareto frontier of both
power losses and solution cost reduction.
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Abstract: This paper proposes a preliminary design tool for active power filters’ (APFs) solutions to be
applied in offshore oil and gas platforms, where power quality indices are typically low, and reactive
power compensation and current harmonic mitigation are often desired. The proposed approach
considers that APF selection and rating is a trade-off between performance and size, and that both
component and system aspects need to be optimized to achieve a well-tailored solution. As size and
weight are critical constraints in offshore applications, possible benefits of using Silicon Carbide (SiC)
switches for the APF implementation are investigated. Moreover, different compensation strategies
are compared, varying the connection point of the APF between two different voltage levels and
assigning the APFs different compensation goals. Improvements in power quality indices, as well
as APFs rating, number of components, power losses, and filter size, have been considered for both
SiC and Silicon-based solutions to identify the best trade-offs suitable for the considered, energy
intensive industrial application.

Keywords: active power filter; O&G platform; power quality; wide band-gap semiconductors

1. Introduction

In spite of the development of the renewable energy sector, gas and oil are determined
to remain the two head energy assets until 2050 and beyond. In the past few decades, off-
shore oil and gas exploration and drilling have increased significantly. Currently, offshore
oil and gas (O&G) exploration accounts for 27% and 30%, respectively [1,2]. Still, fossil
fuel combustion in power plants, oil refineries, and large industrial facilities [3] (including
O&G platforms) is the main source of the anthropocentric CO2 emissions, and the environ-
mental problem is concurrent with the technical challenge of O&G platforms powering,
in indicating the need for more electric and more efficient platforms. In most cases, the
high distance between the platform and the mainland, and the high-power needs of local
processing equipment (5–200 MW) prevent the cable-connection to the land-based power
system. In this case, electricity is generated locally by gas turbines or diesel generators,
and the grid operates as an isolated power system, which is characterized by a weak grid.

Figure 1 represents a typical power system of an O&G platform. The main elements
are gas turbines coupled with synchronous generators, power transformers, power con-
verters, and loads. Although DC-based power distribution for O&G drilling applications
has recently been under investigation [4], AC systems represent the only industrially ap-
plied solution. Nonetheless, the utilization of different loads with high power demand
(e.g., pumps and compressors), and the developing use of electric drives, combined with
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generator impedances (12–25%) considerably higher than those of grid-connected power
systems contribute to deteriorate the local power quality (PQ). A significant disadvantage
of these AC power distribution systems is the inherent presence of reactive power (with
measured power factors, PF, that in extreme cases can be as low as 0.36 [5]), which leads to
increased current and losses. In addition, the connection of power electronic converters,
typically for AC and DC drives, results in non-linear loads, and therefore harmonic pollu-
tion with reported Total Harmonic Voltage Distortion (THDv) and Total Harmonic Current
Distortion (THDi) as high as 12% and 27%, respectively [5].
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Figure 1. Diagram of a typical power grid of an offshore oil and gas platform.

As space and weight are critical factors in offshore O&G platforms, the deployment
of any additional equipment occupying deck-space is preferably avoided, or carefully
weighed versus its added value, as proved by the recent trend to place more processing
equipment sub-sea [4]. On the other hand, the cost of a single power-quality incident
offshore can be up to 750,000 EUR per day [5]. In order to avoid such incidents and
guarantee that the system and the equipment work correctly, it is necessary to comply with
relevant standards.

That situation is not different from that of other offshore systems, such as maritime
microgrids, for which specific standards are also available [6–8] and power quality issues
have been more widely investigated [9].

Several methods have been proposed in the literature and also applied in practice
to compensate reactive power and harmonic components generated by industrial [10,11]
and maritime loads [9,12], but just a few contributions specifically targeted O&G drilling
rigs [13–15]. In [13], an analysis for passive filters selection in O&G industry is proposed.
The authors of [14] present the design and tuning of passive filters for offshore applications
using genetic algorithm technique. The authors of [15] compare passive and active filters
for oil rig power systems, and conclude that active filters are more suitable where space
constrain is an issue. Additionally, due to the typical load cycle of the oil drilling rig,
the source impedance seen by the filter varies and, in the passive filter, this will shift the
resonant peak.
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On the contrary, Shunt Active Power Filters (SAPFs) based on three-phase Voltage
Source Converters (VSCs) are proper for this application, as they use the ability of the
converter to generate reactive power without using bulky energy storage components, in
addition to flexibly compensating reactive power, they can also compensate for multiple
harmonics. Hence, they are faster, lighter, smaller, and with better performances at reduced
voltages compared to other solutions. In [16], a chain circuit active power filter for high
voltage and power applications is proposed, a prototype of 10 kV/1 MVA is built. However,
although a preliminary analysis has been presented in [17], a holistic and detailed study
bench-marking APF design and PQ performance for this specific application is not available
in the literature.

Over the past decades, there has been a breakthrough in devices based on wide-
bandgap materials, such as silicon-carbide (SiC). With the increasing demand for high
efficiency, voltages, and switching frequencies, the traditional switches made of silicon (Si)
may not be able to satisfy all the requirements. The emerging of silicon carbide (SiC) devices
has brought new design possibilities for high-voltage high-power converters. In contrast
to the Si technology, the SiC exhibits superior material properties. The higher thermal
conductivity, dielectric breakdown field strength, and wide band-gap allow an increase in
the operational switching frequency and voltage without increasing the losses [18]. The
higher the switching frequency, the smaller are the passive filtering components, and then
the cooling requirements can be reduced. Therefore, the overall system (converter and filter)
volume, area and weight are decreased [19–23]. In [24], a dynamic voltage restorer based
on SiC Mosfet is studied to mitigate voltage sag in the O&G industry. References [25,26]
present the design, performance analysis, and experimental results of high-speed motor
drives that are usually required in the O&G industries that use SiC Mosfet technology.

Based on these trends and needs of the O&G sector, the core contribution of the paper
is to provide a SAPF pre-selection tool to orient the O&G platform designer. The tool encom-
passes both component and system-level analyses tailored to such industrial applications.
More precisely, the paper considers: (1) the impact of using wide-band-gap semiconductors
and reduced output filter in the SAPF, for equipment size and loss reduction; (2) the PQ
performance achievable by connecting the SAPF to different buses/voltage levels, as well
as assigning it different compensation targets; and (3) the suitability of two compensation
strategies, i.e., sinusoidal current synthesis and resistive load synthesis, and respective
control implementations, which are analyzed in detail both by theoretical investigations
and dynamic simulations.

With respect to [17], this paper details the description of the SAPF control scheme,
with a thoroughly analytical analysis of the advantages of each compensation strategy,
supported by additional results. Finally, the paper concludes by presenting an integrated
SAPF pre-selection tool that allows to compare the different alternatives to identify the
most suitable one. It is worth noting that the proposed tool can have a wider validity than
for the proposed O&G application, if decision criteria are properly adapted and weighted.

The paper is organized as follows: Section 2 describes the main industrial pro-
cesses that take place on an O&G platform and the required electrical power components;
Section 3 shows the theoretical and mathematical analysis of SAPFs; in Section 4 the case
studies and results are presented and discussed. Finally, Section 5 concludes.

2. Processing of O&G on Offshore Platforms and Related Power Sources

On an O&G platform, the transformation process to convert the fluid extracted from
the well into marketable products and clean the waste products, such as produced water,
requires several stages and large equipment with high power consumption [27,28]. Each
O&G platform has generally multiple wells, divided into injection and production wells.
While the former is used for the production of O&G, the latter are drilled to inject gas or
water into the reservoir to increase its pressure and push the fluid towards the production
well in a process called “enhanced oil recovery”. This process needs large pumps or
compressors with high power demand ranging from a few MW up to more than 25 MW [29].

153



Energies 2021, 14, 1024

Modern installations include also electrical submerged pumps, with power consumption
of a few MW, into the well.

In addition, as the well-stream often consists of crude oil, gas, water, condensates,
and contaminants, a separator is used to divide the different components. Owing to
the low pressure of the gas flowing from the separators, it must be recompressed before
transport. Several types of compressors can be used for this purpose, with the largest
centrifugal compressors having a power in the 80 MW range [2]. The production cycle ends
with the metering, storage, and export process, in addition to the treatment of chemicals
and wastewater.

With a few exceptions, power generation on O&G platforms is usually supplied by
local gas turbines (GTs) coupled to synchronous generators (SGs), as shown in Figure 1.
Their capacity range is normally between a few MW and 40 MW per turbine [30]. The
number of turbines is usually limited to three or four, with one used as a back-up for
reliability purposes. SGs and GTs are connected to the highest voltage bus on the platform
(i.e., Europe—11 kV, 50 Hz, USA—11 kV, 60 Hz, or South America—13.8 kV, 60 Hz).

For the platform power distribution system, two main AC voltage levels, i.e., 6.6 kV
and 11 kV, hereafter specified as medium voltage 1 (MV1) and medium voltage 2 (MV2),
respectively, are often used. Large drilling equipment, pumps, and compressors are the
main loads powered by electric motors. They usually reflect 75–80% of the overall electric
load on the platform and, as their individual power consumption is in the multi-MW range
(up to several dozens MW), they are typically connected to the MV2 bus. A low-voltage
bus (LV, i.e., 400 V) is also present to allow the interconnection of several small loads (e.g.,
lightning and living-quarter loads).

Due to the differences in load types and voltage levels, transformers and power
electronic converters are needed. Power converters, particularly large 6- or 12-pulse
rectifiers [31] coupled to fully controlled inverters, are increasingly connected to electric
motors for drilling, pumping, etc., to allow variable speed operation for improved efficiency.
This, however, leads to harmonic generation and power quality deterioration [31].

The considered electric power system of an O&G platform is shown in Figure 1, and
further described in Section 4. Such an electric grid supplies different load types based
on induction motors. The loads M1 to M4 are connected to the MV2 bus (11 kV), while
loads M5 and M6 are connected to the MV1 bus (6 kV). The points where the SAPFs are
connected are called Points of Connection (PoCs), and the Point of Common Coupling
(PCC) is at the output of generators, as shown in Figure 1.

3. Theoretical and Mathematical Analysis of Shunt Active Power Filter

Herein, the SAPF has been adopted as a power quality conditioner for reactive power
and harmonic pollution mitigation in an offshore O&G platform. The selected SAPF topol-
ogy is the three-phase two-level VSC, as shown in Figure 2. It consists of three arms,
each one comprising two half-bridge modules. Therefore, six sets of power switches are
required. Each set of power switches can be implemented with multiple power semicon-
ductor devices connected either in series or in parallel, depending on the voltage and
current rating. There are several methods to optimize the switching device number [32],
but this analysis is out of the scope of this work. To determine the number of power
semiconductors, the method presented in Section 3.1 is used. In addition to the switching
stage, the SAPF requires passive components: DC side capacitor and AC output filter. The
following subsections detail the SAPF.
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Figure 2. Power electronics structure of the shunt active power filter—SAPF [17].

3.1. Power Semiconductor Devices

An combination of series and parallel switches is necessary to comply with the require-
ments of the circuit current and voltage [33]. The number of devices in parallel (nparallel)
and series (nseries) for two-level converters is calculated by (1) and (2), respectively. Where
Idevice is the device datasheet direct current, Vdevice is the datasheet blocking voltage, and
SF is a voltage safety factor. The SF must be chosen according to typical values used and
values reported in the datasheet. A thermal runaway can happen with too high a repetitive
voltage peak, even if this value is below the avalanche break-down limit. Therefore, it is
necessary to consider a SF for the voltage. More details about this procedure can be found
on [34].

nparallel =
IDC

Idevice
(1)

nserie =
VDC

VdeviceSF
(2)

The converter losses calculation follows the methodology used in [22,35,36] that
includes both conduction and switching losses. The MOSFET and IGBT average conduction
losses are given in (3) and (4), respectively. Vce is the collector-emitter voltage, R0 is the slope
resistance, and Iav and Irms are the average and root mean square currents, respectively.

Pcond−mos f et = R0 Irms
2 (3)

Pcond−igbt = Vce Iav (4)

The switching losses for a two-level converter are calculated by means of (5) where
ndevice is the total number of devices, fsw is the switching frequency, and Eon and Eo f f are the
switching loss energy obtained from the datasheet and testing materials. Such calculation is
generic for both devices. Since the datasheet switching loss energy is measured for a specific
Vre f , it is necessary to correct the losses for the actual voltage across each device (Vcc).

Psw,2L = ndevice fsw(Eon + Eo f f )
Vcc

Vre f
(5)
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3.2. Passive Components

The proper design of the output filter is of great importance for performance and size
of SAPF [19,20]. Literature reports different methods for designing passive components.
Herein the LCL filter configuration shown in Figure 2 has been considered. LCL is inductor-
capacitor-inductor output filter at the converter’s output to reduce high frequency ripples
on the current waveform caused by the pulse width modulation (PWM) technique. The LCL
filter attenuates more the high order harmonics with lower cost and reduced overall weight
and size compared to the L and LC filter [37]. The filter design follows the methodology
of [37]; C f , L f , Lg, and R f are calculated by (6)–(9), respectively.

C f = 0.05Cb (6)

L f =
VDC

6 fsw∆ILmax
(7)

Lg =

√
1

ka
2 + 1

C f wsw2 (8)

R f =
1

3wresC f
(9)

where ∆ILmax is the maximum current ripple at the inverter output, ka is the desired
harmonic attenuation, Cb is the base capacitance, and wres is the resonant frequency.

3.3. Control Scheme and Compensation Strategies

The block diagram of SAPF control scheme is shown in Figure 3. The control scheme
consists of a fast inner loop to regulate the current, and a slow outer loop to control the
DC-link voltage. V∗DC is the DC-link voltage reference, i∗ is the AC current reference, and
s∗ is the synthesis signal that can be the normalized voltage at the Point of Connection
(PoC) or can come from a phase-locked loop (PLL) algorithm, depending on the compen-
sation strategy adopted [38]. Cv and Ci are the controllers of voltage and current loops,
respectively. The switches are controlled by PWM (Pulse Width Modulation) control where
m is the reference signal, and δ is the control signal to the converter.

Cv (s) Ci (s) PWM

REFERENCE 
GENERATOR

VDC

VDC
*

s* i

iSCS, RLS
*

vx
iL

m δ

Figure 3. Block diagram of control scheme applied to shunt active power filter with sinusoidal
current synthesis (SCS) or resistive load synthesis (RLS).

Two compensation strategies can be implemented: (i) resistive load synthesis (RLS)
and (ii) sinusoidal current synthesis (SCS) [39]. The reference generator block is responsible
for synthesizing both compensation strategies and creating the current reference signal
(i∗). In short, vx is equal to the measured SAPF PoC voltage in each phase (vm) for RLS,
resulting in i∗RLS, whereas the SCS needs vx = vm1 resulting in i∗SCS, where the subscript 1
stands for the fundamental value of the variable.

Figure 4 represents the equivalent model of the electric grid shown in Figure 1, in
which the SAPF compensates three MV2 loads (M1, M2, and M3). Two assumptions can be
made for the analysis: (i) the operating generators are represented as a single equivalent
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voltage source, and (ii) the circuit is represented in per-unit (p.u.); therefore, the transformer
does not appear. Figure 5 shows the simplified model of Figure 4, where the current source
represents the non-linear load, the constant impedances the linear loads, and Zcomp the
loads to be compensated (M1, M2, and M3) associated with SAPF. Zcomp assumes different
features depending on the control strategy (RLS or SCS) applied. The capacitor branch
represents the typical shunt capacitor at the output terminals of SAPF.

COMPENSATED LOADS + FILTERGENERATORS LINEAR
LOAD

NON-
LINEAR
LOAD

M M M M M
M6 M5 M4 M3 M2 M1

MSAPF

LINEAR
LOAD

IPoC

VPoC

Figure 4. Equivalent model of the electric grid of Figure 1.
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LOADS + FILTER

GENERATORS LINEAR
LOAD

NON-
LINEAR

LOAD

M6 M5 M4

IPoC

VPoC

ZM6 ZM4

ZG

IM5

ZCOMPZC

Figure 5. Simplified model of the electric grid of Figure 4.

3.3.1. Resistive Load Synthesis (RLS) Strategy

This strategy aims at emulating a resistive load behavior; therefore, the line current,
IPoC, has the same voltage waveform at the point of SAPF connection, VPoC. The current
reference i∗ is calculated as:

iRLS
∗ = iLm −

P
V2 vm = iRLS

naLm
(10)

where P is the total active power and iLm and vm are the measured load current and SAPF
PoC voltage in each phase (m = a, b, c), respectively. V is the collective value of the SAPF
PoC voltage, V2 = V2

a + V2
b + V2

c . Note that the current reference signal is equivalent to
the non-active current of the load (iRLS

naLm
).

In this strategy, the set of compensated loads (M1, M2, and M3) associated with SAPF
emulates a resistor behavior for every harmonic order within the SAPF bandwidth, as
given in (11), and the Zcomp is calculated by (12).

IPoC(h) = kVPoC(h), ∀h (11)
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Zcomp−RLS(h) =
VPoC(h)
IPoC(h)

=
1
k

, ∀h (12)

Such that k is a constant, IPoC and VPoC are the current and voltage at the SAPF PoC,
as shown in Figure 5, and h is the harmonic order.

3.3.2. Sinusoidal Current Synthesis (SCS) Strategy

This strategy produces a sinusoidal line current, IPoC, whatever the waveform of the
voltage at the SAPF PoC, VPoC, is. The current reference signal i∗ is calculated by (13), such
that V1 is the collective value of voltage considering only the fundamental components of
each phase. Note that the current reference signal is equivalent to the non-active current of
the load considering a sinusoidal voltage supply (iSCS

naLm
).

iscs
∗ = iLm −

P
V2

1
vm1 = iSCS

naLm
(13)

The equivalent circuit model is the same as Figure 5. Differently from the RLS, for the
SCS, the ratio of IPoC to VPoC varies with frequency. In terms of fundamental component,
the current is proportional to the voltage waveform emulating a resistor; however, for the
other harmonic orders, IPoC is equal to zero behavings like an open circuit, as expressed
in (14). The Zcomp is calculated then by (15).

IPoC(h) =

{
kVPoC(h), for h = 1
0, for h 6= 1

(14)

Zcomp−SCS(h) =
VPoC(h)
IPoC(h)

=

{
1
k , for h = 1
∞, for h 6= 1

(15)

3.3.3. Comparison between RLS and SCS

As shown in (12) and (15), both strategies have the same behavior at the fundamental
frequency. However, for other harmonic orders, the RLS emulates a resistor, while the
SCS emulates an open-circuit. Figure 6 represents the equivalent model for RLS and SCS
strategies considering frequency components higher than the fundamental one. It is worth
mentioning that the voltage source is short-circuited since the synchronous generators are
considered as purely sinusoidal, while the non-linear load, represented by a current source,
is still included because it generates harmonic currents.

From Figure 6, the transfer functions between PoC harmonic voltage (Vh) and non-
linear load harmonic current (Ih) for SCS and RLS are given by (16) and (17), respectively.

VPoC−hSCS(s)
IM5−hSCS(s)

=
ZM6(s)ZM4(s)ZG(s)ZC(s)

ZM6(s)ZM4(s)ZC(s) + ZG(s)ZM4(s)ZC(s) + ZM6(s)ZG(s)ZC(s) + ZM6(s)ZG(s)ZM4(s)
(16)

VPoC−hRLS
(s)

IM5−hRLS
(s) =

ZM6(s)ZM4(s)ZG(s)ZC(s)
k

ZM6(s)ZM4(s)ZC(s)
k +

ZG(s)ZM4(s)ZC(s)
k +

ZM6(s)ZG(s)ZC(s)
k +

ZM6(s)ZG(s)ZM4(s)
k +ZM6(s)ZG(s)ZM4(s)ZC(s)

(17)
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Figure 6. Equivalent circuit model for the frequency components superior to the fundamental one:
(a) RLS and (b) SCS.

4. Simulation Results and Analysis

The power grid of Figure 1 was used as a test-case and was modeled for dynamic
simulations in Matlab/Simulink. The Simulink block diagram for Case 3 is shown in
Figure 7. It includes the gas turbines—synchronous generators (2 × 25 MVA), two 5 MW
drilling motors controlled by 6-pulse rectifier-based variable speed drive (VSD)—non-
linear loads, a 4 MW gas compressor, and a 4 MW water pump-induction motor (IM)
directly connected to the MV1 bus. Another induction motor (1 MW) was connected to the
MV1 bus, together with a multi-phase pump of 2 MW (non-linear load). Table 1 shows the
parameters of the loads, Table 2 highlights the case studies that are addressed in this section,
and Table 3 shows the simulation values to plot the Bode diagram of Figure 6. Cases 1, 2
and 3 were related to the position of the SAPF in Figure 1, while .a or .b sub-indices are
related to the semiconductor technology, i.e., Si or SiC.
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Figure 7. Simulink block diagram for Case 3.

Table 1. Parameters of the loads of Figure 1.

Load Type Active Power—P PF Apparent Power—A
√

A2−P2

M1 Drilling motor 5 MW 0.95 5.36 MVA 1.93 MVA

M2 Gas compressor 4 MW 0.85 4.71 MVA 2.48 MVA

M3 Drilling motor 5 MW 0.95 5.35 MVA 1.90 MVA

M4 Water injection pump 4 MW 0.8 5.00 MVA 3.00 MVA

M5 Multi-phase pump 2 MW 0.95 2.10 MVA 0.64 MVA

M6 Oil pump 1 MW 0.6 1.67 MVA 1.33 MVA

Table 2. Details of the case studies considered.

Case Comp. Loads Comp. Objective APF Bus DC Volt. Semic. Used

1.a M6 and M5 SAPF at MV1 bus MV1 (6.6 kV) 12 kV Si

1.b M6 and M5 SAPF at MV1 bus MV1(6.6 kV) 12 kV SiC

2.a M1 SAPF at M1 MV2 (11 kV) 18 kV Si

2.b M1 SAPF at M1 MV2 (11 kV) 18 kV SiC

3.a M1, M2 and M3 SAPF at M1, M2 and M3 MV2 (11 kV) 18 kV Si

3.b M1, M2 and M3 SAPF at M1, M2 and M3 MV2 (11 kV) 18 kV SiC
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Table 3. Simulation values to plot the Bode diagram of Figure 8.

Variable Value

k 0.115

ZG = Z + Zgenerator 14.34 + j734.2 mΩ

ZM4 = Z′ + Zmotor4 6.46 + j4.84 Ω

ZM6 = Z′ + Zmotor6 14.56 + j19.37 Ω

ZC 10 + j318.3 Ω

4.1. Bode Analysis of the Circuit

Figure 8 shows the Bode diagrams for both strategies using the values of Table 3. From
Figure 8 one sees that the RLS strategy provided more damping effect for the harmonic
currents than SCS, minimizing the voltage distortion [38]. The SCS strategy created non-
linearity in the circuit, which may have amplified the THDv value up to 10 times [39].
Therefore, the RLS showed better performance than the SCS.
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Figure 8. Bode diagram of the VPoC-h/IM5-h.

4.2. Performance Analysis of Semiconductors

The first analysis carried out was the performance analysis of the semiconductor. Two
variants were considered for each case:

(a) refers to the implementation of SAPFs using Si-based IGBTs, with two voltage
ratings: 3.3 kV Si-IGBT 5SNA 1200E33100 [35] and 6.5 kV Si-IGBT 5SNA 0400J650100 [40]
with rated current capacity of 1200 A and 400 A, and maximum blocking voltage of 3.3 kV
and 6.5 kV, respectively;

(b) refers to the implementation of SAPFs using SiC-based MOSFETs (10 kV SiC
MOSFET/SiC-JBS diode [41]) with a rated current capacity of 100 A, and a blocking voltage
of 10 kV.

The first analysis was between the two Si-IGBT-based solutions. Following the method
described in Section 3, the total losses and number of switching components were calcu-
lated, as shown in Table 4. The number of components needed was smaller for the 6.5 kV
Si-IGBT, but the overall loss was higher than for the 3.3 kV Si-IGBT. The 3.3 kV Si-IGBT
solution (a-cases) was then chosen to compare further with the SiC alternative (b-cases).
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Table 4. Comparison results for the Si-IGBT SAPF.

Parameter Case 1 Case 2 Case 3 Case 1 Case 2 Case 3

Semicondutor Si

Switching frequency 2 kHz

Voltage safety factor (SF) 0.6

Model 5SNA 1200E330100 [35] 5SNA 0400J650100 [40]
3.3 kV 6.5 kV

RMS current of SAPF (A) 163.9 91.8 243.7 163.9 91.8 243.7

Number of devices 36 54 54 24 30 30

Switching losses (kW) 61.92 73.48 114.81 97.29 77.32 175.58

Conduction losses (kW) 1.61 0.76 5.35 4.29 1.69 11.88

Total losses (kW) 63.53 74.24 120.16 101.58 79.01 178.49

Table 5 shows the number of components, the losses and efficiency of the power
electronics part, and the required LCL filter for the 3.3 kV Si-IGBT and the 10 kV SiC-
MOSFET. Note that the high-power IGBT-based converter typically switched with lower
frequency (e.g., 2 kHz) than the high-power SiC-MOSFET-based converter that switched
at 10 kHz. The results show that the use of SiC considerably decreased the switching and
conduction losses and was better applicable for low-current applications, where it provided
a count of fewer switches than Si-counterparts. From the perspective of the size of the LCL
filter, the most compact solutions were those based on SiC, which provided lighter weight
and smaller volume than with Si-IGBT, as expected.

Table 5. Results of the SAPF design.

Parameter Case 1a Case 1b Case 2a Case 2b Case 3a Case 3b

Point of connection MV1 MV1 MV2 MV2 MV2 MV2

Semiconductor device Si [35] SiC [41] Si [35] SiC [41] Si [35] SiC [41]

Switching frequency (kHz) 2 10 2 10 2 10

RMS current of SAPF (A) 163.9 163.9 91.8 91.8 243.7 243.7

Number of devices 36 24 54 18 54 54

Switching losses (kW) 61.92 42.72 73.48 32.04 114.81 96.12

Conduction losses (kW) 1.61 6.45 0.76 6.07 5.35 14.25

Total losses (kW) 63.53 49.17 74.24 38.11 120.16 110.37

Efficiency (%) 96.61 97.38 95.76 97.82 97.41 97.62

∆ILmax 25% of ISAPF−peakvalue

ka 0.2

Passive filter requirements

L f (mH) 17.26 3.45 46.22 9.24 18.88 3.78

Lg (mH) 5.27 0.21 14.96 0.59 4.58 0.18

C f (uF) 7.21 7.21 2.54 2.54 8.30 8.30

r f (Ω) 7.89 1.75 22.23 4.96 7.02 1.53

Resonance frequency (kHz) 0.92 4.20 0.94 4.21 0.91 4.18
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4.3. Performance Analysis of Power Quality in O&G Platform

The following analyses correspond to PQ performance. In order to select the more
suitable SAPF, several options considering different connection points (i.e., MV1 or MV2
and loads targeted) and compensation strategies (i.e., RLS or SCS) were analyzed.

4.3.1. Performance Comparison for RLS and SCS

Sinusoidal current is generated by the SCS technique independently of the voltage
waveform, and it may cause other non-linearities in the system and increase the system
harmonic content, as discussed in Section 3.3.3. The PCC voltage and current waveforms
are shown in Figure 9 for RLS and SCS in case 3 (M1, M2, and M3 compensated by the
SAPF). As expected, the harmonic content for RLS was lower than for SCS. For the latter,
the THDv was 4.39%, and THDi was 2.26%, while for RLS, the THDv was 2.07%, and
THDi was 1.73%. Given this, further analyses will focus on the RLS strategy, which is more
appropriate to O&G applications than SCS strategy.
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Figure 9. Waveforms of VPCC (continuous line-x0.25) and IPCC (dashed line) for (a) RLS and (b) SCS.

4.3.2. Power Quality Indices for Different Points of SAPF Connection

Table 6 shows the power quality parameters for the three cases and without compen-
sation. With no SAPF, the power factor (defined as the ratio between active and apparent
power) measured at the PCC was 0.91 and THDi = 12.57%. At t = 0.1 s, the SAPF was
activated with the RLS mode to achieve a purely active current (i.e., unity power factor) at
the chosen bus. The PQ output indices, regardless of the type of semiconductor used, were
similar. Therefore, the main reason for the performance difference introduced by different
locations of SAPFs was the power rating compensated by the SAPF. Large loads had the
most significant impact on PCC’s PQ indices.

Table 6. Analysis of the power quality performance.

Variable Base Case:No comp Case 1 Case 2 Case 3

SAPF bus voltage (kV) - 6.6 11 11

SAPF current (A) - 163.9 91.78 243.7

SAPF rating (MVA) - 1.87 1.75 4.64

THDv—@PCC (%) 10.39 9.73 5.92 2.07

THDi—@PCC (%) 12.57 11.65 7.09 1.73

PF—@PCC 0.91 0.94 0.94 0.98

Case 1 employed the SAPF connected to the MV1 bus and had the smallest power
rating among the other case studies. Despite being successful in the local compensation
task (it achieved PF at MV1 equal to 1), the improvement of the PQ indices at PCC was
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limited, as the power rating of the MV1 loads was negligible compared to the MV2 loads.
The THDv at PCC was reduced to below 6% with the SAPF connected at the MV2 bus
compensation only one load (M1—Case 2). The PF at PCC was almost unchanged due
to the presence of large uncompensated linear and non-linear loads at MV2 in both cases.
Finally, in Case 3, the SAPF compensated all the MV2 loads except M4, and the THDi was
decreased to 1.73% and THDv to 2.07%, with PF = 0.98. However, the goal was achieved at
the expense of a significantly high power rating for the SAPF converter.

Figures 10 and 11 show the waveforms corresponding to Case 3. Figure 10 shows
the instantaneous (p) and the average active power (P), the instantaneous (q) and the
average reactive power (Q), and the PF at PCC. As can be seen, the active power remained
unchanged since the filter did not exchange active power with the grid; however, the
reactive power at the PCC decreased when the SAPF operated (t = 0.1 s), increasing the
PF. Figure 11 shows the grid current and voltage (IPCC and VPCC), and the SAPF current.
As expected, when the SAPF operated, IPCC and VPCC became less distorted, which is
quantified in Table 6.
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The PQ indices should comply with the standards for electrical installations on off-
shore units. According to ABNT NBR IEC 61892-1:2016 [42] and NEK IEC 61892-1:2019 [43]
that are based on IEC 61892-1:2015 and IEC 61892-1:2019 respectively; the voltage harmonic
distortion acceptance limits are 3% for each harmonic component, and 5% for the THD (i.e.,
class 1). However, for certain electrical installations where it is not practical to comply with

164



Energies 2021, 14, 1024

those requirements, higher values are accepted: no single harmonic shall exceed 6%, and
the THD shall not exceed 8% (i.e., class 2). Therefore, this requirement was met only in
Case 2 and Case 3.

4.4. Shunt Active Power Filter Pre-Selection Tool

The final choice of the SAPF to be applied to an O&G platform was a complicated
decision that emerged as a trade-off between multiple factors, including the APF rating,
design (e.g., output filter sizing, number, and type of semiconductor switches), overall PQ
performance (i.e., THDv, THDi, and PF), and operation (e.g., losses).

Figure 12 shows a summary of the different aspects considered in this study, proposed
as a preliminary selection method to orient the choice of the SAPF. The parameters were
normalized over their maximum value. Assuming they were weighted similarly, the
smaller area delimited by the line corresponded to the case that was considered indicative
of the better SAPF alternative. Table 7 shows the areas of Figure 12 for each case, in which
100% was the largest area.

It is worth highlighting that this was not the final tool to select the SAPF’s best choice.
A complete analysis involving several factors e.g., reliability, cost, user choice, and physical
size, must be provided to determine the final selection. Although, the technique presented
in this paper is useful as a pre-selection tool to orient the designer in the first analyses and
immediately disregard options clearly resulting in poor performances.

Figure 12. Comparison of SAPFs solutions, using pre-selection tool.

Table 7. Plot areas of each case in Figure 12.

Case 1a Case 1b Case 2a Case 2b Case 3a Case 3b

95.41% 83.12% 100% 66.09% 78.73% 70.90%

It can be seen, for example, that Case 2.b (SiC-based SAPF connected to MV2 and only
compensating the local load M1) offered the best compromise between the parameters, with
intermediate PQ performance, but low total losses, semiconductor count and APF rating.
As a comparison, the corresponding Si-solution (Case 2.a), despite providing equivalent
PQ performance was penalized in terms of SAPF design (number of switches and filter
size), and higher losses, therefore, should be disregarded. When the Si and SiC solutions
were compared for each case, the latter options presented better or equal performance in
all parameters.
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5. Conclusions

The electrical power system of an offshore oil and gas installation is characterized by
high energy consumption but with constrained physical space and weight. Most offshore
platforms operate in isolated-mode, i.e., without connection to the onshore electrical system.
The grid comprises generators, transformers, several loads, and different voltage levels,
and must maintain the power quality within the requirements of the standards.

This paper analyzed the use of shunt active power filter (SAPF) in this scenario. Sev-
eral aspects were addressed: semiconductor analysis, including the number of components
and technology (Si and SiC), converter losses (conduction and switching), the design of
passive components, and control strategies (resistive load synthesis (RLS) and sinusoidal
current synthesis (SCS)). Overall, this paper has shown that SAPF can be a viable solution
for isolated power grids, such as oil and gas platforms, where deteriorated power quality
requires reactive and harmonic compensation. A SAPF pre-selection tool was designed
based on several characteristics, e.g., SAPF connection point, losses, passive components,
power quality, and semiconductor type. Moreover, the advantage of a SiC-based imple-
mentation of such SAPF has been presented and quantified. Finally, the RLS strategy is
suggested for oil and gas applications, because it provides more damping to the system
than the SCS strategy.
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Abstract: This paper proposes a methodology for establishing base values for short-term voltage
variation indices. The work is focused on determining which variables best describe the disturbance
and based on that, establish clusters that allow a more adequate definition of base values for the
indices. To test the proposed methodology, real data from 19 distribution systems belonging to a
Brazilian electricity utility were used and consequently the index presented in the country standard
was considered. This study presents a general methodology that can be applied to all distribution
systems in Brazil and could serve as a guide for the regulatory agencies in other countries, to establish
base values for their indices. Furthermore, the objective is to show through the results that, with the
database used is possible to establish clusters of distribution systems related to the voltage sag and
with these establish a base impact factor, distinct for each distribution system.

Keywords: power quality; voltage sag; clustering analysis; index

1. Introduction
1.1. Relevance

Due to technological advances, always based on improving the productivity of in-
dustrial processes and providing well-being to all people, electro-electronic devices have
had a great entry in the domestic sector but mostly at manufacturing sector. However,
in general this electronics-based equipment has greater sensitivity to disturbances that
affect the power quality, especially those related to short-term voltage variations. When
there is a voltage sag in the electrical system, some industrial plant equipment may present
malfunctions that could compromise the production process, or in extreme cases, it could
cause a complete cessation of operations. Regardless of the type of interruption that occurs
in the industrial process, there will always be losses due to lost productivity, loss of raw
materials and the repair and replacement of damaged equipment [1].

The standard [2] presents methods for assessing the severity of individual voltage
sag events (single-event characteristics) and identifies voltage sag indices to quantify the
performance of multiple events in a specific location (single-site indices) or for the whole
system (system indices), as an example the SARFI indices, voltage sag tables, voltage
sag energy and voltage sag severity. References [3,4] do not present an index to assess
voltage sags, and only suggest a way to account for voltage sags, using a table divided into
residual voltage ranges and event duration ranges. Document [5] aims to standardize the
approach in South Africa to the characterization of voltage sag performance, seven voltage
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sag categories have been established (Y, X1, X2, S, T, Z1, Z2), based on a combination of
customer load compatibility and network protection characteristics. This standard also
presents characteristic values for the number of sag events in each category obtained
from a historical of the monitored sites. Currently [6] establishes an index called impact
factor (IF in Equation (10)) to assess the severity of the incidence of short term voltage
variations on substation buses and proposes a single reference value for this index of
1 p.u. One of the most controversial issues among the electricity sector agents was the
reference value of 1 p.u. suggested for the IF index, as generally, large consumers of energy,
have pointed out that the proposed value is soft and does not reflect the real needs of
industrial consumers, because it allows many process stoppages to happen. Despite the
numerous ways of assessing the voltage sags proposed in the standards [2–6], none of them
establishes a compliance criterion, that is, they do not present limit values for their indices.
Therefore, although voltage sags have a major negative economic impact for companies,
electricity utilities are not penalized if the industrial consumer suffers process stoppages.
For that reason, the question is how to properly establish limits for the IF index, since Brazil
has a large territorial extension, it is one of the countries with the largest interconnected
electrical system, has a great diversity of vegetation and climate. As distribution systems
of different regions are prone to different levels of variables influencing the voltage sags
occurrence, a credible way is to set distinct limits according to the characteristics of each
distribution system. Regarding to the improvement of the standard, this work is proposing
a methodology for the establishment of the base impact factor, considering distribution
system clusters that have similar characteristics in relation to the variables that influence
the occurrence of voltage sags, it is worth mentioning that the proposed methodology
is generic and can be applied by regulatory agencies in other countries to establish base
values for their indices.

1.2. State of Art

A survey of the main research databases in the field of electrical engineering, found
articles that use cluster analysis to characterize the power quality phenomena. The fol-
lowing is a summary of each of these works. In [7] a method for the evaluation of the
events of power quality considering different network operating conditions was proposed.
The measured data may depend on the load changes, generation and different network
configurations. For this reason, the author of the paper uses clustering techniques to divide
acquired data into groups that reflect operating conditions. In work [8], a technique based
on graphical cluster analysis was developed to be implemented in a smart power quality
analyzer, to monitor electrical networks. In the presence of a fault, the equipment starts the
measurement procedure and higher order statistics are calculated in the time domain to
allow classification. The results showed the division into two groups of events (voltage
sags and transients), with an accuracy of 80%. The paper [9] presents an algorithm that uses
the k-means method to recognize and classify the voltage sags of measurement data from
a large power grid in Shenzhen (China). The results showed that nearly all voltage sags
disturbances can be classified into 11 clusters that probably represent the characteristics
and causes of most events occurring in typical distribution systems. In [10], a method
developed to determine the optimal number of groups to be formed in power quality
measurement data is presented using a data mining algorithm based on the minimum
message length (MML) technique. To test the proposed method, three different databases
were used, and the test results confirmed the effectiveness of the proposed method, finding
the optimal number of groups. A new approach to identify the severity profile of busbar
voltage sags was introduced in [11], Voltage sags data caused by faults in all nodes of
the system are separated into clusters using the k-means technique. By implementing
the method, as a result, information is obtained from the buses that have the lowest oc-
currence of severe events, hence allowing the choice of installation of sensitive loads at
such points of the system. In addition, knowing the most affected buses, the allocation
of attenuation devices such as dynamic voltage restorers (DVRs) can be better evaluated.
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It is presented in [12] a hybrid model for power quality analysis composed by a modifi-
cation of the fuzzy min-max neural network (FMM) method added to a modification of
the clustering tree (CT) technique. The results were compared with those obtained when
applying other clustering algorithms, indicating a better accuracy of the proposed new
method. A methodology for detecting and classifying power quality disturbances using a
Stockwell transform was developed in [13]. The disturbances were generated by MatLab
according to the standards established in the IEEE—1159. Several signal characteristics
were extracted from the S-transform based multiresolution analysis. These characteris-
tics are used to classify the disturbances by the fuzzy c-means clustering method. The
effectiveness of the proposed algorithm was verified by satisfactory results from several
case studies, showing an assertiveness of 99%. Reference [14] proposes a new method for
reducing the training set size for the K–nearest neighbors (KNN) algorithm. The proposed
method is based on an iterative process. Experimental results showed that the accuracy
after sample reduction by recursive process had no difference compared to the original
training set. However, the classification of a new signal became faster. For a signal from a
real measuring device, the classification time has been reduced from 1.35 s to 0.09 s. The
work [15] proposes a method to comprehensively evaluate the power quality based on the
maximum tree (MT) algorithm for clustering by the fuzzy method. For the test, 4 indicators
were selected: voltage deviation, frequency variation, voltage unbalance and harmonic.
The results achieved in a practical case proved the viability of the method, which provides
some scientifically based guidelines for the consumer to select the electricity utility and
adjust the price paid for the energy according to the quality offered. The paper [16] pro-
poses a methodology to locate the source of voltage sags, initially cluster analysis is used
to divide data of voltage signals measured in different nodes into groups. Then, the set
of decision rules is defined using the partial decision trees algorithm, which will confront
the characteristics of each cluster and define which group the location of the disturbance
source fits into. The IEEE 34-bus test feeder system was used to evaluate the methodology
and the results showed a hit rate greater than 98%. The work [17] proposes and evaluates
an alternative methodology to characterize and classify voltage sags. PCA and K-means
clustering technique are applied to identify RMS voltage patterns and reduce the number
of RMS voltage profiles representative of the events considered. Real data from 300 events
collected at a wind farm in Spain were used to validate the methodology. The proposed
methodology proved to be efficient to assess a large number of events. The paper [18] based
on a statistical procedure that considers the correlation between the index and the number
of equipment trips, proposes a methodology to determine different sensitivity regions and
weighting factors from those established in [6]. Therefore, it proposes an improvement
of the standard [6]. The research conducted in [19] shows a methodology for clustering
distribution systems considering the variables related to voltage sags. The methodology
is summarized in four processes: selection of the variables by their correlation with the
frequency of voltage sags, implementation of the cluster analysis considering various
methods for further investigation of the most appropriate, evaluation of the methods that
generated the best clusters through analysis of variance between the response and the
generated membership and finally robustness analysis made by including small noises in
the input variable, observing which of the methods is more assertive in this condition. The
results showed that Ward’s method was the most appropriate to the considered database.
In the paper [20] it is proposed to apply principal component analysis (PCA) to reduce
32 variable input data (with some level of redundancy) by seven principal components
(PCs) which account for 97.9% of the information from the original variables, and from
these PCs form clusters of substations, using the Ward’s method, considering the Euclidean
distance between the elements. The formed clusters allowed to classify the distribution
systems in three categories regarding the number of occurrence of voltage sags (high,
medium and low levels). Studies conducted in [21] show a novel methodology to increase
discriminatory power in the estimation of voltage sag patterns using ellipsoidal functions.
Ward’s method was used to form clusters of substations with a similarity level to voltage
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sags, three distinct groups were found with small, medium and large amount of voltage
sags. The work [21] is an evolution of that presented in [20]. The method showed results
that are more precise, stable and reliable.

In articles [7–17], clustering techniques are used for purposes different from the
objective of this paper, such as monitoring, identification and classification of events,
location of the source and pattern recognition of voltage sags. These references were
presented to identify the application of cluster analysis in the power quality area.

The paper [18] focuses on proposing different sensitivity regions and weighting factors
from those established in [6]. While this paper, assuming that the regions of sensitivity
and weighting factors established in [6] are adequate, using cluster analysis, proposes new
values for the maximum frequency of occurrence of voltage sags and consequently a new
base impact factor. Therefore, the works are distinct, although complementary.

Articles [19–21] test several methods of clustering, with the objective of evaluating
which one is best suited to form groupings of distribution systems regarding the frequency
of voltage sags. These works are the ones that are most related to this paper, but they
are focused only on forming the groups, while this paper besides forming the groups,
uses this information to establish a base value for the voltage sag index, distinct for each
distribution system according to the performance of similar systems. Therefore, this paper
complements the studies conducted in [19–21] with the aim of promoting improvements
in [6]. None of the papers found use clustering techniques to determine the base values for
short-term voltage variation indices, showing the innovation of the proposed methodology.

2. Theory
2.1. Multiple Regression Analysis

A regression model that contains more than one predictor is called a multiple re-
gression model [22]. The purpose of multiple regression analysis is to use independent
variables which values are known to predict the values of the dependent variable selected
by the researcher. Typically, the dependent or response variable, y, may be related to k
independent or predictor variables. The generic model of multiple linear regression with k
variables is presented in Equation (1):

y = β0 + β1x1 + β2x2 + · · ·+ βkxk + ε (1)

Equation (1) describes a hyperplane in the k-dimensional space of the predictor
variables. The parameters βj are called partial regression coefficients [22]. βj can be
interpreted as the expected change in y due to the increase of one unit in xj, with the
other variables xk, k 6= j fixed. Suppose there are k predictor variables and n observations.
This model is a system of n equations, which can be expressed in matrix notation by
Equation (2):

y = Xβ+ ε (2)

where y =




y1
y2
...

yn


X =




1 x11 · · · x1k
1 x21 · · · x2k
...
1

...
xn1

...
· · · xnk


β =




β0
β2
...
βk


ε =




ε1
ε2
...

εn


.

The least-squares method can be used to estimate regression coefficients in the multiple
regression model. Equation (3) gives the least squares estimate for β [23]:

β̂ =
(
X′X

)−1 X′y (3)

The adequacy of the model is evaluated through hypothesis tests related to its param-
eters. Therefore, the hypothesis test is given by Equation (4):

H0 : βi = 0 H1 : βi 6= 0 i = 0, 1, . . . , k (4)
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If the p-value corresponding to the coefficient of a variable is inferior than or equal to a
predetermined significance level α, H0 is rejected and it is concluded that this coefficient is
non-zero, i.e., the variable in question is a significant addition to the model. Otherwise, H0
is not rejected and it is concluded that such variable has a non-significant effect. Another
way of expressing the forecast accuracy level is with the coefficient of determination (R2),
as shown in Equation (5):

R2 =
SQReg

SQT
=

∑n
i=1(ŷi − y)2

∑n
i=1(yi − y)2 (5)

Thus R2 is a global statistic to evaluate how much of the response variability of y
is explained by the independent variables. In most surveys, there are a large number of
independent variables available that can be chosen for inclusion in the regression equation.
The step of selecting which variables will be part of the model is an important point in
the model estimation process [23]. This research tested three sequential search methods to
select variables called stepwise, forward and backward. Probably the most used variable
selection technique is stepwise regression. A sequence of regression models is constructed
iteratively, adding or removing variables at each stage. The criteria for removing or adding
a variable at any stage are expressed in terms of a partial F test. To begin the process, the
independent variable with the highest correlation coefficient with the dependent variable
is chosen to generate a simple regression model. The next independent variables selected
are based on their incremental contribution (partial correlation) to the regression equation.
Each new independent variable introduced in the model is examined by the F test if the
contribution of the variables that are already in the model remains significant, given the
presence of the new variable. If not, the stepwise estimation allows variables already in
the model to be eliminated. The procedure continues until all independent variables not
yet present in the model have their inclusion evaluated and the reaction of the variables
already present in the model is observed when these inclusions occur [23].

In the forward selection procedure, variables are added to the model one at a time, as
long as their partial value of F exceeds a previously established limit. That is, this technique
can be considered a variation of the regression stepwise.

The backward elimination algorithm begins with all k model predictors. Then the pre-
dictor with the lowest F statistic is removed if that F statistic is insignificant. Subsequently,
the model with k–1 predictors is adjusted and the next predictor for potential elimination
is found. The algorithm ends when no more predictors can be eliminated [22].

2.2. Cluster Analysis (Dynamic Method)

Cluster analysis is the set of multivariate techniques whose main purpose is to aggre-
gate objects, items or individuals based on their characteristics [23]. The basic criteria used
to group objects is their similarities. In this manner, objects belonging to the same cluster
are similar to each other concerning the variables that were measured in them, and the
elements of distinct clusters are dissimilar for these same variables [24].

To decide whether two database elements can be considered as similar or not, math-
ematical metrics are used. In this study, Euclidean distance was used as a measure of
dissimilarity. Considering two elements Xl and Xk, l 6= k, the Euclidean distance between
them is defined by Equation (6):

d(Xl, Xk) =

[
p

∑
i=1

(Xil − Xik)
2

] 1
2

(6)

Clustering techniques are classified into two types: non-hierarchical and hierarchical,
and these are again classified into agglomerative and divisive [24]. Although hierarchical
and non-hierarchical methods have certain advantages, its application may not produce

173



Energies 2021, 14, 149

good results when analyzing the elements located at the borders between the different
groups, as shown in Figure 1.
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In Figure 1, it is noted that elements I and L belong to cluster 1 and the element F
belongs to cluster 2. Therefore, such elements will be represented by the characteristics
of their respective centroids. However, it is evident that the elements I, L and F are much
more similar to each other than to their own centroids. To get around this problem [25]
has created a new method, which works by establishing dynamic (changing) clusters from
each element. In the dynamic method, for each element taken as reference, a grouping of
elements that are most comparable to the so-called reference element will be formed.

In this method there is no formation of fixed clusters, as if there were distinct clusters
for each element. This method is very appropriate when the sense of belonging to each
cluster is extremely relevant. The algorithm for this technique consists of:

• Each element is adopted as the centroid of a group to be created;
• Once the centroid is defined, the distance of all elements to this centroid is determined;
• A cut-off criterion is established for the degree of similarity between the centroid and

the elements;
• Each centroid is grouped with the most representative elements based on their simi-

larities;
• The process is repeated for each of the elements.

The drawback of the dynamic method is that each sample element will generate a
cluster. Consequently, for applications that have many elements, the algorithm must be
implemented computationally.

2.3. Short-Term Voltage Variations and Index

Short-term voltage variations are defined as random events characterized by signifi-
cant deviations in the voltage RMS value over a short period and are divided into voltage
sags, swells and interruptions.

Voltage sags are the most frequent events among short-term voltage variation (STVV),
having a much higher occurrence rate than voltage swells. The IEEE 1564 standard recom-
mends that the handling of voltage sag and voltage swell events be done separately, due to
the different effects they cause on equipment [2]. Therefore, this paper will prioritize the
study of voltage sags. Although there are many studies and standards focused on voltage
sags, there is no international consensus on which index best characterizes the disturbance.
Standard [6] presents as parameters of an STVV the event amplitude (Equation (7)), the
event duration (Equation (8)) and as an index of a bus or system the frequency of occurrence
of events (Equation (9)):

Ve =
Vres

Vref
× 100 (7)
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where Ve is the event amplitude (in %), Vres is the residual voltage of the event (in Volts)
and Vref is the reference voltage (in Volts):

∆te = tf − ti (8)

where ∆te is the event duration, tf is the event end time and ti is the event start time:

fe = n (9)

where fe is the frequency of events and n is the number of events recorded in the period.
Some standards such as [2–5] propose that event stratification be done in tables with

certain amplitude and duration ranges.
Taking into consideration the particularities of the electrical system, the standard [6]

establishes as shown in Table 1, nine sensitivity regions, to correlate the importance of each
event with the sensitivity levels of different loads [18].

Table 1. Stratification based on sensitivity levels of various loads.

Magnitude
(p.u.)

Duration

[16.67 ms–
100 ms] (100 ms–300 ms] (300 ms–600 ms] (600 ms–1 s] (1 s–3 s] (3 s–1 min] (1 min–3 min)

>1.15
REGION H REGION I

(1.10–1.15]

(0.85–0.90]
REGION A

(0.80–0.85]
REGION G

(0.70–0.80]
REGION B

REGION D
(0.60–0.70]

REGION F

(0.50–0.60]
REGION C

(0.40–0.50]

(0.30–0.40]

REGION E
(0.20–0.30]

(0.10–0.20]

<0.10

To describe the severity of the incidence of events in a single index, the Impact Factor
(IF) index was established in [6], which has a 30 consecutive days calculation period, and is
calculated by Equation (10):

IF =
∑I

i=A(fei × fpi)

IFbase
(10)

where fei is the frequency of events over 30 consecutive days for each sensitivity region
i, with i = A through I, fpi is the weighting factor for each sensitivity region and IFbase
is the base impact factor, calculated considering the weighting factors and the maximum
frequency of occurrence for each sensitivity region. The maximum frequency of occurrence
for each sensitivity region is presented in Table 2.
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Table 2. Monthly maximum frequency of occurrence in the sensitivity regions [6].

Sensitivity Regions Maximum Frequency of Occurrences

1 kV < Vnominal < 69 kV

A -
B 5
C 4
D 3
E 2
F 1
G 4
H 1
I 1

The weighting factors were stipulated by the regulatory agency in order to consider
in the equation the sensitivity of the loads normally present in the industries, giving more
weight to severe events, which have a high probability of causing equipment shutdowns
and less weight for mild events, with a low probability of causing shutdowns. The weight-
ing factor (fp) for each sensitivity region and also the base impact factor are shown in
Table 3.

Table 3. Weighting factors and base impact factor [6].

Sensitivity Regions Weighting Factor (fp)
Base Impact Factor (IFbase)

1 kV < Vnominal < 69 kV

A 0.00

2.13

B 0.04
C 0.07
D 0.15
E 0.25
F 0.36
G 0.07
H 0.02
I 0.04

The base impact factor currently adopted is the same for all distribution systems,
not considering the levels of the variables that influence the occurrence of the event. The
reference value set in [6] for the impact factor index for distribution systems is 1.0 p.u.

Therefore, the objective of this work is to define different base impact factors for
each distribution system taking into account the performance of distribution systems that
have similar characteristics with respect to the variables that influence the occurrence of
voltage sags.

3. Material and Methods
3.1. Material

To make the proposed methodology applicable to all distribution systems with
1 kV < Vnominal< 69 kV in Brazil, starting from a larger database that is mandatorily sent
by all electricity utilities to the regulatory agency were chosen by a specialist 9 attributes
that include technical information of the distribution network that may be related to the
occurrence of voltage sags. Besides the attributes, it is necessary the information that will
serve as a goal to form clusters, which in the specific case of this research considered the
frequency of occurrence of the phenomena. The average monthly frequency of voltage
sag was obtained from measurements in 19 distribution systems belonging to a Brazilian
electricity utility.

176



Energies 2021, 14, 149

The complete database containing the values of the considered attributes and the
frequency of voltage sags measured in each distribution system (DS) is shown in Table 4.
The meaning of each abbreviation is listed in the Abbreviations section below.

Table 4. Database (attributes and frequency of voltage sags).

DS NF NRCU D_DESC PC_VRA PC_TD_1F PC_TD_R AFL FR VA FREQ

1 4 262 3.00 0.03 0.86 0.96 489.45 6.48 535.17 19
2 4 405 3.00 0.01 0.46 0.53 103.91 12.54 74.33 4
3 4 310 3.00 0.01 0.74 0.86 221.65 5.76 74.41 5
4 2 389 2.78 0.01 0.31 0.32 79.46 21.09 41.37 5
5 4 82 2.83 0.04 0.60 0.61 68.74 20.64 129.87 15
6 2 297 3.00 0.01 0.87 0.93 553.56 4.24 174.43 14
7 3 538 3.00 0.05 0.78 0.92 204.33 10.25 388.72 11
8 5 422 2.97 0.05 0.70 0.94 237.46 7.62 93.71 5
9 5 644 3.00 0.01 0.61 0.81 177.86 11.40 175.78 11

10 4 261 3.00 0.44 0.56 0.87 164.38 7.38 240.34 16
11 11 461 3.31 0.01 0.76 0.93 209.25 6.18 194.76 6
12 3 189 3.00 0.01 0.94 0.97 83.50 3.40 113.89 12
13 17 998 3.00 0.01 0.75 0.89 211.08 6.57 174.96 13
14 4 435 3.00 0.03 0.76 0.97 327.05 6.40 251.92 13
15 4 474 3.00 0.11 0.84 0.95 418.09 8.48 142.81 15
16 6 392 3.01 0.22 0.86 0.95 232.65 9.10 160.37 17
17 6 539 2.92 0.01 0.61 0.68 159.67 16.84 278.59 14
18 1 171 3.00 0.01 0.90 0.93 777.61 4.43 135.82 13
19 3 395 3.00 0.01 0.88 0.97 292.89 5.15 235.71 13

The number of feeders, is obtained by counting in the substation diagram, the number
of rural consumer units provided by the electricity utility, the atmospheric discharge density
was estimated from historical meteorological data, the percentage of remaining vegetation
was established by processing satellite images, the percentage of single-phase transformers
was obtained by the ratio of the number of single-phase transformers to the total number of
transformers in the distribution system, the percentage of rural transformers was obtained
by the ratio of the number of rural transformers to the total number of transformers in
the distribution system, the average feeder length was obtained by the ratio of the total
length of the distribution network to the number of feeders, the fault rate was obtained
by averaging historical data, the vulnerability area refers to the substation bus and it
was calculated considering failure impedance equal to zero. With the distribution system
modeled in a simulation software, short-circuits are applied to all nodes in the network
while the voltage on the substation bus is monitored, to check for voltage sag. All types
of short circuit were considered and weighted by the typical probability of occurrence.
The average monthly frequency of voltage sags was obtained through meters that were
installed in the substations and measured during one year.

3.2. Methods

The proposed methodology can be summarized in the following steps:

• Variables selection through sequential search methods (explained in Section 2.1).
• Formation of distribution systems clusters through the dynamic method, using as

input variables those selected in the previous step (explained in Section 2.2).
• Establishment of the base impact factor for each distribution system by averaging the

frequency of occurrence found in similar distribution systems, this is the main point
of the proposed methodology and will be exemplified in Section 4.3.

The flowchart in Figure 2, presents in more detail the process of the proposed method-
ology.
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4. Case Study and Results
4.1. Variable Selection

Given the number of variables available for analysis, and knowing the sensitivity that
the clustering method has when considering a large number of input variables, a step in
variable selection has been performed to define the smallest possible set that has a good
capacity to explain the variability of the response. For this step, the stepwise regression,
backward elimination, and forward selection procedures were tested. Considering a level
of significance for entry and removal of variables in the model equal to 0.1 and applying the
three regression techniques tested, the same model was obtained, whose main parameters
(R2, coefficients, regression equation) are shown in the Table 5.
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Table 5. Regression analysis for the frequency of voltage sags.

Analysis of Variance

Source DF Adj SS Adj MS f -Value p-Value

Regression 4 271.26 67.816 9.98 0.000
PC_VRA 1 79.71 79.709 11.73 0.004

PC_TD_1F 1 106.12 106.123 15.61 0.001
FR 1 60.99 60.991 8.97 0.010
VA 1 36.81 36.810 5.42 0.035

Error 14 95.16 6.797
Total 18 366.42

Model Summary

R2 R2 adj
74.03% 66.61%

Coefficients

Term Coef SE Coef t-Value p-Value VIF
Constant −16.25 6.16 −2.64 0.020
PC_VRA 20.88 6.10 3.24 0.004 1.10

PC_TD_1F 25.89 6.55 3.95 0.001 3.11
FR 0.589 0.197 3.00 0.010 2.81
VA 0.01321 0.00568 2.33 0.035 1.18

Regression Equation

Freq = −16.25 + 20.88 PC_VRA + 25.89 PC_TD_1F + 0.589 FR + 0.01321 VA

The generated model shows that all the selected variables presented P-Value below
the 0.05 threshold, indicating to be significant in the model. Also, the VIF values are all
less than 5, showing low multicollinearity between the selected variables. However, the
parameter normally used to verify the adequacy of the model is R2, the model adjusted
for the number of occurrences of voltage sags, presented R2 = 74% (satisfactory value),
representing a model that although parsimonious (a small number of variables) still ex-
plains the variability of the response. Thus, in the subsequent steps of the methodology,
the variables (PC_VRA—“percentage of remaining vegetation”, PC_TD_1F—“percentage
of single-phase transformers”, FR—“fault rate” and VA—“vulnerability area”) will be used.
It is noteworthy that any model found by the statistical method should be appreciated
by a specialist, to verify the selected variables and their coefficients, as to the physical
meaning they have with the phenomenon under analysis. Making this critical analysis of
the obtained model, it is valid to select the variable “percentage of remaining vegetation”,
since a short circuit source in the networks is the trees that can touch it. The variable
percentage of single-phase transformers indirectly brings information on the percentage of
rural networks, since single-phase transformers are commonly used in these. This way, the
variable also has an explanation from electrical engineering, since rural networks are more
exposed to the action of animals and tend to have less frequent maintenance compared to
urban networks. The fault rate variable is also related to the occurrence of voltage sags, as
some faults generate these events. The variable vulnerability area is strongly related to the
occurrence of the phenomenon since it represents the area under which the occurrence of a
fault will generate voltage sag. It is also noted that the coefficients linked to the variables
present in the model are in agreement with the expected since these selected variables have
a direct relation, i.e., an increase in the value of some predictor increases the value of the
response.

4.2. Clustering Analysis

For the implementation of the dynamic method, it is necessary to create tables by
increasingly sorting the distances between elements for each element taken as reference. For
example, considering DS 8 as a reference, Table 6 shows the distances between elements.
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Table 6. Distance and heterogeneity between elements (reference DS 8).

DS Distance Heterogeneity

8 0.00 0.00%
3 0.60 9.96%
13 0.87 14.49%
11 1.04 17.32%
15 1.08 17.97%
9 1.19 19.80%
14 1.42 23.69%
18 1.46 24.32%
6 1.47 24.51%
12 1.73 28.78%
19 1.75 29.21%
2 1.80 29.96%
16 1.98 33.00%
17 2.46 40.99%
5 2.57 42.91%
7 2.61 43.50%
4 3.53 58.87%
1 3.89 64.88%
10 3.96 65.94%

Percent heterogeneity is obtained by dividing the distance values by the maximum
distance (denominator of Equation (11)). The maximum distance will be the distance
between the reference DS and a hypothetical DS whose standardized attributes are three
times the value of the reference DS attributes, in other words, a DS that is 3 standard
deviations from the reference DS. Thus, the percentage heterogeneity formula is presented
in Equation (11):

Heterogeneity =
Distance√

k·32
=

Distance√
4·32

=
Distance

6
(11)

where k is the number of attributes. From the analysis of Table 6, considering maximum
percentage heterogeneity of 30%, DS 8 has 11 similar DSs.

4.3. Setting the Base Impact Factor

To establish the base impact factor, it is proposed to use the average of the values of the
monthly average frequency of voltage sags in each sensitivity region in the DSs that most
closely resemble the DS taken as reference. Starting with a determination of the maximum
expected number of occurrences in each sensitivity region, with these values and using the
weighting factors used by [2], a different IFbase is calculated for each distribution system.
The differentiation of IFbase from each system allows the reference value set by [6] of 1 p.u.
be maintained, but each DS will have a different goal according to the characteristics that
most contribute to the occurrence of the phenomenon and according to the performance
of systems that have similarities concerning these characteristics. Taking as an example
the DS 8, Table 7 shows the average monthly frequency of voltage sags measured in these
distribution systems stratified in sensitivity regions A to G.

180



Energies 2021, 14, 149

Table 7. Frequency of voltage sags in the sensitivity regions.

DS
Frequency of Voltage Sags in the Sensitivity Regions

A B C D E F G

8 3.08 0.00 0.00 0.50 0.25 0.50 0.58
3 3.25 0.08 0.00 0.50 0.00 0.17 1.25

13 6.67 0.67 0.33 1.92 1.75 0.42 1.42
11 2.08 0.75 0.17 0.83 0.67 0.92 0.83
15 8.55 1.36 0.09 2.73 0.18 0.18 1.45
9 3.58 0.17 0.08 1.33 0.33 1.50 1.25

14 7.60 0.40 0.00 1.10 0.30 0.70 2.70
18 6.13 0.75 0.13 4.25 0.38 0.63 0.88
6 7.08 0.67 0.33 3.58 0.33 1.00 0.92

12 6.00 0.75 0.42 2.25 0.67 1.58 0.67
19 8.89 0.33 0.22 1.33 1.11 0.56 1.00
2 1.83 0.50 0.25 0.92 0.08 0.25 0.25

16 9.25 2.25 0.17 1.67 1.42 1.25 0.75
17 7.09 1.18 0.09 1.55 0.64 1.73 1.18
5 4.73 0.91 0.36 4.18 0.73 2.82 1.09
7 5.09 1.55 0.00 1.73 0.45 0.82 1.45
4 2.33 0.17 0.08 0.50 0.67 1.08 0.50
1 11.80 1.60 0.30 2.20 0.50 0.90 1.30

10 7.67 0.50 0.00 0.75 0.58 2.25 3.42

Considering the average of the data in bold type present in each column of Table 7, the
maximum number of occurrences expected for each sensitivity region is obtained for DS 8.
Table 8 shows the sensitivity regions A to G considered in the Impact Factor calculation,
the weighting factor and the maximum number of occurrences relative to each sensitivity
regions used by [6] and the calculated by the proposed procedure.

Table 8. Weighting factors and limits for voltage sag frequency at sensitivity regions.

Sensitivity Regions Weighting Factor Maximum Frequency of
Occurrences (ANEEL)

Maximum Frequency of
Occurrences (DS 8)

A 0.00 - 5.40
B 0.04 5 0.54
C 0.07 4 0.17
D 0.15 3 1.77
E 0.25 2 0.50
F 0.36 1 0.70
G 0.07 4 1.10

Base Impact Factor (IFbase) 2.07 0.75

With the values of the maximum occurrences of DS 8, the new base impact factor
for this system is calculated by summing the weighting factor products by the maximum
occurrences, resulting in 0.75.

It is observed that the base impact factor found for the distribution system analyzed
is lower than that established by [6], due to the lower maximum number of occurrences
of voltage sags calculated for such a system. Using this calculation methodology, the
IFbase(new method), IF(new method), IFbase(current) and IF(current) of the other DSs of
this case study are shown in Table 9.
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Table 9. IFbase and IF of distribution systems.

DS IFbase(New) IF(New) IFbase(Current) IF(Current)

1 0.89 1.07 2.07 0.46
2 0.53 0.57 2.07 0.15
3 0.79 0.28 2.07 0.11
4 - - 2.07 0.33
5 1.56 1.26 2.07 0.95
6 0.84 1.30 2.07 0.53
7 0.81 1.02 2.07 0.40
8 0.75 0.48 2.07 0.17
9 0.68 1.37 2.07 0.45

10 - - 2.07 0.64
11 0.79 0.91 2.07 0.35
12 0.78 1.51 2.07 0.57
13 0.79 1.29 2.07 0.49
14 0.80 0.87 2.07 0.34
15 0.84 0.81 2.07 0.33
16 0.95 1.28 2.07 0.58
17 1.34 0.85 2.07 0.56
18 0.78 1.35 2.07 0.51
19 0.79 0.99 2.07 0.38

The graph in Figure 3 shows the IF (new method) and the IF (current) compared to
the reference value of 1 p.u.
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As shown in Figure 3, considering the current IFbase the index IF of all distribution
systems are below the reference value of 1 p.u., showing that this IFbase is soft, because all
distribution systems would be in accordance with the standard, not requiring actions by
the electricity utility. Therefore, a hypothetical industrial consumer who is connected to
any of these distribution systems and has a process sensitive to voltage sags characterized
by regions D, E, F, G (Table 1), can suffer up to 13 process stoppages per month without the
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impact factor exceeding 1p.u. In many industrial sectors, this number of process stoppages
would result in high financial losses.

On the other hand, with the calculation of the new IFbase considering the average of
the voltage sags frequency of the cluster, about 53% of the DSs had an Impact Factor above
the reference value of 1 p.u, if it was the methodology applied in the regulation, some
distribution systems would need improvements, such as pruning the vegetation nearby the
network, increasing the isolated compact network to adapt the index to the reference value.
Therefore, for electricity utilities, the proposed methodology establishes hard values for
the index, however it takes into account that similar distribution systems have to present
similar performances and generates base impact factors that are aligned with the power
quality demanded by industrial consumers.

5. Conclusions

Voltage sags cause major monetary losses to industrial consumers with sensitive loads.
Hence, it is expected that in the future there will be changes in the standard for proposing
limits and it is believed that the most appropriate procedure to be adopted should be
the establishment of a distinct base impact factor for each DS according to the systems
performance that it most resembles. In this context, this work is aligned with the aspirations
of the electrical sector, presenting in a didactic way a methodology for the establishment
of the base impact factor that is used in the calculation of the index that regulates voltage
sags in Brazil.

The results showed that the proposed methodology was able to select the variables
that are most related to the occurrence of voltage sags, to generate clusters of distribution
systems in relation to these variables and to establish the base impact factor for each DS.
The values found for the new base impact factors were lower than the current value, so it is
tighter, if adopted it guarantees a better power quality for consumers.

The regulatory agency is able to implement the methodology for all distribution
systems in Brazil, requesting the input data used from the electricity utilities. Other coun-
tries may adopt the proposed methodology to assign base values to their indices, even
if the available variables are different, or if the chosen clustering technique is different,
the suggested steps can be followed to find base values that take into account the perfor-
mance of the similar systems with respect to the variables that influence the occurrence of
voltage sags.

If the necessary data is available, in future research, the proposed methodology can be
reevaluated considering a larger sample of distribution systems and other variables that
may be relevant for the formation of clusters.

Author Contributions: Conceptualization, P.V.G.d.S.; Data curation, P.V.G.d.S. and H.K.R.F.; Formal
analysis, P.V.G.d.S. and J.M.d.C.F.; Funding acquisition, N.B.P.; Investigation, P.V.G.d.S. and H.K.R.F.;
Methodology, P.V.G.d.S. and J.M.d.C.F.; Project administration, J.M.d.C.F. and D.F.F.; Supervision,
J.M.d.C.F. and D.F.F.; Validation, P.V.G.d.S. and D.F.F.; Writing—original draft, P.V.G.d.S.; Writing—
review & editing, J.M.F. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by Capes, CnPq and Fapemig agencies.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are contained in the article.

Acknowledgments: The authors would like to thank the Federal University of Itajubá and the
Federal University of Lavras for the technological support and the EDP company for providing
through a R&D project the data used in the case study.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

183



Energies 2021, 14, 149

Abbreviations
AFL Average feeder length [km];
ANEEL National Electricity Agency;
D_DESC Atmospheric discharge density [lightning/km2];
DS Distribution system;
FR Fault rate [faults/100 km/year];
FREQ Frequency of occurrence of voltage sags;
IEEE Institute of Electrical and Electronics Engineers;
IF Impact Factor;
NF Number of feeders;
NRCU Number of rural consumer units;
PC_TD_1F Percentage of single-phase transformers;
PC_TD_R Percentage of rural transformers;
PC_VRA Percentage of remaining vegetation;

PRODIST
Documents to standardize the technical activities related to the operation and
performance of the electricity distribution systems in Brazil;

RMS Root mean square;
STVV Short-term voltage variation;
VA Vulnerability area [km];

References
1. Bollen, M.H. Understanding Power Quality Problems; IEEE: New York, NY, USA, 1999.
2. IEEE P1564/D19. IEEE Guide for Voltage Sag Indices; IEEE: New York, NY, USA, 2013.
3. IEC 61000-2-8. Electromagnetic Compatibility (EMC)—Part 2–8: Environment—Voltage Dips and Short Interruptions on Public Electric

Power Supply Systems with Statistical Measurement Results; International Electrotechnical Committee: Geneva, Switzerland, 2005.
4. IEC 61000-4-11. Electromagnetic Compatibility (EMC)—Part 4–11: Testing and Measurement Techniques—Voltage dips, short interruptions

and Voltage Variations Immunity Tests; International Electrotechnical Committee: Geneva, Switzerland, 2004.
5. NRS 048-2. Electricity Supply—Quality of Supply Part 2: Voltage Characteristics, Compatibility Levels, Limits and Assessment Methods;

Standards South Africa: Groenkloof, South Africa, 2003.
6. ANEEL—National Electricity Agency. PRODIST—Electricity Distribution Procedures in the National Electric System. 2017.

Available online: https://www.aneel.gov.br/documents/656827/14866914/M%C3%B3dulo_8-Revis%C3%A3o_10/2f7cb862
-e9d7-3295-729a-b619ac6baab9 (accessed on 4 March 2019). (In Portuguese)

7. Jasinski, M.; Sikorski, T.; Karpinski, J.; Zenger, M. Cluster analisis of long-term power quality data. In Proceedings of the 2016
Electric Power Networks (EPNet), Szklarska Poreba, Poland, 19–21 September 2016; pp. 1–6.

8. Florencias-Oliveros, O.; Agüera-Pérez, A.; González-de-la-Rosa, J.; Palomares-Salas, J.; Sierra-Fernández, J.; Montero, Á.J. Cluster
analysis for Power Quality monitoring. In Proceedings of the 2017 11th IEEE International Conference on Compatibility, Power
Electronics and Power Engineering (CPE-POWERENG), Cadiz, Spain, 4–6 April 2017; pp. 626–631.

9. Duan, R.; Wang, F.; Zhang, J.; Huang, R.; Zhang, X. Data mining & pattern recognition of voltage sag based on K-means clustering
algorithm. In Proceedings of the 2015 IEEE Power & Energy Society General Meeting, Denver, CO, USA, 26–30 July 2015; pp. 1–5.

10. Asheibi, A.; Stirling, D.; Sutanto, D. Determination of the optimal number of clusters in harmonic data classification. In
Proceedings of the 2008 13th International Conference on Harmonics and Quality of Power, Wollongong, NSW, Australia,
28 September–1 October 2008; pp. 1–6.

11. Ariyanto, N.; Anggoro, B.; Noegroho, R. New Probabilistic Approach for Identification Event Severity Index Due To Short Circuit
Fault. In Proceedings of the IEEE International Conference on Electrical Engineering and Computer Science, Kuta, Indonesia,
24–25 November 2014; pp. 2–6.

12. Seera, M.; Lim, C.P.; Loo, C.K.; Singh, H. Power Quality Analysis Using a Hybrid Model of the Fuzzy Min–Max Neural Network
and Clustering Tree. IEEE Trans. Neural Netw. Learn. Syst. 2016, 27, 2760–2767. [CrossRef] [PubMed]

13. Mahela, O.P.; Shaik, A.G. Recognition of power quality disturbances using S-transform and Fuzzy C-means clustering. In
Proceedings of the 2016 International Conference on Cogeneration, Small Power Plants and District Energy (ICUE), Bangkok,
Thailand, 14–16 September 2016; pp. 1–6.

14. Pan, D.; Zhao, Z.; Zhang, L.; Tang, C. Recursive clustering K-nearest neighbors algorithm and the application in the classification
of power quality disturbances. In Proceedings of the 2017 IEEE Conference on Energy Internet and Energy System Integration
(EI2), Beijing, China, 26–28 November 2017; pp. 1–5.

15. Duan, X.; Chen, K. Research on the application of maximal tree method based on fuzzy clustering for Power Quality Eval-
uation. In Proceedings of the 2014 China International Conference on Electricity Distribution (CICED), Shenzhen, China,
23–26 September 2014; pp. 1284–1287.

184



Energies 2021, 14, 149

16. Filho, J.L.; Borges, F.A.D.S.; Rabelo, R.D.A.L.; Silva, I.S.; Junior, R.P.T.; Filho, A.O.D.C. Methods for voltage sag source location by
Cluster Algorithm and Decision Rule Labeling with a Comparative Approach of K-means and DBSCAN Clustering Algorithms.
In Proceedings of the 2020 5th International Conference on Smart and Sustainable Technologies (SpliTech), Split, Croatia,
23–26 September 2020; pp. 1–8. [CrossRef]

17. Garcia-Sanchez, T.; Lázaro, E.G.; Muljadi, E.; Kessler, M.; Molina-García, A. Statistical and Clustering Analysis for Disturbances:
A Case Study of Voltage Dips in Wind Farms. IEEE Trans. Power Deliv. 2016, 31, 2530–2537. [CrossRef]

18. Costa, M.V.; Filho, J.M.C.; Leborgne, R.C.; Pereira, N.B. A novel methodology for determining the voltage sag Impact Factor.
Electr. Power Syst. Res. 2019, 174, 105865. [CrossRef]

19. Souza, P.V.G. Formação de Conjuntos de Sistemas de Distribuição quanto aos Afundamentos de Tensão; Universidade Federal de
Itajubá—UNIFEI: Itajubá, Brazil, 2016. (In Portuguese)

20. Filho, J.M.; De Carvalho Filho, J.M.; Paiva, A.P.; De Souza, P.V.G.; Tomasin, S. A PCA-based approach for substation clustering for
voltage sag studies in the Brazilian new energy context. Electr. Power Syst. Res. 2016, 136, 31–42. [CrossRef]

21. De Almeida, F.A.; Filho, J.M.; Amorim, L.F.; Gomes, J.H.D.F.; De Paiva, A.P. Enhancement of discriminatory power by ellipsoidal
functions for substation clustering in voltage sag studies. Electr. Power Syst. Res. 2020, 185, 106368. [CrossRef]

22. Montgomery, D.C.; Runger, G.C. Applied Statistics and Probability for Engineers, 3rd ed.; John Wiley & Sons, Inc.: New York, NY,
USA, 2003.

23. Hair, J.F.; Black, W.C.; Babin, B.J.; Anderson, R.E. Multivariate Data Analysis, 7rd ed.; Pearson: London, UK, 2014.
24. Johnson, R.A.; Wichern, D.W. Applied Multivariate Statistical Analysis; Pearson Prentice Hall: Upper Saddle River, NJ, USA, 2007.
25. Tanure, J.; Tahan, C.; Lima, J.M. Establishing Quality Performance of Distribution Companies Based on Yardstick Regulation.

IEEE Trans. Power Syst. 2006, 21, 1148–1153. [CrossRef]

185



energies

Article

Considerations on Current and Voltage Unbalance of Nonlinear
Loads in Residential and Educational Sectors

Gabriel Nicolae Popa *, Angela Iagăr and Corina Maria Dinis,

Citation: Popa, G.N.; Iagăr, A.; Dinis, ,
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Abstract: Most often, electrical consumers in the residential and educational sectors are different from
industrial electrical consumers. Whereas the vast majority of industrial electrical consumers are low-
voltage, three-phase (with three or four wires), electrical consumers in the residential and educational
sectors are low-voltage, single-phase. However, in practice, electrical consumers in the residential and
educational sectors are in large numbers. Usually, current and voltage unbalances are lower in the
industrial sector compared to the residential and educational sectors, where there are a large number
of low-voltage, single-phase consumers that are connected/disconnected in an uncontrollable way
and that need to be wired and balanced on each phase of power transformers from power substations.
The purpose of this paper is to present the results of electrical balance and improve the power factor in
the power substation from residential and educational sectors. The paper investigates the current and
voltage unbalance of nonlinear con sumers in the residential and educational sectors. For this purpose,
we performed measurements in the laboratory and the power substation to investigate the unbalance
in the three-phase system. Laboratory measurements were made in the unbalanced operation of the
single-phase electrical consumers connected at three-phase system. The measurements from power
substation were carried out after the electrical consumers were uniformly spread among the three
phases from the low-voltage power network, on two different days: a workday and a weekend day.
The current and apparent power unbalance were reduced and the power factor was improved using
the capacitive single-phase electric consumers (e.g., personal computers, which are in large numbers
in such sectors) evenly across the phases.

Keywords: nonlinear consumers; power quality; unbalance; power factor

1. Introduction

In the last decades, the widespread use of power electronics from equipment used in
the home, as well as huge and costly industrial processes, have increased the awareness of
power quality issues and concerns. The study of power quality issues has been a major
effort of electric energy suppliers and industrial customers for many years. A perfect
power supply that has a pure noise-free sinusoidal wave shape (for voltages and currents)
that is always stable if voltage and frequency changes is difficult to obtain in practice.
Most electric consumers impose disturbances on the systems that make deviations from
ideal power supply. A large number of devices based on power electronics have been
added to the home applications and industrial sector, which affects the power quality of
the whole distribution system [1–6].

Power quality is important for electric power providers and customers and consists of
transient and steady state electromagnetic disturbances in the electrical distribution system.
Power quality contents include impulsive transients, interruptions, oscillatory transients,
voltage sags, voltage swells, harmonic distortions of the voltage and current, and un-
balance and flicker. A number of power quality indices are defined in the time domain
(e.g., crest factors, RMS values, voltage sags, power factor) and others power quality in-
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dices are defined in the frequency domain (e.g., total harmonic distortion, THD, K-factor),
depending on the purpose of the application [7–12].

The analysis of power quality has evolved into a substantially different form since the
use of the microprocessors and digital signal processors. Today, the proliferation of power
quality analyzers has forced a new definition of power quality to accommodate the needs
of microelectronic equipment. No longer limited to power engineers, power quality now
involves control, electronic, and manufacturing engineers [8,13–15].

Usually, in power plants, up to 92–93% of the produced energy is distributed to the
electric consumers. The other 7–8% of the energy is dissipated in the transmission and
distribution networks (including power transformers from the power substation) as losses.
The special design of distribution transformers from the power substation can be used to
decrease the losses (up to 21%) in transformer [16–20].

With the increase of nonlinear consumers in utility distribution systems, the voltage
and current waveforms have become more distorted and the power quality has decreased.
Utility engineers have to deal with analyzing and planning for the control of the power
distortion. With the availability of these power quality analyzers, much more precise control
of the processes has been developed, which makes the processes even more susceptible
to the effects of power system disturbances. The power quality degradation may result
in other adverse effects, such as overheating of the transformer, errors in measurement,
voltage unbalances, and reductions in efficiency [10,21–23].

With repetitive operation, single-phase nonlinear loads such as the classical fluores-
cent lamp with capacitor, compact fluorescent lamp, sodium-vapor lamp, air conditioning
system, laptop—normal operation, desktop PC with LCD display, and laser printer can
cause current and, sometimes, voltage fluctuations at the point of common coupling (PCC,
e.g., at the power substation). In the distribution system, mitigation devices for the fluctua-
tion of voltages and currents can be used with the distribution static compensator [24–26].
For example, the current from fluorescent lamps with electromagnetic ballast has a non-
sinusoidal shape because of two nonlinear components, the lamp tube and the iron-core
ballast, and the effect increase when the saturation and hysteresis are present [27,28].
Typical appliances from the educational area are different devices like PCs with monitors,
TV sets, electric motors, classical fluorescent lamps (with electromagnetic ballast), compact
fluorescent lamps, and air-conditioning devices. The currents distortion from these devices
depends on the design, operating mode, and voltage level [2,29].

The evolution of power electronics in the last decades, especially of switching mode
power supply (SMPS) with large electrolytic capacitors, has increased the number of single-
phase nonlinear consumers. The currents of these nonlinear loads are strongly deformed.
The PCs and the compact fluorescent lamps with SMPS are responsible for odd current
harmonics. The unbalanced consumers connected to the three-phase supply cause power
quality problems. SMPSs themselves can be affected by nonsinusoidal voltages. PCs and
classical and compact fluorescent lamps are the most significant items, because a large
number of these can be connected to a single phase. In residential and education areas,
nonlinear loads are increasingly found in classrooms, offices, etc. [30–32].

The unbalance phenomena must be monitored and corrected. An electric device under
unbalance supply will create an important unbalance current. The unbalance can affect
the single-phase and three-phase loads and cause voltage sags on the electric network.
In three-phase power supply, the unbalance of loads has an influence on the magnetization
currents through the power transformer but does not cause important output voltage
distortion [3,21,33–37].

The improvement of power factor will reduce the network losses and the energy
consumption and save money. For power energy providers, the power factor improvement
reduces network losses and increases the electrical capacity for productive and can also
help to maintain the voltage at the desired level. The consumers with low power factors
are penalized with tariff clauses. For a constant active power, if the power factor decreases,
the required apparent power and the electrical system losses increase [15,38–42].
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Nonlinear loads generate harmonic currents. The LC filter can be used for nonlinear
loads with two purposes: first, to improve the power factor of nonlinear loads, and sec-
ond, to filter the harmonic load currents. There are differences between the harmonics
(current and/or voltage) from industrial plants and residential and educational buildings.
The consumers from industrial plants are usually large-power and three-phase -supplied
(e.g., large variable speed drives). The low-voltage consumers (e.g., lighting) constitute a
small part of the total power of the industrial plants [2,4,43–45].

In residential and educational buildings, the number of single-phase, low-voltage con-
sumers is higher than the number of three-phase, large-power consumers. The total load of
the residential and educational buildings is about tens or hundreds of kW (usually up to
200 kW), distributed among the three-phase, low-voltage network (e.g., 400V/50 Hz) [8,19,28,31].
The knowledge of balancing these single-phase nonlinear consumers is important to under-
stand the behavior of these loads in different operation modes in low-voltage, three-phase
power supplies. Usually in this sector, consumers supplied by SMPS are in the same rooms
so they can supply in groups.

In the paper, we show the unbalance and balance of electric consumers (with power
factor improvements) using laboratory experiments (different types of electrical loads)
and measurements made in the PCC of a residential and educational electrical power
substation, on two different days (workday and weekend day). Electric consumers in
the residential and educational sectors are nonlinear and low-power, but there are many
and they are connected/disconnected in an uncontrollable way (it is extremely difficult
to simulate this for a large number of electric consumers). If they (groups of consumers,
or different rezistive-inductive (R-L) types) are distributed uniformly approximately by
phases, it is possible to achieve an approximate balancing on currents and an improvement
of the power factor. This can be highlighted by working during the workday (when there
are R-L electrical consumers and many consumers powered by SPMS, e.g., PCs, laptops)
and on weekend days (when there are fewer electric consumers powered by SPMS).

The paper is structured in seven sections. In the second section, a review of power
quality related to electrical power distribution is presented. Then, in third section, an exper-
imental study on the unbalance condition (made in 2018, before the pandemic crisis, on a
semester activity) for consumers from residential and educational sectors is made. In fourth
and fifth sections, we show a case study and measurements from the power substation of
the residential and educational sectors. Finally, in the sixth and seventh sections, the paper
presents discussions and conclusions about the balance of electric consumers in residential
and educational sectors.

2. A Review of Power Quality Issues Related to Electrical Power Distribution

Widespread use of nonlinear and time-varying single-phase or three-phase loads
increasingly affects the operation of distribution networks in residential, commercial,
and industrial sectors. Consequently, single-phase loads are nonsinusoidal, and three-
phase loads are nonsinusoidal and unbalanced.

This section is focused mainly on the unbalance and main power factors in the case
of three-phase systems with unbalanced and distorted waveforms, this being the most
general and widespread case in power delivery systems.

The unbalance includes unequal voltage magnitudes at the fundamental system fre-
quency, fundamental phase angle deviation, and unequal levels of harmonic distortion
between the phases [2]. A major cause of voltage unbalance is the asymmetry of the loads,
if the loads are not uniformly spread among the three phases. Additional causes of power
system voltage unbalance can be single-phase traction, railroad systems, asymmetrical
winding impedances transformer, open wye and open delta transformer banks, asymmetri-
cal transmission impedances possibly caused by incomplete transposition of transmission
lines, and blown fuses on three-phase capacitor banks [20,22]. Furthermore, the unbalance
of voltages represents the most common fault type in electrical networks, which can occur
in the case of voltage sags and can cause double-frequency power oscillations [10].
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Below, we present some negative effects of voltage unbalances. An electric machine
under unbalanced voltage has unbalanced currents at the phases, and the temperature
in different parts exceeds the nominal temperatures. For this reason, large and more
expensive electric machines may be fitted with protection to detect extreme unbalance.
If the supply unbalance increases beyond a fixed limit, the single-phasing protection will
trip the machine [43,46].

The unbalanced load creates unbalanced current components that generate harmonic
powers flowing backward from the loads to the network [43]. Some electronic equipment,
such as computers, may experience problems if the voltage unbalance is more than 2% or
2.5% [46]. Another negative effect of unbalance is increased network losses.

Compensation of the load imbalance reduces the energy loss and is usually combined
with reactive power compensation. For this purpose, PWM-based switching compensators
(SCs), reactive compensators (RC), or hybrid devices can be used [20,25,32,36].

It is very important to correctly quantify the distortions caused by the nonlinear and
unbalanced loads. There are two ways to define the unbalance factors: the European system
and the system used by the IEEE. In European standards, the supply voltage unbalance is
evaluated using the method of symmetrical components, only for fundamental components
(first harmonic, EN 50160) [2].

Negative sequence unbalance represents the ratio between the magnitudes (RMS
measured values) of negative (U−1 ) and positive sequence (U+

1 ) components of voltage
(first harmonic) and current (first harmonic, I−1 , I+1 ) [47,48]:

k−U =
U−1
U+

1
·100, k−I =

I−1
I+1
·100 (1)

Also, it can be defined the zero sequence unbalance, as the ratio between the magni-
tudes (RMS measured values) of zero sequence (U0

1 ) and positive sequence (U+
1 ) compo-

nents of voltage (first harmonic) and current (first harmonic, I0
1 , I+1 ) [2]:

k0
U =

U0
1

U+
1
·100 [%], k0

I =
I0
1

I+1
·100[%] (2)

In most practical systems, k0
U < 4%. An approximate way to calculate the negative

sequence unbalance (in %) is [2]:

k−U ≈
SL
S sc
·100 [%] (3)

In the above relation, SL represents the apparent power of the load and SSC represents
the short-circuit power of the supply circuit.

It can be defined a total voltage (or current) unbalance factor (in %) [43,47,49]:

kU = k−U + k0
U [%], kI = k−I + k0

I [%] (4)

For low-voltage (LV) and medium-voltage (MV) systems, the EN 50160 standard spec-
ifies that, under normal operating conditions, during each period of one week, 95% of the
10 min mean RMS values of the negative phase sequence component (fundamental) of
the supply voltage shall be within the range of 0% to 2% of the positive phase sequence
component (fundamental). This European Standard provides a mediation of the mea-
sured quantities for 10 min. Only values for the negative sequence component are given,
because this component is the relevant one for the possible interference of appliances
connected to the system (EN 50160). In some areas where there are some users with
largely single-phase or two-phase loads, unbalance up to about 3% may occur at the
three-phase supply terminal. The IEC recommends that the maximum voltage unbalance
of electrical LV and MV supply systems be limited to 2% (IEC 61000-2-2:2002+A2:2019,
IEC 61000-2-12:2003).
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At the load terminals, an unbalance factor of apparent power (in %) can be defined
using [49]:

Sunb = kU ·kI (5)

The IEEE system uses the voltage unbalance in percent, defined as the ratio between
the maximum deviation from average and the average of three phase-to-phase voltages
(line voltages, IEEE Std 112TM: 2004). The phase angle unbalance does not appear in this
definition, because it is based only on magnitudes.

The power losses that occur in AC power systems depended on frequency, waveform
distortion, and unbalance [7,12,23,50]. In the presence of phase displacement, unbalance
and waveform distortion it is difficult, but very important, to correctly define the apparent
power (S) and power factor (PF), which represent a measure of the system’s power delivery
capability [5,12,14].

In the last seven decades, there have been many ways of defining and measuring the
apparent power and power factor, both in single- and three-phase systems. Even today,
these concepts have not been defined in one general and universally accepted way [2,5–12].

A good power theory should explain and describe power-related phenomena in
electrical systems for all possible situations and should be able to be used for filter design
and reactive compensation to improve the power factor [5,8]. Among the numerous
approaches to the power theory, the Current Physical Components (CPC) theory, developed
by Czarnecki [8,15,23], the Conservative Power Theory (CPT), developed by Tenti [6] and
the p-q instantaneous power theory, developed by Akagi [12], are the most distinguished.

One of the main differences of these approaches consists in the description of the power
properties of the systems in the time domain, and in the frequency domain respectively.
Another difference is the use of instantaneous values of power, and the averaged values
(over the period T) respectively [5,6,8,12,15,23].

All these power theories have certain limitations. Thus, CPT is formulated in the
time domain and does not provide fundamentals for compensator design [6]. The p-q
instantaneous power theory is formulated in the time domain and is not valid in systems
with nonsinusoidal and/or asymmetrical voltages [12]. In addition, there is a major
disadvantage of this theory due to the fact that it is based on instantaneous values and the
power properties of the systems cannot be identified instantaneously.

The CPC theory, proposed by Czarnecki, introduces some current components: active
current, reactive current, scattered current, load generated current, and unbalanced currents
(of the positive, negative, and the zero sequence). The reactive current and the scattered
current are defined in the frequency domain. The reactive current is related to the phase
shift of the voltage and current harmonics. The scattered current is related to the load
conductance, which changes with harmonic frequency. The CPC theory can explain the
phenomena in single- and three-phase systems, at a sinusoidal or nonsinusoidal supply
voltage, and with linear or nonlinear loads, respectively in three-phase systems with
asymmetrical voltage [8,15,23].

A new, more general, formulation of power theory, in the frequency domain and
in the elementary vector space linear algebra, has been described by the authors of [5].
This power theory is valid for poly-phase systems, with nonsinusoidal waveforms and DC
components, voltage and current unbalance, and unequal and/or frequency-dependent
wire impedances.

Further, we present the IEEE Std 1459-2010 approach. IEEE Std. 1459–2010 demon-
strates that fundamental positive sequence active power P+

1 is the only useful power
supplied to the load and unity power factor means minimum possible line losses for a
given total active power transmitted (IEEE Std 1459–2010). Maximum efficiency in the
electric network is reached when only fundamental positive sequence active current is
demanded and the voltages at the PCC only contain the fundamental positive sequence
voltage [9,11,16,32].
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For three-phase nonsinusoidal and unbalanced systems, the most general case,
the basic quantity is the three-phase instantaneous power. For four-wire systems,
the instantaneous power has the following expression (IEEE Std 1459–2010):

p = ua·ia + ub·ib + uc·ic (W) (6)

where ua, ub and uc are instantaneous line-to-neutral voltages, and ia, ib and ic are instanta-
neous line currents.

IEEE Std. 1459-2010 defines the effective apparent power assuming a virtual si-
nusoidal and balanced circuit which has exactly the same line power losses as the real
circuit (nonsinusoidal and unbalanced). In this approach, the effective apparent power
is considered the maximal active power which can be transmitted by the virtual system
(with sinusoidal and balanced voltages and currents), with the same voltage impact and
the same transmission losses.

Effective apparent power is given by (IEEE Std 1459-2010):

Se = 3Ue·Ie (VA) (7)

where Ue and Ie represent the effective line-to-neutral voltage and the equivalent current.
The equivalent current Ie is defined as the RMS value of the three-phase currents from

fictitious circuit (balanced and sinusoidal), which yields the same losses as the currents
from the real circuit.

The RMS current can be separated into two components—the fundamental Ie1 and the
nonfundamental IeH [9,14,16]:

Ie =
√

I2
e1 + I2

eH (A) (8)

In the case of four-wire systems, Ie1 and IeH are given by the relations (IEEE Std 1459-2010):

Ie1 =

√
I2
a1 + I2

b1 + I2
c1 + ρ1·I2

n1
3

(A), ρ1 =
Ksn1·rnDC
Ks1·rDC

(9)

IeH =

√
∑h 6=1 kh(I2

ah + I2
bh + I2

ch) + ρh·I2
nh

3
(A), kh =

Ksh
Ks1

, ρh =
Ksnh·rnDC
Ks1·rDC

(10)

Ks1 and Ksn1 are the skin and proximity effect coefficient of the supplying line con-
ductor and the neutral current path at fundamental frequency (50 Hz); Ksh and Ksnh are
the skin and proximity effect coefficients of the supplying line conductor and the neutral
current path, respectively, computed for the h harmonic order, or any frequency component
present in the currents spectra; rDC is the DC line resistance and rnDC is the DC resistance
of the neutral current path.

In most practical applications, the ratios ρ1, ρh and kh are not known, being func-
tions of temperature, network topology, and loading. Therefore, it is recommended
to use the values ρ1 = ρh = kh = 1, which leads to the following practical expressions
(IEEE Std 1459-2010):

Ie =

√
I2
a + I2

b + I2
c + I2

n

3
(A) (11)

Ie1 =

√
I2
a1 + I2

b1 + I2
c1 + I2

n1
3

(A) (12)

IeH =
√

I2
e − I2

e1 (A) (13)

The practical expressions for the effective voltage, in the case of four-wire systems, are
(IEEE Std 1459-2010):

Ue =
√

U2
e1 + U2

eH (V) (14)
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Ue =

√
3
(
U2

a + U2
b + U2

c
)
+ U2

ab + U2
bc + U2

ca

18
(V) (15)

Ue1 =

√
3
(
U2

a1 + U2
b1 + U2

c1
)
+ U2

ab1 + U2
bc1 + U2

ca1
18

(V) (16)

UeH =
√

U2
e + U2

e1 (V) (17)

In the above relations: Ia, Ib, Ic and In are the line currents and neutral current; Ua, Ub,
Uc are the line-to-neutral voltages; Uab, Ubc, Uca are the line-to-line voltages.

Effective apparent power can be separated into the fundamental effective apparent
power Se1 and the nonfundamental effective apparent power SeH (IEEE Std 1459-2010):

Se =
√

S2
e1 + S2

eH (VA) (18)

Se1 = 3Ue1·Ie1 (VA) (19)

The load unbalance can be evaluated using the fundamental unbalanced power
(IEEE Std 1459-2010):

Su1 =

√
S2

e1 − (S+
1 )

2
(VA) (20)

where:
S+

1 =

√(
P+

1
)2

+
(
Q+

1
)2

(VA) (21)

P+
1 = 3U+

1 ·I+1 ·cosθ+1 (W) (22)

Q+
1 = 3U+

1 ·I+1 ·sinθ+1 (VAR) (23)

In Equations (20)–(23), S+
1 is the fundamental positive sequence apparent power; P+

1 is
the fundamental positive sequence active power; Q+

1 is the fundamental positive sequence
reactive power; θ+1 is the phase angle between the positive sequence components (first
harmonic) of current and voltage (rad).

According to IEEE Std. 1459-2010, the main power factors are (IEEE Std 1459-2010):

- fundamental positive sequence power factor (or displacement power factor, DPF):

DPF = PF+
1 =

P+
1

S+
1

=
P+

1√
(P+

1 )
2
+ (Q+

1 )
2

(24)

- power factor:

PF =
P
Se

(25)

where P represents the active power:

P =
1

kT

∫ τ+kT

τ
p·dt = Pa + Pb + Pc (W) (26)

In Equation (26) p is the instantaneous power. According to Equation (24), increasing
the PF+

1 to the unity can be done by compensating the fundamental positive sequence
reactive power (P+

1 = S+
1 ). Equation (25) shows that, in three-phase systems with nonlinear

unbalanced loads, the ideal situation (maximum utilization of the line, PF = 1) is obtained
when P = Se.

Total harmonic distortion (THD) is a measurement of the distortion of voltages or
currents due to harmonics. THD of voltages (or currents) is defined as the ratio of the RMS
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voltage (or current) of all the harmonic frequencies (from the second harmonic on) over the
RMS voltage (or current) of the fundamental frequency [7,14,20]:

VTHDi =

√
∑h=hmax

h=2 (V hi)
2

V 1i
·100, [%] (27)

ITHDi =

√
∑h=hmax

h=2 (I hi)
2

I 1i
·100, [%] (28)

In Equations (27) and (28), V represents the phase voltage, I represents the line current,
i represents the phase (i = 1, 2, 3), and h represents the order of the harmonic (hmax = 40,
according to EN 50160).

Crest factor (CF) is calculated from the peak amplitude of the waveform divided
by the RMS value of the waveform (voltage or current). When voltage and current have
sinusoidal waveforms, the crest factor is 1.41 (

√
2). If CF > 1.41, then the waveform is a sharp

nonsinusoidal waveform, and CF < 1.41 indicates a flat nonsinusoidal waveform [7,14,20].

VCFi =
Vpeak i

VRMS i
(29)

ICFi =
Ipeak i

IRMS i i
(30)

In Equations (29) and (30) i represents the phase (i = 1, 2, 3).
K-factor is a weighting of the harmonic load currents according to their effects on

transformer heating. A high value of K-factor means large heating effects due to harmonic
currents. K-factor is defined as a ratio between the additional losses due to harmonics and
the eddy current losses at 50 Hz [7,14,20]:

K− f actor =
h=hmax

∑
h=1

I2
h ·h2 (31)

where Ih represents the RMS current at harmonic h, in per unit of rated RMS load current.
The duration of maximum power usage (consumption), Tmax, over a time period t can

be calculated with [7,14]:

Tmax =

∫ t
0 i dt
Imax

(32)

and the duration of maximum losses, τmax, over a time period t can be calculated with:

τmax =

∫ t
0 i2 dt
Imax

(33)

where Imax represents the current corresponding to the maximum power.

3. Laboratory Experimental Study in Unbalance Condition of Electric Loads Used in
Residential and Educational Buildings

In this section, we present the experimental results from most often used consumers
from the residential and educational sectors in an unbalanced operation. In order to analyze
the unbalance of voltages and currents for different nonlinear electrical consumers in three-
phase systems on each phase and different voltage amplitudes, laboratory measurements
were performed.

The laboratory tests were made with nonlinear electric consumers. During the experi-
ments, the voltage source had low distortion (THD < 1.5%).

To investigate the voltage unbalance and the current unbalance in three-phase power
systems, an experimental test (Figure 1) was carried out using a PC (maximum 400 W)
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on phase b (Load 1), and two classical fluorescent lamps (2 × 20 W) on other phases a
(Load 2) and c (Load 3). The lamps did not have capacitors to the improve power factor in
the experiments.
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Figure 1. Laboratory experimental setup.

The electrical measurements (currents and voltages) were made on Load 1, Load 2,
and Load 3 using a power quality analyzer CA 8334B to measure the current were used
current probe MN 93A (maximum 5A). A sampling frequency of 12.8 kHz was imposed in
order to avoid aliasing and leakage errors. The measurements were made in the three-phase
secondary windings of power autotransformer AT1 (10 kW, Y/y connections).

In the following, we present four sets of experiments. During the experiment sets
(set 1–4), the power quality analyzer CA 8334B was directly connected to Load 1, Load 2,
and Load 3. In the experiments, we used two classic fluorescent lamps (with inductive
ballast 2 × 20 W), identical in design but different at times of operation. In particular,
we used an old lamp (10 years of operation) and a new one. Using the power quality
analyzer, we measured the crest factor for the voltages and currents, the voltage and
current unbalance for three-phase systems, the Fresnel diagrams, the power factor (PF),
and the displacement power factor (DPF).

In the first set of experiments, the phase voltages were changed identically between
150 V and 230 V on the single-phase consumers: Load 1 involved a PC with LCD display;
Load 2 involved an old classic fluorescent lamp 2 × 20 W; Load 3 involved a new classic flu-
orescent lamp 2 × 20 W. In this set of experiments, AT2 was missing from the experimental
setup (Load 1 was connected directly on winding b from Figure 1).

Figures 2 and 3 present the crest factor of phase voltages and the crest factor of currents
depending on the supply voltages.
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The crest factor of voltages and currents for the three consumers change with the
supply voltage and the type of consumer are presented in Figures 2 and 3, respectively.
With increasing voltage, the crest factor of voltages increased, but it was different even for
the same type of nonlinear consumers (old and new classic fluorescent lamps). Deviation
from sinusoidal waveform was evidenced by the crest factor values. For the PC, current
crest factor had high values (Figure 3), whereas for fluorescent lamps, crest factor was
closer to the value of sinusoidal waveforms (1.41).

The unbalance factor for voltages Vunb and currents Iunb are presented in Figures 4
and 5, respectively, depending on the supply voltages. It was found that Vunb was low,
below 1.3% (the low-power, nonlinear consumers do not affect the voltages unbalance).
For currents, Iunb was very high, reaching 58% for low-supply voltage (e.g., 150 V). Even at
nominal voltage of the nonlinear voltage consumers, Iunb had high values (45%).
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The following figures show the Fresnel diagrams of voltages and currents for 190 V
(Figure 6) and 230 V (rated voltage, Figure 7).
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Figure 7. Fresnel diagrams for fundamental voltages and currents for 230 V (set 1). (a) is voltages.
(b) is currents.

From Figures 6 and 7, we found a strong unbalance of currents characterized by
different RMS values on the three different phases (a, b, and c) and different phase shifts
(are not 120◦). The Fresnel diagrams indicated the capacitive reactive type of the PC and
inductive reactive type of fluorescent lamps.

Power factors PF1, PF2, and PF3 (Figure 8) and displacement power factors DPF1,
DPF2, DPF3 (Figure 9) for the three phases decreased with increasing supply voltage. The
values of PFs were under 0.8. In the case of the PC, PF values were between 0.8 and 0.69.
We noticed a big difference between PF and DPF for the PC consumer (DPF∼= 1), indicating
a large deviation of current from sinusoidal waveform.
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As the fluorescent lamps were not used capacitors to improve power factor, DPF values
had an evolution between 0.8 and 0.5, and PF ∼= DPF, indicating a closer sinusoidal
waveform of current.

Set 2 of measurements is presented below. Phase b changed between 150 V and 230 V
(Figure 1) using autotransformer AT2, and the voltage on the other two phases (a and c)
remained constant (at rated value, 230 V). The consumers were distributed identically with
set 1 measurements: The PC with LCD display in phase b, and each fluorescent lamp with
inductive ballast 2 × 20 W in phases a and c (Figure 4).

Figure 10 shows the evolution of Vunb and Iunb with increasing of supply voltage to
the rated value for the set 2 experiments.
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Figure 10. The unbalance factor for voltages Vunb and currents Iunb depending on the supply voltage
of phase b (set 2).

We found a more disadvantageous operation than set 1 of experiments, because for
voltages between 150 V and 190 V, the unbalance factor for voltage Vunb was above 5%
(at low voltages). Iunb values were comparable to those of the previous set (set 1). If the volt-
age on Load 1 was less than the other phases, Vunb increased and Iunb decreased. When the
three phase voltages were equal, it obtained the same values as the set 1 of measurements
(Figures 7 and 8).

The average values of power factor PF and DPF of the three-phase voltages were lower
when using low voltage values (Figure 11). DPF varied between 0.79 and 0.69, and PF
was modified between 0.67 and 0.59. The big difference between PF and DPF indicates
deviation from the sinusoidal waveforms of the input current for the three consumers.
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supply voltage at phase b (set 2).

In set 3 of measurements, the phase voltage a (Figure 1) was modified between 150 V
and 230 V and the voltage on the other two phases remained constant (at rated value).
Phase b was connected to the PC with LCD display and other two phases were connected
to the two fluorescent lamps 2 × 20 W (with inductive ballast).

Figure 12 shows the evolution of Vunb and Iunb when the phase voltage a (with PC
consumer) was modified. The evolution of Vunb was similar to that of the set 2 experiments.
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The average values of the PF and DPF at the three phases are shown in Figure 13.
DPF had an almost constant value (DPF ∼= 0.695) with increasing supply voltage, and PF
decreased at minimum values at the rated voltage (230 V). The average values of the PF
and DPF were slightly smaller than the set 2 of measurements.
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The goal of the set 4 measurements was to study neutral current for three identical
nonlinear consumers. We used three compact fluorescent lamps (CFLs using SMPS) with
the power of 18 W, with a star connection (each lamp was connected between a phase and
neutral conductor).

In the series with each fluorescent lamp, we connected a breaker in order to discon-
nect/connect each lamp.

With power quality analyzer CA 8334B, we measured the voltage between L1 and
neutral conductor (0), and the current through neutral conductor with MN 93 A (max. 5 A)
probe (Figures 14–16).
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Figure 16. The phase voltage and the neutral current when all the three compact fluorescent lamps
are supplied at different phases L1, L2, L3 and neutral conductor (set 4).

The first measurement (Figure 14) was achieved when it was energized with only
one CFL at one phase (L1), with the other two CFLs being disconnected (from L2 and L3)
by switches.

The neutral current (IN) is the same as the value of the phase current through the
fluorescent lamp. The current through the lamps was strongly deformed (with multiple
current harmonics, the third order and multitude of three (9, 15, 21).

At the second measurement (Figure 15), two fluorescent lamps were connected at
two different phase voltages (at phases L1 and L2), and the third fluorescent lamps was
disconnected from the voltage (phase L3).

From Figure 15, we found that the neutral current was less deformed and had higher
values than in the first situation (current through one CFL, Figure 14).

Figure 16 measures the current through the neutral conductor when the three lamps
were powered separately from each phase, L1, L2, and L3, and the neutral conductor (0).
Basically, the current through the neutral conductor was zero if the electrical consumers
were the same and linear (extremely rare in practice). In the case of compact fluorescent
lamps, the currents have harmonics of the third order and multiplies of three orders,
and they add up algebraically through neutral conductor [34]. A current occurred through
the neutral conductor with a frequency of 150 Hz (Figure 16). So, for nonlinear consumers,
even if they are balanced on the three phases, there will be an important neutral current
that cannot be reduced.

The set 1 experiments show that, to a relatively small extent, the crest factors for volt-
age depend on the amplitude of the supply voltage and the type of consumers (Figure 2).
When using electrical consumers powered by SMPS, the crest factors were slightly lower
(0.05) than the ideal case. It was found that R-L-type electrical consumers did not signifi-
cantly reduce the crest factors values (the current was close to sinusoidal shape). Basically,
the crest factor for the current decreased with the decreasing voltage (Figure 3). The crest
factors for current depends on the type of electricity consumer: electricity consumers pow-
ered by SMPS had higher values compared with R-L consumers. The voltage unbalance
was small (less than 1.4%) and depended on the supply voltage amplitude (Figure 4).
In contrast, the current unbalance was higher (below 45%) and had higher values as the
supply voltage increased (Figure 5). Electric consumers powered by SMPS had a capacitive
character to which, with the decrease of the supply voltage, they had lower values. Using
the R-L classic consumers, both the currents and the phase shifts between voltages and
currents increased with the supply voltage amplitude (Figures 6 and 7). In both types
of consumers, the PF decreased with increasing supply voltage: A smaller decrease (0.1)
was found with consumers powered by SMPS compared to the larger decrease (0.25–0.3)
found in the R-L consumer type (Figure 8). DPF (Figure 9) had higher values (1) for SMPS
consumers compared to R-L consumers, which had lower values for DPF (0.55).
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In set 2 experiments, when the amplitude of a phase decreased (Figure 10), the volt-
age unbalance changed a lot (toward 10%). The current unbalance increased with the
supply voltage (values > 40%). The PF and DPF decreased with increasing supply
voltage (Figure 11). In set 3 of experiments, when the amplitude of a phase decreased
(Figure 12), the voltage unbalance changed (toward 10%), and the current unbalance in-
creased with the supply voltage (values > 32%). The PF decreased and the DPF remained
constant as the supply voltage increased (Figure 13).

If nonlinear single-phase and/or nonlinear three-phase consumers (with SMPS) are
used in three-phase systems, which have harmonics of currents with rank-three and a
multiple of three, the neutral current (IN) zero cannot be diminished, because these current
harmonics add up (in some situations, the neutral current can be comparable to the currents
on the phases).

From the experimental measurements in the laboratory, it was found that the type of
electrical consumers (powered by SMPS and R-L type) and the amplitude of the supply
voltage (even a few volts) influenced the unbalance of voltage (to a small extent) the
unbalance of current, and the PF and DPF values (to a large extent).

4. A Case Study about Residential and Educational Electrical Grid Distribution

The measurements (voltages and currents) from electric power station were made in
the PCC of the LV power substation.

The residential and educational campus consisted of six buildings and comprised
12,800 m2 of floor space.

Figure 17 shows a wire circuit diagram for typical residential and educational build-
ings electric consumers. The circuit consisted of two main power transformers T1 (400 kVA,
6/0.4 kV, D/y 11) and T2 (250 kVA, 6/0.4 kV, D/y 11) and two main low-voltage branches
that supplied the consumers through two main breakers Q1 (to supply the consumers
from T1) and Q2 (to supply the consumers from T2). A transversal circuit breaker Q3
connected the two main branches. These branches were linear and had a lot of nonlinear
consumers. Usually, the electrical consumers are connected to Q1 and Q3 circuit breakers
from transformer T1.
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The upper side of Figure 18a presents the results of the measurements of the power
substation, the phase voltages, and currents from the network. Figure 18b–v shows the
waveforms of voltages and currents from different nonlinear consumers used often in
residential and educational buildings.

Initially, the electrical nonlinear consumers were distributed nonequally among the
three phases.

The monitoring equipment (power quality analyzer CA 8334B) were connected in
PCC after circuit breaker Q1. The current was measured with AmpFlex probes (3000 A).
The connection wired of the power quality analyzer used for the measurements was three
currents (on each phase) and four wires for voltages (each phase and neutral conductor).

From Figure 18b–v, it was found that the current waveforms were different from
one consumer to another. Some consumers had a current waveform closer to sinusoidal
(e.g., classical fluorescent lamps, sodium-vapor lamps, refrigerator, high-speed angular
grinder machines, three-phase induction motors (Figure 18)), and other consumers had
a highly distorted current from sinusoidal waveform (e.g., compact fluorescent lamps,
air-conditioning system, laptops, PCs, laser printers, single-phase static electric drive
converters, induction furnace medium-frequency converters (Figure 18)).
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(k) Desktop PC with LCD monitor; (l) Laser printer; (m) Electric drive single-phase using static 
converter; (n) Induction furnace medium frequency converter (measurement on one phase); (o) 
Microwave oven; (p) Portable grinder machine; (q) Portable finishing machine; (r) Portable high-
speed milling machine; (s) Angular high-speed grinder machine; (t) Three-phase induction motor 
(measurement on one phase); (u) Three-phase induction motor with capacitor (measurement on 
one phase); (v) Single-phase induction motor using triac variator. 
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tioning system, laptops, PCs, laser printers, single-phase static electric drive converters, 
induction furnace medium-frequency converters (Figure 18)). 

In residential and educational facilities, a lot of PCs (desktops and laptops) are usu-
ally working. The power sources of these electric consumers are SMPSs, with large elec-
trolytic capacitors. These consumers are the capacitive reactive type, and using a large 
number of these consumers can improve the power factors for other inductive-reactive 
consumers (e.g., classical fluorescent lamps, electric motors, refrigerators, etc.). 

The thermal images (obtained using thermal imagers FLIR 420 and Fluke Ti 25) of 
different parts of electrical installations in operation allowed the identification of thermal 
demands over the allowable limits and showed whether or not the electrical equipment 
were working correctly (Figure 19). Unbalanced loading phases can be observed through 
the thermal image in circuit brakers Q1 and Q3 (Figure 19). 

Figure 18. (a). Electrical measurements, voltages, and currents, in power substations. Electrical measurements, voltages, and
currents, from different nonlinear consumers used in residential and educational buildings: (b) Classical fluorescent lamp;
(c) Classical fluorescent lamp with capacitor; (d) Compact fluorescent Ip; (e) Sodium-vapor lamp; (f) Refrigerator; (g) Air
conditioning system; (h) Standby laptop; (i) Laptop—normal operation; (j) Desktop PC with cathode tube ray monitor;
(k) Desktop PC with LCD monitor; (l) Laser printer; (m) Electric drive single-phase using static converter; (n) Induction
furnace medium frequency converter (measurement on one phase); (o) Microwave oven; (p) Portable grinder machine;
(q) Portable finishing machine; (r) Portable high-speed milling machine; (s) Angular high-speed grinder machine; (t) Three-
phase induction motor (measurement on one phase); (u) Three-phase induction motor with capacitor (measurement on one
phase); (v) Single-phase induction motor using triac variator.
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In residential and educational facilities, a lot of PCs (desktops and laptops) are usually
working. The power sources of these electric consumers are SMPSs, with large electrolytic
capacitors. These consumers are the capacitive reactive type, and using a large number of
these consumers can improve the power factors for other inductive-reactive consumers
(e.g., classical fluorescent lamps, electric motors, refrigerators, etc.).

The thermal images (obtained using thermal imagers FLIR 420 and Fluke Ti 25) of
different parts of electrical installations in operation allowed the identification of thermal
demands over the allowable limits and showed whether or not the electrical equipment
were working correctly (Figure 19). Unbalanced loading phases can be observed through
the thermal image in circuit brakers Q1 and Q3 (Figure 19).
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5. The Experimental Measurements in Power Substation after Uniform Distribution
Balanced the Electric Consumers on Phases

The following measuring data were made in the power substation of the residential
and educational sectors, after the electrical consumers (i.e., single-phase consumers from
classrooms, offices, and libraries) were uniformly distributed and balanced among the
three phases in the following situations: Transient measurements (Figures 20–22, during 80 ms),
snapshot measurements (Figure 23), and recording measurements (Figures 24 and 25,
during 24 h).

203



Energies 2021, 14, 102Energies 2021, 14, x FOR PEER REVIEW 20 of 29 
 

 

 
Figure 20. Fast voltage transients from the electrical power substation. 

The different current and voltage switching disturbances are presented in Figures 
20–22. The disturbances can be classified in fast and slow switching disturbances. Some 
impulses may be imposed on the current shape during the switching. Changing the cur-
rent waveform without significant change of voltage supply (Figure 21) may be due to the 
start-up of electrical equipment that require time to reach nominal operating conditions 
(e.g., power transformer, electric motors, classical fluorescent lamps). 

 
Figure 21. Fast current transients from the electrical power substation. 

Figure 20. Fast voltage transients from the electrical power substation.

Energies 2021, 14, x FOR PEER REVIEW 20 of 29 
 

 

 
Figure 20. Fast voltage transients from the electrical power substation. 

The different current and voltage switching disturbances are presented in Figures 
20–22. The disturbances can be classified in fast and slow switching disturbances. Some 
impulses may be imposed on the current shape during the switching. Changing the cur-
rent waveform without significant change of voltage supply (Figure 21) may be due to the 
start-up of electrical equipment that require time to reach nominal operating conditions 
(e.g., power transformer, electric motors, classical fluorescent lamps). 

 
Figure 21. Fast current transients from the electrical power substation. Figure 21. Fast current transients from the electrical power substation.

204



Energies 2021, 14, 102Energies 2021, 14, x FOR PEER REVIEW 21 of 29 
 

 

 
Figure 22. Current and voltage transients from the electrical power substation. 

The waveforms from Figure 23 show instantaneous measurements of some electrical 
quantities from the power substation of the residential and educational area on a work-
day: three-phase voltages, three-phase currents, harmonic spectrum of phase voltages, 
harmonic spectrum of phase currents, the Fresnel diagram for phase voltages, and the 
Fresnel diagram for phase currents. The phase shifts between the voltages and currents, 
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Figure 23. Instantaneous measurements of some electrical measurement from power substation of 
residential and educational area in a workday: (a) Three-phase voltages; (b) Three-phase currents; 
(c) Harmonic spectrum of phase voltages; (d) Harmonic spectrum of phase currents; (e) Fresnel 
diagram for phase voltages; (f) Fresnel diagram for phase currents. 

The deforming voltages and currents waveforms from PCC are an effect of all of the 
nonlinear consumers (especially single-phase) connected in different places in the low-
voltage network. 

Further, we present the recordings of some electrical measurements from the power 
substation of the residential and educational area on a workday (Figure 24) and weekend 
day (Figure 25): phase voltages, THD for phase voltages, crest factor for voltages, voltage 
unbalance, phase currents, THD for phase currents, crest factor for currents, current un-
balance, K-factor, active power, reactive power, apparent power, apparent power unbal-
ance, power factor, and displacement power factor (for fundamental harmonics). For re-
cording measurements (Figures 24 and 25) using the power quality analyzer, the sampling 
period (that is, an integration period in which we computed the average value) was 5 s. 

Figure 22. Current and voltage transients from the electrical power substation.
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Figure 23. Instantaneous measurements of some electrical measurement from power substation of residential and educa-
tional area in a workday: (a) Three-phase voltages; (b) Three-phase currents; (c) Harmonic spectrum of phase voltages; (d)
Harmonic spectrum of phase currents; (e) Fresnel diagram for phase voltages; (f) Fresnel diagram for phase currents.
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Figure 24. Recordings of some electrical measurement from power substation of residential and 
educational area in a workday: (a) Phase voltages; (b) THD for phase voltages; (c) Crest factor for 
voltages; (d) Voltage unbalance; (e) Phase currents; (f) THD for phase currents; (g) Crest factor for 
currents; (h) Current unbalance; (i) K- factor; (j) Active power; (k) Reactive power; (l) Apparent 
power; (m) Apparent power unbalance; (n) Power factor; (o) Displacement power factor (for fun-
damental harmonics). 

Figure 24. Recordings of some electrical measurement from power substation of residential and educational area in a
workday: (a) Phase voltages; (b) THD for phase voltages; (c) Crest factor for voltages; (d) Voltage unbalance; (e) Phase
currents; (f) THD for phase currents; (g) Crest factor for currents; (h) Current unbalance; (i) K-factor; (j) Active power; (k)
Reactive power; (l) Apparent power; (m) Apparent power unbalance; (n) Power factor; (o) Displacement power factor (for
fundamental harmonics).
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Figure 25. Recordings of some electrical measurement from power substation of residential and 
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for voltages; (d) Voltage unbalance; (e) Phase currents; (f) THD for phase currents; (g) Crest factor 
for currents; (h) Current unbalance; (i) K-factor; (j) Active power; (k) Reactive power; (l) Apparent 
power; (m) Apparent power unbalance; (n) Power factor; (o) Displacement power factor (for fun-
damental harmonics). 
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(absolute values, Table 2), the main values (minimum, average, maximum, maximum/av-
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Figure 25. Recordings of some electrical measurement from power substation of residential and educational area on a
weekend day: (a) Phase voltages; (b) THD for phase voltages; (c) Crest factor for voltages; (d) Voltage unbalance; (e) Phase
currents; (f) THD for phase currents; (g) Crest factor for currents; (h) Current unbalance; (i) K-factor; (j) Active power; (k)
Reactive power; (l) Apparent power; (m) Apparent power unbalance; (n) Power factor; (o) Displacement power factor (for
fundamental harmonics).

During the operation of low-voltage electrical networks, transient events may occur
that can change the waveforms of voltages and/or currents.

The measurement of transient waveforms from Figure 20 was made at the three
voltage phases (L1-0, L2-0, L3-0), and the transients from Figures 21 and 22 were measured
only at one phase (L1-0).

The different current and voltage switching disturbances are presented in Figures 20–22.
The disturbances can be classified in fast and slow switching disturbances. Some impulses
may be imposed on the current shape during the switching. Changing the current wave-
form without significant change of voltage supply (Figure 21) may be due to the start-up of
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electrical equipment that require time to reach nominal operating conditions (e.g., power
transformer, electric motors, classical fluorescent lamps).

The waveforms from Figure 23 show instantaneous measurements of some electrical
quantities from the power substation of the residential and educational area on a workday:
three-phase voltages, three-phase currents, harmonic spectrum of phase voltages, harmonic
spectrum of phase currents, the Fresnel diagram for phase voltages, and the Fresnel diagram
for phase currents. The phase shifts between the voltages and currents, at each phase, were
small, showing a weak inductive character and a high power factor.

The deforming voltages and currents waveforms from PCC are an effect of all of
the nonlinear consumers (especially single-phase) connected in different places in the
low-voltage network.

Further, we present the recordings of some electrical measurements from the power
substation of the residential and educational area on a workday (Figure 24) and week-
end day (Figure 25): phase voltages, THD for phase voltages, crest factor for voltages,
voltage unbalance, phase currents, THD for phase currents, crest factor for currents,
current unbalance, K-factor, active power, reactive power, apparent power, apparent power
unbalance, power factor, and displacement power factor (for fundamental harmonics).
For recording measurements (Figures 24 and 25) using the power quality analyzer, the sampling
period (that is, an integration period in which we computed the average value) was 5 s.

Below, for the analyzed workday and weekend day, we present the main values
(minimum, average, maximum, minimum/maximum) of active powers (Table 1), the main
values (minimum, average, maximum, minimum/maximum) of reactive powers (absolute
values, Table 2), the main values (minimum, average, maximum, maximum/average) of
currents (Table 3), the average RMS effective current (Ie) and relative errors (εr) (Table 4),
the main values (minimum, average, maximum, standard deviation) of voltage unbalance
(Vunb), current unbalance (Iunb) and unbalance factor of apparent power (Sunb) (Table 5),
the main values (minimum, average, maximum, standard deviation) of power factors
(PF, Table 6) and displacement power factors (DPF, Table 7), respectively, the duration of
maximum power usage (consumption), (Tmax), and the duration of maximum losses (τmax,
for t = 24 h, Table 8).

Table 1. The main values of active powers.

Workday Weekend Day

L1 L2 L3 L1 L2 L3

Pmin (kW) 6.193 5.147 4.6 4.95 3.028 3.422

Pavg (kW) 12.972 10.116 10.224 9.506 6.058 6.282

Pmax (kW) 31.319 24.946 24.482 17.736 11.836 12.011

kuP (-) Pmin/Pmax 0.198 0.206 0.188 0.279 0.255 0.285

Table 2. The main values of reactive powers (absolute values).

Workday Weekend Day

L1 L2 L3 L1 L2 L3

Qmin (kVAR) 0.001 0.101 0.001 0.001 0.478 0.001

Qavg (kVAR) 2.059 2.53 2.063 0.634 1.927 1.849

Qmax (kVAR) 4.442 5.192 5.087 3.304 4.15 4.03

kuQ (-) Qmin/Qmax 0 0 0 0 0.115 0
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Table 3. The main values of currents.

Workday Weekend Day

L1 L2 L3 N L1 L2 L3 N

Imin (A) 28.9 23.7 22.5 15.1 24.1 14.2 17.2 14.8

Iavg (A) 59.21 46.26 46.964 26.5 43.65 28.138 29.433 23.317

Imax (A) 143.1 113.3 111.1 63.2 81 56.1 56.1 43.9

KF (-) Imax/Iavg 2.416 2.449 2.365 2.384 1.855 1.993 1.906 1.882

Table 4. The average RMS effective current Ie and relative errors.

Workday Weekend Day

Ie = 53.872 A Ie = 37.321 A

L1 L2 L3 N L1 L2 L3 N

ε r (%) 9.9 −14.128 −12.823 −50.8 16.955 −24.605 −21.135 −37.523

Table 5. The main values of Vunb, Iunb, and Sunb.

Workday Weekend Day

Vunb (%) Iunb (%) Sunb (%) Vunb (%) Iunb (%) Sunb (%)

MIN 0 0.4 0 0.2 0.9 0.45
AVG 0.319 12.327 3.867 0.437 18.63 7.942
MAX 0.8 29.6 14.34 0.9 46.6 23.3
SDT 0.123 5.563 2.198 0.105 6.921 3.184

Table 6. The main values of power factors (PF) (-).

Workday Weekend Day

L1 L2 L3 L1 L2 L3

MIN 0.945 0.9 0.902 0.907 0.865 0.853
AVG 0.973 0.965 0.959 0.967 0.949 0.938
MAX 0.995 0.994 0.99 0.992 0.99 0.981
SDT 0.011 0.014 0.014 0.015 0.02 0.021

Table 7. The main values of displacement power factors (DPF) (-).

Workday Weekend Day

L1 L2 L3 L1 L2 L3

MIN 0.965 0.908 0.935 0.971 0.88 0.897
AVG 0.996 0.977 0.991 0.996 0.964 0.983
MAX 1 1 1 1 0.999 1
SDT 0.004 0.013 0.008 0.004 0.021 0.015

Table 8. The duration of maximum power usage Tmax and the duration of maximum losses τmax

(t = 24 h).

Workday Weekend Day

L1 L2 L3 L1 L2 L3

Tmax (h) 9.928 9.797 10.143 12.933 12,037 12.591
τmax (h) 4.82 4.49 4.798 7.403 6.477 6.891
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6. Discussions

The measurements from power substation of the residential and educational buildings
revealed that the currents were distorted (the higher current harmonics orders were 5, 3, 7,
9) and, through the neutral conductor, there was a considerable current (approximately
50% of the phase currents, Figure 23).

Single-phase electrical consumers had a resistive-inductive (R-L) character, and the
current unbalance was an order of magnitude larger than the voltage unbalance.

When analyzing the quantities measured over a time interval of 24 h, on a workday
and weekend day (Figures 24 and 25, Tables 1–7), it was found that the voltages had
approximately the same evolution, except for the time interval 8–14 and 16–20 of the
workday, when the voltage losses were more important (4–5 V). The THD for voltages
and the crest factor of voltages had the same evolution in the same field (Figures 24 and 25a–c).
During the daylight, the voltage decreased (by a few volts) and the currents increased
due to the large number of electric consumers in operation (especially single-phase).
Consequently, there was a voltage sag on the grid. During the night, only the refrig-
erators, air-conditioning systems, and some electric lamps (sodium-vapor lamp) were
connected to the network. It was found that the voltage unbalance was slightly higher
on the weekend day (Figures 24 and 25d). In statistics, the standard deviation (SDT) is a
measure of the amount of variation or dispersion of a set of values. From Table 5, it can be
seen that the SDT for the current unbalance Iunb and apparent power unbalance Sunb had
lower values for the workday vompared to the weekend day. The voltage unbalance was
almost the same for both days. A low standard deviation indicates that the values tend to
be close to the mean value, while a high standard deviation indicates that the values are
spread out over a wider range. The same conclusions can be made from Tables 6 and 7,
as STD for PF and DPF had smaller values for the workday.

There are important differences between the evolutions and values of the currents, on
the analyzed days (workday and weekend day). On the workday, the currents were 3–4-times
higher in the active intervals 8–14, 16–20 compared to the weekend day
(Figures 24e and 25e). The THD for the currents and the crest factor were higher on
the weekend day, compared to the workday (Figure 24f,g and Figure 25f,g).

The unbalance of the currents was 5–10% higher on the weekend day (when the PCs
in the laboratories did not work) compared to the workday (Figures 24h and 25h).

On the workday, the K-factor for the current did not exceed 4. Instead, on the weekend
day, the K-factor exceeded 4 for several hours (Figures 24i and 25i).

The active power on the workday in the interval of the active program (8–14, 16–20)
was greater than 2–2.5-times the active power on the week-nd day (Figures 24l and 25l),
and the evolution of the active power differed from a day to another.

There were also differences in the reactive powers where different evolutions were
registered from one day to another, with inductive and capacitive character (approximately
the same values) and permanent modifications (Figures 24k and 25k).

The evolution of the apparent power in time was similar to the evolutions of the active
powers on the same day (Figures 24l and 25l).

The unbalance of the apparent power was almost double between the weekend day
(when the PCs in the laboratories did not work) compared to the workday (Figures 24m and 25m).

The power factor was higher, on average, by 0.02–0.03 on the workday compared to
the weekend day, and the evolutions of the power factor differed in time from one day to
another (Figures 24m and 25m).

The fundamental power factor had higher values than the power factor, being higher
on the workday (over 0.95) compared to the weekend day (over 0.9). The differences
between the two parameters (PF and DPF) show the large harmonic component (especially
of the current, Figures 24o and 25o).

The results of the measurements on the workday and weekend day are summarized,
for the most important parameters, in Tables 1–7. The conclusions are similar to those
presented above.

210



Energies 2021, 14, 102

In Table 8, we show that the duration of maximum power usage Tmax and the duration
of maximum losses τmax (t = 24 h) were higher (with 30–40%) on the weekend day than on
the workday.

During the experiments shown in Figures 20–25, we did not use the power factor
regulator with capacitor banks connected to the power substation. From Figures 24 and 25,
it can be seen that the power factor was high without using capacitor banks to improve the
power factor. The only capacitive consumers used in the experiments were the PC with
SMPS power sources. Usually, the capacitor compensation to improve the power factor
will increase the voltage and, especially, the currents harmonic components in the network.

The voltage and current unbalance in three-phase power systems occurs due to
the unbalanced electrical consumer connection or the persistence of unrepaired faults
(e.g., two-phase operation of three-phase consumers).

In addition to household single-phase electrical consumers, which are very numerous
but small-power, the main large-power consumers from the industry that cause unbalances
in power system are mainly single-phase induction furnaces, arc furnaces, railway traction,
etc. Although all power systems are provided with balancing equipment, the equipment
may be missing or malfunctioning due to changes in the parameters and operations for
these electrical consumers.

Nowadays, power systems do not have additional measurement systems for sup-
plementary circulation of electricity and associated losses conditioned by the presence
of unbalance.

The current measuring equipment of powers and energies from power systems do
not distinguish between balanced and unbalanced electrical consumers, because measured
powers and energies are actually received by consumers.

In this way, the balanced consumers, which are connected to a network with unbal-
anced consumers, become active power unbalance consumers and record a higher power
consumption than actually useful, reducing their overall performance. Also, the losses in
supply conductors (own technological consumption) increase. Although these losses are
caused by unbalanced consumers, the increases are supported by the power systems.

The unbalanced operation of electrical consumers has following effects [28,31,32,36]:

- The production of additional technological consumptions in both consumer and
power system networks;

- A reverse rotating field occurs in the electrical machines;
- Unbalanced operation negatively influences the electrical energy measurement using

three-phase classical induction meters;
- Asymmetrical (unbalanced) operation has negative influences on electric motors,

because besides vibration and braking, due the reverse rotating field. It also reduces
their lifetime due to additional heat produced by this operating condition. For example,
if the voltage of an electric motor has a degree of unbalance of 4% instead of 2%,
the service life can be halved.

International standards (e.g., EN-50160 and the IEC 1000-3-x series) give limits for
the unbalance ratio, defined by (2) of <2% for low voltage and medium voltage systems,
and <1% for high voltage, measured as 10 min intervals, with an instantaneous maximum
of 4%. The IEC standards recommend that, in general, single-phase consumers should
not be connected to three-phase, low-voltage circuits supplying equipment sensitive to
phase-voltage unbalance. Instead, a separate circuit should be used.

7. Conclusions

We analyzed the single-phase electric consumers in the residential and educational
sectors. In the residential and educational areas, there are a lot of nonlinear single-phase
electrical consumers that deform the current waveform more or less (less the voltages
waveforms) depending on its nonlinear characteristics.

The unbalancing of nonlinear consumers leads to additional losses in the LV and
MV electrical network, negatively affecting the power transformer from the power sub-
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station and the measurement of the electric energy of the three-phase electric consumers
(e.g., variable speed drives) and single-phase electric consumers (e.g., PCs, laptops).

Today in the residential and educational sectors, there are a lot of small-power con-
sumers with nonlinear characteristics. On the one hand, single-phase nonlinear electrical
consumers have a resistive-inductive character (e.g., induction motors, classical fluorescent
lamps), and on the other hand, single-phase nonlinear electrical consumers have a capaci-
tive character (e.g., PCs, laptops, compact fluorescent lamps). Of course, in practice, it is
impossible to achieve a perfect balance of single-phase consumer in the three phases.

By uniformly arranging (within the technical possibilities) electrical consumers among
the three phases and using capacitive electrical consumers (with SMPS, e.g., PCs),
balance was achieved. Also, we achieved the relative balance of the current and volt-
age, respectively, as well as the power factor improvement, without using fixed capacitor
banks or a power factor controller with capacitors banks connected to the PCC of the power
substations. Also, the type of electrical consumers (SMPS type and R-L type) and the
amplitude of the supply voltage changed the unbalance of the voltage to a lesser extent,
but the unbalance of current, PF, and DPF were strongly modified.

In order to improve the quality of electrical energy, as future research directions,
three-phase interharmonic L-C passive filters (in different configurations), connected in
the PCC on LV of the power substation, can be dimensioned and experimential in order
to decrease the THD for currents on each phase. Online monitoring of the electrical
parameters of the power substation can be achieved by the permanent measurement of
voltages, currents, and phase shifts using power quality analyzers to set alarms to warn of
exceeding limit values (e.g., unbalance current, power factors) of measured and calculated
electrical parameters. An automation system can be developed that, depending on the
unbalance of electrical consumers of each phase, introduces or removes larger groups of
electrical consumers from one phase to another.
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