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Preface

Artificial intelligence has become a cornerstone of innovation in the 21st century, and its influence

continues to expand into diverse fields—education being one of the most dynamic among them. As

digital transformation accelerates, new possibilities emerge to better understand, support, and enhance

the learning process through intelligent systems.

The use of data mining and computational intelligence in education enables the extraction of

meaningful insights from complex educational data. These insights can reveal patterns in student

learning, identify potential causes of academic success or failure, and provide predictive capabilities

that support decision-making in both teaching and institutional management. Such methods are

particularly powerful in online learning environments, where the volume of data generated is vast

and diverse.

Moreover, artificial intelligence is also being used to automate aspects of the educational process

itself. From adaptive learning platforms to intelligent tutoring systems and chatbots capable of guiding

or mentoring students, these technologies are reshaping the way learners interact with content and

instructors. As these systems become more sophisticated, they not only deliver personalized learning

experiences but also raise important ethical questions about transparency, data privacy, and the role of

human educators in AI-supported environments.

This Reprint, Data Mining and Computational Intelligence for E-learning and Education,

brings together a curated selection of works that highlight the latest developments and practical

applications in the field. The contributions come from diverse educational contexts and present both

theoretical advancements and real-world case studies. Together, they reflect the growing maturity and

multidisciplinary nature of research at the intersection of AI and education.

Our aim with this collection is to offer a platform for ongoing discussion and discovery. It

is intended for researchers, practitioners, educators, and policy-makers who are exploring how

computational intelligence can contribute to more adaptive, efficient, and inclusive educational systems.

As the challenges and opportunities of AI in education continue to evolve, we hope this volume will

serve as a valuable reference and source of inspiration for future work in this important field.

Antonio Sarasa Cabezuelo and Ramón González del Campo Rodrı́guez Barbero

Guest Editors
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Abstract: For over two decades, scholars and practitioners have emphasized the importance of
digital literacy, yet the existing datasets are insufficient for establishing learning analytics in Thailand.
Learning analytics focuses on gathering and analyzing student data to optimize learning tools and
activities to improve students’ learning experiences. The main problem is that the ICT skill levels of
the youth are rather low in Thailand. To facilitate research in this field, this study has compiled a
dataset containing information from the IC3 digital literacy certification delivered at the Rajamangala
University of Technology Thanyaburi (RMUTT) in Thailand between 2016 and 2023. This dataset
is unique since it includes demographic and academic records about undergraduate students. The
dataset was collected and underwent a preparation process, including data cleansing, anonymization,
and release. This data enables the examination of student learning outcomes, represented by a
dataset containing information about 45,603 records with students’ certification assessment scores.
This compiled dataset provides a rich resource for researchers studying digital literacy and learning
analytics. It offers researchers the opportunity to gain valuable insights, inform evidence-based
educational practices, and contribute to the ongoing efforts to improve digital literacy education in
Thailand and beyond.

Dataset: https://dx.doi.org/10.21227/370s-1s37

Dataset License: CC-BY 4.0

Keywords: digital literacy dataset; IC3 certification; improvement; learning analytics; RMUTT

1. Summary

Digital literacy is a personal skill regarding one’s ability to use a present digital tech-
nology for daily use, which includes operating, understanding, accessing, communicating,
searching, and processing information technology [1]. In the 21st century, this set of skills
and competencies is very important for professional life, Industry 4.0, and work in academic
fields [2]. Nowadays, digital technology consists of hardware, software, and information.
The technology can include personal computers, mobile phones, tablets, computer pro-
grams, and online media. Digital literacy is the primary factor affecting quality of life in
the digital age. If a country fails to adopt and utilize information and communication
technologies (ICTs), it will encounter digital exclusion as it cannot access conventional
mainstream information sources [3].

The policy of Thailand 4.0 considers the country’s economic development, providing a
model for the development of the national economy by relying on the production structure
and the occupational basis of people in Thai society [4]. Also, according to such policy,
youth groups and students play an important role in the development of the country, as
the youth population is three times greater than the working-age population. However,
the main problem is that the ICT skill levels of the youth are rather low; this is a factor
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that greatly influences the upgrading of the Thailand 4.0 policy. Similarly, the digital
transformation process still encounters problems in many areas, and it is necessary for the
population to develop fundamental digital skills to make the digital transformation process
more efficient [5].

The Rajamangala University of Technology Thanyaburi (RMUTT) aligns itself with
the vision of Thailand 4.0 and places great importance on students acquiring digital literacy
skills. In line with this policy, RMUTT strives for a high success rate, aiming for nearly
one hundred percent proficiency in digital literacy skills among the student population.
RMUTT students have high expectations of the university, envisioning an educational
environment that fosters excellence in the 21st century, with a particular emphasis on
the development of digital literacy skills [6]. The IC3 Digital Literacy Certification (IC3)
is a globally recognized standard utilized to certify individuals at entry and employee
levels with sufficient ICT skills. In Thailand, the IC3 certification is widely adopted as a
measure of digital literacy proficiency [7]. During the pilot phase, the IC3 certification was
implemented at RMUTT as a testing standard as part of a short-term program aimed at
enhancing students’ digital skills. Although the percentage of passing examinations was
at an acceptable level, the number of students participating in the program was still very
small compared to the total number of students at the university.

To address this issue and expand student involvement, the university introduced a
new general education subject relating to digital literacy, titled “Computer and Information
Technology Skill” (RMUTT CITS course), during the first phase of the program in 2019. This
initiative aims to increase the number of students engaging with and acquiring essential
digital skills. Students from all faculties can register for this subject freely, and they also
use IC3 as a testing standard in mid-year and final examinations. Moreover, the RMUTT
Learning Management System (LMS) was employed as the primary platform used for
learning this course to develop the ICT skills of students and lecturers with regard to using
a digital platform. This LMS is not provided for full self-learning. It is used for learning
activities such as online assignment submission and the provision of online resources.
However, despite these efforts, the students’ IC3 pass rate remained disappointingly low.
This study investigated what factors influence students’ digital skills and how we can
elucidate the relationships among these factors.

From primary to higher education, the LMS has been utilized for years to facilitate the
establishment of a good learning environment. With the rapid advancement of information
technology, large-scale data collection on student populations is feasible. Several scientific
researchers have studied the influence of student data analysis in recent years. This
demonstrates the significance of open datasets, which provide a consistent method for
comparing and visualizing results. There are several publicly accessible data sets discussed
in previous studies. Table 1 showcases the dataset’s contents, encompassing demographic
information, academic records, and results from ICT skill tests. In contrast, the RMUTT
Digital Literacy Dataset (RMUTT-DLD) offers a broader scope by including data on RMUTT
students from 2016 to 2023. This extended dataset encompasses demographic information,
academic learning records, and certification outcomes, providing a more comprehensive
view of students’ digital literacy progression over time.

Education has a substantial impact on economic growth and employment prospects.
With the aim of providing students with the best learning resources, an abundance of
predictive analytical educational research articles has been released in recent years. Over
the past several years, effective statistical and machine learning approaches have been
widely applied to educational datasets. For example, high school and college dropout rate
datasets have been proposed by several researchers [8–10]. These datasets can be used to
develop a model for predicting the dropout rate, which in turn may allow for the dropout
rate to be lowered if the needs of students are better met. There was also a study that
investigated the student dropout rate at the University Faculty of Electrical and Computer
Engineering (FECE) from 2001 to 2015 [11]. This is why decreasing the number of students
who drop out before graduating is so crucial. Using data mining techniques, [12] suggested
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a novel recommendation system based on student data aimed at enhancing the number of
university graduates by offering suitable subject selections.

In addition, higher-education students are continuously expected to improve their ICT
competencies amongst the rapid development of the digital technology era. In 2017, [13]
proposed a dataset that includes data from 22 courses presented by 32,593 Open University
students (OU). The dataset contains demographic information as well as clickstream data
gathered from student interactions in a virtual learning environment (VLE). In order to
assess the impact of a VLE on learning outcomes, the VLE dataset was proposed. Some
studies [11,12,14] have suggested datasets containing observations of students’ ICT skill
usage and evaluations of students’ new technology learning skills. Digital Kids Asia
Pacific (DKAP) published a new dataset encompassing 1061 observations of students’
information and communication technology competence rates from several high schools
across five Vietnamese regions and cities. The dataset includes responses from thousands
of students who were asked to rate their digital literacy. Consequently, in order to address
and analyze the university’s digital literacy and provide the best quality education, our
dataset, spanning from 2016 to 2023, consists of three main sections concerning the students’
demographics, academic records, and IC3 digital literacy exam results.

Table 1. Comparison of recent datasets in the academic area.

Dataset Year High School Undergraduate Number of
Observations Purpose Location

Open University
Learning Analytics

Dataset [13]
2017 - X 22 courses,

32,593 students

Students’
interactions in the

virtual learning
environment (VLE)

Open
University

(OU)

Digital
Competency
Observation
Dataset [15]

2019 X - 1061 students Digital competency Vietnam

Academic
Performance
Evaluation
Dataset [11]

2020 X X 12,411 students

Observe the
influence of social
variables and the

evolution of
students’

learning skills

Colombia

Video
Conferencing Tools

Acceptance
Dataset [14]

2020 - X 277 records Video conferencing
tools (VTCs) Vietnam

High-School
Dropout Rate
Dataset [10]

2022 X - 1613 records Student
Dropout rates United States

C# Programming
Examination
Dataset [12]

2022 - X Unspecified
Academic results in

C# program-
ming language

Iraq, Sudan,
Nigeria, South

Africa, and
India

Undergraduate and
High-School
Dropout Rate

Dataset [9]

2022 X X 50 records,
143,326 records

Student
dropout rate Mexico

* RMUTT-DLD 2023 - X 45,603 records IC3 Digital Liter-
acy Certification Thailand

Note: * The dataset in this study is called the RMUTT Digital Literacy Dataset (RMUTT-DLD).
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2. Data Description

To fully comprehend the proposed dataset, a description of the RMUTT digital literacy
learning process must be provided. RMUTT is one of Thailand’s public universities, with
approximately 25,000 students enrolled in various programs. The RMUTT LMS is used
to deliver digital literacy-related learning resources. The database stores instructor and
student interactions with course materials and assignments. It allows for the frequency of
online assignment submissions in related modules to be lowest, low, medium, or high.

Students are aware of the policies regarding data protection and the ethics code in
the use of student data recorded in databases for learning and research analysis. They are
provided with crucial details on how their data is used and the possibility of data sharing
with other academics for research purposes that can be disclosed to students. Additionally,
this RMUTT-DLD dataset has been anonymized and cannot be used to identify specific
pupils and lecturers.

This dataset comprises two distinct learning process application periods. The first
term ran from 2016 to 2018, and the second from 2019 to 2023. Figure 1 depicts the learning
process approach for the first period, in which all students studying the RMUTT CITS
course had to register for a schedule of IC3 certification exams to evaluate their digital
literacy skills. After receiving the schedule, students took the certification exam and
received a score which equates to either a “Fail” or “Pass” grade. Also, the scores from
such examinations were partially used for grading the course.

Figure 1. Digital literacy learning procedure—first period (2016–2018).

Figure 2 demonstrates the learning procedure for the second phase. As mentioned
in the previous section, the initial phase of implementation did not achieve the desired
outcomes. Therefore, RMUTT created a digital literacy improvement platform, including
two modules. First, the self-e-Learning module was designed based on the standard
gamification concept, and learners can study using that module completely on their own.
Second, an intensive tutoring module was provided for a certain period. Typically, any
student can register for the self-e-Learning module without registering for the RMUTT CITS
course. For students who meet the qualification criteria, there is the option to participate
in the intensive tutoring module. Additionally, students who are deemed qualified by
the board of lecturers from the RMUTT CITS course can also directly access the intensive
tutoring module. Then, students can take the IC3 certification exam in the first period.

4
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Figure 2. Digital literation learning procedure—second period (2019–2023).

Table 2 shows the detailed structure of the RMUTT-DLD dataset, consisting of the
field name, data type, description, and data scope. The dataset is a collection of anonymous
students’ profiles, academic records, and IC3 digital literacy exam results, spanning from
2016 through 2023, as shown in Figure 3. The dataset focuses on students; hence, students
are the focal point. Each record within the data corresponds to a student who registered
for the IC3 certification exam in a specific module. The dataset includes a variety of
demographic information, consisting of the student’s encoded identifier, first-entry GPA,
current GPA, admission year, faculty name in Thai and English, department name in Thai
and English, home province name in Thai, home district name in Thai, and contact zip code
in Thailand. The prefix “STD” was added to the field names of these data. The records of
the IC3 exam results were combined with the students’ profiles, which can refer to other
fields, and the prefix “IC3” was added. The IC3 exam has three main modules, including
‘IC3 GS5—Computing Fundamentals’, ‘IC3 GS5—Key Applications’, and ‘IC3 GS5—Living
Online’. Information regarding the language, score, result, used time, station, and year of
the IC3 examinations were also recorded. Furthermore, there are six fields of academic
records, including the class identifier, teacher’s encoded identifier in each class, number of

5
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students who enrolled in a class, year of class opening, semester period, and frequency of
online assignment submissions. The prefixes “CLASS” and “ONLINE” were added to the
academic records.

Table 2. The detailed structure of the RMUTT-DLD dataset.

No. Field Name Data Type Description Data Scope

1 STD_ENCODE_ID Text Record of student’s encoded identifier. There are 45,603 IC3 examination
records that were recorded.

2 IC3_MODULE_NAME Text IC3 certificate module name. This field
has only three modules.

IC3 GS5—Computing
Fundamentals
IC3 GS5—Key Applications
IC3 GS5—Living Online

3 IC3_EXAM_LANGUAGE Text Language for examination. English/ Thai.

4 IC3_SCORE Integer IC3 certificate score for each module. 0 to 1000 points.

5 IC3_RESULT Text IC3 certificate result.
Scores ≥ 700 pass; otherwise, fail. Fail/ Pass.

6 IC3_EXAM_TIMEUSED Integer The time that was used during
the examination. 0 to 3000 s.

7 IC3_EXAM_STATION Text

Station of the test taker, mostly
including building and computer
name. For example, IWORK-201-01 is
IWORK building, room number 201,
and computer number 01.

There are 997 stations. Some are
not in the standard format because
they may use an extra building or
computer.

8 IC3_EXAM_YEAR DateTime (Year) Year of IC3 examination in yyyy
format, such as 2023. 2016 to 2023 A.D.

9 STD_ENTRY_GPA Float Student’s first-entry GPA 1.0 to 4.0 on a 4.0 scale.

10 STD_CURRENT_GPA Float Student’s current GPA during the
IC3 examination. 0.0 to 4.0 on a 4.0 scale.

11 STD_ADMIT_YEAR DateTime (Year) Student’s admission year in yyyy
format, such as 2022. 2012 to 2022 A.D.

12 STD_FACULTYNAME_THAI Text Student’s faculty name in Thai. There are 13 faculties.

13 STD_FACULTYNAME_ENG Text Student’s faculty name in English. There are 13 faculties.

14 STD_DEPARTMENTNAME_THAI Text Student’s department name in Thai. There are 43 departments.

15 STD_DEPARTMENTNAME_ENG Text Student’s department name in English. There are 43 departments.

16 STD_HOME_PROVINCENAME Text
(GEO) Student’s home province name in Thai. There are 77 provinces in Thailand.

17 STD_HOME_DISTRICT Text
(GEO) Student’s home district name in Thai. There are 988 districts.

18 STD_CONTACT_ZIPCODE Text
(GEO)

Student’s contact zip code in Thailand.
In general, some districts have the
same contact zip code.

There are 855 contact zip codes.
Some values are NA, which
is undefined.

19 CLASS_ID Text Class identifier is used for classifying a
class/section for RMUTT CITS.

There are 788 sections for the
RMUTT CITS class.

20 CLASS_TEACHER_ENCODE_ID Text
Record of teacher’s encode identifier.
This field can distinguish a lecturer
from each other.

There are 76 teachers who taught
many classes and have different
name IDs.

21 CLASS_ENROLLSEAT Integer Number of students who enrolled in
a class.

Between 3 and 78 students in
a class.

22 CLASS_ACADEMIC_YEAR DateTime (Year) Year of class opening in yyyy format,
such as 2022. 2015 to 2022 A.D.

23 CLASS_SEMESTER Integer Semester period in which the
class opens. Semester 1, 2, or 3.

24 ONLINE_ASSIGNMENT
_SUBMISSION_FREQUENCY Text

Frequency of online assignment
submissions in related modules. This
field was transformed to include
four levels.

Lowest/Low/Medium/High

6
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Figure 3. Overall dataset structure diagram.

The dataset is available in the .xlsx format and comprises three modules with 45,603
enrolled students. It can be freely downloaded by visiting the provided link via the
file named “RMUTT-DLD-dataset-master.xlsx”. This dataset can be imported into any
application for further analysis or use, making it applicable to various scenarios. It facilitates
the evaluation of predictive models to anticipate students’ certification exam results and
allows for model comparisons with those created by other researchers.

One interpretation of the dataset can be seen in Figures 4 and 5, and there are significant
differences between the results of the certification exams before (2016–2018) and after
(2019–2023) the digital literacy platform improvement. This is due to differences in the
digital literacy learning procedure, which was explained in the previous paragraph. The
differences are clear; the pass rate in 2019–2023 was better than the previous period.

Figure 4. Certification exam results from 2016 to 2023 (percentage).

Figure 5. Certification exam results from 2016 to 2023 (number).
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In Figure 6, an interpretation of the data is presented, showing the relationship between
the number of assignments and the pass rate of students who took the IC3 exam. The
data visualization divides the data into two categories: before and after the platform
improvement. Furthermore, Figure 7 illustrates the distribution of the student population
across Thailand and IC3 exam pass rates based on their province of residence. It is evident
that students residing in the central Thailand area exhibited superior digital literacy skills
compared to other provinces, on average.

Figure 6. Online assignment submission frequency and IC3 result rate. (a) Before improvement
(2016–2018); (b) after improvement (2019–2023).

Figure 7. The demographic makeup of RMUTT students in the Thailand region.

3. Methods
3.1. Raw Data

The data preparation process involved three key stages: raw data handling, data
cleansing, data anonymization, and release, as shown in Figure 8. The first stage was
raw data handling, which encompassed the collection, extraction, and initial storage of
data from various sources. Students at RMUTT have access to a variety of information
system technologies that can be used to support their academic activities. As mentioned
in the previous section, RMUTT has a data center for collecting all information due to the
significant variation between information systems. In the dataset utilized for this article,
three distinct types of data are distinguished:
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• Demographic data—represent basic information on the students, such as name, age
(date of birth), home province, home district, first-entry GPA, current GPA, faculty
name, etc.

• Academic data—show the records of enrollment information of a student’s education
at RMUTT, including information on teachers, classes, and activities in RMUTT LMS.

• IC3 digital literacy exam data—are a record of student exam results according to
digital literacy abilities.

Figure 8. Dataset preparation process overview.

3.2. Data Cleansing

Data cleansing describes the activity of detecting and correcting mistaken records in a
dataset. The data center has collected demographic, academic, and digital literacy exam
data on students since 2016. We compiled information on digital literacy exams given at
RMUTT between 2016 and 2023. Due to the records coming from various sources, they
were combined with student ID, which can represent a specific source. Insignificant fields
were also removed because there are some repeated values, such as payment type, voucher,
and exam level. Some examples of data cleansing processes used in the study include:

• Removing the duplicated data and unused columns from the raw dataset.
• Joining, merging, and splitting the data among sources using student ID as a key.
• Removing outliers from data sources. For example, the minus values of GPA on a

4.0 scale were removed because the data were sometimes entered incorrectly from
the beginning.

• Transforming some local data to international data units, such as year in B.E. into A.D.
format, and the number of assignments submitted into the four simplified levels.

3.3. Data Anonymization and Release

The dataset anonymization procedure was built in accordance with RMUTT’s ethical
and privacy guidelines. The entire process of creating and releasing datasets is overseen
by the RMUTT administration and approved by the Academic Resources and Information
Technology (ARIT) departments. Self-anonymization is accomplished through a series
of stages. The first step is to replace student and instructor personal information. This
includes the student’s ID number, instructor’s name, and RMUTT-specific identification.

4. Data Evaluation

As a preliminary evaluation, a correlation matrix analysis was conducted on the
dataset. This analysis is performed to identify relationships, explore data, select variables,
and make data-driven decisions. The correlation matrix heatmap, as depicted in Figure 9,
is a visual representation of the correlation values between different variables in a dataset.
Each cell in the heatmap corresponds to the correlation coefficient between two variables.
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The correlation coefficient ranges from negative one to one, indicating the strength and di-
rection of the relationship between the variables. The correlation analysis (Figure 9) reveals
several noteworthy findings concerning the relationships between different variables:

(1) The variables IC3_Score, IC3_Result, and IC3_Exam_Timeused exhibit a high cor-
relation with each other, indicating that a negative correlation is observed between
IC3_Exam_Timeused and performance, suggesting that students who take more time
to complete the exam tend to have lower scores.

(2) Variables such as IC3_Exam_Year, Std_Admit_Year, Class_Id, and Class_Academic_Year
demonstrate a positive correlation with IC3_Score and IC3_Result. This implies that stu-
dents who enrolled after the implementation of the digital literation learning procedure
achieved better scores and higher pass rates.

(3) Std_Entry_GPA and Std_Current_GPA also show a positive correlation with IC3_Score
and IC3_Result. This suggests that students with strong entry and current GPAs tend
to obtain higher IC3 scores and pass the exam.

(4) The variable Class_Teacher_Encoded_Id plays a role in determining IC3_Score and
IC3_Result. This indicates that the selection of a teacher can influence a student′s grades
and overall success, as different teachers may vary in their delivery of course materials.

(5) The frequency of Online_Assignment_Submission is also correlated with IC3_Score
and IC3_Result. A lower frequency of assignments given in a class is associated with
lower scores and pass rates for students.

Figure 9. Dataset correlation matrix heatmap.

As a further method of evaluation, an open-source Orange [16] application was used
to evaluate this dataset. Data may now be dynamically analyzed and more aesthetically
visualized using Orange. Additionally, supported by this program are a number of ma-
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chine learning methods that may be quickly and easily set up using a visual workflow.
Figure 10 depicts the workflow used in this study. Six algorithms, Naïve Bayes [17], Logistic
Regression [18], kNN [19], Random Forest [20], Support Vector Machine (SVM) [21], and
Neural Network [22], were used to assess the accuracy of student certification results as
predictors. Using a stratified tenfold cross-validation sample type with the average across
classes as the target class, the data population was randomly chosen to be a sample dataset.
Figure 11 shows the features and target used, based on the correlation analysis.

Figure 10. Classification model workflow using Orange.

Figure 11. Dataset features used as evaluation.

Algorithm performance comparison can be seen through the Receiver Operating
Characteristic (ROC) curve [23]. The evaluation results are then presented in the form
of a confusion matrix based on Equations (1)–(6) regarding accuracy, true positive (TP)
rate, false positive (FP) rate, recall, precision, and F1 measure [24]. Figure 12a–f shows
each of the confusion matrices of the six algorithms used. A comparative evaluation of
the six algorithms is presented in Table 3. Classification accuracy (CA), precision rate, area
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under the ROC curve (AUC), F1 score, and recall were the metrics used to evaluate the data
mining classifiers.

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

True positive rate =
TP

TP + FN
(2)

False positive rate =
FP

FP + TN
(3)

Recall =
TP

TP + FN
(4)

Precision =
TP

TP + FP
(5)

F1Measure =
2× Precision× Recall

Precision + Recall
(6)

Figure 12. Confusion matrix of evaluation results. (a) Naïve Bayes. (b) Logistic Regression. (c) kNN.
(d) Random Forest. (e) SVM. (f) Neural Network.

Table 3. Evaluation results.

Model AUC CA F1 Precision Recall

Logistic Regression 0.976 0.925 0.926 0.930 0.925
kNN 0.976 0.921 0.921 0.922 0.921
Random Forest 0.974 0.914 0.914 0.915 0.914
Neural Network 0.974 0.902 0.902 0.902 0.902
Naïve Bayes 0.952 0.896 0.896 0.899 0.896
SVM 0.934 0.889 0.889 0.892 0.889

The ROC curve can be used to graphically assess the accuracy of predictions. Plotting
the anticipated true positive (TP) rate against the predicted false positive (FP) rate as a
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gauge of the effectiveness of the classification algorithm led to the creation of the ROC
curve. Figure 13a,b presents the ROC curve for the prediction analysis of pass and fail
student certification scores, illustrating the differences in the predictive performance of
the six methods. As the final stage of evaluation, visualization of the data was carried
out into a scatter plot so that the data could be read more easily. Figure 14 shows the
relationship between the IC3 score and IC3 exam time used, illustrating that students who
spend more time tend to have lower scores, as mentioned in the correlation matrix heatmap.
Meanwhile, Figure 15 shows the relationship between the faculties and the results of the
IC3 certification result, where almost all students from the faculty of Fine and Applied Arts
experience failure. This is because the majority of the education provided by this faculty is
not primarily related to basics of ICT skills. Moreover, Figure 16 shows the relationship
between the teachers who teach the course and the IC3 certification result. This means that
teachers also affect the students’ experience of failure or success.

Figure 13. ROC curve. (a) Fail. (b) Pass.

Figure 14. Scatter plot of IC3 score to IC3 exam time used.
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Figure 15. Certification exam results based on faculties (percentage).

Figure 16. Certification exam results based on teachers (percentage).

5. Conclusions

This data descriptor presents a dataset created based on data obtained from the
Rajamangala University of Technology Thanyaburi (RMUTT) called the RMUTT-DLD
dataset, including the collection methodology for data preparation. This dataset is an
amalgamation of several separate databases related to IC3 digital literacy certification
results for students enrolled in the RMUTT CITS course. This dataset contains 45,603 records
with 24 main variables and was collected between 2016 and 2023, including students’
profiles and demographics, academic records, and IC3 digital literacy exam results. Also,
the digital literacy learning procedure used between 2016 and 2018 was changed to the
new implementation for improvement used between 2019 and 2023. Evaluation of the
dataset was carried out by applying six machine learning algorithms. Making the right
model based on this dataset will benefit students by implementing the right strategy to
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support student certification pass rates, especially in the field of digital literacy. To predict
student/instructor performance and recognize pupils at risk of failing, new or improved
models are required. In summary, the availability of the RMUTT-DLD dataset, along with
the detailed methodology and evaluation results, presents numerous opportunities for
teachers, universities, and researchers. It enables them to leverage the dataset for research,
replicate the methodology for data collection in their own contexts, and gain insights to
improve digital literacy programs and support student success. Furthermore, this dataset
is useful for researchers who wish to conduct comparative studies on the performance of
student digital literacy competencies and for training in the field of machine learning.
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Abstract: Predicting student dropout is a challenging problem in the education sector. This is due to
an imbalance in student dropout data, mainly because the number of registered students is always
higher than the number of dropout students. Developing a model without taking the data imbalance
issue into account may lead to an ungeneralized model. In this study, different data balancing
techniques were applied to improve prediction accuracy in the minority class while maintaining a
satisfactory overall classification performance. Random Over Sampling, Random Under Sampling,
Synthetic Minority Over Sampling, SMOTE with Edited Nearest Neighbor and SMOTE with Tomek
links were tested, along with three popular classification models: Logistic Regression, Random Forest,
and Multi-Layer Perceptron. Publicly accessible datasets from Tanzania and India were used to
evaluate the effectiveness of balancing techniques and prediction models. The results indicate that
SMOTE with Edited Nearest Neighbor achieved the best classification performance on the 10-fold
holdout sample. Furthermore, Logistic Regression correctly classified the largest number of dropout
students (57348 for the Uwezo dataset and 13430 for the India dataset) using the confusion matrix as
the evaluation matrix. The applications of these models allow for the precise prediction of at-risk
students and the reduction of dropout rates.

Keywords: student dropout; prediction; machine learning; classification; data sampling; imbalanced
datasets

1. Introduction

This paper presents a novel approach for predicting student dropout using machine
learning (ML) methods and data balancing techniques. The proposed method has been
tested on real-world datasets collected from Tanzania and India. Additionally, this paper
provides a unique contribution by suggesting the use of data balancing techniques to
improve the accuracy of machine learning models for student dropout prediction. This
research can contribute to environmental sustainability by providing better education
planning and policymaking. It can also help in understanding the impact of climate change
on student dropout by providing better predictions of the risk factors associated with it,
by taking into consideration supervised learning applications. The majority of supervised
learning applications face the problem of classifying unbalanced datasets, where one class
is underrepresented relative to another [1–8]. This problem is common in the real-world
applications of telecommunications, the web, finance, ecology, biology, medicine, etc., with
a negative impact on the classification performance of machine learning models [2,9,10].
In the context of education, the classification of an imbalance problem occurs in the field
of student dropout because the number of students enrolled is higher than the number
of dropouts [11,12]. Student dropout is one of the challenges facing several schools in
developing countries [13,14]. It is more common in girls than boys, and in lower secondary
schools as compared to higher levels [15]. According to [16], the imbalance ratio is around
1:10, and, in most cases, the minority class usually represents the target group [2]. Regarding
improving the predictive accuracy of the minority class as one of the greatest learning
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interests, many researchers have focused on developing solutions for the problem of
class imbalance. The data sampling technique among the developed solutions aims to
balance data before model development [17]. It consists of undersampling techniques i.e.,
Random Under Sampling (RUS), oversampling techniques i.e., Random Over Sampling
(ROS) together with Synthetic Minority Over Sampling Technique (SMOTE) and it also
includes hybrid techniques i.e., Synthetic Minority Over Sampling Technique with Edited
NearestNeighbor (SMOTE ENN) and Synthetic Minority Over Sampling Technique with
Tomek links (SMOTE TOMEK). RUS is a non-heuristic technique that selects a subset of
the majority class to create a balanced class distribution [18]. In this technique, examples
are randomly selected from the majority class for exclusion, with no replacement until the
outstanding number of examples is thoroughly combined with that of the minority class.
The main advantage of this technique, especially in Big Data, is the reduction in execution
cost due to the decrease in data size caused by removing some examples. However, by
excluding certain examples from the majority class, potential information may be lost
that could have an impact on the learning process. On the contrary, the ROS technique
is more commonly used than the RUS technique since undersampling tends to eliminate
important information from the data. ROS tends to randomly balance the distribution of
data up until the number of chosen examples, plus the original examples of the minority
class is roughly equal to that of the majority class [19]. Despite its ability to balance
class distribution, ROS tends to cause overfitting problems. On the other hand, SMOTE
emphasizes the creation of examples of synthetic minorities for inclusion in the original
dataset [12]. This technique forms new examples of minority classes by combining several
examples of minority classes [20]. SMOTE has become the most frequently used technique,
but the limitation of this technique, similar to ROS, is to assume equal importance for
all minority instances. SMOTE TOMEK hybrid technique combines both SMOTE and
Tomek links. Tomek links were proposed to be applied in an oversampled training set
as a data cleaning technique in order to come up with a better defined class cluster [21].
This technique tends to delete examples that form Tomek links between the two classes. In
the meantime, SMOTE ENN combines SMOTE and Edited Nearest Neighbor (ENN) [22].
The motive behind this technique is similar to that of SMOTE TOMEK; however, ENN
is used to expel examples from both classes, so any example that has been misclassified
by its three nearest neighbors is removed from the training set. This technique should
help to further clean up the data, as ENN tends to eliminate more examples than Tomek
links. Apart from data sampling techniques, data imbalance can also be handled by using
algorithmic modification techniques that focus on changing the learning algorithm to
adapt the imbalance data settings [18] and cost-sensitive learning techniques that focus
on minimizing costs associated with the learning process [23]. While there are several
approaches to dealing with imbalanced datasets, data sampling techniques are simple to
use to deal with the problem of class imbalance [12].

In addressing the problem of student dropout, different machine learning models
such as Multi-Layer Perceptron (MLP), Random Forest (RF), and Logistic Regression (LR)
have been used [24–42]. MLP is an Artificial Neural Networks (ANN) that consists of
an input layer, one or more hidden layers, and an output layer [43–45]. This model is
commonly used for classification problems because of its low complexity and ability to
produce an appropriate outcome for nonlinear relationships [46,47]. The model is a feed-
forward artificial neural network classifier with forward connections, and every perceptron
is connected to all the perceptrons in the next layer except the output layer that directly
gives the result [48].

On the other hand, RF is an ensemble classification model that is made up of several
randomized decision trees [49–53]. It is a widely used overall model because of its efficient
implementation and its ability to reduce overfitting [54–58]. The performance of the RF
model is determined by the tuning of its parameters and the feature selection [59]. This
model is a non-parametric tree model, which is somewhat required when dealing with
high-dimensional datasets [60]. Since RF is based on the definition of several independent
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trees, it is straightforward to obtain a parallel and faster application of the RF method, in
which many trees are built in parallel on different cores [61]. As well, LR is among the
classification approaches used to model the probability of discrete (binary or multinomial)
outcomes [62]. This model works very similarly to linear regression by analyzing the
relationship between multiple independent variables and a categorical dependent variable
and calculating the probability of the existence of an event by fitting data to a logistic
curve [63,64].There are two kinds of logistic regression: binary logistic regression (as in
the present study) and multinomial logistic regression [64,65]. Despite the ability of these
models (MLP, RF and LR) to predict student dropout problems, data imbalance was ignored
in many studies and needs to be addressed in order to improve the predictive results of
machine learning models.

For the evaluation of the performance of machine models, one of the key factors
guiding the algorithmic modeling is the evaluation criteria. Accuracy as a statistical
measure to quantify the level of accuracy has been used as a common metric by many
researchers [66,67]. However, in the imbalanced data domain, this metric is no longer an
appropriate measure, for it has less effect on the minority class than the majority class, and
combined with the fact that it cannot distinguish between the magnitude of errors. In the
context of imbalanced datasets, standard measures using particular measures are used to
account for class distribution. The confusion matrix saves the results for examples correctly
and incorrectly recognized by each class in a binary class problem [68]. This matrix is an
important tool for assessing prediction results in a way that is very easy to understand [69].
In addition, the Geometric Mean (Gm) of actual rates measures the capacity of the model to
balance sensitivity (TPrate) and specificity (TNrate) [1]. Gm is at a maximum when TPrate
and TNrate are equal. F-measure (Fm) is a harmonic mean of precision and recall [66]. This
metric ensures the TPrate changes more in the positive predictive value (precision) than in
the True Positive rate (TPrate). A high value of Fm shows that both precision and recall are
sensibly high. On acquiring the highest TPrate without excessively minimizing the TNrate,
the Adjusted Geometric Mean (AGm) was introduced [2]. Despite the ability of these
metrics to evaluate the performance of the machine learning models, other studies have
reported their limitations in terms of the effects on the minority classes in the imbalance
datasets [2,70,71]; hence, the application of several metrics is highly recommended when
evaluating the performance of the machine learning models.

Therefore, this paper presents several data balancing techniques for predicting student
dropout using datasets from developing countries. The research problem is to identify how
to effectively use machine learning models for predicting student dropout when the dataset
is imbalanced. The objective of the paper is to explore the use of various data balancing
techniques to improve the accuracy of machine learning models for predicting student
dropout. The novelty of the paper lies in its comparison of the performance of different
data balancing techniques to address the issue of imbalanced datasets.

The next section presents related works that applied data balancing techniques to
addressing the problem of student dropout. Section 3 introduces the materials and methods
used to conduct this study. The results are presented and discussed in Section 4. Finally,
the article presents the conclusion and prospective future directions in Section 5.

2. Literature Review

The use of data balancing techniques to predict student dropout using machine learn-
ing has been applied in several studies, as summarized in Figure 1. A study by [11]
used machine learning to predict student dropout and academic success. The study used
a dataset to build machine learning models for predicting academic performance and
dropout. Imbalanced data were identified, and different techniques for handling this
problem were proposed, such as data-level techniques including Synthetic Minority Over
Sampling Technique (SMOTE) and Adaptive Synthetic Sampling Approach (ADASYN),
or algorithm-level techniques including Balanced Random Forest and SMOTE-Bagging.
Another study by [72] used data balancing techniques to predict student dropout at a uni-
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versity in Turkey. A dataset of 1510 student records was used, and different classifiers such
as decision trees and support vector machines were applied. Data balancing techniques
such as oversampling and undersampling were used to improve the accuracy of the models.
The results showed that the use of data balancing techniques improved the accuracy of the
models and reduced the bias in the data.
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Antar et al. (2017) [74]; Jain et al. (2018) [75]; Barros et al. (2019) [76]; Kotsiantis (2007) [77].

A study by [73] used machine learning and applied data balancing techniques to
predict student dropout. The study used an unbalanced dataset from a real university and
applied an undersampling technique to balance it. The study used a decision tree algorithm
to predict student dropout and obtain an accuracy of 83.2%.

Another study by [74] used machine learning and applied data balancing techniques
to predict student dropout. The study used a dataset of student records collected from
a university and applied oversampling, undersampling, and a combination of both tech-
niques to balance it. The study applied a Random Forest algorithm to predict student
dropout and obtain an accuracy of 81.2%.

A study by [75] used machine learning and applied data balancing techniques to
predict student dropout. The study used an imbalanced dataset from a university and
applied a combination of oversampling and undersampling techniques to balance it. The
study used a decision tree algorithm to predict student dropout and obtain an accuracy
of 85.3%.

One study by [76] developed predictive models for imbalanced data. The study
applied data mining techniques to forecast dropout rates. The study used a decision tree,
neural networks, and balanced bagging. Classifiers were tested with and without the
use of data balancing techniques, including downsample, SMOTE, and ADASYN data
balancing. The results showed that the geometric mean and UAR provide reliable results
when predicting dropout rates using balanced bagging classification techniques. Finally, a
study by [77] applied data balancing techniques to predict student dropout using machine
learning. The study used a dataset of 3420 student records from a university in Greece. A
variety of classification algorithms were tested, including Naïve Bayes, C4.5, and Support
Vector Machines. Furthermore, data balancing techniques such as undersampling and
oversampling were applied to remove the bias and improve the accuracy of the models.
The results showed that the use of data balancing techniques improved the accuracy of the
models for predicting student dropout.
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Despite the fact that many studies applied data balancing techniques to addressing
the problem of student dropout, many of them were carried out in developed countries
using developed countries’ datasets.

3. Materials and Methods
3.1. Dataset

To address student dropout, this study used two publicly available datasets from
developing countries. The first dataset was Uwezo data 1 on learning at the country
level in Tanzania, which was collected in 2015 with the objective of assessing children’s
learning levels across hundreds of thousands of households. The second dataset was
collected in 2016 with the aim of assessing student dropout in India 2. The Uwezo dataset
consisted of 61,340 samples, of which 98.4% were retained and 1.6% were dropouts, and
the India dataset consisted of 11,257 samples, of which 95.1% were retained and 4.9%
were dropouts. Therefore, these two datasets were highly imbalanced, as presented in
Figure 2a,b, respectively.
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The Uwezo dataset consisted of 18 variables: Main source of household income
(Income), Boy’s Pupil Latrines Ratio (BPLR), School has a privacy room for girls (SGR),
Region, District, Village, Student gender (Sex), Parent check child’s exercise book once
a week (PCCB), Household meals per day (MLPD), Student read a book with his/her
parent last week (SPB), Parent discuss child’s progress last term with the teacher (PTD),
Student age (Age), Enumeration Area type (EA area), Household size (HH size), Girl’s Pupil
Latrines Ratio (GPLR), Parent Teacher Meeting Ratio (PTMR), Pupil Classroom Ratio (PCR),
Pupil Teacher Ratio (PTR) and Dropout. India dataset consisted of variables: Continue
drop, Student id, Gender, Caste, Mathematics marks, English marks, Science marks, Science
teacher, Languages teacher, Guardian, Internet, School id, Total students, Total toilets, and
Establishment year.

3.2. Data Pre-Processing

Data from the two datasets were pre-processed prior to obtaining a final training set.
This process was carried out as a precautionary measure to ensure that datasets are properly
cleaned and accurate prior to model development. The data clean-up was carried out by
removing information that could reveal the identity of individuals to the end-user. Missing
values were replaced with medians and zeroes. The following variables were identified
with missed values: Pupil Teacher Ratio (PTR), Pupil Classroom Ratio (PCR), Girl’s Pupil
Latrines Ratio (GPLR), Boy’s Pupil Latrines Ratio (BPLR), Parent Teacher Meeting Ratio
(PTMR), Main source of household income (Income), and Enumeration Area type (EA area).

Parent who checks his/her child’s exercise book once a week (PCCB), Parent who
discusses his/her child’s progress last term with the teacher (PTD), Student who read
a book with his/her parent last week (SPB), School has a privacy room for girls (SGR),
Household meals per day (MLPD). On handling missing values, PTR, PCR, GPLR, and
BPLR were imputed with medians, and PTMR, Income, EA area, PCCB, PTD, SPB, SGR,
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and MLPD were imputed with zeros. In addition, data samples with nominal variables
were converted to numerical values to comply with Scikit-learn.

3.3. Data Sampling Techniques

Five data balancing techniques were employed to address the issue of data imbalance
in the datasets. These techniques were employed before model development due to their
ability to provide in-depth data cleaning, produce straight-forward and satisfactory results
when handling data imbalance, address the overfit problem, and reduce running time and
cost. RUS, ROS, SMOTE, SMOTE ENN, and SMOTE TOMEK have been implemented.
RUS was performed by randomly selecting examples from the majority class for exclusion
with no replacement until the outstanding number of examples were thoroughly combined
with those of the minority class. This approach was chosen due to its ability to reduce the
cost of execution by decreasing the size of the data through the removal of a few examples.
ROS was performed by randomly balancing the distribution of data over the application of
minority data duplication up to when the number of chosen examples plus the original
examples of the minority class was roughly equal to that of the majority class. This
approach was chosen based on its ability to not eliminate important information from the
data. SMOTE was selected to form new minority class examples by incorporating several
minority class examples. Furthermore, SMOTE TOMEK was selected to remove examples
that form Tomek links from both classes, and SMOTE ENN was selected to expel examples
from both classes; therefore, any example that has been misclassified by its three nearest
neighbors was removed from the training set. This technique was anticipated to give more
in-depth data cleaning, as ENN tends to eliminate more examples than Tomek links.

3.4. Classification Models

Three popular classification models: Logistic Regression (LR), Random Forest (RF),
and Multi-Layer Perceptron (MLP) were assessed on a set of supervised classification
datasets in order to see which model would perform better with consideration of the
data imbalance problem. The selection of the three models took into consideration the
supervised learning approach, particularly with respect to the classification problem. These
models were selected because they were able to give satisfactory results on the prediction
of student dropout. LR was selected to represent the linear model and was used to model
the probability of binary outcomes (dropout/not dropout). In addition, RF represented
an ensemble model and was chosen to reduce the overfitting problem and handle high-
dimensional data. The MLP, on the other hand, represented an artificial neural network
and was selected to reduce complexity.

3.5. Evaluation Metrics

To assess the performance of classification models, three popular metrics were used:
Geometric Mean (Gm), F-measure (Fm), and Adjacent Geometric Mean (AGm). Furthermore,
a confusion matrix was used to determine the best model based on the actual number of
samples correctly and improperly classified. These metrics were chosen with an emphasis
on the imbalance domain and as a standard measure in class distribution. Gm was selected to
measure the ability of the model to balance TPrate and TNrate. Fm was selected to measure
the harmonic means of TPrate and precision, whereas AGm was selected to measure the
increase of TPrate rates without decreasing TNrate.

3.6. Experimental Design

In this study, MLP, RF, and LR were compared over six different structures (original,
balanced with ROS, balanced with RUS, balanced with SMOTE, balanced with SMOTE
ENN, and balanced with SMOTE Tomek) using stratified 10-fold cross validation. The
datasets were alienated in training, validation, and testing by 60%, 20%, and 20%, re-
spectively, to minimize sampling bias. The methodology used to conduct this study is
summarized in Figure 3.
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Data balancing techniques for predicting student dropout using machine learning can
help identify the key determinants of dropout more accurately. This can help schools and
other educational institutions better understand the factors that lead to student dropout
and take appropriate measures to prevent it. In addition to that, educational institutions
can anticipate when students are at risk of dropping out and intervene early to provide
the necessary support. This can help reduce the rate of student dropout and improve
educational outcomes. By understanding the key determinants of student dropout and
intervening early, educational stakeholders can provide targeted interventions to improve
educational outcomes. This can help improve student success and reduce the overall
dropout rate. Furthermore, data balancing techniques can also help identify disparities in
educational outcomes among different groups of students, such as those from different
backgrounds or those with different levels of academic achievement. This can help identify
and address disparities in educational outcomes and promote equity in education.

4. Results and Discussion

The study used two datasets to compare data balancing techniques. The datasets
used were highly imbalanced due to the fact that there are still many students in school
compared to students who drop out, which makes balancing the data very important in
this study because the focus was primarily on the minority class, in this case dropouts. The
results showed that the SMOTE ENN data balancing technique had very good solutions
for achieving greater performance, followed by SMOTE TOMEK and RUS on the Uwezo
datasets. For the Indian dataset, the SMOTE ENN data balancing technique performed
better, followed by SMOTE TOMEK and ROS (Table 1).

The SMOTE ENN data balancing technique has shown very good solutions for achiev-
ing greater performance due to its ability to provide in-depth data cleaning. Similar results
were reported by [78] when assessing a number of methods to balance machine learning
data. Furthermore, [79] stressed the techniques and importance of handling data imbalance
when developing training sets from a machine learning model, and [80] emphasized the
good performance of hybrid data balancing techniques such as SMOTE-RSB, SMOTE-
TOMEK, and SMOTE ENN when dealing with highly imbalanced data like in the case of
student dropout.
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Table 1. Comparison of data balancing techniques (Uwezo and India datasets).

Preprocessing Models Gm Fm AGm Gm Fm AGm

Uwezo dataset India dataset

None LR 0.000 0.000 0.000 0.000 0.000 0.000
MLP 0.011 0.002 0.012 0.000 0.000 0.000
RF 0.004 8.32 × 10−5 0.004 0.031 0.002 0.031

ROS LR 0.536 0.547 1.010
MLP 0.499 0.438 0.920 0.524 0.450 0.957
RF 0.293 0.270 0.449 0.707 0.667 1.207

RUS LR 0.548 0.546 1.042 0.582 0.570 1.085
MLP 0.512 0.332 1.031 0.515 0.139 0.925
RF 0.624 0.561 1.192 0.711 0.667 1.210

SMOTE LR 0.551 0.556 1.034 0.648 0.603 1.190
MLP 0.525 0.475 0.967 0.555 0.410 1.032
RF 0.661 0.645 1.138 0.707 0.667 1.207

SMOTE ENN LR 0.562 0.572 1.079 0.722 0.638 1.343
MLP 0.577 0.491 1.104 0.791 0.438 1.531
RF 0.676 0.666 1.176 0.738 0.706 1.283

SMOTE Tomek LR 0.550 0.556 1.032 0.655 0.605 1.201
MLP 0.546 0.508 1.015 0.735 0.441 1.390
RF 0.663 0.646 1.140 0.707 0.667 1.206

On the contrary, the RUS technique performed the worst in the study’s experiment
evaluating data sampling techniques. This could be due to the nature of the loss of certain
potential information that could have an impact on the learning process. Similar results
were reported by [81,82] when assessing multiple approaches to managing imbalanced
datasets. However, it was reported that this approach improved predictive performance in
other studies compared with the lack of data sampling techniques [83,84]. Most datasets
in the real world are not balanced, i.e., there is a majority and minority class, and if data
balancing is ignored when training the machine learning model, it may lead to bias towards
one class, and the model will learn more about the majority class and learn less about
or ignore the minority class. Hence, handling unbalanced data is very important when
developing a machine learning model.

Models Performance

Three machine learning models used in data balancing techniques were evaluated, and
the findings showed that LR was the best model to correctly classify the highest number
of student dropouts and misclassify the lowest, followed by MLP and RF in the Uwezo
(Figure 4) and Indian datasets (Figure 5).

Similar metrics (Gm, Fm, and AGm) were used by [41,75–89] in evaluating the perfor-
mance of the developed models in order to take the class distribution into account. In
addition, accuracy has been reported as a common metric for measuring the degree of
correctness of machine learning models [66,67]. However, its limitations in the imbalanced
domain make it unsuitable for evaluating models with imbalanced data [2,72].

Moreover, this study found that LR and MLP were the best models to correctly
classifying the highest number of student dropouts and misclassifying the lowest. This may
be due to the ability of LR to model the probability of binary results and the power of MLP
to produce satisfactory results for nonlinear relationships. Similar results were reported
by [42,90] when determining the accuracy of their predictive models for the early prediction
of stroke and student dropout, respectively. Both studies indicated that LR was the best-
performing classification model relative to the others. These results, however, contradict
what was reported by [91] in their study of evaluating the performance of supervised
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machine learning models in healthcare, where K-Nearest Neighbor and Random Forest
were reported to outperform other models such as Logistic Regression and Naive Bayes.
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The issue of predicting student dropout using a machine learning model is an impor-
tant one, and it’s been addressed by many different approaches. Data balancing is one of
the most promising of these methods. Data balancing techniques are designed to identify
the key determinants of student dropout and then use machine learning to develop a model
that can accurately predict dropout rates. Data balancing techniques involve creating a
data set that is as balanced as possible. This means that the data must be stratified to ensure
that the populations being compared are equal in terms of key attributes. By ensuring that
the data is balanced in terms of key attributes, it allows the machine learning model to
accurately predict dropout rates. The machine learning solution presented in this study
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can be used to accurately predict students at risk of dropping out of school and provide
early measures for intervention.

5. Conclusions

Based on the analysis of the results, the study concluded that the SMOTE ENN balanc-
ing technique provides a good solution for achieving superior performance. Furthermore,
LR has been considered a potential model for the type of data used due to its high accuracy
in classifying the dropout class, which is the focus of this study. The study also concluded
that the use of data balancing techniques before model development helps to improve
the performance of the predictive results when measured by the Gm, Fm, and AGm. In
other words, predictive outcomes were improved by comparing original (unbalanced) data
with data that were collected using sampling techniques. In a real-world environment,
most datasets are imbalanced and contain a large number of anticipated examples with
only a small number of unexpected examples. Most of the interest is in the predictions
of the unexpected examples. Machine learning models are not as precise for predicting
the minority class in unbalanced datasets. Therefore, a data balancing task is required
as part of the pre-processing phase to deal with this situation. This study is limited to
the application of data sampling techniques to address the problem of student dropout.
Prospective future directions will focus on alternative methods, including algorithmic
modification and cost-sensitive learning, with the aim of improving the predictive power
of the machine learning model.
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SMOTE ENN Synthetic Minority Over Sampling Technique with Edited Nearest Neighbor
SMOTE TOMEK Synthetic Minority Over Sampling Technique with Tomek links
LR Logistic Regression
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MLP Multi-Layer Perceptron
Gm Geometric Mean
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Abstract: There has recently been an increasing interest in Learning Management Systems (LMSs). It
is currently unclear, however, exactly how these systems are perceived by their users. This article
analyzes data on user acceptance for two LMSs (Blackboard and Canvas). The respective data are
collected using a questionnaire modeled after the Technology Acceptance Model (TAM); it relates
several variables that influence system acceptability, allowing for a detailed analysis of the system
acceptance. We present analyses at two levels of the questionnaire data: questions and constructs
(taken from TAM) as well as on different analysis levels using targeted methods. First, we investigate
the differences between the above LMSs using statistical tests (t-test). Second, we provide results at
the question level using descriptive indices, such as the mean and the Gini heterogeneity index, and
apply methods for ordinal data using the Cumulative Link Mixed Model (CLMM). Next, we apply
the same approach at the TAM construct level plus descriptive network analysis (degree centrality
and bipartite motifs) to explore the variability of users’ answers and the degree of users’ satisfaction
considering the extracted patterns. In the context of TAM, the statistical model is able to analyze LMS
acceptance on the question level. As we are also very much interested in identifying LMS acceptance
at the construct level, in this article, we provide both statistical analysis as well as network analysis to
explore the connection between questionnaire data and relational data. A network analysis approach
is particularly useful when analyzing LMS acceptance on the construct level, as this can take the
structure of the users’ answers across questions per construct into account. Taken together, these
results suggest a higher rate of user acceptance among Canvas users compared to Blackboard both
for the question and construct level. Likewise, the descriptive network modeling for Canvas indicates
a slightly higher concordance between Canvas users than Blackboard at the construct level.

Keywords: Learning Management System; Technology Acceptance Model; Cumulative Link Mixed
Model; descriptive network analysis

1. Introduction

Within the context of higher education, Learning Management Systems (LMSs) are
often used to support learning processes. LMSs are software frameworks that provide
functionality that helps to share information from the instructor to users, e.g., via catalogs,
instructional content, such as learning objectives, assignments, lecture slides, or other
course content. Additionally, the system can collect information on the behavior of users
and their interaction with the system. This includes, for example, managing registered
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users’ logins, observing interactions with the provided course material, and in general
monitoring users’ activities with the system [1].

The effectiveness of the use of LMSs depends heavily on whether users (and instruc-
tors) are willing to use the system. However, not everybody may accept the use of LMSs
on the same level. In this article, a significantly adapted and extended revision of [2], we
specifically aim to investigate how users (in this case, students) perceive and accept the use
of two LMSs: Blackboard and Canvas. These LMSs are used at Tilburg University (Tilburg,
The Netherlands), where recently, the transition from Blackboard to Canvas took place.
With respect to [2], where only Blackboard was analyzed, the research in this article pro-
vides a more extensive comparison and an in-depth understanding of the user acceptance
of the two systems: Blackboard versus Canvas.

We apply the Technology Acceptance Model (TAM), which was introduced by [3].
TAM is an information systems theory that is commonly used to model users’ acceptance of
(novel) technologies. The model is adapted from the Theory of Reasoned Action (TRA) [4],
which is specifically designed to model user acceptance of information systems [5]. TAM
(see Figure 1) consists of five constructs (in addition to variables external to the model),
which contain aspects that influence the actual use of the technology under consideration:

• External Variables (EV) represent contextual information from users and the environment.
• Perceived Usefulness (PU) is described as the extent to which users confirm that using

the system improves their job performance.
• Perceived Ease of Use (PEU) is the extent to which users confirm that using the system

would be free of corporeal and cerebral exertion.
• Attitude Towards Using the Technology (ATUT) relates to the users’ perceptions of using

the system, i.e., what is their attitude toward actually using the system (in all means).
• Behavioral Intention to use the Technology (BIT) denotes the users’ intention of using

the system.
• Actual Technology Use (ATU) assesses the system’s performance and the extent to

which it can meet the users’ requirements [6].

Perceived
Usefulness

External
Variables

Attitude
Towards Using

Behavioral
Intention

Actual Tech-
nology Use

Perceived
Ease of Use

Figure 1. Technology Acceptance Model (adopted from [3]).

As shown in Figure 2, in this article, we extend the results presented in [2] in different
ways. The first difference is related to the way data are considered. In [2], the answers to
the questions could be selected from a 5-point Likert scale (ranging from strongly disagree
(1) to strongly agree (5)). Therefore, [2] contemplated three different views of the data
set by analyzing users’ acceptance of Blackboard LMS specifically focusing on questions
answered with scores “less than 3”, “equal to 3”, and “more than 3”, whereas here, the data
set is considered analyzed in its entirety.
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STEP 1 STEP 2 STEP 3 STEP 4

Investigate
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Explore the
general level

of users’
acceptance and

variability of
users’ answers

Describe user
acceptance:

estimate
probabilities
of the users’

answers with
respect to
LMSs and
TAM ques-

tions/constructs

Identify pat-
terns in user
data for de-

scribing user
acceptance
of LMS in
more (rela-

tional) detail

Statistical Test
Descriptive

Indices

Ordinal
Logistic

Regression

Descriptive
Network
Analysis

t-test
Mean,Gini

Heterogene-
ity Index

Cumulative
Link Mixed

Model

Degree
Centrality, Bi-
partite Motifs

Figure 2. Summarizing the multi-level approach with the respective analysis methods.

We structure the analysis of the acceptance of the above LMSs according to the Technol-
ogy Acceptance Model (TAM) [3], organizing this in two levels: questions and constructs.
For both levels, first, we make use of descriptive statistics to explore the users’ acceptance,
showing general trends as well as variation between the answers provided by the users.
Second, we employ a Cumulative Link Mixed Model, which describes user acceptance by
estimating the probability of the users’ answers considering the different LMSs and the
questions/constructs. Third, we apply the descriptive network modeling to the obtained
answers on TAM constructs (which is a similar technique as [2]), but for the two LMSs, i.e.,
Blackboard and Canvas) used on questionnaire data in which questions are organized in
constructs. It represents the information provided by users for each construct of TAM as a
network relating users based on their answers. Essentially, the network analysis approach
identifies interesting patterns in the participant data. These patterns describe user accep-
tance of LMS in a more fine-grained manner (compared to the statistics approach). Overall,
this enables different analysis levels using the respective targeted methods. Therefore, the
main purpose is to demonstrate the data science techniques for data collection, processing,
evaluation, and analysis, which are used in the context of the two LMSs.

Summing up, in this article, we target the following research questions, which extend
those investigated in [2] (e.g., statistical and network analysis) to additional LMSs plus de-
scriptive indices, e.g., the mean and the Gini heterogeneity index as well as the Cumulative
Link Mixed Model, which enables a more comprehensive discussion:

1. What is the users’ level of LMS acceptance for the following two LMSs: Blackboard
versus Canvas?

2. What is the level of concordance for the users’ acceptance?
3. How can we provide patterns for the users’ LMS acceptance?

The rest of the article is structured as follows. In Section 2, we start with a brief
introduction of the background related to LMSs and TAM. Next, Section 3 provides a
description of the information coming from the questionnaire (for the two LMSs) and the
methods that we employed for our investigations, e.g., the descriptive statistical indices
and the statistical model. Additionally, in Section 4, we show the results of our analyses by
comparing the data of the two LMSs (Blackboard versus Canvas). We provide results on
both question and construct levels as follows:
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1. We examine the results of statistical tests to show if there are significant differences
between the two LMSs.

2. In addition, we make use of descriptive statistical indices, e.g., the mean and the Gini
heterogeneity index, where the latter helps us to investigate the users’ acceptance and
the fluctuations amongst the answers provided by the users on a question-by-question
basis.

3. Furthermore, we use the Cumulative Link Mixed Model (which corresponds well to
the ordinal data collected from the questionnaire on a 5-point Likert scale ranging
from 1 to 5) to see the differences in the probability of answering questions/constructs
while comparing the two LMSs.

4. Finally, we apply descriptive network analysis approaches to provide patterns of
users’ LMS acceptance as well as the concordance in answering compared to [2].

This way, the Cumulative Link Mixed Model as well as network analysis can provide
interesting insights for our data by measuring the effect of the questions and constructs
plus their interactions with LMSs on the users’ answers. This can be a complement to the
general overview of the two LMSs, which is provided using descriptive statistical analyses.
With respect to the TAM, the above approaches can be extended using descriptive network
modeling, which results in patterns of users’ LMS acceptance. Ultimately, we conclude
with a summary and discussion of interesting future research directions.

2. Background

In this section, we first provide a brief overview of LMSs in general as well as some
background information on the specific LMSs used in this study: Blackboard and Canvas.
After that, we provide a short overview of the Technology Acceptance Model (TAM),
which forms the basis for the design of the questionnaire, which is used to measure
LMS acceptance.

2.1. LMS (Blackboard and Canvas)

An LMS is an electronic framework that allows for the creation, storage, reuse, manage-
ment, and delivery of learning content. Most current LMSs are online, web-based systems
that provide different interfaces for different functionalities or for different stakeholders.
From the user perspective, an LMS provides learning content, such as lecture slides, instruc-
tional videos, and assessments, including exams or assignments (for online/offline use, and
for local/distant learning). An LMS may also provide interaction with the instructor, e.g.,
by facilitating the submission of worked-out assignments, or through the use of forums,
but also potentially with other users when working in groups [5]. From the instructor’s
perspective, an LMS allows for the easy distribution of learning material but also deals
with user registration, user progress, and user results [7]. In general, it collects data to
manage the learning and teaching process [1]. These data can be made available through
reports that help instructors manage users better. As an example, they can organize users
into groups to centralize reports and assignments. Using more advanced reports, it is also
possible to follow the progress of large groups of users [8].

Various LMSs exist, with overall similar functionality, but also specific variations in
user interfaces or in the level of functionality. In particular, Blackboard and Canvas are
web-based LMSs that support both on-campus and online courses to plan, perform, and
appraise learning processes. Blackboard is a popular LMS in the US, which is mostly aimed
at colleges and universities (although other school types also use it) [9]. Canvas is another
LMS specifically created for the academic environment and educational institutions [10].

The main differences between these LMSs can be found in two areas:

1. Implementation and integration: Blackboard is originally designed for universities
that want to host their own data. However, for universities that do not have enough
resources or do not want to host the data, both Blackboard and Canvas allow for cloud
deployment. Moreover, Canvas has a wide variety of tools to choose from, whereas
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the Blackboard LMS only integrates with Dropbox, PowerSchool, and OneDrive
(although these functionalities may change over time).

2. Features: The two LMSs all have basic functionality: namely, Blackboard and Canvas
both have a number of features in common, such as multi-user support, configurable
learning portals, user-friendly design, and powerful user management capabilities.
However, there are differences in additional features. For example, Blackboard users
have to purchase modules that allow for specialized collaboration, such as the web
conferencing function, whilst one primary feature of Canvas is the use of video as a
source of content and collaboration.

2.2. Technology Acceptance Model (TAM)

As mentioned above, the TAM model describes that once users are provided with a
new technology, several factors can influence their decision to use this technology. This
process takes place within a certain environment, which is described using EV. These can
be social factors (e.g., facilitating conditions, skills, and language), cultural factors (such
as the perceived effect of using the technology within a social group), or political factors
(e.g., the influence of technology on a political crisis). Within this environment, the directly
important factors are PU and PEU. As improving the PU and PEU will also lead to an
improvement of the ATUT and the BIT, developers need to realize the importance of the
perceived system’s usefulness and its ease of use [11]. The ATUT relates to the user’s
perception of the desirability of using the system, whereas BIT is the likelihood of the user
actually using the system [12]. The ATU is now directly affected by the user’s BIT.

Although numerous models have been proposed to describe the acceptance of systems,
TAM describes this from a situational perspective and as such fits well to describe LMSs
and e-learning [13–15]. Most other models aim to provide a detailed account, but they
typically specialize due to the added complexity. For example, TAM2 [6] and the unified
theory of acceptance and use of technology (UTAUT) [16], which are direct extensions of
the standard TAM, focus on specifying new variables describing the EV in more detail.
Alternatively, the valence model has a major focus on organizational aspects [17].

TAM has also been extended to include other types of information. For example, these
models include two types of perceived usefulness (short-term and long-term) [18] or add
a construct of compatibility [19]. The TAM3 version [20] includes constructs describing
trust and risk. In addition, [21] examined individual acceptance and website usage and
added two new structures to TAM: the value of perceived fun and the appeal of perceived
presentation. Ref. [22] added playfulness constructs to analyze the World Wide Web
acceptance. Several other publications show the usefulness of (extensions of) TAM in
specific situations, such as the online shopping acceptance model (OSAM) to study online
shopping behavior [23], whereas [24] used TAM to understand RFID acceptance and [25]
investigated mobile service acceptance with perceived usefulness as the most important
indicated factor.

Some studies relate the TAM to psychological models such as the Theory of Planned
Behavior (TPB) and a decomposed TPB model. For instance, the study of [26] applies these
models in Hong Kong’s healthcare setting. The results highlight the superiority of TAM
over TPB in explaining physicians’ intention to use telemedicine technology.

More relevant to our study, some previous research investigated the impact of demo-
graphics (e.g., gender, age, field of study) on TAM constructs. The results show that there is
not a substantial connection between perceived usefulness and users’ demographics [27,28].
However, older users seem to better comprehend the usefulness of the system under con-
sideration [29]. Additionally, the users’ level of education seems to play a crucial role in
the perceived usefulness [30,31]. Similar results have been obtained for other constructs,
e.g., BIT, ATUT, and ATU [29,32]. Previous work emphasized statistical descriptions within
the model [11,33,34]. Similarly, [35] confirmed the relationship amid PEU, PU, ATUT, and
the overall impact on BIT. In addition, they showed that the external variables, e.g., job
relevance, have a robust association with TAM constructs such that job relevance can have
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a positive effect on LMS usefulness (PU). Furthermore, [36] measured the usability of three
open-source LMSs: Moodle, ILIAS, and Atutor. According to the results, Moodle, due to
the attractive interface, was most easy to use compared to the other two LMSs. Considering
this overview, we believe that TAM is a good fit and a proper framework to predict the
behavioral intention to use a system.

Summarizing, TAM delivers a concrete (and simple) model to define users’ acceptance
of novel technologies and can be successfully applied in an LMS context. The model
consists of five constructs and their interconnections. As such, they describe how we can
expect users to accept LMSs, e.g., Blackboard and Canvas. To investigate acceptance, TAM
provides us with specific areas that influence acceptance, which can be used to ask the
users specifically about their perception of these areas. This means that the model can help
us to structure a questionnaire for the investigation into the acceptance of the LMSs. This
provides information on two levels: the individual questions as well as their organization
in the TAM constructs. Exactly how this is accomplished is described in Section 3 and 4.

2.3. Statistical Analysis

To investigate the LMS users’ acceptance as measured by the questionnaire structured
according to TAM, we perform some statistical analyses on the data. This allows us to
observe the acceptance per system and to compare the considered LMSs. For this, we use a
statistical model based on the questionnaire values (per question and construct). In addition,
we look at the Gini heterogeneity index [37], which has been applied to questionnaire data
in order to evaluate whether answers are concentrated mostly in only one category (i.e.,
potential answer) or whether they are mostly equally distributed along all answers of a
question. In other words, this evaluates the level of accordance between individuals.

Furthermore, a mixed model can tell us whether there is a difference in the probability
of selecting a value (answer) for each variable (question) when comparing the datasets or
not. This means that by allowing for an interaction between question and interface, this
model makes a big assumption; i.e., the probability of each answer can be modeled as a
linear combination of the likelihood of each answer under each interface as well as the
likelihood of each answer for each question [38].

2.4. Network Analysis (Centrality and Motifs)

Network analysis methods in general are almost exclusively used to analyze relational
data. In relational data, the links (relationships) between actors (users, objects, companies,
etc.) matter to explain some phenomena in the data. This type of relational data can be
modeled using a network, which consists of a set of nodes (also called vertices), which
represent the actors or objects, and a set of edges (or arcs or links), which describe the
relationships. Networks, which can also be represented as graphs, can be directed if the
edges only run in one direction (from one node to another) or undirected or biunivocal
if the edges run in both directions between two nodes. Additionally, if the edges of a
network merely depict the absence/presence of a relationship between the nodes, it is
called unweighted, whereas when the strength of a link is provided, the network is called
weighted. A specific type of network is the 2-mode or bipartite network (in contrast to the
usual one-mode network). These networks are made up of two distinct types of nodes, and
the edges only exist between the different types (connecting one of each type). Networks
may also be even more complicated. For example, multi-layer networks comprise multiple,
dissimilar kinds of nodes and edges. This allows for many global systems (e.g., social
networks) to be represented as networks [39].

The advantage of viewing data as a network is that a range of networks analysis
methods may be used to extract additional information (compared to “regular” statistical
analysis methods, i.e., descriptive statistics and inferential statistics) as these methods
can focus on the inherent relational aspects of the data, which may provide additional
information that is closely related to the research questions. Ref. [40] discussed the use
of network approaches on questionnaire data; an additional discussion on the different
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network analyses can be found in [41], stressing that the network analysis approach focuses
on properties of pairs of users (i.e., dyadic relationships), thus also providing information
on a more relational level.

Furthermore, [42] proposed a network analysis model from a Likert-scale survey. They
created a bipartite network from users’ answers based on Likert-scale selections. To present
the number of users selecting similar answers, they used the edge weights. In other words,
using the edge weight in the network, the similarity of the Likert-scale selections could
be presented. They were also able to find the advantages of this approach by comparing
network analysis and principal component analysis (PCA) so they construct a meaningful
network based on the similarities and differences of answering between users. According
to [42], this proposed methodology can be generalized to any set of Likert-scale surveys for
network-based modeling. Likewise, in [2], the users’ answers were based on Likert-scale
selection (from 1 to 5). We thus considered three different views of the data set, focusing
on questions answered with scores “less than 3”, “equal to 3”, and “more than 3”. We
applied the frequency distributions through descriptive network analysis tools, namely
degree centrality and bipartite motifs.

Centrality measurement provides information about the importance of a node in
the graph. There are four main centrality criteria: degree centrality, closeness centrality,
betweenness centrality, and eigenvector centrality. Degree centrality for a node is basically
defined via its degree; thus, the greater the degree, the more central the node will be. In
other words, a high degree of centrality implies that a node includes more connections
than the average graph. There are two types of criteria for directed graphs: in-degree and
out-degree. The former is considered to be the number of edges that point toward the
node and the latter is considered to be the number of nodes directed away from the given
node [40]. The closeness measures the average distance between one node and other nodes,
so the more central a node is, the closer the node is to the other nodes. The betweenness
is defined as the number of shortest paths in which a node is located which is commonly
used to see the information flow in the graph. The higher the betweenness, the more
information flows within the graph. The eigenvector is about a node’s relative impact
within the network or how connected a node is to other highly connected nodes [39].

Whereas the basic network analysis metrics, e.g., degree centrality provides informa-
tion of the overall structure of the network, it is possible to gain further insight into the
structure of the network using more advanced, structural analyses by applying a motif
extraction approach, c.f., [43,44].

Motifs are particular subgraphs of bipartite networks considered as the basic “building
blocks” of networks that include both types of nodes [45]. As shown in Figure 3, you may
observe two nodes in the top set (A) and three nodes in the lower set (B) in motifs 14, 15,
and 16. The product of binomial coefficients, selecting two nodes from A and three nodes
from B, thereby gives the maximum number of node combinations that could exist in these
patterns: (A

2 )(
B
3) [46]. With respect to our data set, this indicates that motif configurations

include one or two users and many questions (3, 4, or 5) or many users (3, 4, or 5) and one
or two questions. They represent patterns of questions receiving the same answer from a
user or patterns of users responding to a question in the same way.

In general, the sizes of motifs can be varied from two to six nodes (larger is possible, but
depending on the size of the bipartite network, these may hardly ever occur) and include
all the isomorphism classes. Bipartite motifs can be used in different ways, for example, to
compute the number of repetitions of different motifs in a network [47]. Likewise, they can
be helpful while quantifying the role of nodes in a group by counting the number of nodes
that appear in various positions of motifs [48]. The benefit of motifs is that with respect
to traditional indices, they are much more sensitive to changes within the network. This
means that while many network configurations have similar index values, a small number
of network configurations have the same motif structure [43]. Furthermore, bipartite motifs
are well suited to represent the relationships (answers) between one user and a group of
questions, a group of users and one question, or a group of users and a group of questions.
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Figure 3. All possible bipartite motifs from two to six nodes.

3. Methodology

To collect information on the acceptance of LMSs by users, we used a questionnaire [49].
The types of questions and their answers allowed us to perform quantitative analyses.

As explained in Section 1, at the question and the construct level, we investigate
statistical tests. This helps to see whether there are significant differences between the
LMSs. Furthermore, we make use of descriptive statistical analysis (e.g., mean and Gini
heterogeneity index) as well as statistical modeling (Cumulative Link Mixed Model),
where the former shows the level of user acceptance and their concordance, while the
latter helps us to estimate the answers given by the users considering the distinction
between LMSs, questions/constructs, and their interaction. Finally, we apply descriptive
network modeling (e.g., degree centrality and bipartite motifs) at the construct level to
examine the variability of users’ answers and the patterns of user satisfaction in different
networks accordingly.

Below, we provide an overview of the approach. First, we describe the design of the
questionnaire and, second, we provide an overview of the methods used for the descriptive
as well as the statistical and network-based modeling analyses.

3.1. Material

For the current study, we collected data on the acceptance of two LMSs at one univer-
sity using the same questionnaire. We will first provide information on the questionnaire
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that was used followed by a short description of the data set for each LMS. Based on the
answers to the questions, we provide a short analysis of the reliability of the questionnaire.

The questionnaire consists of two parts. The first part is a small set of demographic
questions. The second part consists of 30 questions taken from [49], which together measure
the five TAM constructs. Perceived usefulness (PU) is measured in questions 1–6, perceived
ease of use (PEU) is measured in questions 7–11, behavioral intention (BIT) is measured in
questions 12–15, attitude toward using (ATUT) is measured in questions 16–23, and actual
technology use (ATU) is measured in questions 24–30. Table 1 provides an overview of the
questions. Note that the answers to the questions in the second part can be selected from a
5-point Likert scale (ranging from strongly disagree (1) to strongly agree (5)).

Table 1. List of questions in the questionnaire (where “LMS” is replaced by the name of the LMS
under consideration).

Q Description

PU

1 LMS helps me to increase my learning productivity
2 LMS helps me to find the course materials
3 LMS helps me to submit the assignments
4 LMS increases my academic performance
5 LMS helps me in the learning process
6 LMS helps me to ask and discuss some topics with the lecturer

PEU

7 LMS is easy to operate
8 LMS uses understandable language
9 LMS uses the appropriate background color and font

10 LMS has a systematic menu
11 LMS is accessible from within and outside of the university

BIT

12 I have the intention to use LMS every day
13 I have the intention to check the latest materials on LMS
14 I have the intention to check my grade through LMS
15 I have the intention to encourage my fellow users to use LMS

ATUT

16 I use LMS without any compulsion from anyone
17 I need LMS
18 I am happy when I use LMS
19 Using LMS to submit the assignment is an innovative idea
20 Using LMS to download the course materials is an innovative idea
21 Using LMS to discuss with lecturer/fellow users is a positive idea
22 Using LMS is a good and wise decision
23 I am going to encourage my fellow users to use LMS

ATU

24 I use LMS to support the learning activities
25 I always access LMS every day
26 I get the course materials from LMS
27 I download and upload assignments through LMS
28 I use LMS to check my grades
29 I am satisfied using LMS
30 I tell my fellow users about my satisfaction using LMS

The data of the first LMS, Blackboard, describes answers to the questions in the
questionnaire from 51 pre-master LMS users (out of a total of 118 people registered as
pre-master students in the full academic year; note that the pre-master program is only
one semester, but student registration is captured per academic year) from the School of
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Humanities and Digital Sciences School at Tilburg University (Tilburg, The Netherlands).
These were collected during the spring (i.e., last) semester in the academic year 2018–2019.
Of the 51 users, 25 (49.0%) were female and 26 (51.0%) were male. The age of the users
was distributed as follows: 44 (86.3%) were in the age range between 20 and 30, six (11.8%)
were in the age range between 31 and 40, and one (2.0%) user was over 40 years old. This
part of the data set has also been used in a previous study [2].

For the second LMS, Canvas, answers from 49 pre-master users (out of a total of 95
people registered as pre-master students that academic year) from the School of Humanities
and Digital Sciences at Tilburg University were collected during the fall (i.e., first) semester
in the academic year 2019–2020. Out of 49 users, 27 (55.1%) were female and 22 (44.9%)
were male. Most users (46, 93.9%) were in the age range between 20 and 30, two (4.1%)
were in the age range between 31 and 40, and one (2.0%) was over 40 years old.

Note that both Blackboard and Canvas users have relatively similar experiences of
LMS (e.g., submit the assignments, check the course materials/grades, and discuss with
lecturer/fellow users through the LMS).

To illustrate the reliability of the questionnaire (both for the overall questionnaire as
well as for the individual TAM constructs separately), we compute the Average Variance
Extracted (AVE), Composite Reliability (CR), R-squared (R2), and the respective Cronbach
αs [50]. AVE is used to measure the variance degree for a construct; the values of greater
than 0.5 indicate that the reliability of the result is more acceptable. CR is an indicator to
measure the internal integrity in which the values should be higher than 0.6. R2 measures
the proportion of the variance for each construct such that the values greater than zero are
acceptable. Table 2 shows the different values for the two LMSs. Previous research has
already shown the reliability of the questionnaire with Cronbach α-values above 0.7 [49],
and here, we observe similar results with Cronbach α > 0.7 for all constructs in LMSs. The
overall Cronbach αs for the LMSs are larger than 0.9, which means that the questionnaire’s
reliability is excellent. Additionally, the reliability of the questionnaire for each construct is
considered acceptable.

Table 2. Average Variance Extracted (AVE), Composite Reliability (CR), R2, and Cronbach α of the
results from the questionnaire for each TAM construct and total (combined) LMS (for Blackboard
and Canvas).

Blackboard AVE CR R2 α

PU 0.401 0.763 0.145 0.822
PEU 0.477 0.972 0.106 0.706
BIT 0.552 0.831 0.142 0.701
ATUT 0.859 0.687 0.265 0.855
ATU 0.352 0.754 0.149 0.836
Total 0.128 0.737 0.559 0.942

Canvas AVE CR R2 α

PU 0.414 0.776 0.167 0.813
PEU 0.721 0.927 0.156 0.891
BIT 0.494 0.791 0.236 0.744
ATUT 0.541 0.903 0.465 0.876
ATU 0.578 0.904 0.238 0.866
Total 0.161 0.789 0.417 0.944

3.2. Statistical Analyses

To investigate the LMS users’ acceptance as measured by the questionnaire structured
according to TAM, we perform statistical analysis on the data, using descriptives and
modeling methods. This allows us to observe the acceptance per system and to compare
the two LMSs considered in this study at the question and construct level.

For the descriptive statistical tools, we use the mean, standard deviation, and the Gini
heterogeneity index [37] for both the question and construct level. The Gini heterogeneity
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index indicates how far answers in Likert-scale questionnaire data are concentrated mostly
in only one specific answer (i.e., value) or whether they are more equally distributed over
all answers to a question. In other words, this evaluates the variability of each question,
namely the level of accordance among individuals. While for the question level, the Gini
heterogeneity index is a natural index, due to the reliability observed in Cronbach’s α, we
can also apply it at the construct level. Each construct is then considered to be a unique
block (same distributions of questions) and can be vectorized.

The Gini heterogeneity index was proposed by Corrado Gini [37,51] as one instantia-
tion of statistical inequality measures. Here, we investigate a specific ordinal variable with
its associated set of categories with the Gini heterogeneity index G defined as:

G =
m

m − 1
(1 −

m

∑
j=1

pj
2) , (1)

where m is the number of categories described by the ordinal variable (in our case m = 5
as we deal with 5-point Likert scales), and pj is the relative frequency of each category,
j = 1, . . . , m.

If we observe only occurrences in one category (i.e., the relative frequency for one
category pj = 1), then the heterogeneity is minimal (G = 0) (and for the questionnaire data,
the concordance of users’ answers is maximal). If the relative frequencies are the same for
all categories pj =

1
m for j = 1, . . . , m, then the heterogeneity is maximal (G = 1), but in the

questionnaire case, the concordance in answers between users is at the minimum.
The Cumulative Link Mixed Model (CLMM) [38,52,53] is a statistical modeling ap-

proach that can tell us whether there is a question or construct effect on the probability of
selecting a value (answer) by a user when comparing the LMSs. Similar to the mean and
Gini heterogeneity index, we apply this model to both the question and construct levels.

We can organize the questionnaire answer data for different users in a table with
five columns. Each row represents the answer to a particular question by a particular
user. Additional information on the LMS and the corresponding construct is also added.
Therefore, we can represent the LMS data in a matrix with users as rows and questions (per
construct) as columns; however, to apply the CLMM, it is required to re-organize the data.

The main goal of the new organization is to put the two LMSs together, considering
that in each row, one answer given by a user to a question from one LMS is repeated
(i.e., one user will be repeated 30 times in 30 rows). The final matrix is composed of four
variables: the first is the answer given by the user, the second indicates the LMS, the third
is the corresponding question, and the fourth is the corresponding construct. We can thus
model the probability of answers by including LMSs and the question/construct effect
as well as the interaction between them (i.e., LMS and question/construct) by adding a
grouping factor effect for the users. Allowing for interaction between the question and the
LMS, this model makes an important assumption (i.e., the probability of each answer (1–5)
is modeled as a linear combination of the likelihood of each answer under each LMS as
well as the likelihood of each answer for each question/construct).

3.3. Network Analysis

Before we can apply network analysis measures to investigate relational information
in the data, the data set will need to be converted into a network. Networks can be
represented as graphs, which are typically used to visualize them, but they can also be
represented using adjacency matrices (which are called affiliation matrices for two-mode
networks) or using edge lists. Adjacency matrices consist of n rows and n columns that are
labeled with identifiers for the n nodes, and each entry (i, j) in the n × n matrix (each cell)
represents the value of the link between the two nodes i and j. Unweighted graphs may
have true/false or 1/0 values in their matrices, whereas weighted graphs may contain real
numbers indicating the weights of edges in the respective entries of the adjacency matrix.
In the case of questionnaire data, there are three types of information: users, questions, and
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answers given by users to the questions. From this, we can construct a weighted bipartite
network for each TAM construct with the set of users U and the set of questions Q as nodes.
The edges between elements from the sets U and Q indicate that a user (from U) provides
an answer to a question (from Q) and the answer information can then be encoded as a
weight on each edge. The same as previous study [2], for each TAM construct, we create
three unweighted bipartite graphs with the same nodes as the original graph (representing
users and questions), but only those edges that adhere to a particular criterion: edges that
have the answer (weights). 1. less than three, 2. equal to three, 3. more than three (see
Figure 4).

Figure 4. From the left to the right, an example of “less than 3”, “equal to 3”, and “more than 3”
networks (User/Question) within the PU construct of the Blackboard questionnaire.

3.3.1. Degree Centrality

For network characterization and the identification of interesting properties, we can
apply descriptive network analysis methods or apply more complex models. These analyses
provide information on the overall shape or other properties of the network. Here, we are
interested in studying and comparing the users’ LMSs acceptance at the construct level.
This is well measured by the variability of the users’ degree centrality distribution in their
unipartite weighted networks, which are obtained as projections from the constructed
bipartite networks.

Considering an adjacency matrix A describing the LMS acceptance results for one
construct, with the main diagonal equal to zero (so that there are no self-loops for the set of
nodes), the formulation of the weighted degree is defined as

di =
n

∑
j=1

aij, (2)

where n is the number of (participant) nodes and aij represents the entries of the adjacency
matrix A. The degree centrality di can be seen as the level of concordance of each participant
with respect to the other participants. The average value of the degree distribution is the
average level of concordance between participants, so it describes a similar measure to the
Gini heterogeneity index but is now on the construct level. In addition, the variance of
the composite degree centrality indicates the consistency of users’ acceptance within the
network. Focusing on it and allowing for comparison between constructs and LMSs, we
make use of the normalized coefficient of variation.

3.3.2. Bipartite Motifs

As mentioned above, motifs are specific subgraphs of bipartite networks that include
two sets of nodes. Given this, we represent our data set as a bipartite network with users
as a set of nodes U and questions as a set of nodes Q to indicate the patterns between users
and questions.

For instance (as displayed in Figure 3), you may observe two nodes in the top set
(A) and three nodes in the lower set (B) in motifs 14, 15, and 16. The product of binomial
coefficients, selecting two nodes from A and three nodes from B, thereby gives the maximum
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number of node combinations that could exist in these patterns: (A
2 )(

B
3) [46]. With respect

to our data set, this indicates that motif configurations include one or two users and many
questions (3, 4, or 5) or many users (3, 4, or 5) and one or two questions. They represent
patterns of questions receiving the same answer from a user or patterns of users responding
to a question in the same way. Given a bipartite network, it is now possible to identify and
count the different motifs. Here, we follow the approach first presented in [2], where we
record the following information per motif: (1) motif ID, (2) the number of nodes in the
motif, (3) the absolute frequency of each motif, (4) the relative frequency of each motif as a
proportion of (a) the total number of motifs with a specific configuration in the network,
and (b) the possible number of motifs with the same configuration.

The complete set of motifs—according to the discussion above—is shown in Figure 3;
please see [43] for a detailed discussion. As motifs describe the actual structure of a bipartite
network, they provide more specific information compared to the “standard” network
metrics. In fact, networks that may show similar values for the basic network analysis
metrics, in reality, show different configurations [43]. Counting the occurrences of the
motifs and calculating their relative frequencies can show the differences in the structures
of the unweighted bipartite networks defined above along each TAM construct of the
investigated LMSs.

4. Results

As mentioned in previous sections, the analysis of the LMS acceptance (represented
as the answers to the questions in the questionnaire) can be performed on two levels:
per question and per construct. We will first consider the different types of analysis (both
descriptives and the CLMM) on the question level. Next, the same analyses plus descriptive
network analysis are performed on the construct level.

4.1. Descriptive Analysis (Question Level)

Table 3 contains the mean, standard deviation, and Gini heterogeneity index values
for each of the questions for each of the LMSs. The mean values of the different questions
related to the level of users’ LMS acceptance. The standard deviation provides a measure
of the spread of the values provided by the users. The Gini heterogeneity index shows
the variability of answers taking into account the users’ concordance and their agreement
on the answer to each question. It is important to note that a standard deviation may be
relatively large if some people provide extreme answers (with respect to the mean), but this
may still lead to relatively high concordance (according to the Gini heterogeneity index) if
multiple users do this.

Investigating the results in Table 3, we see that on average for all questions combined,
Canvas shows higher scores (3.9), although the results for Blackboard are not far behind
(3.8). What may be more interesting is the variation in the scores. For this, we can take a
look at the standard deviations of the scores. Canvas shows a smaller standard deviation
(0.8) than Blackboard (0.9), indicating that there is a relatively smaller spread in the results
for Canvas.

Another way of looking at the variation is according to the Gini index. The Gini
index of zero corresponds to the maximum of concordance, and a Gini index of one
describes a perfect distribution over all possible answers. The Gini index of Canvas users
is slightly lower (0.110) than that of Blackboard (0.162), indicating that Canvas users are
more consistent in providing their answers. To investigate whether there are significant
differences between the assignment of scores to each of the questions, we applied a t-test to
each of the questions. Note that by applying the t-test per question, we essentially assume
independence between the questions (which we know is not true). We do not apply any
correction for this, since the test is really applied in order to obtain a sense of where possible
differences may be. The CLMM (described in Section 4.2) will provide a more fine-grained
insight. The results of the t-tests can be found in Table 3. This shows that for all questions,
we do not identify any significant differences between the two systems (p > 0.5).
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Table 3. Mean (M), standard deviation (SD), and Gini heterogeneity index (Gini) values for each
TAM question for Blackboard and Canvas LMSs. In addition, the t-values of the t-tests comparing
the results per question between the systems and the corresponding p-values are provided. At the
bottom of the table, the mean and standard deviations over all questions are provided.

Blackboard Canvas
Q M SD Gini M SD Gini t p

1 3.569 (1.025) 0.148 4.061 (0.556) 0.063 0.053 0.959
2 4.549 (0.610) 0.062 4.469 (0.581) 0.065 0.048 0.963
3 4.471 (0.612) 0.065 4.388 (0.786) 0.087 0.050 0.961
4 3.255 (0.935) 0.153 3.571 (0.707) 0.101 0 .065 0.949
5 3.509 (1.007) 0.152 3.837 (0.850) 0.119 0.077 0.940
6 3.353 (1.146) 0.179 3.694 (0.918) 0.134 0.078 0.939
7 3.569 (1.153) 0.173 4.306 (0.742) 0.087 0.066 0.949
8 4.039 (0.774) 0.087 4.388 (0.606) 0.069 0.050 0.961
9 3.745 (0.891) 0.119 4.408 (0.674) 0.077 0.057 0.956
10 3.353 (1.092) 0.178 4.142 (0.979) 0.123 0.081 0.937
11 3.882 (1.107) 0.145 4.327 (0.718) 0.083 0.063 0.951
12 3.961 (0.871) 0.110 4.000 (0.913) 0.122 0.066 0.949
13 4.196 (0.749) 0.088 3.878 (0.881) 0.119 0.061 0.953
14 4.471 (0.504) 0.056 3.898 (0.918) 0.126 0.056 0.957
15 3.412 (1.043) 0.167 3.571 (0.913) 0.135 0.085 0.935
16 3.922 (0.997) 0.126 3.816 (0.858) 0.118 0.064 0.951
17 4.118 (0.791) 0.095 3.816 (0.858) 0.118 0.060 0.953
18 3.039 (0.871) 0.149 3.673 (0.747) 0.106 0.064 0.950
19 3.235 (1.106) 0.187 3.429 (0.957) 0.149 0.095 0.927
20 3.431 (1.171) 0.187 3.408 (1.019) 0.161 0.010 0.919
21 3.941 (0.785) 0.094 3.837 (0.825) 0.109 0.056 0.957
22 3.922 (0.771) 0.104 4.143 (0.764) 0.098 0.065 0.950
23 3.412 (0.984) 0.158 3.673 (0.899) 0.128 0.079 0.939
24 3.941 (0.810) 0.105 3.878 (0.807) 0.106 0.061 0.953
25 3.725 (0.939) 0.121 3.653 (0.903) 0.129 0.059 0.954
26 4.451 (0.503) 0.057 4.265 (0.729) 0.089 0.051 0.961
27 4.471 (0.504) 0.056 4.204 (0.841) 0.103 0.053 0.959
28 4.490 (0.543) 0.059 3.918 (0.862) 0.117 0.056 0.957
29 3.784 (0.966) 0.138 4.184 (0.783) 0.099 0.073 0.943
30 2.863 (1.077) 0.204 3.571 (1.041) 0.155 0.088 0.932

M 3.803 0.878 0.162 3.947 0.821 0.110
SD 0.468 0.209 0.134 0.312 0.122 0.025

To investigate the relationship between the mean answers of the questions and their
corresponding Gini heterogeneity indices (which describe the internal consistency of the
answers for each question), we plot the results of Table 3 in Figure 5. Here, the x-axis
portrays the mean answer and the y-axis depicts the Gini heterogeneity index. Moving to
the right on the x-axis, we find more positive mean answers for the questions. Going down
on the y-axis shows lower heterogeneity index values, which corresponds to users giving
more similar answers. Note that the color of the points in the figure represents the LMS
system, and the shape of the points denotes the TAM construct for each question, which
will be discussed later. The figure illustrates several interesting properties. First, we see
that the mean scores for the different questions from Blackboard are slightly lower (more to
the left in the figure) compared to the Canvas system. These scores for both LMSs, however,
are all relatively close together; i.e., the spread of the scores tends to be very similar for
most questions.
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Figure 5. Descriptive summary from the answers to the TAM questions and the variability between
the answers per question for Blackboard and Canvas.

Second, for both systems, there is a trend to have higher Gini values if the scores are
lower. This can (partially) be expected. If we consider the extremes, e.g., mean scores close
to either the maximum or minimum values, then this means that users generally need to
select the extreme value (otherwise, the mean would be further away from the extreme
value). Similarly, the standard deviation would be small. If we now consider mean scores
closer to the middle of the possible scores, there may be more variation in the scores to
end up with such a mean. Still, one may expect that if some Blackboard users, with mean
scores around two, give a score of two to the questions, then the Gini index would be lower,
indicating higher internal coherence. In this case, the mean scores for the Blackboard users
are established due to some variation in the scores provided by the users, which is also
reflected in the higher standard deviations in Table 3.

The figure also indicates a few outlier questions. Some Blackboard questions show
lower scores. In particular, question 30 has a low score (and high Gini value). This is the
last question in the questionnaire (see Table 1) and deals with whether a user would tell
other users about their satisfaction. The corresponding values for Canvas are also on the
lower side, but these are not as extreme. The other questions that could be seen as outliers
(low values compared to Canvas) are mostly related to ATUT questions (18, 19, 20) and PU
(4, 6). These will be discussed below (in Section 4.3).

4.2. Cumulative Link Mixed Model (Question Level)

To investigate the relationships between LMSs and the answers to the questions, we
build a Cumulative Link Mixed Model. This model predicts the most likely answer (out
of values 1–5) for each question while considering the LMS. The model relies on a linear
combination of the weights of the LMS and the question. This model makes the assumption
that the likelihood of an answer can be modeled as a linear combination of information
from the LMS and the question (allowing for an interaction between the question and LMS).

The model fits the answers given by the participants based on the LMS and question
variables where we also look at potential interactions. The participant is incorporated in
the model as a random variable. The weights of the LMS and question variables can be
found in Table 4 with Blackboard and Q1 as a reference. The interaction effects between
LMS and questions can be found in Table 5 (due to space limitations).
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Table 4. Weights and p-values for the two variables (LMS and questions) indicating the significant
influences of the values for the variables in the Cumulative Link Mixed Model, where “***” indicates
p < 0.001, “**” indicates p < 0.01, “*” indicates p < 0.05, and “.” indicates p < 0.1.

Coefficients Weight p Coefficients Weight p

Canvas −0.611 0.022 * Q16 0.322 0.263
Q2 2.363 <0.001 *** Q17 0.473 0.100
Q3 2.105 <0.001 *** Q18 −1.274 <0.001 ***
Q4 −1.187 <0.001 *** Q19 −1.303 <0.001 ***
Q5 −0.473 0.093 . Q20 −1.024 <0.001 ***
Q6 −0.750 0.009 ** Q21 0.198 0.489
Q7 0.538 0.065 . Q22 0.598 0.034 *
Q8 1.282 <0.001 *** Q23 −0.810 0.004 **
Q9 0.875 0.002 ** Q24 0.286 0.312
Q10 −0.018 0.950 Q25 −0.356 0.203
Q11 1.086 <0.001 *** Q26 1.745 <0.001 ***
Q12 0.486 0.092 . Q27 1.735 <0.001 ***
Q13 0.752 0.009 ** Q28 1.284 <0.001 ***
Q14 1.242 <0.001 *** Q29 0.541 0.057 .
Q15 −0.926 <0.001 *** Q30 −1.554 <0.001 ***

Table 5. Weights and p-values between two variables (LMS and questions) indicating the significant
influences of the values for the variables in the Cumulative Link Mixed Model, where “***” indicates
p < 0.001, “**” indicates p < 0.01, “*” indicates p < 0.05, and “.” indicates p < 0.1.

Coefficients Weight p Coefficients Weight p

Canvas-Q2 0.803 0.007 ** Canvas-Q17 1.060 <0.001 ***
Canvas-Q3 0.705 0.018 * Canvas-Q18 −0.188 0.487
Canvas-Q4 0.260 0.341 Canvas-Q19 0.359 0.198
Canvas-Q5 0.214 0.447 Canvas-Q20 0.655 0.021 *
Canvas-Q6 0.291 0.311 Canvas-Q21 0.716 0.012 *
Canvas-Q7 −0.459 0.115 Canvas-Q22 0.212 0.453
Canvas-Q8 0.053 0.855 Canvas-Q23 0.236 0.395
Canvas-Q9 −0.479 0.097 Canvas-Q24 0.716 0.011 *
Canvas-Q10 −0.616 0.033 * Canvas-Q25 0.744 0.007 **
Canvas-Q11 −0.023 0.938 Canvas-Q26 0.934 <0.001 ***
Canvas-Q12 0.484 0.092 . Canvas-Q27 1.023 <0.001 ***
Canvas-Q13 1.001 <0.001 *** Canvas-Q28 1.568 <0.001 ***
Canvas-Q14 1.526 <0.001 *** Canvas-Q29 −0.005 0.986
Canvas-Q15 0.407 0.144 Canvas-Q30 −0.342 0.220
Canvas-Q16 0.755 0.009 **

According to the results, there are significant differences between the questions (in
contrast to the t-tests per question). Looking at the model, we observe that Blackboard and
Canvas users do not agree with finding course materials (Q2) or submitting assignments
(Q3) through LMS. Therefore, they do not believe that the above LMSs can increase their
academic performance (Q4). In addition, Blackboard and Canvas users do not agree with
the understandability (Q8) and accessibility (Q11) of the LMSs. Additionally, Blackboard
and Canvas users have no intention to check their grades through LMS (Q14) and to
encourage their peers to use LMS (Q15). Furthermore, Blackboard and Canvas users are
strongly uncertain about accepting LMS as a system that makes them happy (Q18). So, they
cannot consider the LMSs as an innovative idea to download course materials (Q20/Q26),
submit assignments (Q19/Q27), and check their grades (Q28). That is why they do not
intend to tell their fellows about their satisfaction with using LMS (Q30).
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4.3. Descriptive Analysis (Construct Level)

Table 6 and Figure 6 provide information similar to Table 3 and Figure 5. The mean,
standard deviation, and Gini heterogeneity index values are provided per construct (instead
of per question). Furthermore, the t-tests are applied to each construct to examine the
statistical relationship between LMSs for each of the constructs. (Note that the values in
Table 2 showed that the questions per construct provide consistent results, which allows us
to combine these values and analyze constructs).

Table 6. Mean (M), standard deviation (SD), and Gini heterogeneity index (Gini) values for each
TAM construct for Blackboard and Canvas LMSs. In addition, the t-values of the t-tests comparing
the results per construct between the systems and the corresponding p-values are provided. At the
bottom of the table, the mean and standard deviations over all questions are provided.

Blackboard Canvas
M SD Gini M SD Gini t p

PU 3.784 (0.664) 0.095 4.003 (0.535) 0.075 0.157 0.876
PEU 3.718 (0.687) 0.103 4.314 (0.628) 0.080 0.150 0.881
BIT 4.009 (0.587) 0.081 3.837 (0.630) 0.092 0.140 0.889
ATUT 3.627 (0.666) 0.104 3.724 (0.636) 0.094 0.215 0.830
ATU 3.960 (0.565) 0.079 3.953 (0.638) 0.090 0.176 0.861

The t-test results indicate that there are no significant differences between the systems
for each construct (p > 0.5).

Looking at Figure 6, we see a relatively similar picture to Figure 5. Again, some
Blackboard constructs are in the top left corner, indicating that the mean values for the
constructs are lower than that of Canvas, but also the Gini heterogeneity index values are
higher, indicating a less consistent answer selection by the Blackboard users.

Figure 6. Descriptive summary from the answers to the TAM constructs and the variability between
the answers per construct for Blackboard and Canvas.

Considering the distribution of the constructs, we see that for Blackboard and Canvas,
the results for ATUT are the lowest. BIT is the highest value for Blackboard, but it is (after
ATUT) the lowest for Canvas. This shows that the acceptance of the systems is different
based on different properties.

47



Data 2023, 8, 45

4.4. Cumulative Link Mixed Model (Construct Level)

Similar to the analysis performed on a question basis, we here investigate the relation-
ships between LMSs and the TAM constructs. Again, we build a Cumulative Link Mixed
Model, which predicts the most likely answer. However, here, the answers are grouped
per TAM construct, but we keep the LMS into account. Note that this can be accomplished
as the questions related to the different TAM constructs show consistent behavior. This
CLMM results in a linear model using the weights of the LMS and the TAM constructs.

Similar to the model that fits the answers based on the questions (and the LMS), here,
we also consider possible interactions between the LMS and TAM constructs. Again, the
participant variable is a random variable in the model. Table 7 provides all the weights and
their p-values of the model. Blackboard and ATU are taken as the reference values.

Table 7. Weights and p-values for the two variables (LMS and TAM constructs) indicating the
significant influences of the values for the variables in the Cumulative Link Mixed Model, where “***”
indicates p < 0.001.

Coefficients Weight p

Canvas 0.031 <0.001 ***
PU −0.205 <0.001 ***
PEU 0.219 <0.001 ***
BIT −0.111 <0.001 ***
ATUT −0.741 <0.001 ***
Canvas-PU −0.275 <0.001 ***
Canvas-PEU −0.823 <0.001 ***
Canvas-BIT 0.169 <0.001 ***
Cavas-ATUT −0.169 <0.001 ***

According to the model, there are significant differences between all constructs (in
contrast to the t-tests per construct). Considering the ATU construct as a reference and the
CLMM results for the questions, you can see a significant difference in particular between
the PU and BIT constructs. This means that the Blackboard and Canvas users do not agree
with the LMSs’ usefulness (PU). That is why they do not intend to use the systems or
encourage their peers to use the LMSs (BIT).

4.5. Descriptive Network Analysis (Construct Level)
4.5.1. Degree Centrality

According to the normalized coefficient of variation of the degree distribution depicted
in Figure 7, there is a clear trend of low variability for “more than 3” networks compared
with “equal to 3” and “less than 3” networks for both Blackboard and Canvas users. In
other words, they tend to have a similar perception about the acceptance of the LMSs
mostly for the aspects they answered with a high score. This is also due to the high rate of
4 and 5 answers, which increases the likelihood that users give the same answers to the
same questions.

What is interesting for Blackboard is the low variability of almost all networks except
for BIT and PU with variability of over 20% for the “less than 3” networks. Canvas, on
the other hand, has higher variability on average for each structure and network type.
This is especially noticeable for the PEU construct of the “less than 3” and the “equal
to 3” networks. This means that the perception of the acceptance is more variable with
the use of Canvas than with Blackboard; the users’ low answers make its definition even
more evident.

Therefore, in general, the low variability of degree centrality distribution (concerning
4 and 5 answers, which are the more frequent answers) indicates a certain consistency in
users’ answers: namely, both Blackboard and Canvas users have the same understanding
of different features of the LMSs.

48



Data 2023, 8, 45

Figure 7. Normalized coefficient of variation of the degree centrality distribution for Blackboard and
Canvas users.

4.5.2. Bipartite Motifs

As shown in Figures 8 and 9, the results prove the frequency of high answers for
motifs for the two LMSs. As answers are related to the ratio of nodes, we can then compare
answers on the basis of the network types. According to the details provided in the
paragraphs covered in Section 3, the most intriguing extreme theme combinations are those
with one or two users and a large number of questions (3, 4, or 5), or numerous users (3, 4,
or 5) with a small number of questions (one or two). They outline patterns of questions
that elicit the same answers from users or groups of users who answer similarly to the
questions. This is consistent with the following motifs: 4, 7, 8, 12, 16, 17, 23, and 44 (see
Figure 3).

Looking at the “less than 3” networks, we observe a global different behavior for both
LMSs, specifically with Blackboard having higher relative frequencies of PU, PEU, and
ATUT constructs than Canvas. This corresponds to the motifs 1, 3, 5, 7, 17, 38, 40, 42, and
44. This means that the above motifs are very important for PU, PEU, and ATUT compared
to the other two TAM constructs. While the above TAM constructs (i.e., PU, PEU, and
ATUT) for the first seven motifs with less than five nodes (Figure 8) have high frequencies,
the graph shows lower frequencies for the remaining motifs (Figure 9). This means that
low scores are fairly evenly distributed across both LMSs; however, the similarity between
PU (Q1–6), PEU (Q7–11), and ATUT (Q16–23) is interesting with respect to the TAM (see
Figure 1), and the ATUT construct derives directly from the PU and PEU constructs. With
respect to the questions (Q1–6, Q7–11, and Q16–23), this means that both Blackboard and
Canvas users do not concur that the above LMSs are helpful to their learning process. In
addition, they do not consider the LMS as an innovative idea to submit their assignment or
to download their course materials. In addition, the users do not accept the usability of the
LMSs in terms of easy operation, understandability, and accessibility as well as the system
interface. Therefore, they do not intend to use the system frequently or to encourage their
peers to do so.

According to the “equal to 3” networks, for Blackboard, for the first seven motifs with
less than five nodes (Figure 8), we observe the same behavior as “less than 3” networks
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with the high proportion of neutral answers for PU and ATUT than other constructs in
Blackboard. While for Canvas, you can see the higher peaks at motifs 5, 13, 17, 38, and 40
for BIT, ATU, and ATUT which are the patterns of users that have given a similar answer
to a question or the patterns of questions that receive the similar answers by a user. In
the meantime, for the remaining motifs (Figure 9), the two LMSs demonstrate the lower
frequencies with a steady decline for Blackboard. With respect to the TAM (see Figure 1)
and ATUT being derived directly from the PU construct, the resemblance between PU
(Q1–6) and ATUT (Q16–23) constructs for Blackboard can be intriguing. This indicates that
the Blackboard users do not care that the Blackboard LMS is beneficial to their learning
process. Furthermore, they do not consider the Blackboard LMS to be a novel way to submit
assignments or download course materials. Therefore, they might or might not encourage
fellows to use the system. In the meantime, the resemblance between BIT, ATUT, and ATU
constructs can be thought-provoking, since BIT derives directly from ATUT and also from
ATU from BIT constructs. In light of the questions (Q12–15, Q16–23, Q24–30), this suggests
that the Canvas users are neutral about using the system frequently or encouraging their
peers to do so because it makes no difference to them that the Canvas LMS is a novel idea
of submitting assignments or downloading course materials. That is why they might or
might not be satisfied with the system.

Finally, for the “more than 3” network, what is striking is a sharp increase for all
constructs and high frequencies for almost all motifs for both LMSs. This depicts the
patterns of questions that receive similar answers from a user or patterns of users that
give similar answers to a question for the above motifs. In addition, the overlap between
ATU (Q24–30) and BIT (Q12–15) in Blackboard as well as the high frequency of PU (1–6)
and PEU (Q7–11) in Canvas is very interesting. Considering the TAM (see Figure 1), ATU
derives directly from the BIT construct and PU moves exactly in line with PEU. According
to the questions in Blackboard (Q24–30, Q12–15), the Blackboard users are happy with
the LMS and have the intention to use it regularly. Regarding the questions (Q16–23,
Q7–11) in Canvas, this suggests that the Canvas users think choosing the LMS is a smart
choice in terms of usability and accessibility. They believe that Canvas LMS is useful for
increasing learning productivity as well as submitting assignments or downloading course
materials. In the meantime, PEU in Canvas has higher frequencies than other constructs.
This indicates that Canvas users have fully accepted the usability of the LMS compared to
Blackboard users.

As a result, what is interesting once looking at the above figures is the similar behavior
of Blackboard and Canvas for the “more than 3” network. This can be immediately observed
in the “more than 3” networks: the motif answers are always higher than the “less than 3”
and “equal to 3” networks for the two LMSs. This is the pattern of users that give a similar
answer (high scores) to a question or the patterns of questions that receive similar answers
(high scores) by a user. Furthermore, it seems that the most important constructs are ATU
and BIT for Blackboard plus PU and PEU for Canvas. As mentioned above, with respect
to the TAM, this makes sense. Since PU moves along the PEU construct and ATU extracts
from the BIT construct, this means that the system’s usability and ease of use interact in
some way (for Canvas users). Meanwhile, users’ intention to use the LMS can have an
impact on their actual use of the system (for Blackboard users). Furthermore, with respect
to the questions, the Blackboard users are delighted with the system and want to use the
Blackboard LMS frequently. Likewise, Canvas users see LMS as a sensible and reasonable
choice with regard to usefulness and usability. They believe it would be wise to discuss
this with the instructor and peers. Nevertheless, both Blackboard and Canvas users do
not consider using the LMS as an innovative idea and a wise decision. In relation to the
motif, this means that for both Blackboard and Canvas users, the “more than 3” answers
are higher than the “less than 3” and “equal to 3” answers. While the most important
constructs for Blackboard users are their intention to use LMS and its actual use, the most
essential constructs for Canvas users are their perception of the LMS usability and the
system’s ease of use.
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Figure 8. Relative motif frequencies on user/construct for “less than 5 nodes” configurations (Black-
board and Canvas).

Figure 9. Relative motif frequencies on user/construct for “more than 4 nodes” configurations
(Blackboard and Canvas).

Although the frequencies of the motifs configurations depend on the number of
questions contained in a construct, we can conclude that the use of motifs highlights the
following: while for the “more than 3” networks, both Blackboard and Canvas show a
global similar behavior (similar variations in the observed motifs configurations), for the
“less than 3” and “equal to 3” networks, their behavior is reversed (evident from Figure 9).
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5. Discussion

The aim of this article is to demonstrate the data science techniques and approaches
for data collection, processing, evaluating, and analyzing the users’ acceptance of the two
LMSs: Blackboard and Canvas. We do this on two levels (both individual questions as well
as TAM constructs) and through using different techniques. First, we applied statistical
analysis, i.e., t-tests, to investigate whether there are significant differences between the
two LMSs (or not). Second, we provide results utilizing descriptive indices, e.g., the mean,
the standard deviation, and the Gini heterogeneity index to assess the general level of
users’ acceptance and the variability of their answers. Third, we estimated the effect of
the questions and constructs as well as their interactions with the above LMSs on the
users’ answers through the Cumulative Link Mixed Model. Fourth, we experimented with
descriptive network analysis, e.g., degree centrality and bipartite motifs to see the variation
of users’ answers and the patterns of users’ satisfaction within TAM constructs.

On the question level, for the t-tests, we see that no significant differences can be
found between the two LMSs. Similar results are found when analyzing the differences on
the TAM construct level as well. There may be two reasons for this: Firstly, Blackboard and
Canvas are both developed in the US with approximately similar capabilities. Secondly, the
user groups are relatively similar, namely both systems were evaluated in the [2], mostly
by users who studied at the School of Humanities and Digital Sciences with somewhat
similar experiences of LMSs. Regarding the consistency of answering the questions, we
observe that overall, the participants are very consistent (when looking at the low Gini
values). Additionally, the standard deviations are relatively small, indicating that not only
did participants typically select the same answers, but the answers they select are also close
together. For instance, if participants select mostly either answer 1 or answer 5, this would
lead to a relatively low Gini score but a relatively high standard deviation. In the data, both
Gini and standard deviation values are low.

When comparing consistency between LMSs, we see that Blackboard has slightly
larger standard deviations and Gini scores than Canvas. For Blackboard, participants
are somewhat less consistent in answering their questions compared to Canvas. While
considering the results from the CLMM, we see that Blackboard and Canvas behave
somewhat differently. There are some differences between the questions, but it is difficult
to find clear patterns. Some questions are functionality specific (such as Q2 and Q3, which
deal with finding course materials and submitting assignments). However, most questions
of the PU and BIT TAM constructs show significant differences (both on the question and
construct level, with Q1 and the ATU construct as a reference). In addition, the weight is
negative for both constructs, but it is slightly lower for the PU.

For the network analysis, we examined bipartite motifs and degree centrality based on
TAM constructs in the unweighted bipartite networks and weighted unipartite networks,
respectively, which are derived from the three networks: “less than 3”, “equal to 3”, and
“more than 3”. As estimated, according to the motifs, network “more than 3” presented a
rising trend and higher consistency compared to the other two networks. What stands out
was the high frequencies of ATU and BIT for Blackboard as well as PE and PEU for Canvas.
This means that most users gave high answers to the above constructs with respect to the
other TAM constructs. Meanwhile, according to the TAM (see Figure 1), PU moves exactly
along the PEU construct and ATU derives directly from the BIT construct. This striking
resemblance between the pattern of motifs and TAM structure is very interesting. This
proves how the LMS usability and the system’s ease of use are related. At the same time,
the actual use of the LMS by users originates from their intention to use the system. For the
degree centrality distribution, the surprising result was the higher variability of BIT and
PU for Blackboard (the same way as CLMM) as well as the PEU for Canvas. This striking
similarity between the BIT and PU constructs is interesting. Looking at the TAM model,
the BIT directly drives from the PU construct, meaning that Blackboard users do not accept
the usability of the LMS. That is why they do not intend to use the system frequently or
encourage their colleagues to do so. Furthermore, the remarkable variability of the PEU
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construct for Canvas is intriguing. This indicates that Canvas users have a more variable
perception of the LMS ease of use than Blackboard users. These results seem to suggest that
most Canvas users find the system easy to use, but they are not necessarily fully satisfied
with the system in its actual usage.

Overall, this study extends the previous work [2] (where only Blackboard was ana-
lyzed) to a larger context (Blackboard plus Canvas) focusing more on extra methodologies.
In the previous study [2], basic statistical analysis, as well as network analysis, was applied
to investigate the acceptance of the Blackboard LMS. Descriptive network analysis showed
the consistency of users’ perspectives toward the system; then, the descriptive statistics
results enabled the extraction of actions related to the Blackboard LMS. In the current study,
we provided a broader comparison and in-depth comprehension of user acceptance of the
two systems (Blackboard versus Canvas). Therefore, we experimented with the general
level of acceptance and its heterogeneity plus the Cumulative Link Mixed Model (CLMM)
at the question and construct level through descriptive analysis as well as network analysis
at the construct level. The results confirmed the higher acceptance and consistency among
Canvas users compared to Blackboard, which helped the Tilburg University LMS group
while switching LMSs from Blackboard to Canvas.

In comparison to the previous study [2], the strengths of the current study were
employing a Cumulative Link Mixed Model to describe user acceptance by estimating
the probability of the users’ answers with respect to the different LMSs and the ques-
tions/constructs. Additionally, the network analysis approaches used in the current study
revealed interesting patterns in the participant data to more precisely describe the user
acceptance of LMSs. Nevertheless, the generalizability of these results is subject to certain
limitations. For instance, no major strategic conclusions can be made based on the results
from this study, as these results are based on a small sample from one university in The
Netherlands. Another limitation of this study is that demographic information has not
been taken into account. Previous work [2] has shown that gender may have an impact on
the results (although that study did not show a considerable influence).

6. Conclusions

In this article, we presented several analyses of questionnaire results that investigate
the acceptance of two learning management systems (LMSs), namely Blackboard and Can-
vas. The analyses were performed on two levels: questions and constructs that stem from
the Technology Acceptance Model (TAM), which also formed the basis for the questions in
the questionnaire.

We compared the LMSs using statistical properties. We provided descriptive measures,
e.g., mean, standard deviations, and Gini heterogeneity index results for both levels. The
means provide overall values for the answers to the questions in the questionnaire, whereas
the standard deviation shows the spread. The Gini heterogeneity index indicates the
consistency in the answers. We also applied the Cumulative Link Mixed Model (CLMM)
to both levels. The Cumulative Link Mixed Model examines the impact of the questions
and TAM constructs with the LMSs on the users’ answers. Finally, we experimented with
descriptive network analysis, e.g., degree centrality and bipartite motifs to see the variability
of users’ answers and extract the patterns of user satisfaction across TAM constructs.

The results showed that overall, participants were very consistent in providing their
answers. Both standard deviations and Gini heterogeneity scores were low for both
questions and TAM constructs. The overall scores were high, indicating that participants
seem to accept the use of LMSs. The Blackboard system, however, showed slightly lower
scores compared to the Canvas system. We propose that this may be due to the differences
in functionality of the two LMSs: namely, Canvas is somewhat better and more innovative
in design than Blackboard.

Investigating the combination of metrics provides a fine-grained analysis of the results.
Not only a statistical model is built which shows differences: the model is applied to two
levels, which illustrates the differences in the construct as well as individual questions. The
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use of the Gini heterogeneity index provides additional information on the consistency of
answers between the participants (which may be different from the spread measured by the
standard deviation). Finally, through descriptive network analysis, for both Blackboard and
Canvas, we observed high equilibrium, which was due to a large proportion of satisfaction
among users. For the Canvas users, however, the perception of the LMS acceptance was
higher than the Blackboard users per construct.

As mentioned above, the reason for choosing the two LMSs in our data analysis of
user acceptance is due to the academic context. The context for both LMS groups was
almost the same: namely, the same university, the same educational program, and the same
environment (both LMS users studied at the School of Humanities and Digital Sciences,
and the LMSs were evaluated in The Netherlands).

Overall, the main goal of the current study was to illustrate how data science method-
ologies were applied for data collection, processing, assessment, and analysis in a particular
context, namely the LMSs: Blackboard and Canvas. The empirical findings contribute in
several ways to a new understanding of the LMSs and provide a basis for the analysis of
LMSs’ user acceptance. Firstly, the t-tests indicate that there are no significant differences
between the two LMSs. Secondly, what is interesting is the relatively higher standard
deviations and Gini scores for Blackboard than Canvas, meaning that Blackboard users
are less consistent in answering their questions. Thirdly, looking at the CLMM results,
you can see that Blackboard and Canvas users behave differently in answering some func-
tional questions and constructs, i.e., Q2 and Q3 (finding course materials and submitting
assignments) as well as PU and BIT (LMSs usefulness and users’ intention to use the LMSs).
Lastly, according to network analysis, namely bipartite motifs, the high frequencies of ATU
and BIT for Blackboard, as well as PE and PEU for Canvas, are particularly noticeable. This
indicates that compared to the other TAM constructs, the above constructs received high
answers from the majority of users. Additionally, this proves the relationship between
LMSs’ usability and ease of use. Furthermore, the surprising result for the degree cen-
trality distribution is the higher variability of BIT and PU for Blackboard as well as PEU
for Canvas. This indicates that Blackboard users have no intention of using the system
frequently or encouraging their colleagues to do so. The considerable variability of the
PEU construct for Canvas, however, is unexpected, meaning that Canvas users have a more
varied perception of the LMS’s usability than Blackboard users. These findings appear to
suggest that while the majority of Canvas users regard the system as easy to use, they are
not always completely satisfied with it in practice or in actual use.

For future work, we would like to further investigate the underlying reasons for
the differences between the acceptance of the LMS systems. This can be completed by
separately querying students from different educational backgrounds and comparing these
results. Additionally, the cultural (geographic) differences can be investigated further
as well.
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Abstract: Federated learning techniques aim to train and build machine learning models based on
distributed datasets across multiple devices while avoiding data leakage. The main idea is to perform
training on remote devices or isolated data centers without transferring data to centralized reposito-
ries, thus mitigating privacy risks. Data analytics in education, in particular learning analytics, is a
promising scenario to apply this approach to address the legal and ethical issues related to processing
sensitive data. Indeed, given the nature of the data to be studied (personal data, educational out-
comes, and data concerning minors), it is essential to ensure that the conduct of these studies and the
publication of the results provide the necessary guarantees to protect the privacy of the individuals
involved and the protection of their data. In addition, the application of quantitative techniques based
on the exploitation of data on the use of educational platforms, student performance, use of devices,
etc., can account for educational problems such as the determination of user profiles, personalized
learning trajectories, or early dropout indicators and alerts, among others. This paper presents the
application of federated learning techniques to a well-known learning analytics problem: student
dropout prediction. The experiments allow us to conclude that the proposed solutions achieve
comparable results from the performance point of view with the centralized versions, avoiding the
concentration of all the data in a single place for training the models.

Keywords: federated learning; learning analytics

1. Introduction

Education systems are usually composed of different educational centers (kinder-
gartens, high schools, etc.). Each center involves students and teachers who interact daily in
various learning activities, generating valuable information, both locally for the individual
school and globally for the whole educational system. When these interactions occur
through digital educational platforms, a potentially massive volume of data is generated
that can be harnessed for various academic and pedagogical purposes.

Regardless of the governance and organization of each country’s education system,
there are usually government entities above the schools. One of their main tasks is collecting
and analyzing data on the education system. In its traditional approach, building, training,
and deploying machine learning (ML) models and artificial intelligence (AI) techniques
involve simple data-sharing models. Data must be fused, cleaned, and integrated and then
used to train and test the models. This procedure faces challenges related to individuals’
privacy and personal data protection. These privacy and ethical issues are essential in
learning analytics (LA), which is the application of quantitative techniques to educational
data to help solve problems such as the design of teaching trajectories or the development
of early dropout alerts. In the latter case, the prediction result would be significant mostly
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for the community of the analyzed individuals, and the prediction should be treated as
personal data. The privacy issues and the ethical use of data in LA applications have been
widely documented in the literature [1–3].

There are two ways of ensuring privacy in LA. On the one hand, the privacy-preserving
data-publishing approach, which consists of applying data de-identification and anonymiza-
tion techniques (e.g., satisfying the definition of k-anonymity [4]) and then using conven-
tional ML methods [5,6]. On the other hand, in the privacy-preserving data mining or
statistical disclosure control approach, the analyst does not directly access the data but uses
a query mechanism that adds statistical noise to the response, implementing differential
privacy [7]. The latter strategy may be more robust and scalable, but some authors suggest
that it may be challenging to implement in practice [8].

Another way to tackle the privacy-preserving data issue is to use a decentralized
approach such as federated learning (FL), initially proposed by Google [9] to build ML
models using distributed datasets across multiple devices. Its main goal is to train ML
models on remote devices or isolated data centers without transferring the data to central-
ized repositories. FL incorporates ideas from multiple areas, including cryptography, ML,
heterogeneous computing, and distributed systems. In recent years, the concept has been
growing and consolidating, along lines ranging from improvements in security aspects and
the study of statistical problems that arise in the distributed scenario to the extension of the
concept to cover collaborative learning scenarios between organizations [10].

In the context of LA, FL provides mechanisms that allow fitting models based on the
data generated by a set of schools but avoid the concentration of raw data generated at each
school. This scheme improves data management regarding privacy preservation but uses
more information for training models than independently fitting a model for each school.
It also avoids storage duplication in a central server and each school. In this context, we
see a clear opportunity to capitalize on the benefits of FL.

There are two main variants of FL: horizontal and vertical [11], typically associated
with the two different use cases called cross-device and cross-silo. In the first case, the data
are horizontally partitioned since the data structure in the different devices is the same.
Each device has its own data set, but all the sets share the same attributes or variables.
The records in each data set have the same fields but are for different participants. A
known example is the one that originated federated learning: smartphones’ predictive
keyboard. Communication problems play a relevant role in this case, as devices are only
sometimes available, hindering machine learning models’ training rounds. In contrast, in
the vertical case, the partitioning corresponds to where different data sets share common
identifiers (e.g., information from the same users). Still, each data set includes different
fields in its records. This case corresponds to the exchange of information between different
institutions, which usually involves data communication between well-established data
centers. This second scenario is usually applied to integrating data from different sources
without gathering all the data in one server. For example, a typical case could be a cross-silo
scheme in which different government agencies share information on their citizens.

Our Proposal and Related Works

Our work uses horizontal FL techniques to apply LA to data distributed across differ-
ent educational institutions. This scenario presents specific characteristics that differ from
the ones observed in typical cross-device FL systems. In our proposal, each educational
center manages all the information related to its teachers and students. This situation does
not necessarily imply that each educational center has its on-premises data center. We
could also have educational platforms in the cloud, where data are hosted on third-party
servers. However, we assume that each educational center has the administration rights to
all data on its teachers and students. Thus, each institution in the educational system can
be seen as a silo in the proposed federated scheme.

In Figure 1, we illustrate the proposed cross-silo scheme for the educational system.
The goal is to use the federated learning paradigm to enable a centralized analysis of
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education system data while avoiding the corresponding centralization of raw data. The
proposed approach would allow higher government institutions in charge of the education
system to conduct data analytics using ML models while preserving the teachers’ and
students’ privacy. A similar scenario has been extensively studied in the context of health-
care applications [12–14]. scheme. The main difference is that the proposed education
cross-silo scheme uses horizontal rather than vertical partitioning. In our case, the different
educational institutions share the same data schema, with all of them sharing the same
attributes for students and courses.

School N ...School 2 

Federated-Learning Center
for Education Data Analytics

School 1 

Model Aggregator

Model 
parameters
updates

Figure 1. Our proposal for a cross-silo federated learning scheme for centralized data analysis of the
educational system.

To evaluate the proposed education federated scheme, we analyzed a well-known
learning analytics problem: student dropout prediction through a neural network model.
We assume a scenario in which a global analysis is required without centralizing student
data stored in different educational centers. To validate the proposed scheme, we compared
the accuracy of the neural network model in an FL framework with the centralized case
to determine if we lose performance compared to gathering all the data together. We also
compared the accuracy obtained for each school after training the models under a federated
scheme with the case where each school trains an individual model separately (i.e., each
school uses only its data for dropout prediction). Finally, we extended the analysis to the
case of the non-homogeneous distribution of dropout student rates among the different
institutions. In cases where the data between clients are heterogeneous, algorithms can
have good accuracy when considering all the data together. Still, they can be unfair to
schools with a different data distribution than the rest. In the case of FL, this means that
the schools can have very different sizes and also that there can be different biases in the
schools, so the algorithms can be unfair with some of the schools and have a lower accuracy
for those cases [15,16].

The LA problem we address has been studied before. In particular, the development
of dropout-prediction systems is a relevant concern in many educational communities,
and different proposals have been devised in this regard. In particular, our approach is
based on the work presented in [17], where the dropout detection problem is addressed
centrally in the context of online learning platforms. Finally, very few papers present
the application of FL in the context of LA. A framework for educational data analysis
is described in [18], introducing a similar education federated scheme to our proposal.
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However, it does not emphasize the evaluation of the obtained results or the discussion of
how different parameters affect the convergence of the solutions.

The rest of the document is organized as follows. First, in Section 2, we describe
the main FL concepts and present the dataset and models used to evaluate the frame-
work proposed. Next, in Section 3, we describe the experiments carried out on federated
dropout prediction and present the corresponding results. Finally, in Section 4, we discuss
over the insights observed, while Section 5 concludes the paper, commenting on future
research lines.

2. Methods

In this section, we describe the main concepts of FL; we then present the dataset that
was used to evaluate the performance of the models and, finally the network architecture.

2.1. Main Concepts of Federated Learning

In the FL setting, the participating entities are usually classified as servers and clients;
the server is the one that orchestrates the model training, and the clients are the ones who
store the data and also run the models locally. In LA, the clients would be the schools and
the server would be a governmental entity.

For computing the model’s parameters, an iterative process between model parameter
estimation within the clients and actualization of the parameters in the server is carried
out. In each iteration, specific clients are chosen to train the model with its own data locally.
Then, the server aggregates all clients’ results to update the model’s state, which will be
deployed on new clients in the next iteration, repeating the process [19].

Figure 2 shows the steps necessary to train a model using the FL scheme. First, the
central server sends the last model parameters to the nodes or initial parameters in case
it is the first run (step 1). Then, in step 2, data are selected at each node, and each local
model is trained based on the last parameters (step 3). At the end of the local training, each
client communicates the updated parameters of the local model to the global model (step 4),
where the updates of each model are combined, generating a new model (step 5). Finally,
the process is restarted from step 1 (step 6). The model developed in step 5 can then be put
into production.

Figure 2. Federated Learning Architecture. The numbers indicate the steps for training a model in an
FL scheme. Reprinted/adapted with permission from Ref. [20]. 2020, Faisal Zaman.

Each deployment, local training on the selected clients, and update of the server model
cycle constitutes a round. In the case of neural networks (NN), each client trains the model
independently using classical gradient descent, and sends the computed weights to the
server. The server updates the weights using federated averaging algorithm [21]. This
algorithm averages the received client’s weights. In the federated case for neural networks,
one has to consider the parameters that define the behavior of the models on the clients
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epochs and batch-size) but also those specific to the federation, specifically, the number of
rounds, the number of clients chosen per round, the total number of clients, and how the
data are distributed among them. The parameters mentioned above may influence, a priori,
the performance of the models obtained. Therefore, one of our goals is to experiment in
this direction to understand the effects of each of these parameters.

2.2. Dataset Description and Pre-Processing

As already mentioned, our work focuses on studying the applicability of FL to student
dropout prediction. For this purpose, we use the KDDCup2015 dataset, which contains
activity logs from XuetangX, a Chinese MOOC (Massive Online Open Course) learning
platform [22]. Data are provided about the student activity on each course over time.
Student information includes a record of participation in several activities of each course
(discussion forum, quiz, media usage, etc.). There are 21 activities, and their availability
varies across courses. We can calculate metrics, such as dropout, for a particular course or
student across all the courses it takes.

The logs have 42 M individual entries and have a total size of approximately 2.1 GB.
There are 77,083 students and 247 courses. On the one hand, there are typically many
students per course, as is expected from a MOOC platform, and a count of how many
courses have what amount of students can be seen as a histogram in Figure 3. On the other
hand, the vast majority of students only enroll in a few courses, with 46% of them enrolling
in just 2. Table 1 shows how many courses students tend to enroll in, with percentages.

Figure 3. Histogram showing the count of courses with a certain number of students. About
70 courses have about 500 students.

Table 1. Percentage of students taking a certain number of courses. The vast majority of students
take only a few courses.

% of All Students # Courses Students Taking # Courses

46% 2 35,683

17% 3 13,271

16% 1 12,411

8% 4 6277

4% 5 3212

9% >5 6229
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From the individual entries of the raw activity logs, we group data by course and
student, counting the number of entries per activity. The final dataset has 225,642 entries of
21 features, where each entry corresponds to a distinct pair (course_id, student_id), which
is also identified by a key type column called enroll_id number. The features are the activity
counts. For instance, for the entry of enroll_id K corresponding to the enrollment of student
S in course C, one feature is the number of times that S reproduced a video featured on
the course’s C web page. Another feature is the number of times S deleted a comment in
the forum of course C. A complete list of features can be found in the Appendix A. The
data-preparation code is available at our repository [23].

2.3. Network Architecture

We used a fully connected NN architecture consisting of the input layer, three hidden
layers of size 100, and an output layer of 1 neuron with a sigmoid as an activation function.
In addition, we used the Adam optimizer [24] and binary cross-entropy as a loss function.
This architecture was used across all experiments. In Section 3, we compare its performance
for different training schemes (federated and centralized) and training parameters. The
centralized NN will be trained using Tensorflow. For federating, we use the Federated
Averaging algorithm [21] implemented in Tensorflow Federated.

3. Experimental Results

This section presents our implementation of different scenarios using Federated Learn-
ing frameworks and the experiments carried out in each case using a public data set from
KDDCup2015 [22]. As mentioned in Section 1, we used the approach presented in [17] to
predict student dropout. For every enroll_id, there is a label saying whether the student
dropped out of the course. We then used these labels to train and test a deep learning
model that predicts dropout.

The experiments had four main goals: (1) to evaluate the influence of the training
parameters on the accuracy and total training time of the federated models, (2) to assert
whether the federated models can reach the accuracy of the centralized setting or not,
(3) to evaluate the performance of the federation compared to training models locally on
each institution, and (4) to compare performance when data distribution varies across
institutions. These objectives are crucial to understanding when a federated scheme is a
good alternative and how best to implement it. Objective (1) is addressed in Section 3.1,
testing different parameters; then, in Section 3.2, we explore our second goal by increasing
the number of rounds. Finally objectives (3) and (4) are addressed in Section 3.3, where we
compare different schemes for performing training and evaluation (e.g., where each client
trains its model separately, where all data are centralized, and a federated version), also
varying the data distribution approach.

3.1. Federated Learning Parameters

In addition to the usual local parameters of each client, such as the epochs and the
batch size, in the federated version, we need to deal with additional ones, such as the
number of training rounds, the number of clients chosen in each round, the total number of
clients, and how the data are distributed among them.

3.1.1. Experiment

A centralized model was trained for 20 epochs. The number of epochs was chosen
empirically; we searched for a number large enough to allow for parameter tuning in
the federated approach that also maintained an acceptable level of accuracy without
much overfitting. We sampled 70% of all students and collect their data to build the
training dataset, using the remaining to build the test set. The model was evaluated using
50 different random splits of the students.

In the federated model, each client represents one school and comprises samples
of 1000 students, totaling 77 schools (clients). Clients did not share students but could
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share courses. The training-evaluation process consisted of 50 different random splits in a
70/30 proportion. Using 1000 students per client, the training was performed for 54 clients
(%70). The remaining data were used for testing; this is carried out in a centralized manner
where a model with the same architecture was initialized with weights from the federated
model at the end of each round.

We used different combinations on the number of rounds (R) and local epochs (E),
leaving a fixed number of total epochs R × E = 20. This number is not arbitrary; it is
the same number of training epochs as for the centralized model, so experiments are
comparable. It also has a fair number of divisors, which allow us to play with different
values of E and R. We vary the number of clients used per round using 1 client (minimum
availability of clients), 14 clients ( 25% availability), 27 clients ( 50%), 43 clients ( 75%), and
54 clients (maximum availability).

3.1.2. Results

The centralized version achieves a mean accuracy of 81.7% ± 0.07% across the 50 dif-
ferent splits and a mean running time of 105 ± 2 s. This case is our baseline. Figure 4 shows
the results in terms of accuracy for the federated case, where each point represents the
result of one of the 50 executions. Increasing the number of clients from 1 to 14 causes a
leap of 2–3% in the mean accuracy. At the same time, additional increments in the number
of clients only cause a marginal increase in the mean accuracy but also produce a rise in the
execution time (see Figure A1 in Appendix A). If the number of clients is fixed, we can see
that favoring the number of rounds R over local epochs E tends to yield a better accuracy
overall (boxes in each group go up), but again, this will cause an increment in time. It is
also worth noting that variance decreases as we increase the clients and the rounds.

Figure 4. Accuracy results of dropout prediction (Federated version), averaging over 50 random
executions with different number of clients per round (C), number of rounds (R), and local epochs of
clients (E), where R × E = 20. Each box contains 50 points. The black line marks accuracy averaged
by the centralized model.

Finally, Figure 4 also shows that the performance in the federated setting is close to
the one found in the centralized model, with a mean accuracy larger than 76% in every
experiment (which goes up to 80% when excluding the experiments with one client per
round), a top accuracy of 82% (reached on the run with 14 clients and ten rounds) and with
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around 63% of all individual runs, across all experiments, with more than 80% accuracy.
However, some executions still have relatively low accuracy.

3.2. Further Tuning of the Federation

In this section we present our experiments to assert whether the federated models can
reach the accuracy of the centralized setting or not.

3.2.1. Experiment

We determine whether it is possible to consistently reach the results of the centralized
environment. Therefore, we repeated the experiments, running as many rounds as needed
to reach 81.7% accuracy, the top accuracy of the centralized model. This evaluation scheme
is inspired by the method’s comparison presented in [21].

3.2.2. Results

Figure 5 shows our results; we can see that it is possible to reach the accuracy of the
centralized model in every case, with the caveat that many rounds may be needed. The
maximum number of rounds is needed when training with one client per round, and the
resulting accuracy presents a significant variance. From 14 clients onward, the results do
not vary significantly; that is to say, increasing the number of clients does not necessarily
improve convergence. Increasing E lowers the average R necessary to reach our baseline
accuracy (81.7%) in every case. However, there is no 1:1 inverse relationship; for instance,
if E = 2, an average of 16 rounds is needed, but if E = 10, we need six rounds. Thus an ×5
increase ratio in E but only an ×2.6 decrease ratio on R.

Figure 5. Number of rounds R needed to reach the centralized accuracy baseline (81.7%), averaging
over 50 random executions with different number of clients per round (C) and local epochs at
clients (E).

3.3. Federated Learning Performance

The experiments described in Section 3.1 test the interaction between different parame-
ters and how they affect performance, given a fixed experimental setup. In this section, we
select the parameters but vary the setups. We compare three training schemes: (1) each in-
stitution trains a model using only its local data, (2) a federated setting, and (3) a centralized
approach, training on data collected from all institutions.
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This experiment differs from Section 3.1 because the training parameters are fixed
on a batch size equal to 32 in every case, 20 epochs for schemes 1 and 3, 10 rounds and
2 local epochs on scheme 2, and 50% of the clients on each round. We also introduced a new
contender, which is models trained on each client, representing the case of institutions only
using their data for an in-house model to be used for themselves, possibly only occurring
with large and well-funded institutions, since they would need enough data (enough
students) and resources.

To perform an experiment, we first have to simulate the clients. Since simply sampling
from the original dataset of (students, courses) pairs could result in two clients having the
same student assigned to different courses on each client, we first select a fixed number of
students and define the client based on them. Then, for each student S selected to be a part
of the client, we generate all the pairs (S, course), which finally constitute the institution’s
data. This emulates how, in the real world, each student would typically take all of their
courses at the same institution. For clarity, let us explain what one execution or run of
an experiment in this section consists of: first, we sample a fixed number of students and
define a client with their corresponding data (e.g., all the entries (student, course) for every
student in each client). We do this to form each client until we run out of students; secondly,
we partition each client, where 70% of the data are reserved for training and the other 30%
for testing, and the training and testing are performed on each proposed scheme. This
process (training and testing) must be performed to ensure a fair comparison between the
three schemes. This is why we have data reserved from each client, so we always use the
same data for testing. In scheme (1), each institution trains and tests on its own. In scheme
(2), training is federated (using that 70% of data from each client), and testing is performed
on each client on the remaining 30%. We test it with a model of the same architecture but
with weights resulting after the training (in a fashion similar to Section 3.1). Finally, in
scheme (3), all training data from institutions are merged into a single training dataset, but
testing is performed separately on each client’s held-out data. For each scheme, we then
report the average accuracy across all institutions.

The second purpose of this section is to assess the performance of the federated version
on different data-distribution scenarios. This is important because, in real life, institutions
come in all shapes and sizes. Therefore, we will present the scenarios in the following.

3.3.1. Homogeneous Data Distribution

The first scenario is defined by what we call a homogeneous data distribution; that is,
each simulated institution (client) is generated by sampling randomly from the original
dataset without any bias other than the one already present on the dataset (which favors
the positive class, e.g., cases of dropout). This scenario replicates the case in real life
where all institutions participating in the federation are comparable, at least when it comes
to what is being predicted, in this case, early dropout of students (we could say they
are equally engaging). The whole dataset has 76% dropout cases and 24% non-dropout
cases; In this scenario, in the first phase of the execution, where we select the students,
we sample randomly from the dataset. Therefore the label distribution mentioned will be
approximately the same on each of the clients.

3.3.2. Heterogeneous Data Distribution

In the second scenario, the clients are generated by sampling from subsets of the
original data, which are partitioned into three parts, using criteria based on the dropout rate.
Given a student S, we define their dropout rate as the ratio of courses where they dropped
out, out of all the courses in which they are enrolled. Figure 6 shows the distribution of
this number across all students. We can see that most students have a dropout rate of 1;
they dropped out of all their courses. Others have a dropout rate based around 0.5, so
they dropped out from about half of their courses, and the rest have dropped out from
no courses, so their dropout rate is 0. Based on this insight, we define three intervals:
students with dropout rates from 0 to 0.2, from 0.2 to 0.8, and from 0.8 to 1. The size of
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the categories is shown in Table 2. Therefore, now with the defined categories, on the first
phase of the execution of the experiment, we again sample 1000 students to define each
client, generating its pairs as explained before, but with the condition that all students
must be part of the same category of dropout rate. Based on Table 2, this process yields
9 clients with students having a low dropout rate (8 in 1000 students, 1 in 723), therefore
having a label distribution skewed towards the negative class (e.g., cases of no dropout);
21 clients with a medium dropout rate, so a neutral label distribution; and 7 clients with
a high dropout rate and therefore with a label distribution skewed towards the positive
class. This heterogeneous scenario tries to emulate the case in real life where different
institutions may have different levels of overall engagement (e.g., different overall dropout
rates), either because of their teaching methods, the socio-economic background of their
students, or any other reason. With our experiments, we hope to see how this affects each
scheme’s performance and what scheme works better for each kind of institution.

Figure 6. Dropout rate distribution over all students.

Table 2. Student categories according to dropout rate.

Students with a low dropout rate (lower than 0.2): 8895 11.54%

Students with a medium dropout rate (between 0.2 and 0.8): 20,567 26.68%

Students with a high dropout rate (higher than 0.8): 47,621 61.78%

3.3.3. Results

Figure 7 shows the results of 50 independent runs of the experiment in the first scenario,
all schemes. By an independent run, we mean executing the experiment from the first step,
randomly generating the clients. In each run, the clients are different; therefore, the results
vary accordingly. Each point in this figure represents the average accuracy across clients
achieved on each of their test data. The figure features the results of each scheme separately
(histograms on diagonal), and one versus another, so it shows at the same time how they
perform individually but also how they compare to one another. It clearly shows which
scheme performs better by counting the number of dots above or below the drawn y = x
lines. More points above the line means the scheme referenced on y-axis performs better.

If we focus on the histograms, we can observe that the results have different variances.
When the institutions train separately, they all have an accuracy of around 81%, which is

67



Data 2023, 8, 43

very focused. The centralized version has a more significant dispersion, and the federation
has an even bigger one.

The cases in which each institution trains separately have better results on average
than cases with the federated version; see quadrant at mid-left. This could be because the
federation needs more rounds. However, the institutions training alone tend to perform
worse than the centralized scheme, so sharing data proves beneficial. Finally, the federated
version performs worse than the centralized model, but it could be because of a lack of
rounds. Under the hypothesis of homogeneous data distribution, federating the training
does not increase accuracy. However, given enough rounds, it could equal it, based on
what we showed in Section 3.1.

Figure 7. Mean accuracy comparison of 50 independent runs using three training schemes: institu-
tions alone, federated, and centralized. Homogeneous scenario (clients made sampling randomly
from the data set). Figure is symmetrical.

Moving on to the heterogeneous scenario, Figure 8 shows the mean accuracy of
50 independent runs for each scheme. This figure is similar to Figure 7, but here we indicate
the type of institution with colors according to the categories defined before.

Since fewer students have a low dropout rate (11.54% of the whole population), they
are underrepresented in the total dataset, so they perform the worst in the centralized
scheme (quadrant at bottom-right). Furthermore, this category only features nine institu-
tions out of the 77 available; therefore, they are sampled less frequently during the federated
averaging algorithm in the federated scheme and tend to perform poorly, seeing that they
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also have the worst performance for this scheme (middle quadrant). However, when the
training is carried out separately, the models fit nicely to each institution’s data, regardless
of their low proportion on the whole federation. The models never see the data on the
rest of the institutions since they train and test in isolation. In this case, we achieve better
performance (top-left, where orange and blue bins are overlapped) than in centralized and
federated schemes (see orange dots on bottom-left and middle-left).

Interestingly, in institutions with medium dropout rates (green), the scheme of sep-
arated clients has its worst performance. This could be caused by the fact that here, the
labels on each client are more balanced since the students in this category tend to have a
50/50 dropout rate, as opposed to the other categories where institutions have mostly only
positive (high dropout) or only negative (low dropout) labels. This setup makes it harder
for a model to generalize, hence the poorer performance. The federated and centralized
schemes perform similarly.

Figure 8. Mean accuracy comparison of 50 independent runs using three training schemes: in-
stitutions alone, federated, and centralized. Dropout rate varies between clients according to the
categories defined in Table 2.

Lastly, in terms of the high dropout rate, the largest category, each scheme has its
best result, with the institutions separated also achieving it with the low dropout rate.
Federation performs just as well as the centralized (mid-bottom) and just as well as with
separate institutions (mid-left). This class is the biggest, so the centralized model generalizes
easily; correspondingly, it is the one with the most clients, and the federation learns from it
more often (these clients are selected for the most rounds, on average). These clients are
highly unbalanced, so it is also easy for the isolated models to learn to predict there (just as
in the low dropout rate).
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We can conclude that if the institution belongs to a “favoured class”, i.e., those for
which there are more data, then there is not much difference between using one scheme
or another. If the institution has a random distribution, it is better to use approaches that
leverage data from other clients, such as centralized or federated schemes. In this case,
there is no evidence of performance loss using federation. To complete this analysis, if the
institution belongs to one of the categories with fewer data, it is more convenient to use a
customized model trained only with its data. This makes sense, because both the centralized
model and the federated model will not be trained with this outlier category enough. As
we saw on the results, this makes them perform poorly on the outlier institutions.

4. Discussion

The results show that increasing the number of clients and favoring more rounds
result in higher accuracy. Concentrating resources on more rounds than local epochs of
clients without network constraints brings better results. If time and connectivity are not
an issue, using as many clients as possible per round is also optimal. However, the gain
is not substantial, and reasonable results could be achieved using much fewer data (as in
our experiment, using 25% and 50% of all clients). FL has the potential to achieve the same
results as traditional ML in real-world settings, as it does in our experiments. However,
testing in a non-experimental setting is needed to confirm this.

However, it is crucial to remember that this is a simulation, and we have yet to consider
the problems involved in transferring information over the network in the real world. For
example, when connectivity is an issue (such as in institutions in rural areas), it may only be
possible to use some clients simultaneously in the same round. Latency may also be a factor
to consider. For example, an increase in communication time could make it prohibitive to
run many rounds. In these cases, it would be advisable to favor local epochs, even though
the experiment in Figure 2 showed that it is not optimal in terms of accuracy. It is also
worth noting that we have yet to consider privacy-preserving schemes (e.g., differential
privacy [25]) in our experiments.

It is essential to remember that all experiments are based on MOOCs data; this should
be kept in mind when extrapolating the results to the context of a physical institution. Some
variables have an equivalent (number of courses taken, for example), but others certainly
differ. On this note, the number of total courses, students, and especially students per
course may not be typical of physical institutions (see Section 2).

It is crucial to notice that many potential issues would make this type of model
unfeasible in the real world, such as heterogeneity in sampling and data storage across
institutions, lack of processing capacity of underfunded institutions that could lead to
discrimination, sampling bias of institutions in different parts of the territory, etc. All these
aspects deserve thorough analysis and discussion before adopting this type of solution, as
well as further experimentation to gauge the possible limitations of the federated approach.

Finally, we have focused on assessing whether a model can yield similar results in
federated and centralized training settings. We also have explored the extent to which each
client benefits from the federation, depending mostly on data distribution patterns. We
showed that in some cases it is feasible to benefit from the patterns learned by the model at
other institutions and that the obtained results are better than simply training a model of
its own. Further experiments are needed to extend the observations to other scenarios, for
example, considering the relative size of the institutions, their hardware and connection
capabilities, etc.

5. Conclusions

In this paper, we evaluate the application of federated learning for learning analytics,
specifically for student dropout prediction based on students’ activities. We implemented a
neural network model to predict students’ behavior, and we explored different training
scenarios (centralized and federated under various data-distribution hypotheses). In
addition, we evaluated the influence on the prediction results of parameters such as
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the number of clients, the data distribution, the batch size, and the number of epochs.
Although more exhaustive evaluations of the approach are still to be carried out, the
results are auspicious. Our future work includes using real data and studying the possible
repercussions that enabling mechanisms such as differential privacy could have. In all cases,
interesting conclusions are reached, which demonstrate the feasibility of this approach and
allow for envisioning its application at institutional and industrial levels in many scenarios.
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Appendix A
Features vector

There are different actions tracked on the platforms: video actions (seek, play, pause,
stop, load), problem actions (get the problem, check, reset), forum actions (create a thread,
comment, delete thread, delete comment), click actions, and closing the page. Therefore,
the entire feature vector has 21 features, each corresponding to one action, counting the
number of times the student performed the action during their enrollment in the course.
Programatically, it is a list such as the following:

[‘seek_video#num’, ‘play_video#num’, ‘pause_video#num’, ‘stop_video#num’,
‘load_video#num’, ‘problem_get#num’, ‘problem_check#num’,
‘problem_save#num’, ‘reset_problem#num’, ‘problem_check_correct#num’,
‘problem_check_incorrect#num’, ‘create_thread#num’,
‘create_comment#num’, ‘delete_thread#num’, ‘delete_comment#num’,
‘click_info#num’, ‘click_courseware#num’, ‘click_about#num’,
‘click_forum#num’, ‘click_progress#num’, ‘close_courseware#num’]
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Times of experiments for parameter tuning

Figure A1. Mean time results of federation applied to dropout prediction, averaging over 50 random
executions with different amount of clients per round (C), number of rounds (R), and local epochs of
clients (E),s where R × E = 20.

Hardware specifications for dropout experiments:

• CPU 2.3 GHz Quad-Core Intel Core i7.
• 16 GB of RAM.
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Data from Zimbabwean College Students on the Measurement
Invariance of the Entrepreneurship Goal and Implementation
Intentions Scales
Takawira Munyaradzi Ndofirepi

Faculty of Management Sciences, Central University of Technology, Bloemfontein 9300, South Africa

Abstract: This article analyses primary data on the entrepreneurship intentions of selected Zim-
babwean college students. The goal of this study was to examine the measurement invariance of
the entrepreneurship goal and implementation intention scales across gender groups in a higher
education setting. Entrepreneurship goal intentions (EGI) and entrepreneurship implementation
intentions (EII) are examined as separate but related constructs. To address the research goal, a
positivist philosophy and quantitative research approach were used. A cross-sectional survey was
used to collect data from a convenient sample of 262 college students in Zimbabwe. A researcher-
administered questionnaire, written in English, was distributed to the respondents and collected
after completion. Multi-group confirmatory analysis was performed on the dataset using JASP
computer software. The results obtained confirmed all four levels of measurement invariance, namely
configural, metric, scalar, and strict invariance. The pattern of the results validates the consistency
of the measurement properties of the entrepreneurial intention instruments designed in developed
countries across different contexts of use. Researchers, entrepreneurship educators, and policymakers
in Zimbabwe can use the results of this analysis to quantify potential entrepreneurs among young
adults and to come up with intervention measures to support future entrepreneurship.

Dataset: https://doi.org/10.17632/74nhxtmrzx.1.

Dataset License: CC BY 4.0.

Keywords: entrepreneurial intentions; measurement invariance; multigroup analysis; gender; Zimbabwe

1. Summary

The entrepreneurship intention construct is an important component in understanding
the entrepreneurial mindset. From a cognitive perspective, the concept of entrepreneurial
intentions sheds some light on why some people seek out opportunities to set up and
manage business ventures, while others do not [1]. According to [2], entrepreneurial intent
is “a self-acknowledged conviction by a person that they intend to establish a new business
venture and consciously plan to do so at some point in the future” (p. 676). The origins of
the entrepreneurship intentions notion lie in the seminal cognitive psychology intentions
models, specifically Ajzen and Fishbein’s theory of reasoned action and Ajzen’s theory of
planned behaviour [3–5]. As the body of research on the concept grew over time, so did
the number of variants of the entrepreneurship intention construct, as well as the cognate
theories [6]. Entrepreneurial intentions are widely regarded as a reliable predictor of future
entrepreneurial activity and have been widely used by various stakeholders around the
world to forecast entrepreneurship propensity among young people [4].

Diverse entrepreneurship intention measurement instruments developed by schol-
ars in universities and research institutes in developed countries are widely used by
entrepreneurship scholars worldwide [2]. However, little attention has been paid to the
consistency of these instruments’ measurement properties across different contexts of use.
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Thus, African entrepreneurship research, like any other field of primary research that uses
psychological constructs, relies on measurement instruments developed in Western, edu-
cated, industrialised, rich, and democratic (WEIRD) societies to measure entrepreneurship
intentions. This is done without regard for contextual differences or the possibility that the
instrument’s measurement properties will differ across cultural or demographic groups.
The possible outcome is measurement inconsistency, which makes it challenging to com-
pare, authenticate, synthesise, or add to earlier research outcomes [2]. Measurement errors
can occur when measuring entrepreneurial intentions across contextual settings because
of scalar non-equivalence. Scalar non-equivalence happens when scale scores vary across
nations and the variation can be attributed to cultural or national differences [7]. When
researchers use scales in surveys, they make the supposition that participants from various
nations who have similar values for a specific variable would provide similar ratings on a
scale [8]. Varying levels of knowledge of scaling styles, however, may lead to discrepancies.

Against this background, the purpose of this study was to evaluate the measurement
invariance of the entrepreneurship goal intentions (EGI) and entrepreneurship imple-
mentation intentions (EII) scales (sub-dimensions of entrepreneurship intentions) when
administered to male and female college students in Zimbabwe, an African country. The
outcomes of the tests would either support or call into question the indiscriminate usage of
such tools.

2. Materials and Methods

To accomplish the research goal, a positivist philosophy and quantitative research
approach were used. In July 2019, data was collected from college students in Zimbabwe’s
Midlands province via a cross-sectional survey. A self-completion questionnaire, writ-
ten in the English language, was used for the purpose. The mall-intercept approach was
used to distribute the questionnaire to the respondents identified with the help of three
trained research assistants. The respondents filled out the questionnaires and handed them
back to the research assistant after completion. The respondents were chosen because
they were college students and willing to engage in the study. Thus, participation in the
study was entirely voluntary, and participants were assured of their right to confidential-
ity and privacy. The study aimed for a minimum of 200 participants, following Kline’s
sample size requirements for structural equation modelling [9]. To meet this expectation,
350 questionnaires were printed and distributed. Of those completed and returned to the
researcher, only 262 had minimal cases of incomplete information and were therefore usable.

A six-item entrepreneurship goal intention scale was adapted from Liñán and Chen [10].
The respondents needed to indicate their level of agreement with each of the following
items, which were based on a five-point Likert scale: “It is very likely that I will start a
venture one day”, “I am willing to make every effort to become an entrepreneur”, “I have
serious doubts whether I will ever start a venture”, “ I am determined to start a venture in
the future”, and “My professional objective is to be an entrepreneur”. All scale points were
labelled 1 (strongly disagree) to 5 (strongly agree).

The entrepreneurship implementation intention measure was adapted from [11]
and used a three-item and five-point Likert scale with response categories ranging from
1 (Nothing at all) to 5 (I have it totally planned). The respondents needed to indicate
how much they had thought about the following aspects in the creation of their business
venture: “What specific steps I have to take to create my company”, “When I will take each
of the steps to create my company”, and “Where I will carry out each of the steps to create
my company”.

The measurement invariance of the scales was ascertained using multi-group confir-
matory factor analysis. Four levels of measurement invariance, namely configural, metric,
scalar, and strict invariance were tested. Firstly, the configural invariance test was de-
signed to ascertain whether the latent variables had the same pattern of free and fixed
loadings. Secondly, metric invariance sought to test the equivalence of the item loadings
on the latent variables, and the procedure entailed running a confirmatory factor analysis
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test with the item loadings on the two constructs constrained to be equivalent in males
and females. Thirdly, scalar invariance, which implies that mean differences in the latent
variables reflect all mean differences in the shared variance of the measuring items, was
tested by restricting the item intercepts to be equal in the male and female groups and
then running a confirmatory factor analysis of the model. Lastly, strict invariance which
reflects the equivalence of item residuals of metric and scalar invariant items across the
gender groups was evaluated by running a confirmatory factor analysis with the item
residuals constrained to be equivalent in both males and females. Measurement invariance
was supported if the overall model fitness was not significantly worse off at each stage of
the test. The model-fit indices used in this study include the comparative fit index (CFI),
goodness-of-fit index (GFI), and standardized root mean square residual (SRMR). CFI and
GFI values greater than 0.90 imply that the model fitness is acceptable, while for SRMR,
values less than 0.08 suggest an adequate model fit [12].

3. Results

Firstly, Figure 1 depicts the conceptual model tested, which comprised entrepreneur-
ship goal intentions and entrepreneurship implementation intentions and their indicators.
Secondly, Table 1 shows the demographic profile of the respondents, including their gender,
age, marital status, field of study, highest qualification attained, and three life experience
categories. Most of the respondents were males (52.29%, n = 137), aged between 21 and
30 years (71.76%, n = 188), were single (82.44%, n = 216), and had high school education as
their highest qualification (79.39%, n = 208).

Figure 1. Conceptual model.
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Table 1. Demographic profile of respondents.

Variable Frequency Percent

Gender Male 125 47.710
Female 137 52.290

262 100

Age in years Below 21 57 21.756
21 to 30 188 71.756
31 to 40 13 4.962
41 to 50 1 0.382

Missing values 3 1.145
262 100

Marital status Not married 216 82.443
Married 46 17.557

262 100

Qualification High school 208 79.389
Tertiary certificate 43 16.412
Diploma/Degree 11 4.198

262 100

Field of study Applied Sciences 92 35.115
Business/Commerce 44 16.794

Engineering 126 48.092
262 100

Note that EGI means entrepreneurship goal intentions and EII stands for entrepreneurship implementation intentions.

Thirdly, Table 2 summarises the results relating to the robustness of the measurement
models, revealing the reliability and construct validity of the two scales across the different
gender groups. For both latent variables, the findings suggest satisfactory levels of reliabil-
ity and construct validity, as shown by the Cronbach alpha values of greater than 0.8 and
the average variances extracted that were greater than 0.5 for males and females.

Table 2. Reliability and convergent validity indices.

Group Variable Number of Items Cronbach Alpha (α) Average Variance
Extracted

Male EGI 3 0.889 0.693
Male EII 6 0.873 0.773

Female EGI 3 0.840 0.592
Female EII 6 0.844 0.711

Note that EGI means entrepreneurship goal intentions and EII stands for entrepreneurship implementation intentions.

Next, Table 3 shows whether the measurement properties of the scales differed between
male and female respondents. The consistency of each measure was tested at four levels:
configural, metric, scalar, and metric invariance. Finally, the results in Table 3 suggest that
the conditions for the four levels of measurement invariance were satisfied given that most
of the model-fit indices satisfied the minimum acceptable conditions expected.

Table 3. Measurement invariance results of the entrepreneurship goal and implementation intentions scale.

χ2 df GFI SRMR CFI Change in CFI

Configural 50.621 52 0.995 0.057 1 -
Metric 67.818 59 0.993 0.067 0.999 0.006
Scalar 79.380 84 0.992 0.061 1 0.007
Strict 79.380 84 0.992 0.061 1 0.007

(CFI: Comparative fit index, GFI: Goodness-of-fit index, SRMR: standardized root mean square residual,
df: degrees of freedom).
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4. Conclusions

The study’s goal was to establish the measurement invariance of the entrepreneurship
goal intentions (EGI) and entrepreneurship implementation intentions (EII) scales when
administered to male and female Zimbabwean college students. A multigroup confirmatory
factor analysis test demonstrated that the scales of entrepreneurship goal intentions and
entrepreneurship implementation intentions were invariant among the gender groups
sampled. As a result, even though the two measurements were designed and verified in a
developed-world setting, their measuring properties remained constant in a distinct cultural
milieu. This discovery lends credence to the use of scales in various world areas. The results
corroborate those of a study conducted in Greece by [13], which discovered that although
there were variations in the country’s levels of entrepreneurial intentions between men and
women, these variations were not due to the scales’ measurement characteristics. However,
other studies conducted outside the context of Western culture [14,15] only succeeded in
demonstrating the partial measurement invariance of entrepreneurial intentions measures.

The data is relevant to a wide range of players in Zimbabwe’s economy. First, the data
will be beneficial to entrepreneurship scholars since it gives information on the consistency
of the psychometric features of an entrepreneurship intention testing instrument across
different gender groups. Researchers interested in the study’s topic can use the data in future
replication studies. Second, the dataset will be beneficial to researchers, educators, business
development assistance organisations, and policymakers who are looking for reliable tools
to evaluate the level of entrepreneurial propensity among students to quantify the pool of
future entrepreneurs. Third, authorities might utilise the data to create policies to enhance the
interest of young people in entrepreneurship. Finally, causal links that can be used to generate
entrepreneurship policy-related inferences can be tested by incorporating a new dataset on
other variables that can either be antecedents or outcomes of entrepreneurial intent.

However, the generalizability of the study findings is limited due to the use of a con-
venient sample of respondents, as well as the small sample size, which may not accurately
reflect all the qualities of the target population. Future research on the same topic should
aim to use more representative samples.
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Abstract: Compliance with the basic conditions of quality in higher education implies the design of
strategies to reduce student dropout, and Information and Communication Technologies (ICT) in the
educational field have allowed directing, reinforcing, and consolidating the process of professional
academic training. We propose an academic and emotional tracking model that uses data mining and
machine learning to group university students according to their level of dropout risk. We worked
with 670 students from a Peruvian public university, applied 5 valid and reliable psychological
assessment questionnaires to them using a chatbot-based system, and then classified them using
3 density-based unsupervised learning algorithms, DBSCAN, K-Means, and HDBSCAN. The results
showed that HDBSCAN was the most robust option, obtaining better validity levels in two of the
three internal indices evaluated, where the performance of the Silhouette index was 0.6823, the
performance of the Davies–Bouldin index was 0.6563, and the performance of the Calinski–Harabasz
index was 369.6459. The best number of clusters produced by the internal indices was five. For the
validation of external indices, with answers from mental health professionals, we obtained a high
level of precision in the F-measure: 90.9%, purity: 94.5%, V-measure: 86.9%, and ARI: 86.5%, and this
indicates the robustness of the proposed model that allows us to categorize university students into
five levels according to the risk of dropping out.

Keywords: clustering; data mining; DBSCAN; K-Means; HDBSCAN

1. Introduction

The university, within society, is the institution dedicated to teaching, research, and
generation of new knowledge, where the student is the nucleus on which its main purposes
and principles are governed [1]. Therefore, it is essential to have strategies and mechanisms
that ensure the care and permanence of the student, as well as compliance with the basic
conditions of educational quality that guarantee the adequate teaching–learning process [2].

During the life of the student, the university stage represents perhaps the most im-
portant challenge [3]; in general, this stage takes place at the end of secondary education,
a moment when the student experiences big changes that range from the social to the
emotional aspects [4]. Likewise, at that time, the student is exposed to new experiences
and responsibilities that require high physical and mental effort [5].

This wears them down and makes them self-demanding, a combination that generates
anxiety, a normal and involuntary response that produces physical and psychological
symptoms [6]. Therefore, not meeting the psychological needs of the student generates
problems that affect the learning process, their social development, and puts their health
and life at risk [7]. In addition, the low or null attention to the problems of the students,
by those responsible, generates dissatisfaction and low motivation for the development of
academic activities and increases the chances of abandoning studies partially or totally [8,9].

Thus, university tutoring has turned out to be the fundamental support mechanism for
monitoring the student’s training process [10,11]. In this sense, universities must respond
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to the challenges of providing comprehensive education, institutionalizing methods and
procedures that guarantee the identification of students with academic risks and estab-
lishing preventive and corrective intervention programs to mitigate the probability of
desertion [12]. Then, we can affirm that within the university, tutoring directs fundamental
processes related to the attention and psychological follow-up of the student to promote
professional development and projection [13].

Based on this, one of the topics of wide interest in university institutions is the need to
have mechanisms and tools that help to face the phenomena related to the risk of student
desertion [14]. Likewise, these tools must provide alert systems or strategies that allow us
to intervene in the most vulnerable groups that have a higher level of risk of deserting [15].
Thus, we emphasize the use of ICT in the educational field [16–18], and automatic learning
methods become the most viable option, since thanks to their characteristics they allow
us to develop useful models capable of analyzing and discovering complex patterns in
datasets. This allows us to model information for decision-making in the diagnosis and
treatment of possible psychological interventions [19–21].

Consequently, our objective and main contribution is to propose an academic and
emotional monitoring model that uses data mining and machine learning to group uni-
versity students, according to their level of dropout risk. In this solution, we integrate
ICT advances; specifically, chatbots for data collection and density-based unsupervised
algorithms for student clustering, which serve as a basis for future projects and a precedent
for other work and joint efforts between mental health professionals and ICT management.

The article is organized as follows: In Section 2, we describe the theoretical foundations
of the variables under study, in Section 3 we present the experimental design, as well as the
materials and methods we used, and in Section 4 we detail the analysis of the results found
and the discussions. Finally, in Section 5, we presented conclusions and future implications
of the research.

2. Theoretical Fundament
2.1. College Dropout

The phenomenon of university dropout is one of the main problems affecting edu-
cational systems [22], which is why it has been studied by different approaches, such as
psychological, sociological, and economic [23]. Each approach has independently exposed
the different perspectives and perceptions of the students regarding the main variables
that motivated their attempt or action to dropout, encompassing them in two blocks, the
academic aspect, and the individual (personal) aspect [24,25].

In the case of the academic aspect, the main variables related to desertion are the
previous performance of the student (the knowledge that they have formed before en-
tering the university, which can be used to develop their academic activities), emotional
intelligence (ability to understand, use, and manage feelings and emotions appropriately),
motivation, and individual learning objectives (the awareness of the knowledge acquired
by the student, who puts it into practice in daily life).

For the individual aspect, the main variables are linked to the age and sex of the
individual, their socioeconomic status, their social and interpersonal relationships, their
mood, and their behavioral aspects [26–31].

These variables generate data and information of each student, and thanks to the
advances of ICT in educational issues, mechanisms have been generated that apply data
mining and machine learning, and data can be worked on and manipulated, regardless
of whether they are static or dynamic. This facilitates analysis and control, and reflected
in terms of precision, these mechanisms are very effective and require less effort for data
processing, compared to the conventional methods used by mental health profession-
als [32–34].

Several studies use data mining techniques to find common and specific denominator
patterns in student populations and group them to predict academic performance and
the possibility of dropping out of academic activities, and based on this, generate imme-
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diate solutions that mitigate the cases found, minimizing the dropout rate of university
students [35–37].

2.2. Density-Based Clustering

Clustering based on point cloud density is an unsupervised learning methodology
whose function is to identify specific groups in the data, based on the fact that a cluster is a
region within a contiguous data space of high density of elements, dissociated from other
similar clusters by contiguous zones of low density [38,39]. For a better definition, there
are different approaches to classify what characterizes different groups in the data.

• Procedurally, the various clustering methods attempt to partition the data into k clus-
ters, such that we minimize within-cluster differences while we maximize between-
group differences. We defined notions of dissimilarity within the cluster and dissimi-
larity between clusters using the distance function “d” [40,41].

• From a statistical point of view, the methods correspond to a parametric approach.
We assume that the unknown density, p(x), of the data is a mixture of k densities,
pi(x), each of which corresponds to one of the k groups in the data. We assume that
pi(x) comes from some parametric family (for example, Gaussian distributions) with
unknown parameters, which we then estimate from the data [40,42].

Thus, density-based clustering takes a nonparametric approach, where the clusters in
the data are high-density areas of density, p(x). Density-based clustering methods do not
require the number of clusters as input parameters, nor do they make any assumptions
about the underlying density, p(x), or the within-cluster variance that may exist in the
data. Consequently, density-based clusters are not necessarily groups of points with high
similarity within the cluster, as measured by the distance function d, but may have an
“arbitrary shape” in feature space; sometimes, we also call them “natural pools” [40].

Likewise, we can evaluate the data density by analyzing the neighborhood of each
data object. There are two possible ways to define the neighborhood of an object. First,
when we express the neighborhood radius of an object as the Euclidean distance to the
k-nearest neighbor, we define the neighborhood size dynamically depending on the data
density. Object neighborhoods are relatively small in dense regions of the data space
and considerably larger in less dense regions of the data space. The second option is to
assume the same neighborhood radius for all data objects while pooling the data [43]. The
density-based clustering algorithms that we used in the investigation are described in the
following sections.

2.2.1. DBSCAN

Application density-based spatial clustering with noise (DBSCAN) is a density-based
clustering algorithm proposed in [44], and we used it to evaluate the density of the data in
a neighborhood of a predefined radius for each object and expressed it as the number of
objects in that neighborhood. Therefore, we could identify three types of data objects in the
DBSCAN pool: core objects, border objects, and peripheral objects [45].

• Core objects contains a predefined number of objects, k, in its neighborhood of radius r.
• We call the border objects if there are less than k objects in its neighborhood of radius

r, but at least one of them is a core object.
• Peripheral objects is the object with less than k objects in its neighborhood of radius r,

and none of them are a core object.

2.2.2. K-Means

K-Means clustering, or also known as the Lloyd–Forgy algorithm, is an unsupervised
learning clustering algorithm first introduced in [46]. Its main objective is the classification
of unlabeled data, based on characteristics; then, K-Means minimizes the intra-cluster
variance and maximizes the inter-cluster variance, where each datum must be as close as
possible to its group and as far as possible from another type of group [47,48]. Likewise,
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we must consider that for K-Means to find the optimal number of clusters, it is possible to
apply certain techniques, the most popular being the elbow method [49,50].

2.2.3. HDBSCAN

The density-based clustering algorithm based on hierarchical density estimates (HDB-
SCAN) is the proposal of the authors of [51], who generated an advanced DBSCAN method,
improving the theoretical and practical aspects of the algorithm. The execution of the algo-
rithm in five stages according to [52] is:

• Space transformation (stage 1)

We defined a new distance metric between points called “mutual reach distance” as:

dmreach−k(a, b) = max{corek(a), corek(b), d(a, b)} (1)

Under this metric, dense points (with a low center distance) stay the same distance
from each other, but sparser points move away to be at least their center distance from
every other point.

• Construction of the minimum spanning tree (stage 2)

We started by considering the data as a weighted graph with the data points as vertices
and an edge between two points with a weight equal to the mutual reach distance of those
points. We considered a threshold value, starting high and steadily going down. We
released any weighted edges above that threshold. As we released the edges, the graph
in connected components started to become disconnected. Eventually, we will obtain a
hierarchy of connected components (from fully connected to fully disconnected) at different
threshold levels.

• Construction of a cluster hierarchy (stage 3)

We sorted the edges of the tree by distance (in increasing order) and then iterated,
creating a new merge group for each edge.

• Condensation of the cluster hierarchy (stage 4)

Via the HDBSCAN parameter ‘min_samples’, we obtained the value for the minimum
cluster size, then we traversed the hierarchy and, at each split, noted if one of the new
clusters created by the split had fewer points than the minimum cluster size.

If it was the case that we obtained fewer points than the minimum size, we declared
them as points that fall outside of a group. We resolved that the largest group retained the
identity of the main group, marking which points fell out of the group and at what distance
value that happened.

If, on the other hand, the split was into two groups (each at least as large as the
minimum size), then we considered that we were dealing with a true split of the group and
kept that split persistent in the tree. After traversing the entire hierarchy and doing this,
we obtained a much smaller tree with a small number of nodes, each of which had data on
how the size of the cluster at that node decreased over distance.

• Extraction of stable clusters from the condensed tree (stage 5)

Doing so involves calculating the stability of each previously formed group as follows:

∑ p ∈ cluster
(
λp − λbirth

)
(2)

where lambda λ = 1
distance , where λp is the lambda value at which point p “got out of the

group”, which is a value somewhere between λbirth (lambda value when the group broke
up and became its own group) and λdeath (lambda value when the group was split into
smaller groups).

We declared all leaf nodes as selected clusters. Therefore, we proceeded through the
tree (in reverse topological sort order). If the sum of the stabilities of the secondary clusters
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was greater than the stability of the cluster, we set the stability of the cluster to be the sum of
the secondary stabilities. If, on the other hand, the stability of the cluster was greater than
the sum of its children, then we declared the cluster to be a selected cluster and deselected
all its descendants. Once we reached the root node, we named it as current set of clusters.

2.3. Cluster Validation Techniques

Clustering methods have the objective of discovering characteristic groups present
in a universe of data. In general, they tend to look for clusters whose members are
close together (i.e., have a high degree of similarity) and are well-separated from other
clusters [53]. Therefore, one of the most important problems in the field of cluster analysis
is the validation of the results to find the number of groups or clusters best-suited to the
data provided. For this, there are three approaches to verify the validity of the clusters:
external, internal, and relative [54].

For the case of the study, given its nature and applied methodology, we used three
internal validation indices:

• Silhouette coefficient

The Silhouette coefficient evaluates the validity of the clustering and selects the ap-
propriate number of clusters. When the value of the coefficient is one or close to one, it
indicates the good cohesion relationship between the elements of the cluster (internal) and
the separability between the clusters (external). If the coefficient is zero or close to zero, it
indicates that the clusters tend to overlap each other, and for values equal to or close to
minus one, it indicates that the assignment to the cluster is incorrect, because the different
clusters have greater similarity [55]:

s(i) =
(b(i)− a(i))

Max{a(i), b(i)} (3)

where a(i) is the average distance within the cluster and b(i) is the average distance of the
nearest cluster for each sample [55].

• Calinski–Harabasz coefficient (CH)

The Calinski–Harabasz coefficient is the ratio of the sum of the inter-cluster spread
to the within-cluster spread for all clusters (where we define the spread as the sum of the
squared distances). For the case of this coefficient, we relate a higher score to a model with
better-defined clusters [56]:

CH =
trace(SB)

trace(Sw)
·np − 1
np − k

(4)

where (SB) is the intergroup dispersion matrix, (Sw) is the internal dispersion matrix, np is
the number of grouped samples, and k is the number of clusters [57].

• Davies–Bouldin coefficient (DB)

This coefficient indicates the average “similarity” between clusters, where similarity is
a measure that compares the distance between clusters to the size of the clusters themselves.
Zero is the lowest possible score. Values closer to zero indicate better partitioning [58].

DB =
1
c ∑ c

i=1Maxi 6=j

{
d(Xi) + d

(
Xj
)

d
(
ci, cj

)
}

(5)

where c denotes the number of clusters, i and j are labeled clusters, so d(Xi) and d
(
Xj
)

are all samples in clusters i and j to their respective cluster centroids, and d
(
ci, cj

)
is the

distance between these centroids [57].
We also used three external validation indices:

• F-measure
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The F-measure combines the precision and recall concepts. Precision is the ratio of the
number of true positives to the number of false positives and is intuitively the ability of the
classifier not to label a sample that is negative as positive. Recall is the ratio of the number
of true positives to the number of false negatives [59].

Recall(i, j) =
nij

ni
(6)

Precision(i, j) =
nij

nj
(7)

where nij is the number of elements of class i that are in cluster j, nj is the number of
elements in cluster j, and ni is the number of elements in class i. We calculated the F-
measure of cluster j and class i with [57]:

F(i, j) =
2Recall(i, j)Precision(i, j)

Precision(i, j) + Recall(i, j)
(8)

The values of (8) are within the interval [0–1], and larger values indicate better quality
of the grouping.

• Purity

Purity is the analysis of the clusters that yields the percentage value of the total number
of elements that we correctly classified in the range of [0–1] [60]. For each cluster, the purity,
Pj = 1

nj
Maxi(ni

j), is the number of elements in j with class label i. Then, Pj represents
a fraction of the total size of the cluster that the largest class of elements allocated. We
obtained the total purity estimate from (9) [57]:

Purity = ∑ m
j=1

nj

n
Pj (9)

where nj is the size of cluster j, m is the number of clusters, and n is the total number of elements.

• V-measure

We describe this measure as the harmonic mean between the measures of homogeneity
and completeness [57]:

V =
(1 + β) ∗ Homogeneity ∗ Completness

β ∗ Homogeneity + Completness
(10)

The result of this measurement varies in a range from 0 to 1, where 1 is the best value
and 0 is the worst.

• Random Adjusted Rand Index

The Rand index computes a similarity measure between two clusters by considering
all pairs of samples and counting the pairs that map to the same or different clusters in the
predicted and true clusters [61]:

RI =
a + b

C
nsamples
2

(11)

where:

- a: The number of times a pair of elements are in the same group for both the actual
and predicted grouping.

- b: The number of times that a pair of elements are neither in the same group for the
real grouping, nor in the predicted one.

- C
nsamples
2 : Total number of possible pairs in the dataset.
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We then “likelihood-adjusted” the raw “RI” score into the ARI score using the follow-
ing scheme:

ARI =
RI − Expected_RI

max(RI)− Expected_RI
(12)

The result provided by this coefficient varies in a range from −1 to 1, where −1 is the
worst result, 0 is a random result, and 1 is a completely similar result.

3. Materials and Methods
3.1. Type, Level, and Design of the Investigation

We carried out applied descriptive-level research, where we carried out the collection
of data from the observation and subsequent processing to obtain a solution. The design
was non-experimental for technological development, we did not manipulate any variables
and we only limited ourselves to the study and analysis of pre-existing data to develop a
solution that could improve current techniques.

3.2. Population and Sample

The population was undergraduate students enrolled during the academic semester
2021-II of the National University of San Martín, Peru: 5575 individuals. We calculated the
sample with the finite population formula, 95% confidence level, resulting in 670 students.
To select the sample, we sent emails to the entire university community and selected the
first 670 participants who provided their informed consent and completed the provided
psychological evaluation questionnaires.

3.3. Proposed Model

We generated a model for grouping students, according to the level of dropout risk,
based on their responses to psychological tests, in which we integrated data mining and
machine learning to replace the conventional mechanisms dedicated to tutoring; in this
way, we improved academic and emotional follow-up. Figure 1 illustrates the proposed
model consisting of five stages.

Figure 1. Proposed model.

3.4. Data Colection

We performed data collection through a web chatbot. The students responded to
five psychological evaluation questionnaires validated and endorsed by previous studies,
according to the following details:

• Study habits is a psychological questionnaire structured by 55 items. The questions
evaluate the study habits and techniques used by students, which influence the learn-
ing process. The questionnaire is divided into five dimensions: how to organize to
study, strategies used to solve tasks, methods used to prepare for an exam, the way
you pay attention in class, and how do you study at home? The responses to the
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questionnaire are dichotomous (always/never). The main objective of the instrument
is to categorize the academic performance of students [62,63].

• Adaptation to university life is a questionnaire focused on evaluating the academic,
institutional, and social dimensions of the students, with 50 structured items. It has
Likert-type assessment scale responses, from the most negative rating to the most
positive rating (totally disagree/ sometimes disagree/sometimes agree/totally agree).
Specifically, the questionnaire helps to determine the nature of the adaptive process of
the university student [64].

• Zung’s Self-Assessment Depression Scale (SDS) is a standardized questionnaire that
can be self-administered, based on norms elaborated in percentiles, with 20 struc-
tured items. It evaluates the affective, cognitive, and somatic aspects of the patients,
through questions with a Likert-type assessment scale (never/sometimes/most of the
time/always ). It has the aim of measuring the level of depression in a simple and
specific way as a psychiatric disorder, allowing to categorize the depression level of
an individual [65].

• The validated Spanish version of the Hamilton Anxiety Rating Scale (HARS) is a
questionnaire and clinical assessment tool, structured in 14 items, with Likert-type
responses (very disabling/severe/moderate/mild/none), which provide useful infor-
mation about possible anxious-depressive symptoms to evaluate the symptomatology
of an individual’s level of anxiety [66].

For access to the chatbot web platform, we sent specific links to each student, periodi-
cally to their institutional email. We carried out this process during the academic semester
2021-II. Finally, we stored the data in a relational database.

3.5. Data Pre-Processing, Processing, and Visualization

During the investigation, we executed a set of data pre-processing, processing, and
visualization techniques for further analysis. We stored the data in a digest schema database
for simplicity, ease, and speed of processing. Then, we performed the data processing using
an open-source integrated development environment (IDE) for scientific programming in
Python, called Spyder V5.2.2.

With the purpose of executing the data processing through the DBSCAN, K-Means,
and HDBSCAN unsupervised learning algorithms, we removed the data that did not
contribute quantitative values to the model. To do this, we started by importing the data
from the “Datos.csv” file to the “data” variable.

Once the data from the “data” variable file were imported, we eliminated the data
from the “code” column, since they only had the function of identifying the student and
did not provide relevant values for the model, as shown in Table 1.

Table 1. Data columns of the “data” variable.

Column Type

code string

study habits int

adaptation and coexistence int

depression int

anxiety int

Subsequently, we analyzed the descriptive statistics of the resulting set after the data
selection and cleaning process, as shown in Table 2.
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Table 2. Statistical data of the data columns in the “data” variable.

Index Study Habits Adaptation and
Coexistence Depression Anxiety

count 670 670 670 670

mean 3.5731 0.6985 1.0940 0.2746

SD 0.9673 0.4784 0.3166 0.6975

min 1 0 0 0

25% 3 0 1 0

50% 4 1 1 0

75% 4 1 1 0

max 5 3 3 3

From this, we identified heterogeneity of the data ranges (maximum and minimum)
of the different columns. This is because the scores of the instruments, due to the number
of items, are different, as we can see in Table 3.

Table 3. Scale of possible values in the data columns of the “data” variable.

Column Type Labels

study habits 0–5 (very negative, negative, negative trend,
positive trend, positive, very positive)

adaptation and coexistence 0–2 (low, medium, high)

depression 0–3 (normal, light, moderate, severe)

anxiety 0–3 (mild, moderate, serious, severe)

Next, we proceeded to scale the data through normalization methods to provide the
unsupervised DBSCAN, K-Means, and HDBSCAN algorithms with data in the same format
and scale.

In Figure 2, we show the process of “standardization”, where we scaled the data based
on a normal distribution, adjusting the mean to 0 and the variance to 1.

Figure 2. Contrast of data distributions before and after normalization.

• Processing with DBSCAN

We processed the data with the DBSCAN unsupervised learning algorithm. We
presented the data in a multidimensional array, which we considered as a universal group.
Considering the radius (Eps) for each of the points in a Euclidean space and through a
minimum number of points (Min_pts), we defined the neighborhood of a point as:

NEps(p) = {q ∈ D|dist(p, q) ≤ Eps} (13)

88



Data 2022, 7, 165

Given the Eps and Min_pts parameters, DBSCAN randomly chooses a core point as a
seed and retrieves all attainable density samples (within the Eps radius) from the seed to
form a cluster, considering those points that do not belong to a cluster as noise.

To start the processing, it was crucial to have the parameters that the algorithm requires
for its execution, Eps and MinPts. We calculated these parameters by iteratively executing
the algorithm itself over a range of Eps and MinPts values to compile their results and
contrast them with the project’s objectives.

We based the method and criteria used for the selection of the algorithm parameters
on the analysis of the coefficients: Silhouette coefficient, Calinski–Harabasz coefficient, and
Davies–Bouldin coefficient.

We started by importing the necessary resources: numpy for numerical calculations,
pandas for data manipulation in schemas called dataframes, and the “metrics” and “pre-
processing” modules of the sci-kit learn library. We used product method of the itertools
package to generate combinations based on the elements of two or more data lists. We
executed the DBSCAN unsupervised learning algorithm based on the combinations of
parameters generated by the product method.

Based on the objective of the investigation and with a range of Eps values from 0.2
to 2, we chose to assign an arbitrary Min_Pts range from 5 to 15. Then, with each of the
proposed parameters, we generated the combinations based on the lists of generated data
ranges and initialized the variables to store the data resulting from the iterative execution
of the algorithm. We also applied a conditional filter to store results where the number of
clusters was greater than 3, and less than 6.

From these results, we selected the parameters 1.7 and 6 for the Eps and Min_pts
values, respectively, as shown in Table 4.

Table 4. Results obtained after DBSCAN execution.

Index Number of Clusters Silhouette Calinski–Harabasz Davies–Bouldin Eps MinPts Noise

25 5 0.4972 190.7099 0.9571 1.7 6 9

35 4 0.4919 220.9307 1.1153 1.8 12 13

43 4 0.4919 220.9307 1.1153 1.9 12 13

51 4 0.4919 220.9307 1.1153 2 12 13

We established parameters according to Silhouette coefficient greater than 0, a high
Calinski–Harabasz coefficient, a low Davies–Bouldin coefficient, a low number of noise-
type points, and number of clusters greater than 3 and less than 6.

We applied DBSCAN to the obtained parameters. In the variable “labels”, we stored
the result of the computation of the algorithm on the dataset, resulting in a 670 × 1 list
whose only column contains the labels of the clusters generated with its index in Y, the
index corresponding to the student within the initial dataset.

From this result, we extracted the number of clusters = 5, the number of noise
points = 9, the Silhouette coefficient = 0.4972, the Calinski–Harabasz coefficient =190.7099,
and the Davies–Bouldin coefficient = 0.9571.

• Processing with K-Means

For data processing with the K-Means algorithm, we used the elbow method for the
selection of the parameter “n_clusters”. The elbow method consists of iteratively executing
the clustering algorithm on a range of “n_clusters” that usually range from 1 to 10, and
then, for each value of k, it calculates an average score for all the groups. We calculated
the distortion score, which is the sum of the squared distances from each point to its
assigned center.

When we plotted the values of these metrics, we could visually determine the best
value for k. If the line graph looks like an arm, then the ‘elbow’ (the turning point in the
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curve) is the best value of k. The ‘arm’ can be up or down, but if there is a strong inflection
point, it is a good indication that the underlying model is a better fit for that point.

After obtaining the optimal value for the “n_clusters” parameter, shown in Figure 3,
we applied the K-Means algorithm to the data.

Figure 3. Result of the elbow method’s application.

Based on the processing process, we obtained the following results: the number of
clusters = 5, the Silhouette coefficient = 0.5586, the Calinski–Harabasz coefficient = 406.45089,
and the Davies–Bouldin coefficient = 0.8001.

• Processing with HDBSCAN

In the case of HDBSCAN, it was possible to work with a single parameter: “min_cluster
_size”; however, to have greater precision and control over the results of the coefficients,
we decided to work with the second parameter “min_samples”. Using a similar technique
to the one we applied with DBSCAN, we based the selection method of the algorithm
parameters on the analysis of the following coefficients: Silhouette coefficient, Calinski–
Harabasz coefficient, and Davies–Bouldin coefficient.

We started by importing the necessary resources: numpy for number calculations, pan-
das for data manipulation in schemas called dataframes, the “metrics” and “preprocessing”
modules of the sklearn library, and the product method of the itertools package to generate
combinations based on the elements of two or more data lists. Then, we ran the HDBSCAN
algorithm based on the combinations of parameters generated by the product method.

The range of values in the “min_cluster_size” parameter was from 15 to 80, and the
range of values for the “min_samples” parameter was from 10 to 30. Next, with each of
the proposed parameters, we generated the combinations based on to the lists of proposed
data ranges and we initialized the variables to store the data resulting from the iterative
execution of the algorithm. In addition, we applied a conditional filter to store results
where the number of clusters was greater than 3, and less than 6, as well as a filter to avoid
results that exceeded an amount of noise greater than 10% of the data.

Finally, after the execution of all cases of interest, we obtained 12 results. After this, we
selected the parameters 55 and 19 as the values of “min_cluster_size” and “min_samples”,
respectively, as shown in Table 5.

As in the case of DBSCAN, we focused the parameter selection criteria on the analysis
of internal validation indices: Silhouette coefficient with values greater than 0 and close to
1, the most ideal, a high Calinski–Harabasz coefficient, a low Davies–Bouldin coefficient,

90



Data 2022, 7, 165

with values close to 0 as the ideal, a number of noise-like points, and number of clusters
greater than 3 and less than 6.

Table 5. Results after executing HDBSCAN.

Index Number of
Clusters Silhouette Calinski–

Harabasz
Davies–
Bouldin

Minimum
Cluster Size

Minimum
Samples Noise

8 5 0.6823 369.6459 0.6563 55 19 63

7 5 0.6704 349.5316 0.6677 55 18 59

2 5 0.6639 334.9714 0.6861 60 17 56

6 5 0.6639 334.9714 0.6861 60 17 56

We selected the number of clusters = 5, the number of noise points = 63, the Silhouette
coefficient = 0.6823, the Calinski–Harabasz coefficient = 369.6459, and the Davies–Bouldin
coefficient = 0.6563.

4. Analysis of Results and Discussion

When executing the algorithm on the proposed dataset, we obtained sets of results to
which we applied two validation techniques (visual and internal) to verify the accuracy of
the proposed model.

We performed the three-dimensional composition of the point cloud and its respective
clusters for the graphic display of the results in each of the generated models; however,
we generated the cloud in four dimensions, so it is impossible to represent it on a three-
dimensional plane. For this reason, we resized the dataset using a data compression
technique known as principal component analysis (PCA). For a graphical representation,
we imported the PCA method from the “decomposition” module, which reduce the four-
dimensional dataset to a three-dimensional dataset.

4.1. Visual Validation

We proceeded with the graphical representation of the resized dataset.
We could differentiate strongly defined structures after obtaining the graphical repre-

sentation of the point cloud of the dataset and its respective clusters identified by colors
in Figures 4–6. This three-dimensional representation is the result of resizing the four-
dimensional dataset by applying PCA. However, despite not having the representation of
the point cloud in its natural state, the feature reduction technique offers us a structure in
which it is possible to visually recognize the clusters, being close to those elements of its
own cluster and distant to those who do not belong or are alien to their group.

Figure 4. Visual representation of the three-dimensional clustered point cloud (DBSCAN).
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4.2. Internal Validation

Due to the lack of a previous classification of the sample used with which we can
compare the external indices of the models generated by each algorithm, we considered it
correct and prudent to make a comparison of the resulting internal indices: the Silhouette
coefficient, the Calinski–Harabasz coefficient, and the Davies–Bouldin coefficient. Based on
the results of the indices, we selected the best cases of each algorithm, as shown in Table 6.

Table 6. Comparative table of the best internal metrics resulting from the models.

Algorithm Silhouette Calinski–
Harabasz

Davies–
Bouldin

Number of
Clusters Noise

DBSCAN 0.4972 190.7099 0.9571 5 9

K-Means 0.5586 406.4509 0.8001 5 -

HDBSCAN 0.6823 369.6459 0.6563 5 63

From the results shown in Table 6, we found that the model generated with HDBSCAN
was superior to the model generated with K-Means, and widely superior to the one
generated with DBSCAN. This is because HDBSCAN had a better level of validity in
two (Silhouette coefficient and Davies–Bouldin coefficient) of the three internal validation
indices evaluated. However, for the third case, the Calinski–Harabasz coefficient generated
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with the K-Means model was higher. This is because to calculate the Calinski–Harabasz
coefficient, we used the centroids of each cluster as parameters. Thus, we obtained a
much higher score in convex-shaped clusters and greater affinity with the shape of the
clusters formed by the K-Means algorithm, that tended to have an almost spherical convex
shape [47,48].

Based on the validation results of the internal HDBSCAN indices, we decided to
categorize university students into five clusters, according to their risk of dropping out.

4.3. Expert Validacion

In collaboration with a team of three mental health experts, we interpreted and identi-
fied the recognized patterns in each data cluster. In Figure 7, the patterns in the distribution
of the results after the generation of the clusters are presented.
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We proceeded with the labeling with the mean of the results in the different distri-
butions and the criteria of the mental health professionals, based on the theories of the
psychological questionnaires used [62–66].

From Table 7, the groupings of the sample of 670 students resulted in: very low
dropout risk level = 75 students, low level = 147, medium level = 149, high level = 180, and
very high level = 56, and 63 students belonged to the noise sector.

Table 7. Values of the mean of the data distribution according to clusters.

Cluster Study Habits Adaptation and
Coexistence Depression Anxiety Risk Level

Cluster 0 3.7321 0.71429 2 0.5536 5 = Very high

Cluster 1 3.4389 0 1 0.2944 4 = High

Cluster 2 2.7651 1 1 0 3 = Middle

Cluster 3 5 1 1 0 1 = Very low

Cluster 4 4 1 1 0 2 = Low

After the labeling process, we asked the team of experts to classify the students by
evaluating the results of the applied psychological evaluation instruments. Then, we
proceeded with the validation of external indices between the results of HDBSCAN and
those of the experts to compare the accuracy of the model.

After we ran the validation of external indexes, we obtained Table 8 as a result.
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Table 8. Values obtained after validation of external indexes.

Index Score

F-measure 0.909

Purity 0.945

V-measure 0.869

Adjusted Rand Index 0.865

According to Table 8, the results obtained after comparing the classification performed
through HDBSCAN with the classification provided by mental health professionals in-
dicate a high level of precision in the F-measure (90.9%), which was consistent with the
high similarity between the clusters calculated and the one predicted by the model with
HDBSCAN (Purity: 94.5%, V-Measure: 86.9%, ARI: 86.5%).

The categorization of students provided a better picture of their dropout risk, which,
associated with an early diagnosis, allows us to take corrective measures [34,35,67]. We
must highlight that the use of data mining in conjunction with machine learning as tools
allowed us to develop the main axis of the proposed model [15,18,21,31].

5. Conclusions

We developed a clustering model that integrates methodologies and data analysis
and processing techniques, widely studied in the field of ICT, specifically in the field of
unsupervised machine learning. This allowed us to obtain the successful categorization
of undergraduate students from a Peruvian university into five levels based on the risk
of desertion. HDBSCAN was the method that turned out to be the best option for data
processing, as evidenced by the results of the internal validation indexes used to compare
them with the K-Means and DBSCAN methods.

The resulting model serves as the basis of knowledge about the current view of
university students. It can be replicated in other contexts, and it can be adjusted to other
types of tests. For this, it would be necessary to standardize the input data types to generate
values in less disperse ranges, to group them optimally. Likewise, it is scalable if we
articulate joint efforts between mental health professionals and unsupervised learning
techniques to generate a comprehensive solution that encompasses more dimensions of the
psychological field. With this research, we contribute to the identification, prevention, and
correction of various situations of psycho-emotional risk that university students may face.
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Abstract: Higher education institutions record a significant amount of data about their students,
representing a considerable potential to generate information, knowledge, and monitoring. Both
school dropout and educational failure in higher education are an obstacle to economic growth,
employment, competitiveness, and productivity, directly impacting the lives of students and their
families, higher education institutions, and society as a whole. The dataset described here results
from the aggregation of information from different disjointed data sources and includes demographic,
socioeconomic, macroeconomic, and academic data on enrollment and academic performance at
the end of the first and second semesters. The dataset is used to build machine learning models for
predicting academic performance and dropout, which is part of a Learning Analytic tool developed
at the Polytechnic Institute of Portalegre that provides information to the tutoring team with an
estimate of the risk of dropout and failure. The dataset is useful for researchers who want to
conduct comparative studies on student academic performance and also for training in the machine
learning area.

Dataset: https://doi.org/10.5281/zenodo.5777339.

Dataset License: CC BY 4.0

Keywords: academic performance; machine learning in education; imbalanced classes; multi-class
classification; educational data mining; learning management system; prediction

1. Introduction

Academic success in higher education is vital for jobs, social justice, and economic
growth. Dropout represents the most problematic issue that higher education institu-
tions must address to improve their success. There is no universally accepted definition
of dropout. The proportion of students who dropout varies between different studies
depending on how dropout is defined, the data source, and the calculation methods [1].
Frequently, dropout is analyzed in the research literature based on the timing of the dropout
(early vs. late) [2]. Due to differences in reporting, it is not possible to compare dropout
rates across institutions [3]. In this work, we define dropouts from a micro-perspective,
where field and institution changes are considered dropouts independently of the timing
these occur. This approach leads to much higher dropout rates than the macro-perspective,
which considers only students who leave the higher education system without a degree.

According to the independent report for the European Commission, too many students
drop out before the end of their higher education courses [4]. Even in the most successful
country (Denmark), only around 80% of students complete their studies, while in Italy, this
rate is only 46%. This report highlights key factors that lead students to drop out, with the
major cause being socioeconomic conditions.

Namoun and Alshanqiti [5] performed an exhaustive search that found 62 papers
published in peer-reviewed journals between 2010 and 2020, which present intelligent
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models to predict student performance. Additionally, in recent years, early prediction of
student outcomes has attracted increasing research interest [6–9]. However, despite the
research interest and the considerable amount of data that the universities generate, there
is a need to collect more and better administrative data, including dropout and transfer
reasons [2].

This descriptor presents a dataset created from a higher education institution (acquired
from several disjoint databases) related to students enrolled in different undergraduate
degrees, such as agronomy, design, education, nursing, journalism, management, social
service, and technologies. The dataset includes information known at the time of student
enrollment (academic path, demographics, and macroeconomics and socioeconomic factors)
and the students’ academic performance at the end of the first and second semesters. The
data are used to build classification models to predict student dropout and academic success.
The problem is formulated as a three-category classification task (dropout, enrolled, and
graduate) at the end of the normal duration of the course. These classification models are
part of a Learning Analytic tool that includes predictive analyses which provide information
to the tutoring team at our higher education institution with an estimate of the risk of
dropout and failure. With this information, the tutoring team provides more accurate help
to students.

The dataset contained 4424 records with 35 attributes, where each record represents
an individual student and can be used for benchmarking the performance of different algo-
rithms for solving the same type of problem and for training in the machine learning area.

In addition to this introduction section, the rest of the descriptor is organized as
follows. Section 2 provides the details of the dataset. Section 3 presents the methodology
that was followed for the development of this dataset and also presents a brief exploratory
data analysis. Section 4 presents the conclusions, which are followed by references.

2. Data Description

The dataset includes demographic data, socioeconomic and macroeconomic data, data
at the time of student enrollment, and data at the end of the first and second semesters.
The data sources used consist of internal and external data from the institution and include
data from (i) the Academic Management System (AMS) of the institution, (ii) the Support
System for the Teaching Activity of the institution (developed internally and called PAE),
(iii) the annual data from the General Directorate of Higher Education (DGES) regarding
admission through the National Competition for Access to Higher Education (CNAES),
and (iv) the Contemporary Portugal Database (PORDATA) regarding macroeconomic data.

The data refer to records of students enrolled between the academic years 2008/2009
(after the application of the Bologna Process to higher education in Europe) to 2018/2019.
These include data from 17 undergraduate degrees from different fields of knowledge,
such as agronomy, design, education, nursing, journalism, management, social service, and
technologies. The final dataset is available as a comma-separated values (CSV) file encoded
as UTF8 and consists of 4424 records with 35 attributes and contains no missing values.

Table 1 describes each attribute used in the dataset grouped by class: demographic,
socioeconomic, macroeconomic, academic data at enrollment, and academic data at the
end of the first and second semesters. Appendix A contains the descriptions of possible
values for the attributes, and the URL referenced in the Supplementary Material contains
more detailed information.
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Table 1. Attributes used grouped by class of attribute.

Class of Attribute Attribute Type

Demographic data

Marital status Numeric/discrete
Nationality Numeric/discrete
Displaced Numeric/binary
Gender Numeric/binary
Age at enrollment Numeric/discrete
International Numeric/binary

Socioeconomic data

Mother’s qualification Numeric/discrete
Father’s qualification Numeric/discrete
Mother’s occupation Numeric/discrete
Father’s occupation Numeric/discrete
Educational special needs Numeric/binary
Debtor Numeric/binary
Tuition fees up to date Numeric/binary
Scholarship holder Numeric/binary

Macroeconomic data
Unemployment rate Numeric/continuous
Inflation rate Numeric/continuous
GDP Numeric/continuous

Academic data at enrollment

Application mode Numeric/discrete
Application order Numeric/ordinal
Course Numeric/discrete
Daytime/evening attendance Numeric/binary
Previous qualification Numeric/discrete

Academic data at the end of 1st semester

Curricular units 1st sem (credited) Numeric/discrete
Curricular units 1st sem (enrolled) Numeric/discrete
Curricular units 1st sem (evaluations) Numeric/discrete
Curricular units 1st sem (approved) Numeric/discrete
Curricular units 1st sem (grade) Numeric/continuous
Curricular units 1st sem (without evaluations) Numeric/discrete

Academic data at the end of 2nd semester

Curricular units 2nd sem (credited) Numeric/discrete
Curricular units 2nd sem (enrolled) Numeric/discrete
Curricular units 2nd sem (evaluations) Numeric/discrete
Curricular units 2nd sem (approved) Numeric/discrete
Curricular units 2nd sem (grade) Numeric/continuous
Curricular units 2nd sem (without evaluations) Numeric/discrete

Target Target Categorical

3. Materials and Methods

This section describes the process that was followed for building the dataset and also
presents a brief exploratory data analysis highlighting some relevant issues that may help
other researchers quickly get their hands on the dataset and work with it, such as the
imbalanced nature of data, the multicollinearity found in the features, and the results of
permutation feature importance using the most used algorithms in similar problems shown
in the literature.

3.1. Data Preprocessing

The data are collected in three different formats: (i) as Microsoft Access databases
from CNAES; (ii) as comma-separated values (CSV) files from the AMS; and (iii) as manual
data collected from the site of PORDATA concerning macroeconomics data.

Apart from the data received from CNAES, which are processed through a Visual
Basic for Applications (VBA) program in a Microsoft Windows system, all the other code
(in Python) runs on the Ubuntu operating system on an NVIDIA DGX Station computer
with 2 CPU Intel Xeon E5-2698V4 with 20 core 2.2 GHz, 256 GB of memory, and 4 NVIDIA
Tesla V100 GPU. This same computer was also used for training the machine learning
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models and to predict students’ performance, which is part of the Learning Analytics
tool developed.

Figure 1 shows the workflow designed to create the dataset, which contains four steps
that are described next.
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1. Prepare National Competition Data. The data relating to the National Competition
for Access to Higher Education (CNAES) are received, every year, after the results
of the competition, as a Microsoft Access database. We developed a Visual Basic
for Applications (VBA) program that collects, from the different Microsoft Access
databases (one for each year), the information needed and exports a CSV file (com-
petition.csv) that contains one row for each student with fields related to the group
“Data at Enrollment” described in Table 1.

2. Prepare Student Records Data. In this step, the CSV received from the AMS with
students’ records is prepared to be processed in the next steps. This file contains
13,992 rows and 398 columns, with a significant number of rows and columns that
are duplicated or irrelevant to our study. To resume, this step comprises the deletion
of students’ records enrolled in old courses that do not currently accept enrollments,
the deletion of students’ records with irrelevant ways of enrollment such as Erasmus,
the selection and renaming of relevant columns, and the elimination of duplicated
rows. At the end of this step, all data related to the groups “Demographics Data” and
“Socioeconomics Data” (see Table 1) are gathered to be used in the next steps.

3. Prepare Student Evaluations Data. In this step, the CSV file with all the information
related to the evaluation attempts of students is processed. For each student that
results from the processing in the previous step, the attributes related to the groups
“Academic data at the end of 1st semester” and “Academic data are calculated at the
end of 2nd semester” (see Table 1).

4. Merge and Preprocessing Data. All data gathered in the previous steps are merged into
one single dataset in which are added the attributes related to “Macroeconomics Data”.
Then, we performed rigorous data preprocessing to handle anomalies, unexplainable
outliers, and missing values. Finally, each student is classified as a dropout, enrolled,
or graduate depending on their situation at the end of the normal duration of the
course (3 years, except Nursing which has 4 years). The result is the final dataset,
available at https://doi.org/10.5281/zenodo.5777339 (accessed on 10 October 2022).

3.2. Data Analysis

We performed a brief exploratory data analysis in Python 3 using the Pandas library
version 1.4.3, the Scikit-learn library version 1.1.1, and the Bokeh library version 2.4.3
for visualizations.

3.2.1. Descriptive Analysis

Tables 2–8 contain basic statistics about all the attributes. These tables include a his-
togram of attribute values, the central tendency of each attribute value (mode for categorical
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attributes and mean for numeric attributes), the median of each attribute value, the disper-
sion of the attribute values (the entropy of the value distribution for categorical attributes
and coefficient of variation for numeric attributes), and the minimum and maximum value
for numerical attributes only.

Table 2. Basic statistics information about demographic data.

Attribute Distrib. Mean Median Dispersion Min. Max.

Marital status
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represents 50% of the records (2209 of 4424) and Dropout represents 32% of total records 
(1421 of 4424), while the minority class, Enrolled, represents 18% of total records (794 of 
4424). This might result in a high prediction accuracy driven by the majority class at the 
expense of a poor performance of the minority class. Therefore, anyone using this dataset 
should pay attention to this problem and address it with a data-level approach or with an 
algorithm-level approach. At the data-level approach, a sampling technique such as the 
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rithm-level approach, a machine learning algorithm that already incorporates balancing 
steps must be used, such as Balanced Random Forest [12] or Easy Ensemble [13], or bag-
ging classifiers with additional balancing, such as Exactly Balanced Bagging [14], Roughly 
Balanced Bagging [15], Over-Bagging [14], or SMOTE-Bagging [16]. 
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3.2.2. Imbalanced Data

The problem was formulated as a three-category classification task, in which there
is a strong imbalance towards one of the classes (Figure 2). The majority class, Graduate,
represents 50% of the records (2209 of 4424) and Dropout represents 32% of total records
(1421 of 4424), while the minority class, Enrolled, represents 18% of total records (794
of 4424). This might result in a high prediction accuracy driven by the majority class at
the expense of a poor performance of the minority class. Therefore, anyone using this
dataset should pay attention to this problem and address it with a data-level approach
or with an algorithm-level approach. At the data-level approach, a sampling technique
such as the Synthetic Minority Over Sampling Technique (SMOTE) [10] or the Adaptive
Synthetic Sampling Approach (ADASYN) [11] or any variant thereof can be applied. At
the algorithm-level approach, a machine learning algorithm that already incorporates
balancing steps must be used, such as Balanced Random Forest [12] or Easy Ensemble [13],
or bagging classifiers with additional balancing, such as Exactly Balanced Bagging [14],
Roughly Balanced Bagging [15], Over-Bagging [14], or SMOTE-Bagging [16].
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Figure 2. Distribution of student records among the three categories considered for academic success.

Figure 3 shows the same imbalanced nature of data when grouping the student
outcomes by course, gender, student displaced, tuition fees up to date, scholarship holder,
and evening/daytime attendance. Figure 3a shows that the most successful courses are
Nursing and Social Service, with 72% and 70% of the students, respectively, receiving their
degree within the normal duration of the course. On the opposite side, the technologies
field with the courses of Biofuel Production Technologies and Informatics Engineering
presents the most unsuccessful results, with only 8% of the students receiving their degree
within the normal duration of the course. Dropout is also higher in these two courses (67%
and 54%, respectively), along with the Equiniculture course with 55% dropout. Figure 3b
shows that females are most successful, as well as the students that hold a scholarship and
have their tuition fees up to date. Regarding the attendance regime (daytime or evening),
the results show that students with daytime attendance finish the course earlier than
evening students, as well as the students that are displaced from their homes.
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Figure 3. Student outcomes grouped by: (a) course; (b) gender, student displaced, tuition fees up to
date, scholarship holder, and evening/daytime attendance.

3.2.3. Multi-collinearity

Collinearity (or multi-collinearity) may be an issue that must be considered in some
types of problems. The analysis of the heatmap (Figure 4), using the Pearson correlation
coefficient, shows that there are some pairs of features having high correlation coefficients,
which increases multi-collinearity in the dataset. In Figure 4, the blues represent the
heatmap between demographics features, the oranges between socioeconomics features,
the greens between macroeconomics features, the reds between academics features at
enrollment time, the purples between academics features at the end of the first semester,
the browns at the end of the second semester and, the grays represent collinearity between
groups of features.

The collinearity is strongest within the same group of features, but we can also find
higher values of correlation between groups. Table 9 shows a Pearson correlation coefficient
greater than 0.7, which shows that the correlation is the strongest in features in the same
groups, such as “Nationality” and “International” or “Mother’s occupation” and “Father’s
occupation”, but also between the groups related with the performance at the end of the
first semester and the second semester, such as “Curricular units 1st sem (approved)” and
“Curricular units 2nd sem (approved)”.
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3.2.4. Feature Importance

Feature importance plays an important role in understanding the data and also in
the improvement and interpretation of the machine learning models. On the other hand,
useless data results in bias that messes up the final results of a machine learning problem,
so feature importance is frequently used to reduce de number of features used. The most
important features differ depending on the technique used to calculate the importance of
each feature and also the machine learning algorithm used [17]. One of the simplest and
most used techniques to measure feature importance is Permutation Feature Importance.
In this technique, feature importance is calculated by noticing the increase or decrease in
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error when we permute the values of a feature. If permuting the values causes a huge
change in the error, it means the feature is important for our model.

Table 9. Collinearity between features with Pearson correlation coefficient greater than 0.7.

Feature Collinearity with Pearson

Curricular units 1st sem (credited)
Curricular units 2nd sem (credited) 0.9448
Curricular units 1st sem (enrolled) 0.7743

Curricular units 1st sem (enrolled)
Curricular units 2nd sem (enrolled) 0.9426
Curricular units 1st sem (approved) 0.7691
Curricular units 2nd sem (credited) 0.7537

Nationality International 0.9117

Curricular units 1st sem (approved) Curricular units 2nd sem (approved) 0.9040
Curricular units 2nd sem (enrolled) 0.7338

Curricular units 1st sem (grade) Curricular units 2nd sem (grade) 0.8372

Curricular units 1st sem (evaluations) Curricular units 2nd sem (evaluations) 0.7789

Curricular units 2nd sem (approved) Curricular units 2nd sem (grade) 0.7608

Mother’s occupation Father’s occupation 0.7240

Curricular units 2nd sem (enrolled) Curricular units 2nd sem (approved) 0.7033

We performed a test to determine the most important features considering the Permu-
tation Feature Importance, using F1 as the error metric, which is a metric more adequate for
imbalanced data, taking into account the trade-off between precision and recall. The Per-
mutation Feature Importance was applied to some of the most interesting results reported
in the literature for multiclass imbalanced classification [18,19]. We used the ensemble
method Random Forest (RF) [20] and three general boosting methods: Extreme Gradient
Boosting (XGBOOST) [21], Light Gradient Boosting Machine (LIGHTGBM) [22], and Cat-
Boost (CATBOOST) [23]. Figure 5 shows the 10 biggest changes in the F1-score metric using
the Permutation Feature Importance technic for each machine learning algorithm consid-
ered. The analysis of these results shows that five features are considered important in all
algorithms: “Curricular units 2nd sem (approved)”, “Curricular units 1st sem (approved)”,
“Curricular units 2nd sem (grade)”, “Course”, and “Tuition fees up to date”. The features
“Curricular units 1st sem (enrolled)”, “Curricular units 1st sem (evaluations)”, “Curricular
units 2nd sem (enrolled)”, and “Curricular units 2nd sem (evaluations)” are important in
three of the algorithms.

3.3. Compliances

All data are anonymized, and compliance with the Privacy and Personal Data Process-
ing Policy of the institution is ensured according to the General Data Protection Regulation
(GDPR). This dataset is also compliant with the FAIR (Findability, Accessibility, Interoper-
ability, and Reusability) principles for scientific data management [24].
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This descriptor presents a dataset created from the Polytechnic Institute of Portalegre
(acquired from several disjoint databases) related to students enrolled in different under-
graduate degrees, such as agronomy, design, education, nursing, journalism, management,
social service, and technologies. It contains 4424 records with 35 attributes that include
information known at the time of student enrollment, demographics, socioeconomics,
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Appendix A

Table A1. Marital status values.

Attribute Values

Marital status

1—Single
2—Married
3—Widower
4—Divorced
5—Facto union
6—Legally separated

Table A2. Nationality values.

Attribute Values

Nationality

1—Portuguese
2—German
3—Spanish
4—Italian
5—Dutch
6—English
7—Lithuanian
8—Angolan
9—Cape Verdean
10—Guinean
11—Mozambican
12—Santomean
13—Turkish
14—Brazilian
15—Romanian
16—Moldova (Republic of)
17—Mexican
18—Ukrainian
19—Russian
20—Cuban
21—Colombian
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Table A3. Application mode values.

Attribute Values

Application mode

1—1st phase—general contingent
2—Ordinance No. 612/93
3—1st phase—special contingent (Azores Island)
4—Holders of other higher courses
5—Ordinance No. 854-B/99
6—International student (bachelor)
7—1st phase—special contingent (Madeira Island)
8—2nd phase—general contingent
9—3rd phase—general contingent
10—Ordinance No. 533-A/99, item b2) (Different Plan)
11—Ordinance No. 533-A/99, item b3 (Other Institution)
12—Over 23 years old
13—Transfer
14—Change in course
15—Technological specialization diploma holders
16—Change in institution/course
17—Short cycle diploma holders
18—Change in institution/course (International)

Table A4. Course values.

Attribute Values

Course

1—Biofuel Production Technologies
2—Animation and Multimedia Design
3—Social Service (evening attendance)
4—Agronomy
5—Communication Design
6—Veterinary Nursing
7—Informatics Engineering
8—Equiniculture
9—Management
10—Social Service
11—Tourism
12—Nursing
13—Oral Hygiene
14—Advertising and Marketing Management
15—Journalism and Communication
16—Basic Education
17—Management (evening attendance)

Table A5. Previous qualification values.

Attribute Values

Previous qualification

1—Secondary education
2—Higher education—bachelor’s degree
3—Higher education—degree
4—Higher education—master’s degree
5—Higher education—doctorate
6—Frequency of higher education
7—12th year of schooling—not completed
8—11th year of schooling—not completed
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Table A5. Cont.

Attribute Values

9—Other—11th year of schooling
10—10th year of schooling
11—10th year of schooling—not completed
12—Basic education 3rd cycle (9th/10th/11th year) or equivalent
13—Basic education 2nd cycle (6th/7th/8th year) or equivalent
14—Technological specialization course
15—Higher education—degree (1st cycle)
16—Professional higher technical course
17—Higher education—master’s degree (2nd cycle)

Table A6. Mother’s and Father’s values.

Attribute Values

Mother’s qualification
Father’s qualification

1—Secondary Education—12th Year of Schooling or Equivalent
2—Higher Education—bachelor’s degree
3—Higher Education—degree
4—Higher Education—master’s degree
5—Higher Education—doctorate
6—Frequency of Higher Education
7—12th Year of Schooling—not completed
8—11th Year of Schooling—not completed
9—7th Year (Old)
10—Other—11th Year of Schooling
11—2nd year complementary high school course
12—10th Year of Schooling
13—General commerce course
14—Basic Education 3rd Cycle (9th/10th/11th Year) or Equivalent
15—Complementary High School Course
16—Technical-professional course
17—Complementary High School Course—not concluded
18—7th year of schooling
19—2nd cycle of the general high school course
20—9th Year of Schooling—not completed
21—8th year of schooling
22—General Course of Administration and Commerce
23—Supplementary Accounting and Administration
24—Unknown
25—Cannot read or write
26—Can read without having a 4th year of schooling
27—Basic education 1st cycle (4th/5th year) or equivalent
28—Basic Education 2nd Cycle (6th/7th/8th Year) or equivalent
29—Technological specialization course
30—Higher education—degree (1st cycle)
31—Specialized higher studies course
32—Professional higher technical course
33—Higher Education—master’s degree (2nd cycle)
34—Higher Education—doctorate (3rd cycle)
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Table A7. Mother’s and Father’s occupation.

Attribute Values

Mother’s occupation
Father’s occupation

1—Student
2—Representatives of the Legislative Power and Executive Bodies,
Directors, Directors and Executive Managers
3—Specialists in Intellectual and Scientific Activities
4—Intermediate Level Technicians and Professions
5—Administrative staff
6—Personal Services, Security and Safety Workers, and Sellers
7—Farmers and Skilled Workers in Agriculture, Fisheries,
and Forestry
8—Skilled Workers in Industry, Construction, and Craftsmen
9—Installation and Machine Operators and Assembly Workers
10—Unskilled Workers
11—Armed Forces Professions
12—Other Situation; 13—(blank)
14—Armed Forces Officers
15—Armed Forces Sergeants
16—Other Armed Forces personnel
17—Directors of administrative and commercial services
18—Hotel, catering, trade, and other services directors
19—Specialists in the physical sciences, mathematics, engineering,
and related techniques
20—Health professionals
21—Teachers
22—Specialists in finance, accounting, administrative organization,
and public and commercial relations
23—Intermediate level science and engineering technicians
and professions
24—Technicians and professionals of intermediate level of health
25—Intermediate level technicians from legal, social, sports, cultural,
and similar services
26—Information and communication technology technicians
27—Office workers, secretaries in general,
and data processing operators
28—Data, accounting, statistical, financial services, and
registry-related operators
29—Other administrative support staff
30—Personal service workers
31—Sellers
32—Personal care workers and the like
33—Protection and security services personnel
34—Market-oriented farmers and skilled agricultural and animal
production workers
35—Farmers, livestock keepers, fishermen, hunters and gatherers,
and subsistence
36—Skilled construction workers and the like, except electricians
37—Skilled workers in metallurgy, metalworking, and similar
38—Skilled workers in electricity and electronics
39—Workers in food processing, woodworking, and clothing and
other industries and crafts
40—Fixed plant and machine operators
41—Assembly workers
42—Vehicle drivers and mobile equipment operators
43—Unskilled workers in agriculture, animal production, and
fisheries and forestry
44—Unskilled workers in extractive industry, construction,
manufacturing, and transport
45—Meal preparation assistants
46—Street vendors (except food) and street service providers
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Table A8. Gender values.

Attribute Values

Gender
1—male
0—female

Table A9. Attendance regime values.

Attribute Values

Daytime/evening attendance 1—daytime
0—evening

Table A10. Yes/No attributes.

Attribute Values

Displaced
Educational special needs
Debtor
Tuition fees up to date
Scholarship holder
International

1—yes
0—no
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Abstract: Abundant physics education research (PER) literature has been disseminated through
academic publications. Over the years, the growing body of literature challenges Indonesian PER
scholars to understand how the research community has progressed and possible future work
that should be encouraged. Nevertheless, the previous traditional method of thematic analysis
possesses limitations when the amount of PER literature exponentially increases. In order to deal with
this plethora of publications, one of the machine learning (ML) algorithms from natural language
processing (NLP) studies was employed in this paper to automate a thematic analysis of Indonesian
PER literature that still needs to be explored within the community. One of the well-known NLP
algorithms, latent Dirichlet allocation (LDA), was used in this study to extract Indonesian PER topics
and their evolution between 2014 and 2021. A total of 852 papers (~4 to 8 pages each) were collectively
downloaded from five international conference proceedings organized, peer reviewed, and published
by Indonesian PER researchers. Before their topics were modeled through the LDA algorithm, our
data corpus was preprocessed through several common procedures of established NLP studies. The
findings revealed that LDA had thematically quantified Indonesian PER topics and described their
distinct development over a certain period. The identified topics from this study recommended
that the Indonesian PER community establish robust development in eight distinct topics to the
present. Here, we commenced with an initial interest focusing on research on physics laboratories
and followed the research-based instruction in late 2015. For the past few years, the Indonesian PER
scholars have mostly studied 21st century skills which have given way to a focus on developing
relevant educational technologies and promoting the interdisciplinary aspects of physics education.
We suggest an open room for Indonesian PER scholars to address the qualitative aspects of physics
teaching and learning that is still scant within the literature.

Keywords: thematic analysis; Indonesia; physics education research; machine learning

1. Introduction

Several decades of physics education research (PER) have established an enormous
body of literature related to physics teaching and learning. Outside the context of the
Indonesian PER community, many thousands of PER articles have been published in several
high impact journals, such as The Physics Teacher (TPT), The American Journal of Physics (AJP),
and Physical Review Physics Education Research (PRPER) (previously announced as Physical
Review Special Topics Physics Education Research) since 1933, 1963, and 2005, respectively. We
term it as “outside” since representatives of Indonesian PER scholars within these journals
are still scant. It must be considered that unique findings from the Indonesian environment
are still missing based on these references.

Rare representation of Indonesian PER scholars covered in these journals cannot be
translated as the absence of PER development within the Indonesian community. Since 2014
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to date, several international conferences in the area of PER have been annually organized
by several Indonesian teacher education institutions (TEIs). The five oldest conferences
on science, technology, engineering, and mathematics (STEM) education have included
the topic of physics education research (PER) for publication. They comprise the Interna-
tional Conference on Research, Implementation, & Education of Mathematics and Science
(ICRIEMS, since 2014) [1] and the International Seminar on Science Education (ISSE, since
2015) organized by Universitas Negeri Yogyakarta (UNY) [2], the International Conference
on Mathematics & Science Education (ICMSE, since 2014) organized by Universitas Negeri
Semarang (UNNES) [3], the International Conference on Mathematics and Science Educa-
tion (ICMScE, since 2016) organized by Universitas Pendidikan Indonesia (UPI) [4], and
the International Conference on Mathematics and Science Education (ICoMSE, since 2017)
organized by Universitas Negeri Malang (UM) [5]. These selected international conferences
have substantially contributed to our research insights into the Indonesian PER field. Oth-
erwise, peer-reviewed journals were only published nationally during the same timeframe
and a smaller number of publications than the aforementioned conferences. Furthermore,
they have attracted PER scholars of various backgrounds from novice researchers (graduate
students) to PER experts (senior scholars and professors) funded through research grants
from the Indonesian government. Mostly, the authors have been affiliated with several
Indonesian institutions and a few with neighboring countries, particularly from Southeast
Asia region.

Essentially, this volume of publications provides a convincing challenge for PER
scholars to understand how the research community has progressed and possible future
work that should be emphasized. Nevertheless, it can be troublesome to synthesize whole
articles published within a large number of publications. Most researchers tend to review
only the most relevant research articles for their work. There is always a possibility that
they have neglected some academic resources within the collection of literature. We believe
that it is imperative to have insight into PER researchers to further their understanding of
PER. These cases are more complicated for novice researchers, who should exhaustively
review the extensive development of the field [6]. Consequently, they are usually more
dependent on the given suggestions either provided by communities, research groups, or
indexing databases like Google Scholar [7].

On the other hand, the number of works could inevitably be perceived as the In-
donesian PER field having currently developed to a phase of maintaining its research
merit of theoretical and methodological practice through their continued existence for a
certain time. Hence, this body of literature is valuable in explaining the characteristics
of the Indonesian PER field and its development of topics over time. To synthesize a
comprehensive story of PER topics outside the Indonesian PER field, one must consult
the previously ambitious work that has been disseminated by McDermott & Redish [8],
Docktor and Mestre [9], Meltzer and Otero [10], Odden et al. [11], and Yun [12]. These
great works admittedly have guided the PER community in several parts of the world,
including the Indonesian PER scholars. Nevertheless, as clearly mentioned before, the
representation of Indonesian scholars covered by these disseminations is still limited to
best capture the Indonesian PER findings. It might be less appropriate to understand the
characteristics and development of the Indonesian PER topics if we merely considered
those resources without sufficient involvement of Indonesian PER scholars. Therefore,
our current paper extends the intention of previous works to analyze the Indonesian PER
field through the methodology of thematic analysis. We believe that addressing this issue
should be considered a potential contribution to enrich the merit of previous references.
In this paper, we studied 852 proceeding papers organized, peer reviewed, and published
by the Indonesian PER community that are unknown from previous works. To the best
of our knowledge, Indonesian PER researchers have not yet performed work to analyze
their research literature using the similar method performed by our study. Instead, a recent
study by Hartono, et al. [13] (Indonesian author) investigated a data corpus outside the
context of Indonesia.
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Although Indonesian PER research is still scant with regard to performing a thematic
analysis, we must admit that other aims related to Indonesian PER have made several efforts
in this area, particularly through the conventional method of content analysis on science
education [14], scientific literacy [15], teacher education [16], and learning media [17].
However, one may argue that conducting a thematic analysis through traditionally reading
and summarizing the vast amount of literature is inefficient. For instance, a recent study on
science education research reported by Faisal et al. [14] even argued that performing this
sort of analysis on a large number of articles was “tricky”, as mentioned in their introduction
of a paper about mapping the research trends in Indonesian science education research.
Hence, they considered that a content analysis approach on the keywords of proposed
titles of research grants was more doable to simplify their study. In their conclusion,
Faisal et al. [14] conceded that the selection of this method of keyword-based analysis was
problematic in representing the final state of research dissemination. The initial title of
the research grant was more likely to be improved after the work had been finished, and
either theoretical or methodological considerations may have made it possible for some
improvements to occur. Publication of their work might have slightly evolved from the
proposed title of the initial announcement of the research grant.

Furthermore, the traditional method of content analysis fails to satisfy the principle of
the distributional hypothesis of topics established by the linguistic field [18]. The nature of
research topics should demonstrate a mixture of words instead of a single keyword [19].
Consequently, the principle of thematic analysis needs several words to represent a lit-
erature topic. Therefore, the mixed membership idea and the distributional hypothesis
of topics should be consulted to shed more light on the analysis of literature topics. For
this reason, a new more efficient and significant method of thematic analysis should be
approached to complete our understanding about the literature topics.

Over the past few years, machine learning (ML) has rapidly become a powerful tool
to respond to the growing size of data emerging in the digital era. Textual data is one of the
data structures studied within this field. Natural language processing (NLP) is one of the
ML studies concerned with sets of texts. NLP proposes a method of thematic analysis to
extract our understanding of textual data based on a large collection of literature. Recent
studies by Odden et al. [20] have performed this sort of analysis towards Physics Education
Research Conference (PERC) proceedings [11] and Yun [12] towards the American Journal of
Physics (AJP) and the Physical Review Physics Education Research (PRPER). In this paper, we
extend these efforts to analyze Indonesian PER literature using the NLP algorithm. We have
performed one of the popular NLP algorithms, latent Dirichlet allocation (LDA) [21,22], to
automate a thematic analysis of Indonesian PER literature selected from the five longest
running international conference proceedings organized, peer reviewed, and published
by the Indonesian PER community between 2014 and 2021. Throughout the LDA topic
modeling, we have extracted eight characteristics of Indonesian PER topics and how those
topics have been developed within the field over a certain period.

Our contribution to this paper is intended to demonstrate the LDA algorithm in
Indonesian PER literature. It has the potential ability to help PER scholars extract valuable
information from the vast number of Indonesian PER literature. It inevitably could extract
the discovered Indonesian PER topics based on the nature of topics and their associated
rise and fall within the field over a certain publication time frame. This study then will be
guided by the following two research questions:

RQ1. Using LDA topic modeling towards the five Indonesian PER publications, what are
the topic characteristics studied between 2014 and 2021?

RQ2. How has the development of these topics occurred between 2014 and 2021?

The extracted Indonesian PER topics from this study are dedicated to enriching our
knowledge about research activities that have been attempted and suggesting areas of
further investigation. The demonstration of the promising analytic approach would be our
trigger to the wider academic publications within the Indonesian PER community.
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2. Theoretical Review

Thematic analysis is one type of literature research methodology used in collecting,
reviewing, summarizing, and synthesizing previous studies about specific domains [23].
Naturally, thematic analysis is established in the climate of qualitative inquiry. It is con-
structed, and has similarities, with other systematic procedures of qualitative analysis as
demonstrated by grounded theory, narrative analysis, interpretative phenomenological
analysis, and content analysis in analyzing personal experience about phenomena [24,25].
The early research practices of a literature review using thematic analysis is undertaken
through the constructivist paradigm that the researcher is the main actor in the data col-
lection and analysis [25,26]. Therefore, human-based analysis plays a vital role to conduct
the time-consuming literature review using traditional thematic analysis [27]. As briefly
discussed in the introduction above, this way encounters serious disadvantages when
the number of pieces of literature significantly increases [14]. It also has the potential to
make unstable findings, particularly those that are undertaken by novice researchers [28].
Snyder [23] even argues that traditional thematic analysis often produces a lack of thor-
oughness and rigor-specific methodology. Therefore, several researchers recommend the
enhancement of this conventional way to strengthen its robustness for literature reviews.
They propose automation technology [29], computational toolkit [30], as well as using
machine learning (ML) technology, as demonstrated by the current paper.

Natural language processing (NLP) is the subfield of ML studies that performs topic
modeling or text analysis from a set of documents. Broadly speaking, there are two types
of ML models, namely supervised and unsupervised algorithms. The supervised ML
model specifies a predetermined set of labels in fitting, predicting, or classifying the trained
subset of data. Conversely, unsupervised ML models do not specify the desired labels in
advance. Accordingly, in an unsupervised NLP model, we do not have a predetermined
set of results before processing the text analysis. They rather intend to extract latent entities
from a set of documents without knowing the desired results previously. Thereafter, this
technique naturally may be troublesome for the interpretation of extracted topics due to
the absence of predetermined labels. However, this disadvantage simultaneously often
occurred in common text analysis studies [31]. Therefore, NLP researchers must evaluate
their interpretations of the extracted topics through several procedures of evaluation metrics
explained in the subsequent methodological section of this paper.

Latent Dirichlet allocation (LDA) is a popular unsupervised NLP algorithm that has
been commonly used to extract the essence of diverse literature. Even though this text
analysis technique has been disadvantaged with some simplifications as explained above,
several fields have employed this method persuasively. Since Blei et al. [21] published their
LDA algorithm in 2003, LDA has been employed for several purposes such as analyzing
customers’ opinions in agricultural companies [32], commercial reviews [33], political
issues [34], and topics in online news portals [35]. Additionally, LDA also has been imple-
mented in the educational environment to analyze informatics engineering studies [36],
project reports [37], undergraduate theses [38], scientific papers [39], and online educational
resources [40,41]. Therefore, these numerous LDA implementations offer a promising tool
in many fields, including physics education research (PER). Recently, the LDA method has
been implemented for the subject of PER [11] in the analysis of large numbers of individual
papers from physics education research conference proceedings (PERC) [11]. However, this
previous attempt was intended to cover outside the Indonesian context. Thus, it can be
less representative for grasping the full knowledge about the development of Indonesian
PER studies. To enrich the insight into Indonesian PER development, we believe that
analyzing the Indonesian PER literature using the LDA algorithm could be the potential
contribution of our paper. Thus, it should be worthwhile since there is little known about
how our Indonesian PER community has been established and where we are going further
to develop our community.

Broadly speaking, LDA is a generative probabilistic model to analyze the latent topics
from a set of documents or the data corpus. Using topic modeling, the document is
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presented as a collection of latent topics and each topic is a collection of representative
words. The LDA algorithm can be used to identify the latent topics from a set of documents
by counting the word co-occurrence within the document. It then should conclude the
number of distinctive topics (K) based on a coherence measure, which is defined as how
well these topics “hang together” to represent the extracted latent topics [42]. After the
most representative model has been trained through the iterative findings of the optimum
setting of several parameters (discussed in the methods section), the LDA result will extract
the most representative words in each topic and the distribution of those topics within
the document. Eventually, we can interpret these distinct groups of words to understand
the properties of topics (RQ1). According to this LDA result, and by carefully reading the
content of representative documents, the term for each topic can be defined.

Mathematically, there are two matrices as the input and output of the LDA algorithm.
The entry of a matrix row represents the distribution of word co-occurrence, as illustrated
in Figure 1. The input matrix corresponds to the documents row (D) and the words column
(N) across the entire dataset (dimension D × N, D is the number of documents and N is
the count of words), termed as “document–word matrix”. Each entry of a document–word
matrix represents the count of words co-occurred in each document. This input matrix will
be modeled by the LDA algorithm to create two output matrices. They are a document–
topic matrix (θD) and a topic–word matrix (βK) (Figure 1) that distribute the previous
former document–word matrix using throughout a set of topics (T1:K). The document–topic
matrix (θD) corresponds to the document rows (D) and the topic columns (K) (size D × K,
D is the number of documents and K is the number of topics). The entries of a θD matrix
represent the co-occurrence of each topic within a single document. The topic–word matrix
(βK) corresponds to the topic rows (K) and the word columns (N) (size K × N, K is the
number of topics and N is the number of words). The entries of a βK matrix demonstrate the
count of representative words in each latent topic. The interpretation of the LDA algorithm
through this point of view is known as probabilistic matrix factorization, introduced by
Hoffman et al. [43].
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By the probabilistic matrix factorization, the LDA algorithm lies on three assumptions
that must be taken into consideration by the user. The first assumption is that LDA does
not consider the order of words in the analysis. Thus, it specifically disregards the nuance
of language for text analysis. Indeed, it merely considers the number of words within the
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document. Despite the existence of this major assumption, this is commonly assumed in
topic modeling studies. As proposed by Grimmer & Stewart [19], the principle of text
analysis is that “all quantitative models of language are wrong, but some are useful”.

The second assumption of LDA is that all documents should contain a mixture of
several topics rather than a single topic. Specifically, LDA believes in a mixed membership
model of a topic, rather than a single model of topic contained in the document [44].
Fortunately, we argue that this second assumption should lead to the impactful merit of
the LDA model in performing automated text analysis from the interdisciplinary nature
including PER studies. We typically investigate specific research problems in PER. We often
bring, share, and combine insights, theories, or methods from another related field. For
instance, research-based physics instructions are evaluated through the administration of
assessment tools validated in advance. In the interdisciplinary context, the PER community
should consult several resources from curriculum and instruction studies and the field of
educational measurement to support assessment validity.

The third assumption of LDA assumes that the representative words of a distinct topic
will be more likely to be mentioned than another word within the data corpus. Then, this
greater probability of a word in a topic means that that distinct word will tend to co-occur
more frequently in each topic. This assumption is known as the distributional hypothesis
of linguistics [18]. For instance, if the current topic of a document is “culinary recipes”,
the words belong to “food”, “ingredient”, “taste”, or “cook” will be more frequently co-
occurred rather than the less relevant words, i.e., “representation”, “mechanics”, “item”, or
even “conceptual understanding”.

3. Method

Our study involved three common steps of LDA topic modeling, as demonstrated in
Figure 2. In this section, we will explain the details of these stages consecutively.
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3.1. Collecting and Preprocessing the Data

In this step, we collected the PDFs by manually downloading the open access-based
articles from five international conference proceedings between 2014 and 2021. Collec-
tively, our dataset of Indonesian PER literature was sourced from 852 documents (~4 to
8 pages each). They were organized, peer-reviewed, and published by the Indonesian PER
community. We involved the most five leading academic meetings within the Indonesian
PER community including International Conference on Research, Implementation, & Education
of Mathematics and Science (ICRIEMS) (n = 152) [45–54], International Seminar on Science
Education (ISSE) (n = 220) [55–61], International Conference on Mathematics & Science Education
(ICMSE) (n = 125) [62–69], International Conference on Mathematics and Science Education
(ICMScE) (n = 291) [70–76], and International Conference on Mathematics and Science Education
(ICoMSE) (n = 64) [77–80] to best capture the landscape of the Indonesian PER character-
istics (RQ1) and their immediate development (RQ2). All those papers were published
in the Scopus indexed proceedings (Journal of Physics: Conference Series by Institute of
Physics (IOP) Publishing, Conference Proceedings by American Institute of Physics (AIP)
Publishing, Advances in Social Science, Education and Humanities Research by Atlantis
Press), and web-based repository of each conference hosted by the universities. Those
conferences inevitably had multidisciplinary topics with other STEM education research.
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Thus, we should ensure the downloaded file must be relevant to the PER aims only. In each
conference, there was a clear section in which to choose the PER cluster.

We decided to analyze those conference proceedings since they are the oldest interna-
tional conference organizers among the Indonesian Teacher Education Institutions (TEIs)
and even within the Indonesian PER community. Furthermore, most of the authors were
affiliated with several Indonesian TEIs and had various research experiences (graduate
students to PER experts), and somehow attracted a few authors from neighboring South-
east Asian countries. The nature of “international” conferences inevitably had to involve
non-Indonesian authors even if the conferences were organized by Indonesians. One can
argue that these led to the misinterpretation that the currently selected papers failed to
represent the Indonesian PER landscape. Nonetheless, this perception should be invalid if
we remember that they are organized, peer-reviewed, and published by Indonesian PER
scholars or even discussed and presented during a parallel session in the seminar. More-
over, the representation of authors affiliated as Indonesian was still the largest group from
the data corpus. The contribution of authors from neighboring countries cannot be avoided
since they could implicitly influence the development of the established Indonesian PER
literature. Hence, there would be a likelihood that these overseas authors could inspire us
and they are cited by the Indonesian PER scholars in their papers.

Furthermore, the authors of those publications came from outside of the organizing
committees and from several regions of Indonesia hence it could represent a wider snapshot
of Indonesian diversity. Additionally, those articles had also been peer-reviewed through-
out using robust processes until the accepted decision was endorsed by the committee of
publication. This criterion applied to our dataset should satisfy the eligibility standards
for publications within the Indonesian PER community. We must admit that the selected
proceeding papers analyzed in this paper could be arguable among other potential papers
in Indonesian PER literature, i.e., other conferences or even academic journals. We see,
however, the promising area of these other Indonesian PER literature that can be engaged
in future thematic analysis studies.

After the articles had been gathered, we extracted the PDFs as a collection of words in
each document using the “pdfminer” library within the python programming language.
Then, we followed the common steps of data cleaning processes using the “nltk” library [81]
which were admittedly time-consuming processes in the text analysis study [82]. First, we
checked the downloaded files to ensure that they were in a good condition to be scraped
as plain texts. Second, we removed the section headers (‘Abstract’, ‘Keywords’, ‘Figure’,
‘Introduction’, ‘Table’, ‘Method’, ‘Conclusion’), authors’ names, affiliations, references,
and acknowledgment sections (if any) from the individual PDFs. Third, we deleted the
numbers, symbols, punctuations, and stopwords based on the English vocabulary using
the “nltk” library. Finally, the preprocessed texts were tokenized into a list of single words
in each document as our document-word matrix (see Figure 1).

After that, we employed the “gensim” library [83] for lemmatizing and finding the
bigrams. Lemmatization is the procedure to find the stem of some words in favor of
the same meaning. For instance, “student” and “students” in the previous tokenized
results should be lemmatized as “student”. We then looked for the frequently mentioned
pairs of words within the dataset, bigrams. For instance, “conceptual understanding”,
“problem solving” “scientific approach”, “critical thinking”, and so on (see more examples
in Table 1). Bigrams should be combined by an underscore connecting the tokens. Finally,
we had a “bag of words” containing 199,578 raw words and bigrams with 10,109 unique
words. The tenth most frequent words in this current unfiltered data corpus are illustrated
in Figure 3 below with their word frequency and fraction in each document (division
between frequency and total of documents). The top five words that often co-occurred
through our data corpus are “student”, “learning”, “physic”, “skill”, and “concept”. These
representative words demonstrate the scope of PER literature has been satisfied in our
dataset. Nevertheless, these frequent words should be filtered to make for more efficient
computing time and to make the extracted PER topics more distinct.
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Table 1. Characteristics of the Indonesian PER topics based on their most representative words.

Topic Number Top 10 Representative Word Weight Topic Name

1

critical_thinking
st_century
ability
creative_thinking
information
technology
data
communication
creativity
need

0.053
0.025
0.020
0.016
0.014
0.012
0.011
0.011
0.010
0.008

21st-century skill

2

test
assessment
instrument
item
level
question
ability
measure
development
analysis

0.053
0.036
0.032
0.019
0.017
0.014
0.013
0.012
0.009
0.008

Assessment

3

scienc
eeducation
scientific_literacy
thinking_skill
thinking
ability
school
knowledge
scientific
level

0.034
0.019
0.015
0.013
0.012
0.012
0.012
0.012
0.010
0.009

Interdisciplinary aspect of
physics education

4

misconception
understanding
representation
conception
conceptual_understanding
scientific
level
phenomenon
difficulty
science

0.031
0.030
0.017
0.010
0.010
0.010
0.009
0.009
0.009
0.008

Conceptual understanding

5

model
activity
science_process
inquiry
achievement
class
science
learning_outcome
scientific
knowledge

0.032
0.021
0.018
0.011
0.011
0.010
0.010
0.010
0.009
0.008

Research based instruction
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Table 1. Cont.

Topic Number Top 10 Representative Word Weight Topic Name

6

problem
problem_solving
ability
knowledge
solve_problem
improve
understanding
problemsolving_skill
approach
model

0.035
0.028
0.023
0.012
0.011
0.010
0.010
0.009
0.009
0.009

Problem solving

7

medium
development
material
technology
use
education
online
school
teaching_material
module

0.037
0.022
0.021
0.017
0.016
0.010
0.009
0.008
0.008
0.008

Educational technology

8

experiment
course
laboratory
motion
method
experimental
tool
practicum
understanding
activity

0.020
0.013
0.012
0.010
0.010
0.009
0.009
0.008
0.007
0.007

Physics laboratory
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Before we model the bag of words using the LDA algorithm, the next filtering processes
for the most frequent and the rarest words should be followed. These words make our
topical results difficult to identify. We want to discover unique terms to distinguish the
research topics. Thus, the following step of data filtering was removing the most frequent
words, and the rarest words that co-occurred within the bag of words. This removal action
should be substantially noticed because the most-mentioned words might obscure the
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character of the topic studied in the literature. Our extracted topics should be concerned
with the most specific words rather than the most frequent words. Thereafter, removing
the rarest co-occurring words would also make our dataset more efficient. The larger size
of the data corpus with many noises (typos, names, locations, specific terms) would extend
the running time of the LDA algorithm, hence the process will become inefficient. Several
selections of the filtering parameters should be evaluated to achieve the optimum coherence
value (described below). This process should be exhaustively repeated to ensure the most
representative topics with the optimum coherence measure. A detailed description of the
coherence measure will be explained in the next subsection.

In this paper, we elected to exclude the most frequent words whose frequency was
greater than 55% within the dataset. Furthermore, we also excluded the rarest words whose
frequency was less than eight times within the data corpus. They were selected based on
several evaluation processes to obtain the most optimum coherence measure. Admittedly,
this selection was also inspired by the previous practices of thematic analysis by Odden,
et al [11]. Obviously, it eliminated a substantial number of unique words and bigrams,
approximately 7724 words. Then, we had the cleaned data as many as 2385 total words
and bigrams for the next LDA analysis. This was actually a huge number of removals, but
they did not contribute towards distinguishing the specific description of a topic [82]. As
explained above, this filtered dataset would make the modeling time of the LDA algorithm
more efficient since it would mathematically reduce the dimension of the LDA matrices
(see Figure 1). These filtering processes decreased the size of our dataset from 10,109 to
2385 unique words and bigrams (see Figure 4). These filtered versions of the dataset
determined the final LDA model of the Indonesian PER topics which were evaluated by
multiple iterative modeling processes based on the mixtures of the number of topics (K),
hyperparameter α, and random initialization (seed number) to obtain the most coherent
topics within the literature. Furthermore, these topics must be qualitatively evaluated by
PER experts to strengthen the solid topical description based on their experiences.

Data, 2022, 7, x FOR PEER REVIEW 10 of 42 
 

Before we model the bag of words using the LDA algorithm, the next filtering pro-
cesses for the most frequent and the rarest words should be followed. These words make 
our topical results difficult to identify. We want to discover unique terms to distinguish 
the research topics. Thus, the following step of data filtering was removing the most fre-
quent words, and the rarest words that co-occurred within the bag of words. This removal 
action should be substantially noticed because the most-mentioned words might obscure 
the character of the topic studied in the literature. Our extracted topics should be con-
cerned with the most specific words rather than the most frequent words. Thereafter, re-
moving the rarest co-occurring words would also make our dataset more efficient. The 
larger size of the data corpus with many noises (typos, names, locations, specific terms) 
would extend the running time of the LDA algorithm, hence the process will become in-
efficient. Several selections of the filtering parameters should be evaluated to achieve the 
optimum coherence value (described below). This process should be exhaustively re-
peated to ensure the most representative topics with the optimum coherence measure. A 
detailed description of the coherence measure will be explained in the next subsection. 

In this paper, we elected to exclude the most frequent words whose frequency was 
greater than 55% within the dataset. Furthermore, we also excluded the rarest words 
whose frequency was less than eight times within the data corpus. They were selected 
based on several evaluation processes to obtain the most optimum coherence measure. 
Admittedly, this selection was also inspired by the previous practices of thematic analysis 
by Odden, et al [11]. Obviously, it eliminated a substantial number of unique words and 
bigrams, approximately 7724 words. Then, we had the cleaned data as many as 2385 total 
words and bigrams for the next LDA analysis. This was actually a huge number of remov-
als, but they did not contribute towards distinguishing the specific description of a topic 
[82]. As explained above, this filtered dataset would make the modeling time of the LDA 
algorithm more efficient since it would mathematically reduce the dimension of the LDA 
matrices (see Figure 1). These filtering processes decreased the size of our dataset from 
10,109 to 2385 unique words and bigrams (see Figure 4). These filtered versions of the 
dataset determined the final LDA model of the Indonesian PER topics which were evalu-
ated by multiple iterative modeling processes based on the mixtures of the number of 
topics (𝐾𝐾), hyperparameter 𝛼𝛼, and random initialization (seed number) to obtain the most 
coherent topics within the literature. Furthermore, these topics must be qualitatively eval-
uated by PER experts to strengthen the solid topical description based on their experi-
ences. 

 
Figure 4. Distribution of words co-occurrence after the filtering process to the most frequent and the 
rarest words. 

 

Figure 4. Distribution of words co-occurrence after the filtering process to the most frequent and the
rarest words.

3.2. Modeling the Indonesian PER Topics through the LDA and Evaluating the Results

After the cleaned dataset had been served, we maintained it as a “pickle” file. There-
fore, it could be imported directly without running the former code of data preprocessing
and filtering processes. In this step, we conducted the iterative LDA modeling of the data
corpus. The unsupervised nature of LDA requires us to manage several procedures of
the evaluation process to find the final and the most representative LDA results. We must
guarantee that their results make sense and do not deviate significantly based on the actual
story of the research practice within the Indonesian PER field. In practice, users often imple-
ment one or multiple methods of evaluation to examine the LDA results [19,31,84]. Several
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pieces of literature have described some possible methods of evaluation. Accordingly, this
study considered two choices of evaluation methods from the literature i.e., coherence score
and face validity. In this subsection, the iterative processes of tuning the final LDA model
are described through these two evaluation processes.

3.2.1. Coherence of Descriptors in Identified Topics

Essentially, the coherence value is defined as an external evaluation metric of how
mixed the descriptors (the most representative words) are in each topic. In other words,
this measure quantifies whether these descriptors in each topic have supported each other
to represent the topics. Basically, this is recommended by the distributional hypothesis of
linguistics which believes that there must be some central words in a certain topic. The set
of words in a single topic will occur differently in another topic [18,31]. Hence, this will
measure how we can distinguish the extracted topics from the diverse set of words within
the data corpus. Coherence values will be normalized between 0 and 1. The LDA results
can be concluded as “more coherent” when it raises a higher value and is near unity [42].
The best value of coherence will determine the final set of filtering processes above and
several hyperparameters that will be tuned in training the best LDA result.

Several hyperparameters that should be tuned during the iterative process of LDA
modeling are the alpha (α), random seed number, and the number of topics (K) [42]. Alpha
is a hyperparameter that determines the relative “mixedness” of topics extracted by LDA.
Moreover, the previous study has considered the potential issue during the training of
LDA model, namely the random initialization seed [11]. It could cause a significantly
different set of topics extracted from a single LDA model. Therefore, the LDA results
are recommended to be interpreted from multiple random seed numbers. To find the
most optimum model based on the coherence measure, we should train a high amount
of LDA model in considering the mixtures of different numbers of topics (K), alpha (α),
and random seed number. In this study, we selected a mixture of eleven numbers of topics
(4 to 14), five alpha values (1, 5, 7.5, 10, 12.5), and ten selected different seed numbers.
The different seed numbers were inspired by the method of repeated measurement in the
physics laboratory [85]. The calculation of coherence values is represented by the moving
dots in Figure 5 around the average coherence value (red dot). From these combinations,
we trained 550 LDA models represented by the spread of coherence values in Figure 5.
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Using an elbow plot, Figure 5 is provided to summarize the behavior of our LDA
model within these combinations. The spread of white dots in this figure are the varying
coherence values within a single LDA model of a certain number of topics. Our obtained
coherence values are between 0.31–0.42 as an acceptable measure for the results of the LDA
model reported by the previous studies [11,12,20]. The red marker visualizes the average
value from the variation of each K-value and their respective standard deviations. To
determine the best selected parameters for the final LDA model, we employed the “elbow”
method as suggested by the previous literature [31]. The best model would be diagnosed
by the flat pattern from the elbow plot in Figure 5. We can see that coherence values are
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greater with the increased number of topics and there is a leveling off pattern between
six to 10 topics. This pattern can be an indication of diminishing returns. Based on these
results, we choose the center of this range, K = 8, as our selection of the number of topics
(K) for our final LDA model. This selection should be accompanied by the subsequent face
validity from the PER experts to empower its representativeness within the literature.

3.2.2. Evaluating the Face Validity to the PER Experts

Face validity is a procedure to qualitatively evaluate the LDA results from the PER
experts that are experienced with the established PER publications within the community.
This will make sure the representativeness of our results based on their expertise and
experience [86]. More technically, face validity requires experts who are familiar with the
publication of the Indonesian PER field to judge how coherent the LDA results are based
on their expertise, knowledge, and experience [31]. The second author of this paper is
a professor in the Indonesian PER field with more than 20 years of research experience,
particularly in the assessment and evaluation of physics problem solving and higher
order thinking skills (HOTS). The third author of this paper is an associate professor of
electrical engineering that has more than 20 years of research and teaching experience in
programming language and artificial intelligence (AI) studies. These two authors confirmed
the extracted topics that have been analyzed using the LDA algorithm. The second author
presents to interpret the PER aspect and the third author contributes to guaranteeing our
LDA algorithm in extracting the PER topics reported by this paper.

3.3. Answering the Research Questions Based on the Final Trained LDA Model

After the final LDA model has been trained to the most optimum coherence value,
it will show the topical results derived from the data corpus. The aim of our study is
to answer the two proposed research questions based on the most representative LDA
model. This topic modeling results (see the next section) are then interpreted either to
answer the proposed research question of the study or to re-evaluate the optimum model
during the LDA training. The final model was trained from multiple phases of trial and
evaluation toward different tuning of parameters described above. These processes should
be exhaustively iterated in accordance with the most coherent results. After we discovered
the coherence has been optimum, the final tuning of the LDA model would be selected.

In RQ1, the interpretation of the LDA model was explained in two ways. First, LDA
results were understood by carefully examining the most representative words in each
topic. In Table 1, we provide the top ten words of each topic. Our interpretation of
these would be confirmed when these words have made sense based on the face validity.
Accordingly, we can enumerate these results as eight research themes. Second, once the
name of distinctive Indonesian PER topics had been determined, we then performed the
subsequent strengthening interpretations to explore the most influential papers in each topic
(see Table 2). In this table, we merely provide the five best representative papers of each
topic to maintain the readability of this paper. In fact, we considered fifty representative
papers in each topic to further study the characteristics of eight Indonesian PER topics.
This analysis was necessary to obtain the next face validity to the extracted topics as well as
to define the clear definition of the topic. Thereafter, the final terminology of each topic was
decided according to these two steps of consideration. In RQ2, the evolution of each topic
between 2014 and 2021 was measured by the “prevalence” parameter. In this study, the
prevalence was defined as the percentage of each topic in each year within the collection
of the annual documents [11]. A highly prevalent topic may be greatly studied in certain
years but less focused on in other years. Eventually, it will illustrate the clear evolution of
Indonesian PER studies for seven years that have been attempted. These results visualized
what has been worked on by the Indonesian PER community and the potential room for
future studies that could be addressed in the further journey.
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4. Results
4.1. Characteristics of the Indonesian PER Topics between 2014–2021 (RQ1)

A final trained LDA model was employed to describe the characteristics of eight
distinct Indonesian PER topics. They are reported in Table 1 with their representative set of
words and in Table 2 with their representative set of papers in each topic as our baseline
to interpret the LDA results and to understand how the Indonesian PER community has
attempted the academic works. In this section, we will describe them in a consecutive way
with supplemental interesting visualization in Figure 6 below.
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Figure 6. This figure is designed interactively thus if we select one of these thirty most salient
words, we will obtain certain influential topics that are highly constituted by this word. This is
the implementation of the distributional hypothesis of linguistics performed by the LDA algorithm.
For instance, if we select “critical_thinking”, this figure will make the zoomed bubble in the largest
circle of topic 1 (21st century skill), smaller one of topic 3 (an interdisciplinary aspect of PER), and
several tiny dots in other topics. It can illustrate that these zoomed topics (topic 1 and topic 3) have
closely connected to each other and small dots at other topics have little connection to these topics. In
this example of “critical_thinking”, Indonesian PER researchers approached this skill as influential
as 21st century skill and other interdisciplinary factors. (1 Salience measure is calculated based on
Chuang, et al. [87]).

As the first procedure of interpretation, we should initially notice the most representa-
tive words and weights of each topic number in Table 1. Essentially, the LDA results have
no results about the research themes extracted from the literature. In practice, we situate
Table 1 as being read from the left column to produce our interpretation of the topical name
in the right column. It is implied that the right column of Table 1 is produced by the left
part of the results. Our topic weights were probabilistic representations of each word in
each topic which will become more relevant once the value is greater than a certain topic.
Our findings report the spectrum of topic weights between 0.8% and 5.3%, which was
also reported as acceptable measures by previous studies [11,20]. The order of the topic
number is arranged based on the greater weight that represents how mixed the topic is
within the literature.
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Using the “pyLDAvis” library provided by the python programming language, the
relationship among the Indonesian PER topics can be determined in Figure 6. In this study,
we characterized eight distinct Indonesian PER topics studied between 2014 and 2021. The
size of the displayed bubble in Figure 6 represents the most influential research theme
within the Indonesian PER literature, namely “educational technology”. The distance
between the bubbles articulates the relative relationship of the topical results within a
set of documents. We relatively found clear differences among the eight Indonesian PER
topics produced in Figure 6. Even though “educational technology” has attracted the
greatest focus of Indonesian PER scholars, it must be noted that the inter-topic distance
map is constructed based on the multidimensional scaling of principal components (PC)
emerging in the corpus. It is often assumed that it can be projected as a two-dimensional
figure, as presented in Figure 6. Through this simplified visualization, we are assisted in
illustrating the inter-topic relation that could be present among the emergent topics. This
can be translated as the interdisciplinary nature of PER studies, as explained above.

Obviously, this will lead us to understand the disciplinary network that emerged
within the PER community. Topic 2 (assessment) is closely correlated with topic 6 (problem
solving). We suspect that this pattern is produced because the Indonesian PER scholars
tended to develop and administer measurement tools to promote one form of students’
performance, namely problem solving. Topic 2 (assessment) is also closely located with
topic 5 (research-based instruction). It can be understood as the necessary evaluation
metric after the implementation of several transformed physics learning within the PER
community. Assessment must be required to measure the extent to which our physics
learning reforms have effectively improved the students’ learning process. To complement
these aims, several students’ performances from the national call of Indonesian curriculum
are presented around these topics, including topic 1 (21st century skill) and topic 3 (an
interdisciplinary aspect of physics education). In the next description, we will understand
why this 21st century skill is connected to topic 6 (problem solving). This skill is one factor
that should influence the critical and creative thinking of students as well as scientific
literacy promoted by an interdisciplinary aspect of physics education. The advancement of
technological development recently encourages students to contribute more to perform
more sophisticated modern learning in 21st century society. These five topics can be clus-
tered in quadrant I (positive x axes, and positive y axes) with their shorter relative distance
from each other rather than the remaining topics, i.e., topic 4 (conceptual understanding),
topic 7 (educational technology), and topic 8 (a physics laboratory). The separated relative
distance from the quadrant I topics can be understood as the uniqueness of these topics
within the analyzed literature.

The greater weight of the most representative words in Table 1 represents the more
mixed the topics should be within the literature. Nevertheless, instead of Table 1, we
recommended that one must interpret based on the most representative papers in each
topic as further presented in Table 2. We admit that Table 1 can be troublesome since
there are likely disconnected words of a topic, particularly in the case of small weights
and making the interpretation trickier. Therefore, we supplement it by qualitatively cross-
checking the content of the most representative papers on each topic in Table 2. This manner
of literature reading is different from a traditional content analysis that was approached
by the previous Indonesian author in [13–17]. Instead, we were aided by the topical
results from Table 1, thus we merely explored the characteristics of each topic based on
our clustered understanding in Table 1. In Table 2, we provide the prevalence, which is a
quantitative measure of how mixed the paper is within a certain topic. For example, the
0.875 prevalence of Supahar’s paper [88] in Table 2 articulates that it is composed of 87.5%
of the assessment topic and the remaining values are lasid on the other mixture across
all other topics. After the presentation of these tables, we detail the distinctive ways to
differentiate the Indonesian PER topics that consider our results in Tables 1 and 2. This will
justify the reason for which we interpret LDA results towards eight Indonesian PER topics.
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Table 2. Representative articles, author, year, respective conference, and prevalence in each Indone-
sian PER topic.

Topic Article Author Year Conference Prevalence

21st century skill

Profile of students’ critical thinking ability in
project-based learning integrated science
technology engineering and mathematics

Eja, Ramalis, &
Suwarma [89] 2019 ICMScE 0.812

Gender differences in digital literacy among
prospective physics teachers Rizal, et al. [90] 2020 ICMScE 0.799

Profile of senior high school in-service physics
teachers’ technological pedagogical and content
knowledge (TPACK)

Masrifah, et al. [91] 2018 ICRIEMS 0.776

Developing creative thinking skills of STKIP
weetebula students through physics crossword
puzzle learning media using eclipse crossword app

Anggraeni & Sole [92] 2019 ICMScE 0.771

Evaluation of critical thinking skills of class x high
school students on the material of Newton’s laws Febriana & Sinaga [93] 2020 ICMScE 0.759

Assessment

Applying content validity ratios (CVR) to the
quantitative content validity of physics learning
achievement tests

Supahar [88] 2015 ICRIEMS 0.875

An eight-category partial credit model as very
appropriate for four-tier diagnostic test scoring in
physics learning

Istiyono, et al. [94] 2021 ISSE 0.873

Developing of Bloomian HOTS Physics Test:
Content and Construct Validation of The
PhysTeBloHOTS

Istiyono, Dwandaru,
Muthmainah [95] 2019 ICRIEMS 0.866

Instrument test physics-based computer adaptive
test to meet the Islam economic community
literature review

Ermansah, et al. [96] 2016 ISSE 0.861

Implementation of Item Response Theory at Final
Exam Test in Physics Learning: Rasch Model Study Asriadi & Hadi [97] 2020 ISSE 0.858

Interdisciplinary
aspects of
physics
education

Mapping of professional, pedagogical, social, and
personal competence of senior high school physics
teachers in Yogyakarta special region

Jumadi, Prasetyo, &
Wilujeng [98] 2014 ICRIEMS 0.772

Analysis of Scientific Literacy Through PISA 2015
Framework

Arsyad, Sopandi, &
Chandra [99] 2016 ICMScE 0.766

Shifting attitude from receiving to characterization
as an interdisciplinary learning toward ecological
phenomena

Napitupulu, et al. [100] 2017 ISSE 0.735

Promoting metacognition and students’ care
attitude towards the environment through
learning physics with STEM

Rahzianta &
Purnama [101] 2016 ISSE 0.708

Analysis of senior high school students’ higher
order thinking skills in physics learning

Maulita, Sukarmin, &
Marzuki [102] 2018 ICRIEMS 0.690

Conceptual
understanding

Alternative conception of high school students
related to the concepts in the simple electric circuit
subject matter

Wardiyah, Suhandi, &
Samsudin [103] 2018 ICMScE 0.879

Identification of student misconception about
static fluid

Setiawan, Saputra, &
Rusdiana [104] 2018 ICMScE 0.874

External representation to overcome
misconception in physics Handhika, et al. [105] 2015 ICMSE 0.870

Teachers, pre-service teachers, and students
understanding about the heat conduction

Anam, Widodo, &
Sopandi [106] 2018 ICMScE 0.869

Identify students’ conception and level of
representations using five-tier test on wave
concepts

Wiyantara, Widodo, &
Prima [107] 2020 ICMScE 0.849
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Table 2. Cont.

Topic Article Author Year Conference Prevalence

Research based
instruction

The effectiveness of local culture-based physics
model of teaching in developing physics
competence and national character

Suastra [108] 2015 ICRIEMS 0.846

Cooperative learning model design based on
collaborative game-based learning approach as a
soft scaffolding strategy: preliminary research

Nurulsari, Suyatna,
Abdurrahman [109] 2016 ICMScE 0.783

Effect of free inquiry models to learning
achievement and character of student class XI Kaleka [110] 2018 ICRIEMS 0.773

Training students’ science process skills through
didactic design on work and energy

Ramayanti, Utari, &
Saepuzaman [111] 2017 ICMScE 0.769

The effects of cooperative learning model think
pair share assisted by animation media on learning
outcomes of physics in high school

Astra, Susanti, &
Sakinah [112] 2019 ICMScE 0.765

Problem solving

The effect of e-learning based worksheet to
improve problem solving ability of senior high
school students

Septiyono, Prasetyo, &
Ihwan [113] 2020 ISSE 0.812

The analysis of students’ problem-solving ability
in the 5e learning cycle with formative
e-assessment

Yuliana, et al. [114] 2019 ICoMSE 0.797

The development of physics e-book based on
contextual teaching and learning to increase
student problem-solving skill

Fitriadi, Latumalukita, &
Warsono [115] 2021 ISSE 0.791

Improving students’ problem-solving skills
through quick on the draw model assisted by the
optical learning book integrated the Pancasila

Himawan &
Wilujeng [116] 2019 ISSE 0.785

Profile of problem-solving ability of Islamic senior
high school students on momentum and impuls

Sakti, Wilujeng, &
Alfianti [117] 2021 ISSE 0.766

Educational
technology

Developing whiteboard animation video through
local wisdom on work and energy materials as
physics learning solutions during the covid-19
pandemic

Anggraini, et al. [118] 2020 ISSE 0.874

Android-based carrom game comics integrated
with discovery learning for physics teaching

Rahayu, Kuswanto, &
Pranowo [119] 2020 ICRIEMS 0.864

Development of physics mobile learning media in
optical instruments for senior high school student
using android studio

Aji, et al. [120] 2019 ISSE 0.843

Smartphone-based learning media on microscope
topic for high school students Nadhiroh, et al. [121] 2020 ISSE 0.831

Android for the 21st century learning media and
its impact on students Adi, et al. [122] 2016 ISSE 0.825

Physics
laboratory

Simple vertical upward motion experiment using
smartphone based phyphox app for physics
learning

Janah, Ishafit, &
Dwandaru [123] 2021 ISSE 0.865

The Atwood machine experiment assisted by
smartphone acceleration sensor for enhancing
classical mechanics experiments

Listiaji, Darmawan, &
Dahnuss [124] 2020 ICMSE 0.853

Development of sound wave experimentation
tools influenced by wind velocity Maisyaroh, et al. [125] 2019 ISSE 0.840

Analysis of simple harmonic spring motion using
tracker software Mu’iz, et al. [126] 2017 ICMScE 0.827

Real laboratory-based learning using video tracker
on terminal velocity

Ristanto, Novita, &
Saptaningrum [127] 2016 ISSE 0.824

4.1.1. Topic 1: 21st Century Skills

This topic is the most mixed cluster based on the descending order of the weight
measures of topical results. Promoting 21st century skills is discovered as the main con-

130



Data 2022, 7, 147

cern from papers published within the Indonesian PER community. Keywords including
“critical_thinking”, “creative_thinking”, and “communication” are several components of
students’ performances in 21st century learning. Students are expected (refers to “need”)
to grasp the well-known four components of 21st century learning skills (4Cs) [128]. Ad-
ditionally, the abundance of digital technology in the past few decades encourages our
physics educators to approach their physics learning with digital platforms represented by
the terms of “information”, “data”, and “technology”. It is undoubtedly also connected
with the focus of the seventh topic below (educational technology). The vast development
of the digital age during this century motivates physics educators to be concerned in this
area. Therefore, this topic could be stated as the most influential party and increasingly
takes much attention within the Indonesian PER literature for the past few years.

The research questions studied under the 21st century skill topic are predominantly
made up of several categories: technological developments for physics learning and lab-
oratory reforms in promoting 21st century skill [92,129–140], small- to large-scale survey
in evaluating physics learner performance on this skill [89,90,141,142], correlational study
toward another form of students’ performance [143–145], and designing measurement
tools to probe this skill on physics learning and instruction [146–150]. One could con-
sider that this vast amount of literature is closely connected with other topics discussed
below. For instance, technological development in this topic overlaps with the seventh
topic (educational technology), and the emergence of physics laboratories in this topic
is closely connected with the eighth topic (physics laboratory), and obviously with the
second topic (assessment). Nevertheless, we argue that the uniqueness of the current topic
is underlined by the focused aims to address the modern idea of 21st century learning. It
promotes 21st learner skills including creative thinking [92,137–139,143,144,146,150], criti-
cal thinking [89,131,134,142,143,145–148,150,151], collaborative problem solving [130], data
literacy [132,133,135,136], and digital literacy [90,152]. Moreover, Indonesian PER scholars
are also attracted to approaches beyond high school physics instruction. Several studies
have attempted to support pedagogical competence for professional physics teachers [153]
or even prospective physics teachers [90,154–157]. These efforts can be made to ensure the
physics educator as a mastermind of the physics classroom has to collectively support the
intention of 21st century physics learning. Thus, they are expected to engage with this
vision in physics learning responsively.

4.1.2. Topic 2: Assessment

This topic focuses on developing, validating, and disseminating measurement tools
that are needed in performing assessments throughout the physics learning process and
evaluating research-based instructions within the PER community. It is composed of several
representative words for which we designed and developed measurement tools including
“test”, “instrument”, “item”, “question”, and “measure”. These tools are disseminated to
define the quantitative measure of “ability” within physics learning or students’ perfor-
mance in physics classrooms. Moreover, several modern measurement theories including
item response theory and Rasch modeling are mainly discussed by the Indonesian PER
members within this topic. The emergent “level” keyword can be related to the other
topics below, particularly with the third and fourth topics of our topical results. It could
articulate several assessment concerns to factors that were mainly highlighted on students’
performance within the Indonesian PER community.

In this second topic, several measurement tools have been developed and dissem-
inated within the Indonesian PER community. They are comprised of performance
tests and diagnostic tests. Performance tests are designed to measure diverse forms of
students’ performance on physics learning, including cognitive test [97], higher order
thinking skills (HOTS) [95,158,159], critical thinking skill [160], representation [161–166],
data literacy [167], digital literacy [168], science process skills [169,170], problem solving
skills [171,172], inductive thinking [173], visual literacy [174], communication skills [175],
analytical thinking skills [176], and scientific literacy [177]. Moreover, several diagnos-
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tic tests are also established by the Indonesian PER authors to detect potential students’
misconceptions [178–182], lack of representation ability [183–185], lack of higher order
thinking skills (HOTS) [186], lack of critical thinking skills [160], lack of problem-solving
skills [184], lack of data literacy [187], as well as the lack of understanding throughout
astronomy class [188]. On the other hand, one can argue that this topic seems to be similar
to the other extracted topics currently discussed. For instance, in this topic, we discover that
several research-based assessments (RBAs) are addressed to measure 21st century skills.
They are critical thinking, data literacy, digital literacy, and problem solving. Additionally,
the same set of physics learning skills emerged as discussed further in the third topic (an
interdisciplinary aspect of PER) and the fifth topic (problem solving). We argue that this
second topic can be distinguished from other topics in its focus on the dissemination of
the robust methodology to design, examine, and evaluate the developed measurement
tools for physics education. Several validity studies have been introduced including con-
tent validity [88], factor analysis [175], Rasch model [97,188–191], and engaging modern
measurement theory of dichotomous and polytomous response model [94,192] from item
response theory (IRT). Additionally, our RBAs are designed through several mediums in-
cluding computer aided tests [160,193], computerized adaptive tests [194], two- to six-tiered
tests [160,180–182,188], and other forms of the test let [195].

4.1.3. Topic 3: Interdisciplinary Aspect of Physics Education

The topic of 21st century skill guides the Indonesian PER scholars to a focus on
the interdisciplinary aspect of physics learning. Physics can be studied as an integral
part of science, engineering, technology, and mathematics (STEM) education. Physics
should be taught to understand complex understanding about contextual phenomena.
The phase of the 2013 Indonesian curriculum oriented the physics teachers to engage
the philosophy of “scientific approach” in their learning [196]. Due to our dataset being
drawn from 2014 to 2021 literature, it is reasonable when this topic can be situated to
address the implementation of this ongoing curriculum. We enumerate this topic as an
interdisciplinary aspect since the nature of physics education during this timeframe should
involve an “integrated” understanding of science. Physics is closely connected with other
STEM subjects such as mathematics, biology, and chemistry. The terms “science” and
“education” can emerge within this topic due to most of the Indonesian PER studies
believing that their physics learning should be adjusted to solve contextual phenomena
using physical knowledge supplementing with another scientific knowledge. For instance,
Napitupulu, et al. [100] engage ecological phenomena assumed as crucial factors to which
physics education should address. Moreover, physics education can be transformed to
harness moral values about the environmental aspects of the ecological issue. Using a
metacognitive framework, Rahzianta and Pratama [101] support the previous idea of
Napitupulu, et al. [100] that physics education can foster the value of awareness toward
environmental attitude. Through physics instruction, students were also expected to be
critically aware of the challenge about the integrated issue of science education.

Essentially, the 21st century skill topic above inevitably correlates to this movement
in preparing physics students to face the future complex challenge of their modern real
world. Students are expected to acquire several skills that they learn through physics
learning in terms of scientific literacy (refers to keywords “scientific_literacy”, “knowl-
edge”, “scientific”), higher order thinking skills (HOTS) (refers to “thinking_skill” and
“higher_order”) [197–199], and another form of “thinking” processes [200–206]. Research
movements on scientific literacy in this topic can be driven by the international announce-
ments of Programme for International Student Assessment (PISA) assessment for Indonesian
secondary students [207–217]. PER members are one of discipline-based education research
(DBER) on STEM education (refers to keywords “science”, “education”, “school”) that
is responsible for this duty call in improving students’ performance on PISA results. In
addition to the focus of this topic, the keyword of “thinking_skill” is particularly relevant
to “higher_order” in the eleventh rank of representative words in this topic, nevertheless, it
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could not be shown in Table 1. Higher order thinking skills (HOTS) are also considered
as part of other students’ performance that are associated with other factors including
scientific literacy and the first topic (21st century learning skills) [218,219]. Furthermore,
unique findings from the Indonesian PER literature are discovered in promoting character
values through physics education [220–223].

4.1.4. Topic 4: Conceptual Understanding

This topic is relevant to the previous results in Docktor and Mestre’s [9] synthesis
results of international PER literature for several decades. The earliest movement of
PER literature underlined conceptual understanding as fundamental for physics learning.
Docktor and Mestre [9] place this topic as the first theme of their thematic results. Our
findings can be different from the results reported by Docktor and Mestre [9] since our
conceptual understanding is discovered as the fourth topic. As previously described, the
Indonesian PER community is encouraged mostly to the first topic (21st century skills) due
to the national call for a scientific approach curriculum (2013 curriculum). Nevertheless,
conceptual understanding could not be ignored from the Indonesian PER development.
Indeed, we must admit that this topic is still imperative for physics learning among
the other students’ thinking skills and problem solving skills formerly mentioned. The
name of conceptual understanding could be concluded in this topic because there are
several representative keywords in Table 1 including “misconception”, “understanding”,
“conception”, and obviously the bigram of “conceptual_understanding”. Using the LDA
topic modeling, Yun [12] also recognized this current topic as an “introductory physics”
theme in their results toward data corpus from The American Journal of Physics (AJP) and
Physical Review Physics Education Research (PRPER). The keyword “conceptual” in Yun’s
results emerged in the first theme extracted from the AJP dataset.

Furthermore, “representation” of students’ understanding is considered as a specific
form of conceptual physics understanding [9,11]. Odden et al. [11] even discovered “rep-
resentation” as their first topical results extracted from the same methodology of LDA
algorithm. The term “difficulty” in conceptual understanding is also studied in our result.
Likewise, other interdisciplinary aspects of physics understanding, such as “scientific”,
“phenomenon”, and “science” emerge because of our movement to the third topic above.
As discussed earlier, conceptual understanding of topics obviously influences other topics
within the data corpus. The term “level” interestingly occurred in this topic as mentioned
in the third topic (assessment).

One of the research questions explored in this topic is identifying conceptual knowledge about
physics performed by Indonesian students [106,107,224–227] or physics teachers [106,228–230].
They investigated conceptual physics understanding on mechanics [107,227,231,232], electric-
ity [224,228,230], magnetism [226], fluid [104,229], work and energy [225,233,234], ther-
modynamics [106], and modern physics [235]. Within the context of the Indonesian PER
literature, we propagate conceptual understanding in another form of multiple representa-
tions [225,236,237], including external representation [105], mental model [238], drawing
ability on free-body diagram [239,240], and mathematical representation [232].

Furthermore, diverse difficulties also have been discovered within the literature [227,234].
Various terminologies have emerged from Indonesian PER literatures to define the students’
lack of understanding about conceptual physics, namely alternative conception [103,241],
misconception [104,231,233,235,236,242–250], and misunderstanding [251]. To address this
limitation on students’ conceptual understanding, the Indonesian PER scholars have de-
signed and examined vast learning reforms or interventions, i.e., conceptual construction-
reconstruction oriented instruction (CCROI) [252], remedial programs [253], authentic
learning [254], cognitive conflict instruction (CCI) [243], electronic conceptual develop-
ment conceptual change text (E-CDCCText) [255], conceptual change-oriented text (CCO-
Text) [235,248], and conceptual change laboratory (CC-Lab) [256]. Their purpose is to
address students’ misconceptions thus students can be supported to follow the concep-
tual progression [252,255], learning progression [253], or conceptual change [235,254,256].
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Eventually, studying conceptual understanding through correlational inquiry has also been
worthwhile to conduct [241].

4.1.5. Topic 5: Research Based Instruction

In improving the students’ performance (refers to “achievement”, “knowledge”,
“learning_outcome”) on physics learning, several learning transformations and curric-
ular developments (refer to “model”, “activity”, “class”) have been attempted by the
Indonesian PER members in this topic. As briefly discussed above, due to the national call
of the 2013 curriculum, Indonesian physics education during this timeframe was encour-
aged to approach science process skills as five cycles of learning paces in physics learning.
The paces include observing, asking questions, experimenting, explaining (or reasoning),
and presenting (or reporting) abbreviated as “5M” in the Indonesian language [257]. They
can be translated as inquiry-based learning in practice. Our fifth topic makes sense if the
Indonesian PER literature mentioned keywords including “science”, “science_process”,
“inquiry”, and “scientific” in this topic. The term “activity” in the LDA results also im-
plied that the “scientific” approach recommended by the 2013 Indonesian curriculum was
engaged in students’ activities within physics learning. Admittedly, they are also closely
connected with the interdisciplinary topic on the third of our LDA results above.

We consider that this topic is one of the most diverse groups within our LDA results.
Nonetheless, most of them are essentially designed based on the philosophical lens of
constructivist learning. Indonesian physics education has a long history of adopting the
student-centered learning approach since the establishment of the 1968 Indonesian cur-
riculum [258]. We have probed several students’ performance on the physics learning
approaches above. Research-based instruction is generally designed and implemented to
promote them through constructivist learning. On the other hand, we discover distinct
aspects derived from the Indonesian PER literature that cover studies to approach the
indigenous, cultural, or local context of Indonesian physics learning. Several learning
reforms were inspired by culturally relevant aspects of Indonesian diversity, as reported
by Suastra [108]. This learning tradition makes different colors emerge in Indonesian
physics education besides the five scientific cycles-oriented learning approaches in the
implementation of the 2013 national curriculum. They are reported by diverse papers, par-
ticularly in addressing inquiry-based learning [259–262], project-based learning [263–265],
and problem-based learning [266–268]. Moreover, Indonesian PER scholars are motivated
to adapt physics learning through the lens of a cooperative framework (social learning
theory), i.e., collaborative game-based learning [109], think pair share (TPS) [112], time
token [269], and social learning cycle [270].

4.1.6. Topic 6: Problem Solving

Relevant to the fourth topic above, this topic is also precisely reported by Docktor
and Mestre’s [9] synthesis analysis. They discuss this topic as the second position of their
thematic result. Currently, our LDA model discovers several terms in this topic related to
problem solving definition, including “problem”, “problem_solving”, “solve_problem”,
and “problemsolvingskill”. In supporting students’ success in physics learning, apart from
the conceptual understanding discussed above, problem solving skills (several termed as
ability) is also a fundamental factor to be a successful physics learner. Content knowledge
of physics is primarily discovered through critical problem-solving steps to explore and
understand how our physical circumstance works. Moreover, several terms including
“improve”, “approach”, and “model” represent that the Indonesian PER scholars propagate
it as a learning strategy to endorse this imperative topic as recently discussed in the fifth
topic. They cover particularly the implementation of a problem-based learning model.
Eventually, physics education could contribute to improving problem solving skills that
inevitably correlate with 21st century skills for students’ future.

As described in other studies focused on students’ learning, this topic mainly commenced
with the profiling of students’ performance in solving physics problems [117,271–275]. These
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reports can be cited as a basis for Indonesian PER scholars to develop physics learning
reforms [116,276–280], curricular developments [113,281–284], and computer-aided instruc-
tion [285,286] to improve the Indonesian students’ performance in physics problem solving.
Contextual issues within Indonesian society were on several occasions engaged with by
the Indonesian PER authors, including cultural context [287] and disaster mitigation aware-
ness [285,288–290]. The immediate movement of this contextual learning is grounded on
physics as an interplay within STEM education. Therefore, physics educators have great
expectations that students can learn complex thing from physics and make concrete efforts
within their social communities.

4.1.7. Topic 7: Educational Technology

Admittedly, the first topic of our LDA results has been tremendously influenced by
the emergence of this seventh topic within the Indonesian PER literature. The keyword
“medium” in this topic is lemmatized from “media” during the preprocessing step of
the LDA modeling. Physics instruction is motivated to follow the disruptive effect of
the digital age in the 21st century era. The existence of digital technology makes our
learning transform in response to these circumstances. We discover that this topic is
frequently mentioned in several papers with regard to developing learning material (refers
to keywords “material”, “teaching material”, “module”) through technology-enhanced
learning (refers to “technology”, “online”) implemented in physics classrooms. Broadly
speaking, technology can be flourished from the manifestation of our understanding of
science. Digital technologies, i.e., computers and mobile devices, have tremendously
encouraged Indonesian PER scholars to be involved in physics learning and instruction.
Complex applications within education makes this topic definitely diverse and broad.
The demand for 21st century learning, the national call of the 2013 curriculum, and the
rapid development of the digital age have been impactful for Indonesian PER scholars
in the development of a vast number of technical assistances within physics learning,
including audio-visual media [118,291–298], web-based applications [299,300], android
applications [119–122,301–308], augmented reality [309], and distance learning [310–312].
The cultural context of Indonesian society is presented through the delivery of educational
technology [306,313–319]. The former interdisciplinary aspect of physics education and the
demands of 21st century learning drives an intention during the design and implementation
of educational technology on physics [304,320,321].

4.1.8. Topic 8: Physics Laboratory

In Table 1, we discover several keywords bringing us to the definition of this topic
as our learning scheme within the physics curriculum. Experimental physics is consid-
ered as one vital path through which physics knowledge might be taught to all physics
people. We name this topic as a physics laboratory since “experimental” physics learning
typically occurs in the laboratory setting. This topic focuses on how physics learning or
“course” can be delivered through real [125,322–326] or virtual “laboratory” [327–331] in
conducting the physics experiment (refers to “activity” and “practicum”). Several papers
also have developed their own physical measurement “tool” and data acquisition using mi-
crocontrollers, trackers, or smartphones [124,332–337] that could be employed to enhance
students’ experience within physics laboratories. Eventually, through this channel, PER
studies also consider addressing their learning transformation to improve “understanding”
of physics [338,339]. The appearance of the keyword “motion” in this topic represents that
a physics topic is mostly addressed on Newtonian mechanics as also reported by Yun’s
results based on The American Journal of Physics (AJP) journal [12].

4.2. Development of the Indonesian PER Topics between 2014 and 2021 (RQ2)

In the second research question, we investigate the development of the extracted
Indonesian PER topics between 2014 and 2021 through the measure of topic prevalence.
We adopt the definition of prevalence that has been approached by a previous study by
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Odden, et al. [11]. Prevalence of a particular topic is defined as the sum of documents that
are categorized on that topic within the amount of literature published in a certain year.
This measure is represented as a percentage that could be aggregated both cumulatively
(Figure 7) and averaged (Figure 8) by year. For instance, a 10% prevalence of topic 1 in a
certain year has a two-fold meaning. First, it represents the average prevalence of topic
1 for that year as many as 10%. Then, the cumulative prevalence of topic 1 for that year is
its multiplication with n, in which n is the number of documents published in that year. If
the annual cumulative prevalence of all topics is summed up, then it would correspond to
the total of documents published in that year.
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The cumulative prevalence of eight Indonesian PER topics between 2014 and 2021 is
illustrated in Figure 7. The cumulative prevalence of a topic in the y axis is provided as
the number of “effective” papers disseminated in that year. For example, 25 cumulative
prevalence of 21st century skill topics in 2018 (see Figure 7) means that there are equivalent
to 25 “effective” articles discussing about 21st century skill topics in that year. This term
“effective” is inspired by the previous research [11] because, keeping in mind, LDA results
underlie the assumption of the mixed membership of topics. An individual article should
be categorized into several topics (in varying weights) rather than a single topic.

We provide shaded areas in Figure 7 to describe the topical distribution within the
annual topic development. The width of the shaded area in Figure 7 is the standard
deviation (σ). We use as many as 3σ from the mean value represented by the solid line in the
figure. We calculated this standard deviation using the jackknife resampling technique [340].
For certain topics and years, this procedure yielded a new sample of 100 cumulative
prevalence values. Using this newly generated sample, the standard deviation is calculated
to describe the distribution of a topic prevalence in each year. The jackknife resampling
method described above produces the shaded areas that could be represented as the topical
variation for a certain year. A shaded area of zero for one year would be produced if there
is no difference among the cumulative prevalence of several topics during a single year. On
the other hand, if there are several papers that are focused heavily on a certain topic, the
shaded area (topical spread) would be larger.

Figure 7 illustrates that our whole topics have demonstrated relatively similar rise and
fall between 2014 and 2021. There is a spike in 2018 and 2019 followed by a decrease in
the subsequent year for all topics. We suspect that the apparent decrease can be driven
by several publications in the year 2021 that are still progressing. Broadly speaking, the
disruptive transition during the 2020 pandemic year has tremendously influenced the
attendance of potential PER researchers from several parts of Indonesian institutions [341].
Moreover, our dataset for 2021 conference is merely sourced from the ISSE conference and
the rest of the conferences are still progressing through publication processes. Figure 7
describes the lowest cumulative topic prevalence that occurred in the early year of 2014. The
finding is not surprising because there were only two conferences that have been organized
by UNY (through ICRIEMS) and UNNES (through ICMSE) in that year. A measure of
cumulative topic prevalence is particularly dependent on the number of documents written
for a particular year. There is stable cumulative prevalence particularly on 21st century
skill and assessment topics even though the assessment topic has a lower prevalence.
Educational technology has had the highest increased prevalence for the past few years.
There are similar spikes described by the interdisciplinary aspect of physics education
and conceptual understanding topics in 2018. However, for the following year after
this, the interdisciplinary PER topic has a more substantial decrease than a conceptual
understanding topic. Problem solving topics have the latest spike in 2019. Unfortunately,
the physics laboratory seemed to be a minority within the Indonesian PER community due
to the smallest topic prevalence among other Indonesian PER topics.

As described above, the cumulative measure of topic prevalence is merely dependent
on the number of “effective” documents published in that year. Regarding the relative
number of papers published in a certain year, an average measure should be defined. It
could be fairly utilized to compare different topics from year to year. In the calculation of
an average measure, we can employ the data-smoothing technique which dampens the
effect of sample dependence in the year-to-year variation. In this study, we choose the
three-year rolling windows that will average the prevalence values for each year with those
of the former and the subsequent year. Figure 8 depicts our plot of average Indonesian PER
topics prevalence over time.

Based on the average prevalence visualization in Figure 8, there is the relative stability
of rising and falling for all the topics between 2014 and 2018. The most interesting topics
within the literature are interchanged over years. In early of 2014, the physics laboratory
topic emerged to dominate the movements, however, this topic follows a decreasing
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pattern through several subsequent years after that. In the next year, the interdisciplinary
aspect of physics education has attracted our Indonesian PER scholars for their attention
within the community. We suspect that the increasing pattern of the third topic must
be motivated by the governmental policy of the 2013 curriculum. Moreover, there is a
continuous pattern that research-based instruction topics lead the waves between 2016
and 2018. Nevertheless, this topic has substantially decreased in the subsequent years
and the position is overtaken by educational technology topics after 2018 and problem-
solving topics after 2019. We then notice that the assessment topics remain stable over
time on average. The assessment of physics learning is inevitably a multidisciplinary field
within educational science. Measurements of students’ performance and validation studies
using various methods, either from classical or modern theory, are still needed for the
development of discipline-based educational research (DBER) including the Indonesian
PER community. Furthermore, it then indicates that this PER topic has been studied through
collective development to support the promotion of 21st century skill and other students’
performance including interdisciplinary aspects of PER, conceptual understanding, and
problem solving. In the early years, it is interesting that 21st century skills even had the
lowest attention in 2014. Although we cannot conclude where this trend comes from.
Looking at the representative papers on this topic (see Table 2), we argue that the lowest
prevalence of 21st century skill in the early year of 2014 corresponded to the limited digital
technology that has been approachable during this year. Eventually, this topic will continue
to develop until 2019. It is likely to become greater in following the associated trends of
increased educational technology until 2021.

5. Discussion

In this paper, we have demonstrated that the LDA algorithm from NLP, a subfield
of ML studies, offers a potential tool to analyze the plethora of publications within the
Indonesian PER community. For the answer to RQ1, we have extracted eight Indonesian
PER topics using the LDA algorithm toward the selection of five publications on physics
education research conferences organized, peer reviewed, and published by Indonesian
PER members between 2014 and 2021 [1–5]. They are composed of (1) 21st century skills,
(2) assessment, (3) interdisciplinary aspects of physics education, (4) conceptual under-
standing, (5) research-based instruction, (6) problem solving, (7) educational technology,
and (8) physics laboratory. The description with the representative references to distinguish
each of these emergent topics has been provided through Tables 1 and 2 above with a
description of representative papers to emphasize our understanding of the topics.

Furthermore, Figures 7 and 8 above have been provided to enrich our insights about
the development of Indonesian PER studies since the beginning of 2014 to date. For the
answer to RQ2, the development of the Indonesian PER topics has dominated interchange-
ably over this timeframe. Nevertheless, we admit that several topics recommend that
their development appear fair and stable between 2014 and 2021. In the early years of
our analysis period, Indonesian PER members put their attention more towards studying
how physics learning should be immersed through a physics laboratory. Thereafter, we
discovered that it was overtaken by research-based instruction in transforming physics
learning into several reforms to approach various forms of student performance that are
constructed based on the interdisciplinary understanding of physics education. In more
recent years, the Indonesian PER field has been encouraged by the demand for digital
technology-enhanced learning that attracted Indonesian PER scholars to develop teaching
aids for physics instruction using various technological approaches. This was also relevant
to the movement of problem solving topics during the time to promote the increasing
trends on 21st century learning since 2014.

We can discuss these current findings by comparing them to those previous works
that have been published before our paper [9,11,12]. Table 3 summarizes PER themes
that have been reported by Docktor and Mestre’s review [9], Odden et al. study [11], and
Yun’s thematic analysis [12]. Some topics from our findings are found to be in common in
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these previous works, but some topics can be distinct. Using more traditional large-scale
synthesis analysis, Docktor and Mestre have extracted PER topics into six primary topical
areas of physics education research. Using the same method as the current study, Odden
et al. have extracted PER topics into ten research themes based on 1302 individual papers
published in the physics education research conference (PERC). Additionally, eight PER
themes were also extracted by Yun [12] based on the data corpus from AJP and PRPER
journals using a similar methodology to our paper (LDA algorithm). From these three
references, we will discuss how our Indonesian PER findings show immediate points of
overlap or several unique patterns different from the previous works.

Table 3. Previous works about characteristic and development of PER topics within the community.

Docktor and Mestre [9] Odden et al. [11] Yun [12]

1. Conceptual
understanding

2. Problem solving
3. Curriculum and

instruction
4. Assessment
5. Cognitive psychology
6. Attitudes and beliefs

about teaching and
learning

1. Representation
2. Problem solving
3. Labs
4. Quantitative assessment of concept
5. K-12
6. Difficulties with quantum mechanics
7. Community, identity
8. Qualitative methodology and

constructivist theory building
9. Research based instruction
10. Quantitative survey of demographic gap

AJP PRPER

1. Introductory physics
2. Teaching models
3. Force and motion
4. School program
5. Problem solving
6. Pedagogical content

knowledge
7. Students’ learning

strategy
8. Experiment

1. Assessment
2. Gender
3. Student’s concept
4. Teacher education
5. Students’ reasoning

process
6. School programs
7. Introductory physics
8. Problem solving

One can technically compare our topical findings in Table 1 to the previous works in
Table 3. There are several topics or themes that are overlapped and are more distinctive.
We have three similar findings precisely to Docktor and Mestre’s [9] review on conceptual
understanding, problem solving, and assessment topics. There are three topics overlapped
with Odden, et al.’s [11] thematic analysis including problem solving, physics laboratory
(labs), and research-based instruction. Yun’s [12] results from AJP analysis exactly match
our topical results on teaching models (research-based instruction), problem solving, and
experiments (a physics laboratory). From PRPER findings of Yun’s results, we demon-
strate three relevant research themes including assessment, students’ concept (conceptual
understanding), and problem-solving topic.

These topical results are followed by three unique Indonesian PER topics that are
missing from three previous studies. They are 21st century skills, interdisciplinary aspects
of physics education, and educational technology. We argue that these immediate dif-
ferences correspond to the different contexts according to the authors’ point of view. If
we review synthesis results of Docktor and Mestre [9], those three different topics might
be categorized in the context of assessment or curriculum and instruction. Educational
technology that has been developed by Indonesian PER members is assumed as a learning
transformation within the PER community summarized in Docktor and Mestre’s “curricu-
lum and instruction” theme. Moreover, 21st century skills and interdisciplinary aspects
of physics education are highly motivated by the Indonesian educational context, 2013
curriculum, and PISA results as explained above. They engage other forms of students’
performance considered in the assessment topic of Docktor and Mestre’s results. Moreover,
this unique pattern derived from Indonesian PER literature can be understood as educa-
tional development within a certain country that should be determined through several
social contexts and governmental policies [208,258,342,343].

Furthermore, based on Odden, et al. [11] topical findings, our unique findings can
be illuminated by the topic of K-12 based education. In this scope of the theme, high
school physics contributes to developing our third topic, the interdisciplinary aspect of
physics learning. The scientific approach-based Indonesian 2013 curriculum inevitably
directed physics educators to orient interdisciplinary high school (K-12) physics learning.
The Indonesian PER community is tremendously conducted by the preparation of high
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school physics teachers on the national need for sustainable physics teaching and learning.
Development of PER dissemination can be indirectly seen to respond to this national call.
Several educational technologies have been developed by PER scholars to make the delivery
of physics learning more engaging to all students from all backgrounds.

Moreover, we can discover other similar topics with different theoretical lenses from
Yun’s thematic analysis [12]. From her results, we highlight topics on force and motion,
pedagogical content knowledge (PCK), students’ reasoning process, and introductory
physics. The latter is even reported by Yun both from AJP and PRPER journals. We
found that force and motion is also the most interesting topic within the Indonesian PER
community. In Table 1, we discover the keyword “motion” as the representative word to
define the eighth topic, physics laboratory. Likewise, we discuss the relevant research on
conceptual understanding and problem-solving topics addressing the concept of force and
motion. We also believe that PCK and introductory physics can be related to each other
to implement the transformation of physics learning. They are intended to deliver more
effective physics learning for students. Therefore, we argue that these topics can have the
same meaning as our fifth topic of the LDA results, research-based instruction.

For the open room of future projects, we argue that the Indonesian PER scholars
should pay more attention to investigating physics education research more qualitatively.
We argue that Indonesian PER topics should address research focused on qualitative aspects
of physics teaching and learning as addressed by Docktor and Mestre’s results as their
fifth and sixth PER theme, Odden, et al.’s findings as their seventh and eighth PER theme,
and Yun’s inventions as their fourth topic from AJP results and their second and sixth
theme from PRPER results. Compared to the Odden et al. thematic results, there are
qualitative topics dealing with community and identity as well as qualitative methodology
and constructivist theory building that are still missing within the Indonesian PER literature.
Yun’s topical results about gender and school program support these findings to grasp
demographic factors within physics learning, including gender bias on physics assessment,
students from underrepresented minorities or first generation, as well as supporting the
vision of diversity in physics [344]. This methodological approach is also relevant to
Docktor and Mestre’s result to investigate cognitive psychology and attitudes and beliefs
about physics education. Those trends still lack research within Indonesian PER literature
and there is possible room for future study on this topic.

It is evident from our paper that the LDA algorithm has demonstrated several advan-
tages in undertaking thematic analysis towards 852 Indonesian PER proceeding papers
over time. We can describe its strength as two-fold explanations. First, the automation
of the LDA algorithm inevitably has technically helped us to make classification of eight
Indonesian PER topics without extra effort to manually scrutinize the data corpus. We
also utilize almost the whole section of the body of the research paper. Thus, our current
study can suggest that LDA considers the more comprehensive nature of thematic analysis
rather than using the keywords from research titles as reported by Faisal [14] or selecting
small parts of documents [13,15–17]. Second, the distributional hypothesis of topics and
the mixed membership of topics have been satisfied through the LDA algorithm. These
advantages have explained the existence of multidisciplinary aspects of physics education
research. Categorization of a single topic in each document as reported by Faisal, et al. [14]
and Bancong, et al. [13] fails to represent that each topic should be interchangeably in each
document. Nevertheless, in nature, our paper is dedicated to the aim of exploration and
attempts to deliver a promising tool to conduct a more efficient methodology of thematic
analysis which successfully helps us to add dimensions of analysis and visualization. Tra-
ditional methods of thematic analysis must be worthwhile and cannot be replaced by the
current methodology. Indeed, the LDA algorithm complements them to extract a more
comprehensive understanding from thematic analysis.

On the other hand, we cannot forget the potential weaknesses after the implementation
of the LDA model performed in this study. As discussed by previous work [11], there are
admittedly several limitations of the LDA algorithm in the analysis of research literature.
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First, LDA clearly neglects the sequence of words within sentences as clearly assumed in
our theoretical review above. Our LDA results above are calculated based on the count
of words occurring in the data corpus. Thereafter, the qualitative method of thematic
analysis obviously can be more beneficial to address this issue. To address this first obstacle,
evaluation methods through face validity with experts in specific domains (PER) should be
attempted. Second, the instability of topical results is evident during the training of the most
representative LDA model. This is driven by the random initialization of the computation
of the LDA model. In order to address this second limitation, multiple LDA models should
be trained across the mixture of several hyperparameters including a number of topics (K),
alpha (α), and several filtering parameters to the most frequent and the rarest words. In
this study, we trained a high number of LDA models within eleven numbers of topics (K),
five different alphas (α), and we iterated ten selected different integers of our seed number.
This produced 550 LDA models and then we chose the most optimum model based on the
coherence measure using the elbow plot provided in Figure 5. Third, we discovered that
LDA can be more sensitive to literature that has grown over a long period. Several specific
topics that are not frequently mentioned within the data corpus cannot be detected in the
results. Obviously, they are likely to be excluded based on our rule of filtering actions.

As a final mark, one can realize that our findings must be dedicated primarily to the
Indonesian PER community. Since, to the best of our knowledge, similar research has
never been attempted within the Indonesian PER community using the LDA to break
down the growing size of Indonesian PER literature. Research institutions can adopt
our topical findings to establish a solid definition for the research group of PER works.
Subsequently, we hope it could encourage novice PER scholars to easily recognize the
characteristic of the Indonesian PER and guide them to contribute to specific group within
the community. Furthermore, our paper should recommend several topics that have
been published and future directions that should be approached in the next research
project within the community, particularly in the aspect of the qualitative methodology of
physics education research. Through our LDA results, the Indonesian PER community can
understand what valuable steps have been attempted and where the future Indonesian
PER community must go. The LDA methodology demonstrated in this paper can inspire
the wider Indonesian PER members to utilize this current method of thematic analysis.
Admittedly, we cannot ignore that the results of this analysis may be interpreted as having
a different meaning regarding other authors that accidentally did not publish their works at
those conferences. The determination of five conferences that have been analyzed through
our analysis might be an arguable position that has been selected by the authors. Ultimately,
other PER researchers could look forward to using the LDA method for future explorations
of the larger Indonesian PER literature in the next efforts.

6. Conclusions

In summary, Indonesian physics education research (PER) literature has been the-
matically analyzed using the LDA algorithm. Eight topics were attempted by our PER
members including 21st century skills, assessment, interdisciplinary aspects of physics edu-
cation, conceptual understanding, research-based instruction, problem solving, educational
technology, and physics laboratory. In the early initiation of Indonesian PER conferences
in 2014, our members placed more attention on approaching learning through physics
laboratories. This brought us to the movement of the community in responding to the
demands of 21st century learning experiences within physics lessons. Our educators then
were encouraged to harness several educational technologies to promote several aspects
of students’ performance in physics and interdisciplinary aspects of physics education,
including scientific literacy and higher order thinking skills (HOTS) based on the demand
of 21st century learning. We can declare that the LDA algorithm has been demonstrated
as a powerful computational tool to extract insights derived from Indonesian PER litera-
ture. The automation technology embedded in this algorithm made the literature review
methodology through thematic analysis robust in terms of its findings for the merit of the
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research community. Furthermore, this paper could be the basis to understand the extent
to which Indonesian PER scholars have made efforts to develop their community to date.
Our results may recommend future work that should be conducted within the community,
particularly about the qualitative aspect of physics learning and instruction, that is little
known according to the results reported in this study.
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Abstract: Teaching and exam proctoring represent key pillars of the education system. Human
proctoring, which involves visually monitoring examinees throughout exams, is an important part
of assessing the academic process. The capacity to proctor examinations is a critical component
of educational scalability. However, such approaches are time-consuming and expensive. In this
paper, we present a new framework for the learning and classification of cheating video sequences.
This kind of study aids in the early detection of students’ cheating. Furthermore, we introduce a
new dataset, “actions of student cheating in paper-based exams”. The dataset consists of suspicious
actions in an exam environment. Five classes of cheating were performed by eight different actors.
Each pair of subjects conducted five distinct cheating activities. To evaluate the performance of
the proposed framework, we conducted experiments on action recognition tasks at the frame level
using five types of well-known features. The findings from the experiments on the framework were
impressive and substantial.

Keywords: action recognition; machine learning; cheating; computer vision; feature extraction; video
surveillance

1. Introduction

Interest in monitoring examinations and their mechanisms is increasing. Universities
and academic institutions around the world are racing to obtain the latest technologies to
monitor cheating in exam halls and secure a cheat-free environment. Typically, to ensure
the management of examinations and detect cheating in exams, professional proctors are
employed to supervise the entire examination process. In conjunction with the change in the
examination control system worldwide due to COVID-19, all universities and institutes are
now seeking to work with an electronic mechanism to monitor paper and electronic exams
in order to provide safe and secure exams. They are also keen to use the latest mechanisms
to detect cheating methods in exams. This is what universities and academic institutes
around the world have been planning in recent years, but COVID-19 has definitely sped up
their schedule. There is no doubt that cheating is a dangerous phenomenon and disgraceful
behavior. Exam cheating is a concern in the educational industry. For this purpose, we
focus on automatic cheating detection in exams, as many teachers and educators complain
about the spread of cheating and failure of detection methods. Cheating, in fact, has
begun to spread not only at the university level, but also at the secondary and primary
levels. Action recognition in videos has been a fruitful topic in computer vision in recent
years. Its significance is demonstrated in many diverse applications, including remote
sensing applications, video surveillance, video recovery, human–computer interactions,
sports video analysis, home intelligence, and feature extraction. Action recognition is a
challenging field due to the inherent noisy nature of interpretations captured by sensors,
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which are frequently subject to viewpoint occlusion, scaling, illumination, cluttered back-
ground, camera motion, variation, and brightness. The importance of action recognition is
substantiated in machine learning and data mining applications through the use of eligible
metrics for choosing features and structure in these applications. The action recognition
task is usually classified into two main categories: long-range recognition and short-range
recognition. The former, long-range recognition, focuses on videos that span more than
a minute. From this, it infers the future action based on the current action. The latter,
short-range recognition, focuses on short-duration video sequences that consist of just a
few seconds, such as video sequences in MSR DailyActivity and MSR-II [1]. The objective
of this work is to infer the current action labels founded upon temporally unfinished video
sequences. In this work, we present a comprehensive framework to detect and classify
the strange actions and behaviors that occur in exam halls and lead to cheating. This is
achieved by examining the exam by video and observing the students through the camera.
The acquired model is optimized through renowned feature extraction. Another main
contribution of this study is presenting a novel dataset on exam cheating. We generated
and compiled the dataset ourselves because there is no open source dataset for identifying
cheating in paper tests. The dataset was created to depict actions that students could take
during a paper-based exam to allow them to cheat. It includes the most common cheating
methods, such as exchanging exam papers, looking at another student’s exam paper, using
a cheat sheet, using a cellular device, and not cheating. The following is the order in which
the manuscript was written. The sections “Introduction” and “Related Works” contain the
introduction and literature review, respectively. The detailed description of the dataset
and how the dataset was acquired is explained in Section 3. The key terms and the feature
extractions of the proposed method are discussed in Section 4. Section 5 introduces the
results and discusses the experiments in detail. Finally, the conclusion and an outlook are
presented in Section 6.

2. Related Works

The significance of recognizing a human action from a video containing a complete
action execution is dramatically increasing. The basic steps of action recognition are the
preprocessing of raw data, feature extraction and training, and classification [2]. The work
in [3] presented a survey of popular algorithms, existing models, popular action databases,
technical difficulties, and evolution protocols for action recognition and prediction from
videos, which represent the mainstay for real-world applications such as autonomous
driving vehicles, video retrievals, etc. Deep learning algorithms and sensors embedded
within smartphones and smartwatches were exploited in [4] to recognize eight human
activities such as walking, jogging, sitting in a car, etc. The results of the study showed that
a combination of data from wrist and pocket sensors can be used to accurately recognize
many human activities. In [5], the authors developed techniques to control home appli-
ances using multimodal interaction such as speech, gestures, and smartphone applications.
The accuracy of control home appliances using gesture action was 79.25%. For few-shot
action recognition, the researchers in [6] suggested a temporal-relation cross-transformation
novel approach (TRX). The contribution was the construction of class prototypes using
the CrossTransformer attention mechanism. The method proposed by [7] utilizes convolu-
tional neural networks paired with temporal layers for video sequence classification tasks.
The researchers in [8] introduced the Action for Cooking Eggs dataset (ACE). The ACE
dataset contains activities that occurred in a kitchen, and action label and action recog-
nition methods for analyzing scene contexts were provided for each frame. The use of
Kinect devices improves the effectiveness of the application with an in-depth video for
intelligent monitoring.

Image processing is still in its infancy, and requires many manual inputs to provide
computers with the instructions they need to access the result. These computers were
programmed to recognize images [9]. Many studies concentrate on tackling cheating
action recognition and all aspects related to it [10]. Ref. [11] organized eight online
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exam control procedures to detect cheating without employing human proctors or robotic
proctors. The essential reasons for cheating actions were investigated by [12]. They found
that the most influential factors are the papers exchanged and the environment in which
the exam was held. However, Ref. [13] realized the danger of online exams with the
tremendous development of technology, allowing for students to master cheating. Weka
is used as a tool to identify student behavior that can be classified as cyber-cheating.
Ref. [14] introduced computational methods involving a support vector machine (SVM)
and text-mining to detect plagiarism. The used computational methods succeed with an
accuracy and precision above 90% in determining the original author of the submitted
document. Data-mining algorithms, hierarchical clustering, and dendrogram trees have
been used to detect patterns in multiple-choice online exam responses that indicate cheating
during an exam [15]. Human proctoring is the most prevalent methodology to control
cheating in exams. The authors in [16] presented a multimedia analytical system for
online exam proctoring. The system is composed of two inexpensive cameras and one
microphone. The system’s results hinted at future robust behavior-recognition educational
applications. The work developed by [17] offered a system that functioned by capturing the
data regarding head pose estimates and eye gaze using an internet connection and webcam.
The visual focus of attention system (VFOA) was implemented using a hybrid classifier
approach and machine learning to classify the students’ actions as either malpractice or a
momentary lapse in concentration. The COVID-19 pandemic imposed a rapidly invented
system to prevent fraud during remote online exams [18]. This took advantage of CNN-
based technologies and a new method to provide software that guaranteed more protection
during e-exams. This technology was used during the COVID-19 pandemic and was
recommended by the majority of governments around the world. Ref. [19] collected sensor
data from the iPhone 7’s accelerometer and gyroscope during movements, and machine
learning was suggested as a candidate for detecting cheat behaviors in physical activities.
The work offered by [20] proposed a framework based on deep learning to distinguish
suspicious activities during exams held at halls. The proposed model was tested using the
CIFAR-100 dataset. The developed system in [21] utilized 3D convolutional neural networks
(3D CNN) for image recognition and processing. The system aims to monitor movements
and gestures during exams. A recent study [22] reviewed 58 publications about online
exams published from 2010 to 2021. The comprehensive review is a very useful resource to
obtain an understanding of cheating mitigation, detection, and prevention for educators
and academic workers. In the literature, the objectives for preventing and detecting
cheating varied, including: (1) strengthening the morality and ethics of students; (2) limiting
the possibilities of cheating, e.g., by assessment environment design optimization; and
(3) detecting the students caught cheating. However, such approaches are time-consuming
and expensive. To fill the gaps in the literature, this study proposes a new framework for
the early detection of students’ cheating practiced on exams.

3. Data Preparation and Acquisition

One of the main contribution of this study is providing a dataset that will soon be
available for public use. Since there is no open source dataset related to detecting cheating
in paper exams, we designed and prepared the dataset ourselves. We designed the dataset
to contain actions that students may perform during the paper-based exam that will enable
them to cheat. It covers most cheating techniques, including: exchanging exam papers,
looking at another student’s exam paper, using cheat sheets, using cellular devices, and not
cheating. Figure 1 depicts several activity classes. A Canon 70D sensor camera was used
to capture scenes. The scenes were captured in a classroom in the information technology
faculty at the Hashemite University. The sensor recorded 24 frames per second, and the
image size was 1920× 1080 pixels. This period is very appropriate to determine the actions
and not to ignore any movement, even if it is simple. The Canon sensor also captured
the hand area of a subject. The distance between the sensor and the recorded scene was
approximately 3 m. Video clips were grouped into five action types, as shown in Figure 1.
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The presented dataset is a challenging one, as many activities appear very to be similar and
offer actions that do not depend only on the movement of the body. For example, additional
information such as “using cheat sheet” or “use of cellular device” should be taken into
account to make a final decision on action recognition. Therefore, it is important to focus
not only on the movement of the body but also the adjacent objects. Our dataset consisted
of five classes. The total number of video sequences was 37, and the average number of
images in each class was 1650. Table 1 shows the number of sequences and frames per class.
For action recognition, not all frames are equally crucial; only a few are critical. Therefore,
we asked annotators to select a subset of 300 images from each class such that they best
depict the class. Overall, we recorded eight unique subjects: four female students and
four male students. Each pair of subjects conducted five distinct cheating activities, that is,
1000 images for training were available for each class. In addition, 500 images were also
captured as testing images for each class.

Table 1. Details of the actions of the student cheating dataset.

Action No. of Sequences No. of Frames

1 Use of cellular device 13 3192
2 Exchange exam paper 4 744

3 looking at another student’s exam paper 8 1734
4 Using cheats sheet 8 1626

5 Not cheating 14 954

Figure 1. Example shots of each class.

Our task is to classify five kinds of exam cheating actions at frame-level, including:
exchanging exam papers, looking at another student’s exam paper, using cheat sheets,
using cellular devices, and not cheating. It is an attractive dataset since most of the classes
involve human–object interaction and share the same body movements.

4. Proposed Method

The proposed work is being developed for a computer vision-based system. The goal
of this work is to create a multimedia analysis system that can detect and classify various
actions indicative of cheating during an exam. The model includes scaling all of the frames
in the dataset and the extraction of five renowned features. For each type of feature, a visual
vocabulary codebook is created with different-sized words to encode the visual occurrences
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in each frame. Finally, a support vector machine is used to classify the specified features.
The proposed approach proves its effectiveness using the proposed dataset.

4.1. Definition of Key Terms

In our research, we want to infer the class label y for each frame in the video. More
formally, a video V is represented by a set of frames V = x1, x2, . . . , xT , where xt is an
element from some input domain X (e.g., a video frame) and T is the length of a video
sequence. Suppose we are given set of N samples (xi, yi), i = 1, . . . , N, such that xi is the
feature vector of the i-th sample and yi is its class label that falls from some discrete set
of classes Y. The task is to produce a function F (classifier) that will work well on unseen
samples. Mathematically, the frame label y is selected to maximize the scoring function F:

Y = argmaxyF(V) (1)

Here, in Equation (1), let V represent the space of all possible inputs and y represent
the set of identifiable actions such as “using cheats sheet”, “use of cellular device”, “no
cheating”, etc. F(V) is a function that measures how well a sequence is presented. The task
is to assign a class label Y at frame level. At test time, the maximizer function F : X->Y
assigns a predictive label to the real vector space x. To find F, we used a multiclass Support
Vector Machine (SVM) classifier [23]. This kind of classification is used in many action
recognition applications. The formulation to solve multi-class SVM can be carried out by
building (assuming Y classes) Y(Y − 1)/2 multiple binary SVM classification problems.
The objective of SVM is to learn the optimal separating hyperplane w, which can be
found by:

argmin
1
2
||w||2 + C

N

∑
n=1

ξi (2)

For each sample, one slack variable ξi is introduced to measure the loss of misclas-
sification. The upper bound on the empirical risk is measured by the summation of the
slack variables on the training set. For general purposes, a non-differentiable regularization
parameter C is introduced to equilibrium the trade-off between complexity and loss. For ex-
ample, we are given video sequences of “Exchange exam paper” and “no cheating”; each
sequence is represented by frames that are considered our measurements and we want to
correctly classify an unseen frame as either of these two classes. Each frame is digitized
as 1920 × 1080 pixels, so we have measurement vectors ξi ∈ Rd, where d = 2,073,600.
The positive label could indicate the “Exchange exam paper” class, and the negative label
may indicate the “no cheating” class. Then, a new frame is given, which we want to classify:
is it an “Exchange exam paper” or a “no cheating”?

4.2. Feature Extraction

Feature extraction is a kind of dimensionality reduction that professionally identifies
informative parts of an image as a compressed feature vector. It is recommended to adapt
this technique to large images to reduce processing time during tasks such as image retrieval
and matching. In our experiments, to evaluate the effectiveness of the proposed method,
we extracted five well-known features that are described as follows:

• BRISK: For each frame, we extracted the Binary Robust Invariant Scalable Key-points
(BRISK) multi-scale corner features [24]. BRISK is a scale-invariant and rotation-
invariant feature point detection and description technique. The BRISK features
contain information about points and objects detected in a 2D gray-scale input image.
An example of the detected key-points in the “use a cellular device” class is shown in
Figure 2. Brisk accomplishes rotation in-variance by attempting to rotate the sample
pattern by the measured orientation of the key-points. For clarity, the radials of the
circles represent the orientation of the detected key-points while their size represents
their scale. In our experiments, to extract BRISK features, we set the scale to 12 and
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specified the minimum accepted quality of corners as 10% within the designated
region of interest (rectangular region for the detected corner). The minimum accepted
quality of corners denotes a fraction of the maximum corner measured value in the
frame. Note that increasing this value will remove inaccurate corners.

• MSER: We extracted MSER features from the proposed dataset. The maximally sta-
ble extremal regions (MSER) technique was used to extract co-variant regions from
images [25]. The word “extremal” means that all pixels within a certain region have
a higher or lower intensity (brightness) than those outside their boundaries. This
process is achieved by arranging the pixels in ascending order according to their in-
tensity and then assigning pixels to regions. The region boundaries were specified by
applying a series of thresholds, one for each gray-scale level. Almost all the producing
regions resembled an ellipse shape. The resulting region descriptors are considered
MSER features. For parameters, we set the step size between intensity threshold levels
at 2. Increasing this value will return fewer regions. We also considered the vector
[30, 14,000] for the size of the region in pixels. The vector [minimumareamaximumarea]
allows for the selection of regions whose total pixels are within the vector. An example
of the detected keypoints in the “exchange exam paper” class is shown in Figure 2. It
depicts MSER regions, which are designated by pixel lists and are kept in the regions
object. Figure 2 displays centroids and ellipses that fit into the MSER regions.

• HOG: The Histogram of Oriented Gradient is one of the most famous feature-extraction
algorithms for object detection, proposed by [26]. It extracts features from a region
of interest in the frame or from all locations in the frame. The shape of objects in the
region is captured by collecting information about gradients. The image is divided
into cells, and each group (grid) of adjacent cells forms spatial regions called blocks.
The block is the foundation for the normalization and grouping of histograms. The cell
is represented by angular bins according to the gradient orientation. Each pixel in the
cell participates in a weighted gradient to its corresponding bin; this means that each
cell’s pixel polls for a gradient bin with a vote proportional to the gradient amount at
that pixel (e.g., if a pixel has a gradient orientation of 85 degrees, it will poll with a
weighted gradient of 0.9 for the 85-to-95 degree bin and a weighted gradient of 0.9
for the 75-to-85 degree bin). In the experiments, we extract HOG features from blocks
specified by [16, 16] cells and 9 orientation histogram bins to encode finer orientation
details. However, an increasing number of bins increases the length of the feature
vector, which then requires more time to access. A close-up of a HOG detection
example is shown in Figure 2.

• SURF: Speeded-Up Robust Features (SURF) is a detector–descriptor scheme used
in the fields of computer vision and image analysis [27]. The SURF detector finds
distinctive interest points in the image (blobs, T-junctions, corners) based on the
Hessian detector. The idea behind the Hessian detector is that it searches for strong
derivatives in two orthogonal directions, thereby reducing the computational time.
The Hessian detector also uses a multiple-scale iterative algorithm to localize the
interest points. The SURF descriptor recaps the pixel information within a local
neighborhood called “block”. The block calculates directional derivatives of the
frame’s intensity. The SURF descriptor describes features unrelated to the positioning
of the camera or the objects [28]. This rotational in-variance property allows for the
objects to be accurately identified regardless of their perspectives or their different
locations within the frame. The region of interest (ROI) is presented as a vector with
the form [x y width height]. As parameters, we set the region size to [1 1size(I, 2)
size(I, 1)], where the [1 1] elements specify the left upper corner of the rectangular
region of size [size(I, 2)size(I, 1)]. An example of the ROIs in the “using cheat sheet”
class is shown in Figure 2.

• SURF&HOG: We used two of the aforementioned features, SURF and HOG, in the
extraction process [29]. First, we used the SURF detector to obtain objects that contain
information about the interest points in the images. We created a regular-spaced grid
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of interest point locations over each image. This permitted dense feature extraction.
Then, we computed the HOG descriptors centered on the point locations produced by
the SURF detector. For clear visualization, we selected 100 points with the strongest
metrics. Figure 2 shows the SURF interest points and the HOG descriptors in the
“using cheat sheet” class. Bulleted lists look like this:

Figure 2. Here some sampling patterns of the (a) BRISK features, (b) MSER regions, (c) MSER
ellipses and centroids, (d) HOG blocks around the strongest corners, (e) SURF locations of interest,
and (f) SURF detectors and HOG descriptors.

5. Experiments

To evaluate the performance of the proposed method, we conducted experiments
on action recognition tasks in the proposed dataset at the frame level using five kinds
of well-known features. The dataset was made up of a set of short video sequences
representing exam cheating actions. The dataset included a total of 37 sequences at a
resolution of 1920 × 1080 pixels. Due to some issues with feature extraction in terms
of the high dimensionality of the feature vector, we cropped the frames from the sides
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to 960× 540 pixels without affecting their contents or affecting the main objective of the
classification task. We prepared training and validation frame sets. Since the frame sets
contained an unequal number of frames per action, we adjusted this so that the number
of frames in the training set was balanced. Note that each action set has exactly the same
number of images. We separated the frames of classes into training and validation data.
We chose 30% of the frames from each class for the training data and the remainder and
70%, for the validation data, and randomized the fragments to avoid biasing the results.
Note that this ratio is not easy and is a challenge in the field of classification.

For each of the features listed in Section 4.2, we created a visual vocabulary code-book
by using the bag of words technique. Bag of words (BOW) is a natural language processing
technique adapted to computer vision. Additionally, the bag of words technique offers an
encoded method to count the visual vocabulary occurrences in an image. BOW produces
a histogram that becomes a reduced representation of an image. The vocabularies are
constructed by reducing the number of features through a quantization of feature space
using K-means clustering. In our experiments, to establish the code-book, an unsupervised
learning clustering K-mean is used with k = 400, 500, 600, 700, where the clusters’ centers
are characterized as the video’s vocabulary.

Tables 2 and 3 show the classification performance of the validation data for each
class, with different types of features and different values for vocabulary. On the one hand,
in these experiments, we used multiple vocabulary (k) values for each type of feature.
It is good to note that the change in the number of vocabulary significantly affected the
classification performance. Perhaps there are other vocabulary values that may increase
accuracy, but this is beyond the scope of this research. In short, the experiments perform
best in this classification task by leveraging SURF descriptors when the vocabulary size
was 500. Additionally, Figure 3 displays a comparison of visual word occurrences using
k = 400 and k = 500. On the other hand, based on the classification performance, we can
categorize the accuracy of the cheat classes into four categories, and illustrate the results in
Tables 2 and 3.

Table 2. Accuracy of classifying the validation dataset using BRISK and HOG features with multiple
values for vocabularies.

Features BRISK HOG

Vocabulary 400 500 600 700 400 500 600 700

1 Use of cellular device 65% 86% 69% 69% 80% 69% 51% 67%
2 Exchange exam paper 63% 84% 86% 92% 69% 94% 86% 88%

3 looking at another student’s exam paper 57% 73% 78% 94% 75% 80% 92% 94%
4 Using cheats sheet 84% 55% 84% 80% 80% 80% 82% 88%

5 Not cheating 100% 98% 100% 96% 98% 86% 98% 100%

Average Accuracy 74% 79% 84% 86% 80% 82% 82% 87%

Table 3. Accuracy of classifying the validation dataset using MSER, SURF, and SURF&HOG features
with multiple values for vocabularies.

Features MSER SURF SURF & HOG

Vocabulary 400 500 600 700 400 500 600 700 400 500 600 700

1 Use of cellular device 75% 73% 73% 92% 65% 90% 82% 69% 61% 75% 69% 67%
2 Exchange exam paper 82% 98% 94% 96% 75% 96% 73% 75% 92% 84% 94% 86%

3 looking at another student’s exam paper 98% 78% 78% 84% 75% 86% 86% 82% 67% 98% 94% 92%
4 Using cheats sheet 94% 67% 78% 80% 73% 82% 94% 78% 82% 82% 90% 100%

5 Not cheating 98% 96% 100% 76% 94% 98% 100% 90% 100% 100% 96% 76%

Average Accuracy 89% 82% 85% 86% 76% 91% 87% 79% 80% 88% 89% 84%
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Figure 3. The comparison of visual word occurrences using SURF features at k = 400 (a) and
k = 500 (b).

First, for the classification of the (looking at another student’s exam paper, using
cheat sheet) classes, the accuracy ranged from 86% to 98% for the “look at the student
paper”, and 84% to 100% for the “use cheat cheat” class. This is because the classes contain
extremely varied kinds of cheating, which lead to huge variations in the feature space.

Second, for the classification of the “exchange exam paper,” the accuracy ranged from
92% to 98%. The classifier maintained high accuracy despite choosing varying vocabulary
values from different features. These accuracy values are considered reasonably high
and are welcome in the classification world. Typically, the “exchange exam paper” class
is triggered by specific object interactions in specific scene settings. As a result, it must
include not only actions but also the interpretation of objects, situations, and their temporal
arrangements with actions, as this knowledge might provide a valuable indication as to
“what’s going on now”.

Third, when classifying the “using a cellular device” class, the accuracy varied between
75% and 92%. The results were not encouraging, and this could be for several reasons,
including using a phone of a dark color, the same color as men’s clothing; phones are also
different shapes and sizes, which requires the system to be trained enough to be able to
distinguish and classify them.

Fourth, in the classification of the “not cheating” class, we note that all the selected
features were able to classify frames with a very encouraging accuracy of 100%. This is
expected: classifying a class that contains very simple movements without interacting with
objects is considered a difficult task in the classification process. From this, we conclude
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that the results are better for the classification of non-cheating than for the classification
of cheating.

Figure 4 highlights the best results. The results were achieved with different features.
Note that choosing various features does not significantly reduce the recognition perfor-
mance. Given the results shown in Figure 4, we were looking at the types of features from
which the classifier was able to infer the best results. The results obtained from BRISK
and HOG features were reasonable. For the BRISK features, the best was 94%, for the
“looking at another student’s exam paper” class, and the lowest was 69%, for the “use
cellular device” class. For the HOG features, the best was 100%, for the “not cheating” class,
while the lowest was, again, 67% for the “use cellular device” class. The average accuracy
when classifying the validation dataset was 86% and 87% for BRISK and HOG, respectively.
There may be a good opportunity to improve these results by increasing the number of
detected keypoints in the descriptors, combining the BRISK and HOG descriptors with
other detectors, or just tuning some of the parameters. There were encouraging results
when using the MSER and SURF and HOG features. An identical average accuracy of 89%
was obtained from both features. The MSER features distinguished “looking at another stu-
dent’s exam paper” and “not cheating” with an accuracy of 98%, and “use cheat sheet” with
an accuracy of 94%. This is not strange, because the detected regions are well-defined by
the intensity function. This leads to the regions having many key properties that make them
valuable. Additionally, the significant results obtained by SURF and HOG features for the
classification of “no cheating”, “looking at another student’s exam paper” and “exchange
exam paper” cannot be avoided. HOG demonstrated its positive effects in detecting texture
information and the edge of the image. However, SURF is the fastest, and comparable to
SIFT in terms of performance.

Figure 4. The accuracy obtained when classifying the validation dataset using different features.

Typically, the results obtained from the SURF features are remarkable. The average
accuracy was 91%; see Table 4. It had the distinct ability to distinguish between the features
of “using a cellular device” with an accuracy of up to 90%. This notable accuracy could not
be reached by the other features most of the time. The SURF technique is well-known for
its quick computation of operators utilizing box filters. Figure 5 shows a comparison of the
different correlations between the five cheating classes using SURF features.
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Table 4. The average accuracy of classifying the validation dataset.

Features Accuracy

BRISK 86%
HOG 87%
MSER 89%
SURF 91%

SURF&HOG 89%

Figure 5. Comparing the accuracy of different correlations between the five cheating classes using
SURF features.

6. Conclusions

In this research, we created a cheating video sequence dataset that detects cheating
actions in paper-based exams. The dataset contains very challenging video sequences, since
many activities appear to be quite similar and include actions that are not solely dependent
on body movement. The results from the experiments on the framework were impressive
and substantial. The cheating recognition model correctly recognized the cheating actions
with an accuracy of 91%. As the results of the work were encouraging and distinct, there
are several ways in which our work might be enhanced. For example, more complex
algorithms could be used, such as deep learning for learning and more appropriate features
and classifiers for classification. The system can also be expanded in the future to detect
cheating in online exams with more than one subject. Moreover, the proposed dataset was
captured in one country, and the examination environment is different in every country.
Therefore, the dataset can be expanded by recording more videos and taking more dynamic
factors such as: different environments; lighting (dim, normal, bright); camera angle (low
angle, face-level, on-looking, top-down); presence of various motions; blurriness; resolution
(SD, HD, 4K); etc.
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Abstract: High dropout rates and delayed completion in higher education are associated with
considerable personal and social costs. In Latin America, 50% of students drop out, and only 50%
of the remaining ones graduate on time. Therefore, there is an urgent need to identify students at
risk and understand the main factors of dropping out. Together with the emergence of efficient
computational methods, the rich data accumulated in educational administrative systems have
opened novel approaches to promote student persistence. In order to support research related to
preventing student dropout, a dataset has been gathered and curated from Tecnologico de Monterrey
students, consisting of 50 variables and 143,326 records. The dataset contains non-identifiable
information of 121,584 High School and Undergraduate students belonging to the seven admission
cohorts from August–December 2014 to 2020, covering two educational models. The variables
included in this dataset consider factors mentioned in the literature, such as sociodemographic and
academic information related to the student, as well as institution-specific variables, such as student
life. This dataset provides researchers with the opportunity to test different types of models for
dropout prediction, so as to inform timely interventions to support at-risk students.

Dataset: https://doi.org/10.57687/FK2/PWJRSJ.

Dataset License: CC0

Keywords: dropout prediction; student attrition; machine learning; educational data mining; learning
analytics; educational innovation; higher education

1. Introduction

High dropout rates and delayed completion in higher education are associated with
considerable personal and social costs. Dropping out from higher education represents
a cost for the government and society, an unnecessary expense for the family, and an
experience of failure for the university student [1,2]. Therefore, the early identification
of at-risk students and understanding of the main factors of dropping out have recently
attracted a great deal of research interest [3–5]. Early detection of at-risk students allows
higher education institutions to offer individualized assistance in varied forms, including
remedial courses and tutoring sessions to mitigate academic failure.

Data 2022, 7, 119. https://doi.org/10.3390/data7090119 https://www.mdpi.com/journal/data169



Data 2022, 7, 119

The rich data accumulated in educational administrative systems together with the
emergence of efficient Statistical and Machine Learning methods have opened novel ap-
proaches to address the problem of student attrition, generating a new line of research.
In the last few years, a high number of predictive analytical educational research papers
have been published and Artificial Intelligence-based decision support systems have been
developed to assist stakeholders in higher education [6–8]. For example, the application
of Learning Analytics in higher education institutions can provide quality and actionable
information to implement educational interventions, such as timely support for at-risk
students of dropping out [9,10].

Most dropout prediction studies rely on pre-enrollment achievement measures (high
school grades, assessment tests) and personal details [11–14]; some also consider first-
semester university performance indicators [12,15], such as course grades [16]. On the
other hand, other factors were also found to have incremental predictive power on aca-
demic performance and retention such as on/off-campus housing [17], socioeconomic
status [11,18,19], psychological factors such as coping and emotional intelligence [20], and
schooling background of parents [21]. Notwithstanding, ethical principles on the collection
and use of educational data should be proposed and applied with the aim of protecting the
privacy of students, such as the ethical principle of considering student performance as a
dynamic variable [22].

In Latin America, college access grew dramatically in the early 2000s, and particularly
for those students from middle and low-income segments [23]. Most of these ‘new students’
enrolled in new private programs, relying on the recent growth of middle-class family
incomes, student loans, and scholarships [24]. Although the coverage expansion of higher
education systems was crucial for knowledge production and social mobility, it generated
major challenges regarding quality and equity. According to Lemaitre [25], 50% of students
drop out and only 50% of the remaining ones graduate on time. Considering that low-
income students are the ones at higher risk of dropping out and being disfavoured by
disparities in lifetime earnings [26], there is an urgent need to improve higher education
quality in the region and reduce dropout rates [23,27]. In this context, data-based strategies
are seen as an opportunity to tackle issues related to these problems, such as providing
personalized feedback and support to an increasing number of learners [27].

Therefore, in order to support the prediction of student dropout and increase student
retention rates, a student dataset has been gathered and curated based on the related work
and the retention prediction model developed for Tecnologico de Monterrey within the
early alerts program. This program is a project whose purpose is to provide timely and
reliable information in the follow-up process to high school and undergraduate students
according to their information and their retention indicator. Although retention rates at
the institution have increased from 91.2% in High School and 89.9% in Undergraduate
in 2014 to 94.5% in High School and 92.1% in Undergraduate in 2020, new or disruptive
models are needed to identify all at-risk students in an effective and timely manner. A
call for proposals was launched to research and develop solutions based on this dataset
using Machine Learning algorithms [28]. According to the proposals received, the dataset
was enriched with more variables related to student life and dropout time. Resulting in a
dataset of 50 variables and 143,326 records.

The rest of the descriptor is organized as follows. Section 2 provides the context and
detail description of the student dataset. Then, Section 3 provides the methodology carried
out to collect, preprocess, preserve, and explore the proposed dataset, mentioning the
materials and methods used as well as presenting a brief exploratory analysis of the dataset.
Finally, Section 4 gives the conclusions.

2. Data Description

The Tecnologico de Monterrey is a university in Mexico made up of 29 campuses and
18 offices around the world. The institution has a total current population of 94,424 students,
of which 26,794 are in High School, 60,169 in Undergraduate, and 7461 in Postgraduate
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programs [29]. In the dataset given through this descriptor, non-identifiable information is
provided for 121,584 High School and/or Undergraduate students who have enrolled at
Tecnologico de Monterrey. The information corresponds to seven admission cohorts to the
institution from 2014 to 2020; that is, August–December 2014 (AD14), August–December 2015
(AD15), August–December 2016 (AD16), August–December 2017 (AD17), August–December
2018 (AD18), August–December 2019 (AD19), and August–December 2020 (AD20).

The dropout rates in the institution have decreased from 8.8% in High School and
10.1% in Undergraduate in 2014 to 5.5% in High School and 7.9% in Undergraduate in
2020. However, in the 2015–2016 period, the dropout rates increased from 7.3% to 7.6%
for High School, as well as in the 2018–2019 period from 7.5% to 9.4% for Undergraduate.
Therefore, it is necessary to continue researching and developing models and strategies for
student retention.

Among the categories of information available in this dataset are:

• Sociodemographic information, such as age, gender, and type of zone to which the
student’s address belongs.

• Enrollment information, such as program, school, and educational model.
• Academic information related to the student, such as the average of the previous

level, the average in the first term or midterm of the first semester, and the number of
failed subjects.

• Information associated with scores on admission tests, such as the admission test,
standardized English proficiency test, and Mathematics grade.

• Academic history, such as type of school from provenance, national/international
student, and relationship with the Tecnologico de Monterrey system.

• Student life, such as participation in sports, cultural, and leadership activities.
• Scholarship and financial aid information, such as type of scholarship, percentage of

scholarship, and percentage of scholarship loan.
• Academic information related to the student’s parents, such as educational level and

whether the parents were students of the Tecnologico de Monterrey.
• Information on the student’s retention or dropout in the first year.

Tables 1–3 provide a detailed description of the variables constituting the student dataset.
It is relevant to mention that this student dataset provides information on two educa-

tional models implemented at Tecnologico de Monterrey. The previous model, correspond-
ing to the AD14–AD18 generations, is based on the teaching-learning process while the
current model called “TEC21 Model”, corresponding to the AD19–AD20 generations, is
based on challenges and competencies [29]. In this dataset, information on the average
obtained in the first term or midterm, the number of subjects failed, and the number of
subjects dropped out by the student is only provided for the AD19–AD20 generations.
Hence, this data is interesting to analyze from this perspective as well.

In the same way, co-curricular activities related to the integrated learning of students
have also evolved in accordance with the new educational model (“TEC21 Model”). The
AD14–AD17 generations of students contemplated enrolling in one type of activity or
the three categories of activities offered: (1) physical education, (2) cultural diffusion,
and (3) student society. For the AD18–AD20 generations, the offer of activities increased
since they are now part of the well-rounded education of the student to contribute to the
development of transversal skills for all students [30,31]. This evolution is called the LiFE
(Leadership and Student Education) program, which goes hand in hand with the TEC21
educational model [31] and is made up of the following categories: athletic or sports
activities, art or culture activities, student society activities, life or work mentoring, and
wellness activities.
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Table 1. Description of the attributes of the student dataset (Part I).

No. Attribute Data
Type Description Values

1 student.id Integer

Masked enrollment number of the student. There are
duplicate student identifiers (IDs) as one identifier

may be related to a different educational level: High
School or Undergraduate. In addition, there are some
student IDs that are repeated three times due to those

students have additional information related to
different generations.

1-121584

2 generation String Unique indicator that denotes the generation to which
the student belongs.

AD14, AD15, AD16, AD17, AD18,
AD19, AD20

3 educational.model Binary Educational model to which the student belongs. 1: TEC21 Model, 0: Previous
educational model

4 level String Educational level to which the student belongs. High School, Undergraduate
5 gender String Student gender. Male, Female
6 age Integer Student’s age. Range from 13 to 55 years

7 zone.type String Description of the type of zone to which the student’s
address belongs.

Rural, Semiurban, Urban,
No information

8 socioeconomic.level String Socioeconomic level of the student. Level 1, Level 2, Level 3, Level 4, Level
5, Level 6, Level 7, No information

9 social.lag String
It indicates the level of social backwardness at the

level of urban areas of the student’s address according
to the zip code.

Low, Medium, High, No information

10 id.school.origin String Masked identifier of the school where the student
comes from.

Range from “School 0” to
“School 10242”.

11 school.cost String Classification of the tuition cost of the student’s
school of origin.

Public, Low cost, Medium cost,
Medium-high cost, High cost, Not

defined

12 tec.no.tec String Indicator that denotes if the student comes from a
school that belongs to Tecnologico de Monterrey. TEC, NO TEC

13 max.degree.parents String Highest educational level obtained by the
student’s parents.

No information, No degree,
Undergraduate degree, Master

degree, PhD

14 father.education.complete String Description of the last educational level completed by
the father.

Attended university, but did not
graduate; Graduated from elementary

or middle school; Graduated from
high school; None educational degree;

Received master degree; Received
PhD; Received technical or

commercial degree; Received
undergraduate degree;

No information

15 father.education.summary String Classification of the last educational level completed
by the father.

No information, No degree,
Undergraduate degree, Master

degree, PhD

16 mother.education.complete String Description of the last educational level completed by
the mother.

Attended university, but did not
graduate; Graduated from elementary

or middle school; Graduated from
high school; None educational degree;

Received master degree; Received
PhD; Received technical or

commercial degree; Received
undergraduate degree;

No information

17 mother.education.summary String Classification of the last educational level completed
by the mother.

No information, No degree,
Undergraduate degree, Master

degree, PhD

18 parents.exatec String Indicator that denotes if either of the parents is an
exatec (was a student at Tecnologico de Monterrey). Yes, No, No information

19 father.exatec String Indicator that denotes if the student’s father is an
exatec (was a student at Tecnologico de Monterrey). Yes, No, No information

20 mother.exatec String Indicator that denotes if the student’s mother is an
exatec (was a student at Tecnologico de Monterrey). Yes, No, No information

21 first.generation String It indicates if the student is the first person in the
family to study for a professional career.

Yes, No, No information, Does
not apply
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Table 2. Description of the attributes of the student dataset (Part II).

No. Attribute Data Type Description Values

22 school String Acronyms of the school to which the student’s
academic program belongs.

High school, EN = Business School,
EMCS = School of Medicine and Health
Sciences, EIC = School of Engineering
and Sciences, ECSG = School of Social

Sciences and Government,
EHE = School of Humanities and

Education, EAAD = School of
Architecture, Art and Design

23 program String Acronyms of the academic program to which the
student belongs.

The meaning of the acronyms is found
in Appendix A

24 region String Code of the region to which the campus where the
student is enrolled belongs.

RM = Monterrey Region, RO = West
Region, RCM = Mexico City Region,

RCS = South/Central Region,
DR = Regional Development Region

25 foreign String

Indicator to identify if the student is a foreigner (Yes:
Foreigner), if the Mexican student’s birthplace is

different from the location of the school campus (Yes:
National), or if the student belongs to the same

location (Local).

Local, Yes: National, Yes: Foreigner

26 PNA Float Previous level score (average) Range from 0 to 100

27 english.evaluation Integer Level of English obtained from a standardized test of
English language proficiency.

Level 0: No information, Level 1:
Beginner, Level 2: Basic, Level 3: Basic,

Level 4: Intermediate, Level 5:
Intermediate, Level 6: Upper

Intermediate, Level 7: Advanced

28 admission.test Integer
and String

Admission test score. There are two scoring scales
depending on how the test is applied: (1) Academic
Aptitude Test ( Prueba de Aptitud Académica-PAA):

admission test applied face-to-face for all generations of
students before the closure due to the COVID-19

pandemic. The range of scores is from 400 to 1600.
(2) Online Aptitude Test ( Prueba de Aptitud en

Línea-PAL): admission test that, as a consequence of the
closure due to COVID-19, is applied online. The range

of scores is from 0 to 100.

Ranges from 1 to 100 and from 400 to
1600, Does not apply

29 online.test Binary It indicates if the student took the online admission test. 1: Yes, 0: No

30 general.math.eval Float and
String

Mathematics score from the admission test or from the
school of origin.

Range from 0 to 100, Does not apply,
No information

31 admission.rubric Integer Score generated from the student’s profile where 50 is
outstanding and 0 is average. Range from 0 to 50

32 scholarship.type String Type of scholarship.

Academic talent, Army/Navy
scholarship, Child of

Professor/Employee/Director,
Contingency scholarship, Cultural

talent, Entrepreneurial talent, Leaders
of Tomorrow Scholarship, Leadership

talent, No scholarship, Sports
Talent, Traditional

33 scholarship.perc Integer Scholarship percentage. Range from 0 to 100
34 loan.perc Integer Percentage of the educational loan. Range from 0 to 50

35 total.scholarship.loan Integer Total percentage of financial support provided to the
student for education (scholarship + educational loan). Range from 0 to 100

36 FTE Float
It indicates if the student is a full-time student at

Tecnologico de Monterrey according to the number of
subjects enrolled.

Range from 0.04 to 1.44

37 average.first.period Float

Average obtained in the first term (five
weeks–Undergraduate) or the first midterm (six

weeks–High School) of the student’s first semester. This
data corresponds only to the AD19 and AD20

generations (TEC21 Model).

Range from 0 to 100
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Table 3. Description of the attributes of the student dataset (Part III).

No. Attribute Data
Type Description Values

38 failed.subject.first.period Integer

Number of subjects failed in the first term
(five weeks–Undergraduate) or the first midterm

(six weeks–High School) of the student’s first
semester. This data corresponds only to the AD19 and

AD20 generations (TEC21 Model).

Range from 0 to 8

39 dropped.subject.first.period Integer

Number of subjects dropped out in the first term
(five weeks–Undergraduate) or the first midterm

(six weeks–High School) of the student’s first
semester. This data corresponds only to the AD19 and

AD20 generations (TEC21 Model).

Range from 0 to 9

40 retention Binary Value that indicates if the student continues studying
at Tecnologico de Monterrey. 1: Retention, 0: Dropout

41 dropout.semester Integer

Value indicating the semester when the student
dropped out. Where 0 = the student continues

studying, 1 = the student dropped out during the first
semester, 2 = the student did not enroll in the second

semester, 3 = the student dropped out during the
second semester, and 4 = the student did not enroll in

the third semester.

0, 1, 2, 3, 4

42 physical.education
Binary

and
String

Value that indicates if the student was enrolled in any
physical education activities during the first semester.
This data corresponds only to the AD14, AD15, AD16,

and AD17 generations.

0: No, 1: Yes, Does not apply,
No information

43 cultural.diffusion
Binary

and
String

Value that indicates if the student was enrolled in any
cultural diffusion activities during the first semester.

This data corresponds only to the AD14, AD15, AD16,
and AD17 generations.

0: No, 1: Yes, Does not apply,
No information

44 student.society
Binary

and
String

Value that indicates if the student was enrolled in any
student society activities during the first semester.

This data corresponds only to the AD14, AD15, AD16,
and AD17 generations.

0: No, 1: Yes, Does not apply,
No information

45 total.life.activities
Integer

and
String

Number of LiFE (Leadership and Student Education)
activities in which the student was enrolled during
the first semester. This data corresponds only to the

AD18, AD19, and AD20 generations.

0, 1, 2, 3, 4, 5, Does not apply,
No information

46 athletic.sports
Binary

and
String

Value that indicates if the student was enrolled in any
athletic or sports activities during the first semester.
This data corresponds only to the AD18, AD19, and

AD20 generations.

0: No, 1: Yes, Does not apply,
No information

47 art.culture
Binary

and
String

Value that indicates if the student was enrolled in any
artistic or cultural activities during the first semester.
This data corresponds only to the AD18, AD19, and

AD20 generations.

0: No, 1: Yes, Does not apply,
No information

48 student.society.leadership
Binary

and
String

Value that indicates if the student was enrolled in any
student society activities and a leadership program

during the first semester. This data corresponds only
to the AD18, AD19, and AD20 generations.

0: No, 1: Yes, Does not apply,
No information

49 life.work.mentoring
Binary

and
String

Value that indicates if the student received advice on
life and work plans during the first semester. This

data corresponds only to the AD18, AD19, and
AD20 generations.

0: No, 1: Yes, Does not apply,
No information

50 wellness.activities
Binary

and
String

Value that indicates if the student was enrolled in any
integral wellness activities during the first semester.
This data corresponds only to the AD18, AD19, and

AD20 generations.

0: No, 1: Yes, Does not apply,
No information

3. Materials and Methods

The methodology used in this research is based on the Data Life Cycle used in the
field of Research Data Management shown in Figure 1. The Data Life Cycle illustrates the
research process and its different phases, as well as the stages associated with the data
generation, use, and dissemination [32].
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Figure 1. Data Life Cycle Diagram, based on [33].

3.1. Data Planning

The first 40 variables shown in Tables 1–3 were defined according to the related work
cited in this descriptor, as well as the Analytics and Business Intelligence Department
of Tecnologico de Monterrey due to its experience in the early alerts program (student
retention). The following nine variables (listed from 41 to 50 in Table 3) related to the
student’s dropout semester and the student’s co-curricular activities were gathered after
receiving the proposals of the researchers participating in the call for proposals. The
dataset along with its data dictionary were built in Excel files to allow downloading them
through the Tecnologico de Monterrey’s Data Hub (https://datahub.tec.mx/dataverse/tec
(accessed on 24 August 2022)). Taking into account the sensitivity of the data, the dataset
will be made available to researchers who request it through the Data Hub.

3.2. Data Collection

The data was extracted in two phases. Firstly, data was collected from the Tecnologico
de Monterrey’s Data Warehouse by the Analytics and Business Intelligence Department
through the SAP BusinessObjects Web Intelligence (WebI) tool. This first dataset includes
personal and academic information on Undergraduate and High School students, such as
gender, age, tests, schooling background of parents, among others. The variables related
to retention and the socioeconomic level of the students were calculated by the same
department with the purpose of designing a model to identify students at risk, used in the
early alerts program. Secondly, the co-curricular activities of the students from 2014 to 2020
were obtained from the Tecnologico de Monterrey’s LiFE Department.

3.3. Data Assurance

For the dataset that was extracted from the WebI tool, the following preprocessing
steps were performed:

1. Considering the privacy of students and faculty, it is important to emphasize that
the data must be de-identified before it is made available for institutional use and
research purposes [22]. Therefore, the student’s enrollment identifier ( student.id)
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and the name of the previous level school ( id.school.origin) became non-identifiable
values as they represent sensitive information.

2. All records were translated into the English language.
3. An exhaustive exploration was carried out to find inconsistencies in the values of

variables 1 to 40 (described in Tables 1–3) and in the relationships among them.
4. Spelling and typographical errors were checked for the categorical values of each variable.
5. Missing values for the variables socioeconomic.level and social.lag were filled in with

“No information”.
6. The empty values corresponding to admission.test for the Undergraduate level were

replaced by “Does not apply” when the variable tec.no.tec has the value “TEC”. That
is, the student is a graduate of the Tecnologico de Monterrey’s High School.

7. The variable dropout.semester was categorized according to the period in which the
student dropped out: before or during the semester.

8. The values of the variables scholarship.perc, loan.perc, and total.scholarship.loan
were multiplied by 100 to represent a percentage.

3.4. Data Description

The dataset was described in detail in Section 2.

3.5. Data Preservation

This dataset will be available upon request through the Tecnologico de Monterrey’s
Data Hub repository for its long-term preservation. The metadata was properly described
and a specific Digital Object Identifier (DOI) was assigned in order that the data can be
easily traceable and correctly cited. This dataset is protected by the Creative Commons
Zero (CC0) waiver and is governed by Tecnologico de Monterrey’s Terms of Use and a
Data Policy.

3.6. Data Discovery

Based on the proposals received by the researchers, information on co-curricular
activities and dropout semester were identified as potential data that could be valuable for
the student dropout prediction model and were added to the original dataset.

3.7. Data Integration

The first dataset consisting of 40 variables was merged with the co-curricular activities
database and semester dropout information based on the variables student.id and generation
to create a single data file. As a result, the final dataset is made up of 50 attributes to test
and predict student dropout at the High School and Undergraduate levels.

3.8. Data Analysis

Firstly, a descriptive analysis of dataset variables was performed using the Pan-
das library version 1.4.3 and the Scikit-learn library version 1.1.2 in Python 3 shown
in Tables 4 and 5. Secondly, a data visualization was carried out using Tableau Desktop
Professional Edition 2021.4.4.

On the one hand, Table 4 describes the numerical variables of the dataset through their
unique, mean, minimum, and maximum values. The identifier of each variable corresponds
to the identifier assigned in Tables 1–3. Similarly, the gain information is integrated to
demonstrate the dependency between each feature in the dataset and the target variable:
retention. The information gain was calculated using a mutual information classifier, the
values “Does not apply” and “No information” were excluded from the calculation of
the statistical variables admission.test, general.math.eval, and total.life.activities since they
do not represent numerical values, and the records containing null values were also not
considered in the information gain calculation. It is important to remember that for the
variables average.first.period, failed.subject.first.period, and dropped.subject.first.period the data
is only available for AD19 and AD20.
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Table 4. Description of the numerical attributes of the student dataset.

No. Attribute Unique Mean Min Max Information Gain

6 age 32 17 13 55 0.0086
26 PNA 2881 88.15 0 100 0.0068
28 admission.test 907 1259 1 1600 0.0026
30 general.math.eval 423 68.50 0 100 0.0062
31 admission.rubric 51 33 0 50 0.0025
33 scholarship.perc 26 17 0 100 0.0066
34 loan.perc 14 4 0 50 0.0010
35 total.scholarship.loan 3066 21 0 100 0.0064
36 FTE 64 1.02 0.04 1.44 0.0154
37 average.first.period 545 87.26 0 100 0.0321
38 failed.subject.first.period 9 0 0 8 0.0039
39 dropped.subject.first.period 10 0 0 9 0.0006
45 total.life.activities 8 1.74 0 8 0.0061

Table 5. Description of the categorical attributes of the student dataset .

No. Attribute Unique Mode Frequency Information Gain

2 generation 7 AD20 21,962 0.0047
3 educational model 2 0 99,534 0.0029
4 level 2 Undergraduate 77,517 0.0089
5 gender 2 Male 75,285 0.0081
7 zone.type 4 No information 101,920 0.0058
8 socioeconomic.level 8 No information 124,041 0.0174
9 social.lag 4 No information 119,327 0.0208

10 id.school.origin 10,243 School 5,328 3106 0.0080
11 school.cost 6 High cost 67,135 0.0057
12 tec.no.tec 2 NO TEC 102,481 0.0026
13 max.degree.parents 5 Undergraduate degree 52,494 0.0128
14 father.education.complete 9 Received undergraduate degree 49,888 0.0110
15 father.education.summary 5 Undergraduate degree 49,888 0.0124
16 mother.education.complete 9 Received undergraduate degree 53,453 0.0119
17 mother.education.summary 5 Undergraduate degree 53,453 0.0130
18 parents.exatec 3 No 94,020 0.0056
19 father.exatec 3 No 97,845 0.0047
20 mother.exatec 3 No 104,787 0.0039
21 first.generation 4 Does not apply 65,809 0.0064
22 school 7 High School 65,809 0.0100
23 program 76 PBB 38,506 0.0074
24 region 5 RCM 36,678 0.0078
25 foreign 3 Local 116,933 0.0020
27 english.evaluation 8 6 49,296 0.0070
29 online.test 2 0 142,204 0.0004
32 scholarship.type 11 No scholarship 71,866 0.0165
40 retention 2 1 131,687 Target
41 dropout.semester 5 0 131,687 0.2819
42 physical.education 4 1 58,701 0.0243
43 cultural.diffusion 4 1 40,768 0.0233
44 student.society 4 0 52,710 0.0235
46 athletic.sports 4 1 36,908 0.0176
47 art.culture 4 0 43,566 0.0174
48 student.society.leadership 4 0 42,987 0.0175
49 life.work.mentoring 4 0 51,553 0.0176
50 wellness.activities 4 0 44,364 0.0175

In addition, a correlation matrix is provided in Figure 2 to show the correlation coeffi-
cients between each numerical attribute in the dataset. Due to the considerations mentioned
above, the dataset used for these analyzes resulted in 25,061 records. From this matrix, it can
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be seen that the degree of linear relationship between the variable total.scholarship.loan and
the variable scholarship.perc is 0.94, which means that these variables are strongly correlated.
While between the variables average.first.period and failed.subject.first.period the coefficient is
−0.43, which indicates that they are associated in the opposite direction.

Figure 2. Correlation matrix of the numerical attributes shown in Table 4.

On the other hand, Table 5 describes the categorical variables of the dataset through
their unique and mode values, and the frequency of the mode. The identifier of each
variable corresponds to the identifier assigned in Tables 1–3. Regarding the co-curricular
activities, the mode and frequency were calculated according to the generation to which
they correspond. For example, for the variables physical.education, cultural.diffusion, and
student.society, only the values corresponding to the generations AD14 to AD17 were
considered. Similarly, for the LiFE activities, only the values of the generations AD18
to AD20 were contemplated. Furthermore, the "Does not apply" value was ignored for
all generations. In the same way, the gain information is integrated to demonstrate the
dependency between each feature in the dataset and the target variable: retention. The
information gain was calculated using a mutual information classifier, it was necessary
to encode the features using an OrdinalEncoder while the target variable, in this case,
“retention” was encoded with a LabelEncoder. From this calculation, it can be deduced that
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the retention variable is more dependent on the students’ co-curricular activities, such as
cultural.diffusion, student.society, and physical.education, while the variables online.test and
dropped.subject.first.period have less dependency on retention.

It is worth mentioning that it is recommended to carry out a greater analysis of the
factors since the gain values may vary depending on the data preprocessing and the
approach that each researcher considers in their experiments.

Subsequently, graphical representations were performed with the variables related
to the dropout rates and the specific variables of the institution (student life). Figure 3
illustrates the number of High School and Undergraduate students who dropped out
during their first year of study from AD14 to AD20. In general, the number of students
enrolled increased over time for both levels. Figure 3 shows that in AD14 the number
of High School students who dropped out is higher compared to other generations. It
is also found that in AD15 there is a slight decrease in student dropout of 7.28% but
during the following three generations, from AD16 to AD18, the dropout rates increased
and ranged between 7.61% and 7.98%. In AD19, when the Tec21 model started, this rate
started to decrease from 6.48% to 5.51% in AD20, which is the lowest dropout rate of the
seven generations.

Although at the Undergraduate level the number of students enrolled seems to
increase year after year, the number of dropouts does not behave the same. It is observed
in the orange line of Figure 3 that the year with the highest student dropout is also found
in the AD14 generation with a dropout rate of 10.09%. According to the graph, there
was a downward trend starting from the AD15 generation with a dropout rate of 9.20%,
then between the AD16 and AD17 generations, the dropout rates decreased and had a
minimum variation with percentages of 8.82% and 8.71%, respectively. In AD18, the
dropout rate continued to decrease with a percentage of 7.53%. Although there was
a decreasing trend in dropout rates during the past generations, in AD19, despite the
number of students enrolled increased, the dropout rate rose to 9.43% but in AD20 this
rate decreased to 7.95%.
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Moreover, Figure 4 presents information on the number of High School and Under-
graduate students who participated in different co-curricular activities during the fall
semesters between 2014 and 2017. The total number of students enrolled in those years
was 78,715. The graph shows that the majority (58,701) of the students were involved in
Physical Education activities with a dropout rate of 7.10%, followed by cultural diffusion
with 40,768 students enrolled and a dropout rate of 7.10%; while a smaller number of
students (25,115), participated in some student society activity with a dropout rate of 6.31%.
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Figure 4. Number of High School and Undergraduate students who were enrolled in co-curricular
activities during the fall semesters from AD14 to AD17.

Figure 5 shows the information on the co-curricular activities that belong specifically
to the Tecnologico de Monterrey’s LiFE program implemented since AD18. The number of
students enrolled in these three generations was 64,611. According to the graph, more than
half of the students (36,908) participated in Athletic Sports with a dropout rate of 6.09%. The
Student Society Leadership was the second activity with a participation of 21,429 students
and a dropout rate of 6.10%, followed by Art Culture with 20,849 students and a dropout
rate of 6.02%. Compared to this last activity, slightly fewer students participated in the
Wellness activities (20,052) with a dropout rate of 5.91%. Participation in activities related
to Life-Work Mentoring was the least preferred by students with a participation of 12,863
but with the highest percentage of dropouts of 7.40%.
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Figure 5. Number of High School and Undergraduate students who were enrolled in LiFE activities
during the fall semesters from AD18 to AD20.

180



Data 2022, 7, 119

It is worth mentioning that a student could have participated in one or more activities
at the same time.

4. Conclusions

Through this data descriptor, a non-identifiable dataset of 121,584 High School and
Undergraduate students from Tecnologico de Monterrey was provided in order to con-
tribute to the scientific community with data that will allow it to generate more accurate
models to predict student dropout in higher education institutions. The generation of an
appropriate model based on this dataset would benefit the students, by having timely and
personalized strategies from their institution that support their permanence in their career,
as well as the institution, by improving their statistics of student degree completion and
their student investment costs.

The dataset is made up of variables reported in the literature as good predictors of
school dropout as well as variables of the institution that are part of the student life. The
contribution of more data related to the variables found in the literature from an institution
other than their own could allow testing models already developed in their own institution
to find new findings or improve those models.

On the other hand, the new variables (student life) could provide new relationships
between the factors already studied that could enhance the development of new or im-
proved models to predict student performance and identify at-risk students. Most papers
use traditional Machine Learning algorithms (e.g., logistic regression, k-nearest neighbors,
and decision tree-based ensemble models) [13,34]. However, only 5% of the studies have
applied unsupervised learning algorithms [16]. Furthermore, the emergence of Explainable
Artificial Intelligence (XAI) tools has made it possible to use advanced Machine Learning
algorithms for interpretable dropout prediction [35–37].

Author Contributions: Conceptualization, J.A.-U. and R.A.R.D.; methodology, J.A.-U., P.M.-A.,
A.L.M.H. and H.G.C.; software, A.L.M.H. and P.M.-A.; validation, J.A.-U., A.L.M.H., J.E.M.G.,
R.A.R.D., R.M., I.H. and V.H.; formal analysis, J.A.-U., P.M.-A. and A.L.M.H.; investigation, J.A.-U.,
P.M.-A., R.M., I.H., V.H. and J.E.M.G.; resources, H.G.C. and R.A.R.D.; data curation, A.L.M.H. and
P.M.-A.; writing—original draft preparation, J.A.-U. and P.M.-A.; writing—review and editing, R.M.,
I.H., A.L.M.H., J.E.M.G., V.H., R.A.R.D. and H.G.C.; visualization, P.M.-A. and J.A.-U.; supervision,
H.G.C. and R.A.R.D.; project administration, H.G.C.; funding acquisition, H.G.C. and R.A.R.D. All
authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Institute for the Future of Education and the APC was
funded by the Tecnologico de Monterrey.

Institutional Review Board Statement: Privacy issues related to the collection, curation, and publi-
cation of student data were validated with Tecnologico de Monterrey’s Data Owners and the Data
Security and Information Management Departments.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this descriptor is available upon request in
the Institute for the Future of Education’s Educational Innovation collection of the Tecnologico de
Monterrey’s Data Hub at https://doi.org/10.57687/FK2/PWJRSJ (accessed on 24 August 2022).

Acknowledgments: The authors would like to thank the Tecnologico de Monterrey’s Analytics and
Business Intelligence Department for providing the original dataset for this project. Similarly, to
Yedida Betzabé López Membrila, LiFE Programs Portfolio Leader, for providing complementary data
for the presented dataset. Also, to Verónica Guadalupe Barroso Sánchez, Admissions Specialist, for
explaining the variables related to admissions in the dataset. Finally, to the researchers who applied
for the call for their recommendations on the integration of new variables.

Conflicts of Interest: The authors declare no conflicts of interest.

181



Data 2022, 7, 119

Abbreviations
The following abbreviations are used in this manuscript:

AD August–December
CC0 Creative Commons Zero
DOI Digital Object Identifier
LiFE Leadership and Student Education
MDPI Multidisciplinary Digital Publishing Institute
PAA Academic Aptitude Test ( Prueba de Aptitud Académica)
PAL Online Aptitude Test ( Prueba de Aptitud en Línea)
SAP Systemanalyse Programmentwicklung
WebI SAP BusinessObjects Web Intelligence
XAI Explainable Artificial Intelligence

Appendix A

Table A1. The meaning of the acronym of the program in which the student is enrolled (Part I).

Program Meaning

ADI Architecture and Design/Exploration
AMC Built Environment/Exploration
ARQ B.A. in Architecture
BIO Bioengineering and Chemical Process/Exploration
CIS Law, Economics and International Relations/Exploration

COM Communication and Digital Production/Exploration
CPF B.A. in Finance & Accounting
ESC Creative Studies/Exploration
IA B.S. Agronomy Engineering

IBN B.S. Biobusiness Engineering
IBQ Engineering-Bioengineering and Chemical Process (avenue)/Exploration
IBT B.S. in Biotechnology Engineering
IC B.S. Civil Engineering
ICI Engineering-Applied Sciences (avenue)/Exploration

ICT Engineering-Computer Science and Information Technologies
(avenue)/Exploration

IDA B.S. Automotive Engineering
IDS B.S. Sustainable Development Engineering
IFI B.S. in Engineering Physics
IIA B.S. Food Industry Engineering
IID B.S. Innovation and Development Engineering
IIN B.S. Industrial Innovation Engineering
IIS B.S. Industrial Engineering with minor in Systems Engineering
IIT Engineering-Innovation and Transformation (avenue)/Exploration

IMA B.S. Mechanical Engineering (administrator)
IMD B.S. Biomedical Engineering
IME B.S. Mechanical Engineering (electrician)
IMI B.S. Digital Music Production Engineering
IMT B.S. in Mechatronics Engineering
ING Engineering/Exploration
INQ B.S. Chemistry and Nanotechnology Engineering
INT B.S. Business Informatics
IQA B.S. Chemical Engineering (administrator)
IQP B.S. Chemical Engineering (sustainable processes)
ISC B.S. Computer Science and Technology
ISD B.S. Digital Systems and Robotics Engineering
ITC B.S. in Computer Science and Technology
ITE B.S. Electronic and Computer Engineering
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Table A1. Cont.

Program Meaning

ITI B.S. Information and Communication Technologies
ITS B.S. Telecommunications and Electronic Systems

LAD B.A. Animation and Digital Art
LAE B.A. Business Administration
LAF B.A. Financial Management
LBC B.A. in Biosciences
LCD B.A. Communication and Digital Media

LCMD B.A. Communication and Digital Media
LDE B.A. in Entrepreneurship
LDF B.A. Law with Minor in Finance
LDI B.A. Industrial design
LDN B.A. Business Innovation and Management
LDP B.A. Law with Minor in Political Science

Table A2. The meaning of the acronym of the program in which the student is enrolled (Part II).

Program Meaning

LEC B.A. Economics
LED B.A. in Law
LEF B.A. Economics and Finances
LEM B.A. in Marketing
LIN B.A. in International Business
LLE B.A. Spanish Literature
LLN B.A. International Logistics
LMC B.A. Marketing and Communication
LMI B.A. Journalism and Media Studies
LNB B.A. in Nutrition and Wellness
LP B.A. Psychology

LPL B.A. Political Science
LPM B.A. Advertising and Marketing Communications
LPO B.A. Organizational Psychology
LPS B.S. Clinical Psychology and Health
LRI B.A. International Relations
LTS B.A. Social Transformation
MC Physician & Surgeon
MO Medical and Surgical Dentist
NEG Business/Exploration
PBB Bicultural High School
PBI International High School
PTB Bilingual High School
PTM Multicultural High School
SLD Health Sciences/Exploration
TIE Information Technologies and Electronics/Exploration
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Abstract: The COVID-19 Omicron variant, reported to be the most immune-evasive variant of
COVID-19, is resulting in a surge of COVID-19 cases globally. This has caused schools, colleges,
and universities in different parts of the world to transition to online learning. As a result, social
media platforms such as Twitter are seeing an increase in conversations related to online learning
in the form of tweets. Mining such tweets to develop a dataset can serve as a data resource for
different applications and use-cases related to the analysis of interest, views, opinions, perspectives,
attitudes, and feedback towards online learning during the current surge of COVID-19 cases caused
by the Omicron variant. Therefore, this work presents a large-scale, open-access Twitter dataset of
conversations about online learning from different parts of the world since the first detected case of
the COVID-19 Omicron variant in November 2021. The dataset is compliant with the privacy policy,
developer agreement, and guidelines for content redistribution of Twitter, as well as with the FAIR
principles (Findability, Accessibility, Interoperability, and Reusability) principles for scientific data
management. The paper also briefly outlines some potential applications in the fields of Big Data,
Data Mining, Natural Language Processing, and their related disciplines, with a specific focus on
online learning during this Omicron wave that may be studied, explored, and investigated by using
this dataset.

Dataset: https://doi.org/10.5281/zenodo.6837118

Dataset License: CC-BY 4.0

Keywords: COVID-19; COVID; omicron; online learning; remote learning; online education; Twitter;
dataset; tweets; social media; big data

1. Introduction

The first cases of the COVID-19 pandemic, caused by the SARS-CoV-2 virus, were
recorded in a seafood market in Wuhan, China, in December 2019 [1]. Since then, the virus
has been found in all the countries of the world. At the time of writing this paper, globally,
there have been 535,342,382 cases with 6,320,324 deaths [2]. Since the initial cases in China,
the SARS-CoV-2 virus has undergone multiple mutations, and as a result, multiple variants
have been detected in different parts of the world. Some of these include: Alpha (B.1.1.7),
Beta (B.1.351), Gamma (P.1), Delta (B.1.617.2), Epsilon (B.1.427 B.1.429), Eta (B.1.525), Iota
(B.1.526), Kappa (B.1.617.1), Zeta (P.2), Mu (B.1.621, B.1.621.1), and Omicron (B.1.1.529,
BA.1, BA.1.1, BA.2, BA.3, BA.4 and BA.5) [3]. Out of all these variants, the Omicron variant,
first detected on 24 November 2021 from a sample collected on 9 November 2021, was
classified as a Variant of Concern (VOC) by the World Health Organization (WHO) on
26 November 2021 [4]. The Omicron variant has a spike protein that contains 30 muta-
tions [5]. It has been reported to be the most immune-evasive variant of COVID-19 and
to present very strong resistance against antibody-based or plasma-based treatments [6].
According to WHO, the new cases due to this Omicron variant have been “off the charts”
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and are setting new records in terms of COVID-19 cases all over the world [7]. The Omicron
variant currently accounts for 86% of the COVID-19 cases worldwide [8], and some of the
countries that have recorded the most cases due to the SARS-CoV-2 Omicron variant in-
clude the United Kingdom (1,138,814 cases), USA (945,470 cases), Germany (245,120 cases),
Denmark (218,106 cases), France (110,959 cases), Canada (92,341 cases), Japan (71,056 cases),
India (56,125 cases), Australia (46,576 cases), Sweden (43,400 cases), Israel (39,908 cases),
Poland (33,436 cases), and Brazil (32,880 cases) [9].

Since the beginning of the pandemic, many countries, such as India [10], the United
States [11], the United Kingdom [12], Spain [13], Greece [14], Italy [15], Austria [16], Nige-
ria [17], China [18], New Zealand [19], Ireland [20], Germany [21], South Africa [22],
Australia [23], France, [24], Norway [25], and several more [26], went on a complete lock-
down with work from home and remote work guidelines that affected a multitude of
industries and sectors. Out of all these sectors that were impacted by the nationwide
lockdowns and the associated guidelines in different parts of the world, the education
sector was an important one. On a global scale, universities, colleges, and schools had to
switch to online education, which required its faculty, administrators, staff, and students
to become familiarized with online learning and the associated tools and platforms that
were necessary for this new norm of education. Due to the worldwide adoption and
familiarization with various forms of tools, platforms, software, and hardware necessary
for online education, the online education market is rapidly booming and is expected to
reach more than USD 350 billion by 2025 [27]. Online learning may be broadly defined
as “learning experiences in synchronous or asynchronous environments using different devices
(e.g., mobile phones, laptops, etc.) with internet access. In these environments, students can be
anywhere (independent) to learn and interact with instructors and other students” [28]. Online
learning has a range of synonyms, and some of the most commonly used synonyms include
remote education, online education, virtual education, remote learning, e-learning, distance
education, virtual learning, asynchronous learning, and blended learning [28].

On a global scale, more than 43,518,726 students were affected due to in-person school
closures due to COVID-19 [29]. The closing of universities, colleges, and schools was
recorded in 188 countries [30], and 90% of the countries reported a switch to one or more
forms of online learning [31]. Despite these promising numbers, 31% (463 million) of
students in schools (in preprimary to secondary education) could not adopt online learning
either due to lack of technologies, training, or accessibility, and 75% of students who
belonged to the poorest households could not switch to the technologies required for online
learning [31].

With the advancements in vaccine research and other forms of treatment of COVID-19
toward the later part of 2020 [32–34] and in compliance with the recommendations from
various local and national policy-making bodies, different universities, colleges, and schools
started to transition to hybrid (both online and in-person) learning as well as completely in-
person learning [35]. However, this was associated with several challenges [36], including
a surge of COVID-19 cases in students, educators, and staff members, an increase in stress
and anxiety in both students and their parents, the need for allocation of funds by these
educational institutions to conduct classes in a socially distant manner, and for procurement
of hand sanitizers and disinfectants. Despite these challenges, education continued in both
hybrid and in-person forms for a few months. However, due to the recent global surge in
COVID-19 cases due to the Omicron variant [7–9], many educational institutions all over
the world have transitioned back to online learning since the beginning of 2022, and several
are in the process of transitioning to online learning over the next few months [37–42].

The modern-day Internet of Everything lifestyle [43] is characterized by people spend-
ing more time on the internet than ever before, with a specific focus on social media
platforms. The use of social media platforms has skyrocketed in the recent past [44]. Social
media usage characteristics include conversations on diverse topics such as recent issues,
global challenges, emerging technologies, news, current events, politics, family, relation-
ships, and career opportunities [45]. Twitter, one such social media platform, used by
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people of almost all age groups [46,47], has been rapidly gaining popularity in all parts of
the world and is currently the second most visited social media platform [48]. At present,
there are about 192 million daily active users on Twitter, and approximately 500 million
tweets are posted on Twitter every day [49]. Mining of social media conversations, such
as Tweets, to develop datasets has been of significant interest to the scientific community
in the areas of Big Data, Data Mining, and Natural Language Processing, as can be seen
from these recent works where relevant Tweets were mined to develop Twitter datasets on
the 2020 US Presidential Election [50], 2022 Russia–Ukraine war [51], climate change [52],
natural hazards [53], European Migration Crisis [54], movies [55], toxic behavior amongst
adolescents [56], music [57], civil unrest [58], drug safety [59], and Inflammatory Bowel
Disease [60].

In the context of the recent surge of COVID-19 cases due to the Omicron variant and
its impact on the education sector, there has been a significant increase in conversations on
Twitter related to online learning. Mining such conversations to develop a dataset would
serve as a rich data resource for the investigation of different research questions in the fields
of Big Data, Data Mining, Data Science, and Natural Language Processing, with a central
focus on analyzing tweets related to online learning during this time.

Previous works [61–90] (discussed in Section 2) related to online learning since the
outbreak of COVID-19 have focused on analyzing multiple factors related to online learning
only in certain geographic regions, mostly by using surveys, and not on a global scale
by analyzing conversations from all over the world, such as Tweets. Prior works on the
development of Twitter datasets related to COVID-19 have also not focused on mining
relevant tweets related to online learning during the ongoing COVID-19 Omicron wave.
To address these limitations, this work proposes a dataset of more than 50,000 Tweet IDs
(that correspond to the same number of Tweets) about online learning that was posted
on Twitter from 9 November 2021 to 13 July 2022, which is publicly available at https:
//doi.org/10.5281/zenodo.6837118. The earliest date was selected as 9 November 2021,
as the Omicron variant was detected for the first time in a sample that was collected on
this date. The most recent date, at the time of resubmission of this journal paper after the
completion of the first round of peer review and the subsequent editorial decision, was
13 July 2022.

The rest of the paper is organized as follows. Section 2 presents an overview of recent
works in this field. The methodology that was followed for the development of this dataset
is presented in Section 3. Section 4 provides the description of the dataset. Section 5 briefly
discusses a few potential applications of this dataset. The conclusion and scope for future
work are presented in Section 6, which is followed by references.

2. Literature Review

There has been a significant amount of research related to online learning since the
global outbreak of COVID-19. The work by Muhammad et al. [61] was a research study that
examined the attitudes of Pakistani higher education students toward compulsory digital
and distance learning courses during COVID-19. In [62], Rasmitadila et al. presented a
study that explored the perceptions of primary school teachers towards online learning
during COVID-19. Data were collected through surveys and semi-structured interviews,
and 67 teachers in primary schools participated in this study. The work by Irawan et al. [63]
aimed to identify the impact of student psychology on online learning during the COVID-
19 pandemic. The research method used a qualitative research type of phenomenology. The
research subjects were 30 students of Mulawarman University, a university in Indonesia,
who were interviewed via telephone. The work of Baticulon et al. [64] was to identify
barriers to online learning from the perspective of medical students in the Philippines.
The authors sent out an electronic survey to the students who participated in this study.
The qualitative study presented by Hussein et al. [65] aimed to investigate the attitudes
of undergraduate students towards online learning during the first few weeks of the
mandatory shift to online learning caused by COVID-19. Students from two general
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English courses at a university located in the United Arab Emirates were asked to write
semi-guided essays and the associated data were analyzed by the authors. The work of
Famularsih et al. [66] focused on studying the utilization of online learning applications
in English as a Foreign Language (EFL) classrooms. The participants of this study were
35 students from a university in Salatiga, Indonesia. The data were gathered through
surveys and semi-structured interviews.

The study by Sutarto et al. [67] focused on understanding the strategies used by teach-
ers of SDIT Rabbi Radhiyya Curup, a school in Indonesia, to increase students’ interest
and responses to online learning during COVID-19. The data were collected by conducting
semi-structured interviews, which were analyzed using the Miles and Huberman model.
Almusharraf et al.’s [68] work aimed to evaluate the level of postsecondary student sat-
isfaction with online learning platforms and learning experiences during the COVID-19
pandemic in Saudi Arabia. Quantitative research was carried out in this study by using
a survey that was sent out to 283 students enrolled at a higher education institution in
Saudi Arabia. These data were analyzed using SPSS. Al-Salman et al. [69] investigated the
influence of digital technology, instructional and assessment quality, economic status and
psychological state, and course type on Jordanian university students’ attitudes towards
online learning during the COVID-19 emergency transition to online learning. A total of
4037 undergraduate students from four universities participated in this study.

The aim of Bolatov et al.’s work [70] was to compare the differences between the
mental state of students switching to online learning and the mental state of the students
who were still using traditional learning. This study included medical students from
Astana Medical University, a university in Kazakhstan. The work by Agormedah et al. [71]
explored the responses of students to online learning in higher education in Ghana. The
sample size of this study involved 467 students. The findings indicated that a majority
of the students had a positive response to the transition to online learning. The work of
Moawad et al. [72] aimed to identify the academic stressors by analyzing the worries and
fears that students at the College of Education in King Saud University, a university in
Saudi Arabia, experienced during the time of COVID-19. The results showed that the issue
with the highest percentage of stress among students was their uncertainty over the end-of-
semester exams and assessments. The work by Khan et al. [73] discussed various digital
education methods, approaches, and systems that could be implemented by the education
system of Bangladesh during COVID-19. The purpose of the study performed by Catalano
et al. [74] was to determine teacher perceptions of students’ access and participation in
online learning, as well as concerns about educational outcomes among different groups
of learners. The work of Kapasia et al. [75] aimed to assess the impact of the nationwide
lockdown on account of COVID-19 on undergraduate and postgraduate students in West
Bengal, a state in India. The authors conducted an online survey that included 232 students.
In [76], Burns et al. performed a conceptual analysis on student wellbeing at universities
in the United Kingdom with a specific focus on the psychosocial impact the pandemic
had on students. Küsel et al. [77] performed a study to evaluate German university
students’ readiness for using digital media and online learning in their tertiary education
and compared the findings with the results from the same study performed on students in
the United States. A total of 72 students from universities in Germany and 176 students
from universities in the United States were a part of this study. Darayseh et al. [78] analyzed
the impact of COVID-19 on modes of teaching, with a specific focus on science education
in schools in the United Arab Emirates. Questionnaires were deployed through an online
platform, and a total of 62 science teachers participated in this study. Tsekhmister et al. [79]
conducted a study to evaluate the effectiveness of virtual reality technology and online
teaching systems among medical students of Bogomolets National Medical University,
a university in Ukraine. The study was performed using a questionnaire that contained
15 questions with five options to comprehensively evaluate these technologies.

Arsaliev et al.’s work [80] aimed to investigate whether an online format was effective
in providing education for ethnocultural competence development. A combination of
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digital surveys, tests, questionnaires, and online class interviews were used in this study
that involved 120 students at Southern Federal University, a university in Russia. Cárdenas-
Cruz et al.’s [81] work aimed to facilitate the acquisition of specific transversal skills of
undergraduate students at the University of Granada in Spain during the outbreak by
means of an integrated online working system. Papouli et al. [82] aimed to explore Greek
social-work students’ views on the use of digital technology during their stay at home
due to the coronavirus lockdown. A total of 550 students from different universities
in Greece participated in this study. In [83], Parmigiani et al. designed a qualitative
study aimed at investigating the factors affecting e-inclusion during COVID-19. A total of
785 teachers at the University of Genoa, a university in Italy, participated in this study. Resch
et al. [84] focused on analyzing the effects of COVID-19 on university students’ social and
academic integration, based on Tinto’s integration theory. A total of 640 university students
in Austria completed an online survey pertaining to academic and social integration in this
study. The purpose of the study by Noah et al. [85] was to examine the impacts of Google
classroom as an online learning delivery platform in a secondary school during the COVID-
19 pandemic in Nigeria. The study included 140 participants. Chen et al. [86] studied user
satisfaction in the context of using online education platforms in China during COVID-19.
The work used a combination of questionnaires and a back propagation neural network.

Drane et al. [87] performed a comprehensive review of existing works to present
the impact of ‘learning at home’ on the educational outcomes of vulnerable children in
Australia during the COVID-19 pandemic. The work of Mukuna et al. [88] explored the
perceived challenges of online teaching encountered by educators in a school in the Thabo
Mofutsanyana District in South Africa. A total of six educators participated in this study.
In [89], Hsiao presented the results of a study to explore the influences of course type and
gender on distance learning performance. A total of 18,085 students from a university in
Taiwan comprised the sample size of this study. Nafrees et al. [90] performed an analysis to
determine the factors of awareness of students about online learning among undergraduate
students at Southeastern University, a university in Sri Lanka. The study comprised about
400 questionnaires, and a total of 310 responses from students were analyzed by the authors.
The findings showed that most students preferred to use WebEx over other platforms for
their online education due to the user-friendliness of WebEx.

In terms of mining relevant conversations related to a specific topic on Twitter since
the outbreak of COVID-19, the prior works in this field have focused on the development
of datasets for healthcare misinformation [91], misleading information [92], vaccine misin-
formation [93], patient identification [94], updates related to vaccine development [95], and
rumors related to COVID-19 [96].

Despite these emerging works in the fields of online learning and the development of
Twitter datasets, there exist multiple limitations. First, these works in the field of online
learning have been confined to studying or analyzing the success or failure, degrees of
acceptance, and associated factors related to online learning in specific geographic regions
in countries such as Pakistan [61], Indonesia [62,63,66,67], Philippines [64], UAE [65],
Saudi Arabia [68,72], Jordan [69], Kazakhstan [70], Ghana [71], Bangladesh [73], the
United States [74,77], India [75], the United Kingdom [76], Germany [77], the UAE [78],
Ukraine [79], Russia [80], Spain [81], Greece [82], Italy [83], Austria [84], Nigeria [85],
China [86], Australia [87], South Africa [88], Taiwan [89], and Sri Lanka [90], and not on
a global level. Second, due to the lack of datasets such as Twitter conversations related
to online learning from global users, the data that were analyzed in these studies were
mostly in the form of surveys that were conducted in these respective geographic regions.
Third, the Twitter datasets related to COVID-19 [91–96] do not focus on online learning
and the ongoing chatter on Twitter about the same amidst the global rise of COVID-19
cases due to the Omicron variant. The dataset proposed in this paper aims to address all
these limitations.
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3. Methodology

This section describes the methodology that was followed for the development of
this dataset, which is available at https://doi.org/10.5281/zenodo.6837118. The dataset
contains a total of 52,984 Tweet IDs that correspond to the same number of tweets about
online learning, which were publicly posted on Twitter from 9 November 2021 to 13 July
2022. This section also outlines how this work and the associated dataset development is
in compliance with the privacy policy, developer agreement, and guidelines for content
redistribution of Twitter, as well as follows the FAIR (Findability, Accessibility, Interoper-
ability, and Reusability) principles for scientific data management. These are discussed in
Sections 3.1–3.3, respectively.

3.1. Process for Dataset Development

As this work focuses on developing a Twitter dataset, the privacy policy, developer
agreement, and guidelines for content redistribution of Twitter [97,98] were thoroughly
studied, and after studying the same, it was concluded that mining relevant tweets from
Twitter to develop a dataset (comprising only Tweet IDs) is in compliance with all these
policies of Twitter. Therefore, this dataset contains only Tweet IDs and does not contain any
other information related to the respective Tweets that were mined. A detailed explanation
of this compliance is mentioned in Section 3.2.

The tweets were collected by using the Search Twitter “operator” [99] available in
RapidMiner studio [100] and the Advanced Search feature of the Twitter API. RapidMiner
is a data science platform that allows the development, implementation, and testing of
various algorithms, processes, and applications in the fields of Big Data, Data Mining, Data
Science, Artificial Intelligence, Machine Learning, and their related areas. There are various
RapidMiner products available such as RapidMiner Studio, RapidMiner AI Hub, and
RapidMiner Radoop. For this work, the RapidMiner studio, version 9.10, was downloaded
and installed on a laptop with the Microsoft Windows 10 Home operating system with
Intel (R) Pentium (R) Silver N5030 CPU @ 1.10GHz, 1101 Mhz, 4 Core (s), and 4 Logical Pro-
cessor (s). In the RapidMiner platform, “process” and “operator” are two commonly used
terminologies. An “operator” represents a specific function or operation, for instance, fetch
data from a social media platform such as Twitter based on a specific set of guidelines or to
perform a specific operation on a dataset. RapidMiner has a number of in-built “operators”.
It also allows users to develop “operators” from scratch. A collection of “operators” that
are connected in a logical and executable sequence to achieve a desired purpose is called a
“process”. A “process” may also contain just one “operator” if the complete functionality of
the “process” can be found in one in-built or user-defined “operator”. The Search Twitter
“operator”, an in-built “operator” of RapidMiner, works by connecting with the Twitter
API and by complying with the Twitter API standard search policies [101] to fetch tweets
between two given dates that contain one or more keywords or phrases which are provided
as input to this “operator”. As there are different keywords that Twitter users can use to
refer to both COVID-19, the Omicron variant, and online learning; therefore, a bag of words
was developed based on studying commonly used synonyms, phrases, and terms used to
refer to online learning [102], COVID-19 and the Omicron variant [103]. These synonyms,
terms, and phrases, all of which were included in the data collection process, are shown in
Table 1.
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Table 1. List of commonly used synonyms, terms, and phrases for online learning and COVID-19.

Terminology List of Synonyms and Terms

COVID-19
Omicron, COVID, COVID19, coronavirus, coronavirus pandemic,
COVID-19, corona, corona outbreak, omicron variant, SARS-CoV-2,
corona virus

online learning

online education, online learning, remote education, remote learning,
e-learning, elearning, distance learning, distance education, virtual
learning, virtual education, online teaching, remote teaching, virtual
teaching, online class, online classes, remote class, remote classes, distance
class, distance classes, virtual class, virtual classes, online course, online
courses, remote course, remote courses, distance course, distance courses,
virtual course, virtual courses, online school, virtual school, remote school,
online college, online university, virtual college, virtual university, remote
college, remote university, online lecture, virtual lecture, remote lecture,
online lectures, virtual lectures, remote lectures

There are various forms of educational structures and educational systems followed
by different countries all over the world. For instance, in the United States, early child-
hood education is followed by primary school (also called elementary school), middle
school, secondary school (also called high school), and then postsecondary (tertiary) educa-
tion. Postsecondary education includes nondegree programs that lead to certificates and
diplomas plus six degree levels: associate, bachelor, first professional, master, advanced
intermediate, and research doctorate. The US system does not offer a second or higher
doctorate but does offer postdoctorate research programs [104]. A different educational
structure is followed in India [105]. The school system in India has four levels: lower
primary school (age 6 to 10), upper primary school (age 11 and 12), high school (age 13 to
15), and higher secondary school (age 17 and 18). The lower primary school is divided into
five “standards”, upper primary school into two, high school into three, and higher sec-
ondary school into two. Another different educational structure can be seen in the United
Kingdom (UK). The education system in the UK is divided into four main parts, primary
education, secondary education, further education, and higher education. Children in the
UK have to legally attend primary and secondary education, which runs from about five
years old until the student is 16 years old. The education system in the UK is also split
into “key stages”: Key Stage 1 (age 5 to 7), Key Stage 2 (age 7 to 11), Key Stage 3 (age
11 to 14), and Key Stage 4 (age 14 to 16) [106]. This study focuses on collecting tweets
about online education or online learning on a global scale (and not tweets originating
from any specific country specific to its educational structure or educational system). So,
a comprehensive list of keywords (as shown in Table 1) was developed that would most
commonly be used to refer to online education or online learning in different parts of the
world, irrespective of the educational structure followed in that specific geographic region.
The effectiveness of this approach can be seen from the different worldwide educational
systems that are the subject matters of the tweets present in the dataset proposed as a
result of this work. For instance, in this dataset, Tweet ID: 1458685065152450565 refers to
online education in India; Tweet ID: 1462489169079513090 refers to online education in
the United States; Tweet ID: 1462475208644874242 refers to online education in Pakistan;
Tweet ID: 1462373712389238787 refers to online education in Indonesia; Tweet ID: refers to
online education in the UK; Tweet ID: 1462357217479434241 refers to online education in
Ukraine; Tweet ID: 1462512737402109952 refers to online education in Nigeria; Tweet ID:
1462315144411856897 refers to online education in Spain; Tweet ID: 1462411445035941891
refers to online education in Malaysia, and so on.

Tweets were searched using this “process” that comprised the Search Twitter “oper-
ator” in a way that it consisted of at least one synonym, term, or phrase used to refer to
COVID-19 and at least one synonym, term, or phrase used to refer to online learning. The
Search Twitter “operator” is not case-sensitive, so it returned the tweets based on keyword
matching by ignoring the case (uppercase or lowercase).
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The output of this RapidMiner “process” comprised multiple attributes such as the
Tweet ID, Tweet Source (the source used to post the Tweet such as Twitter for Android,
Twitter for IOS, etc.), Text of the Tweet, Retweet count, and the username of the Twitter user
who posted the Tweet, all of which is public information that can be mined in compliance
with the guidelines set forth in the Twitter API standard search policies. However, as per
the developer policy, privacy policy, and content redistribution guidelines of Twitter, all
the attributes other than the Tweet IDs were deleted by using data filters. Therefore, the
dataset consists of only Tweet IDs. These Tweet IDs were grouped into different .txt files
based on the timeline of the associated tweets. The description and details of these dataset
files are presented in Section 4.

The complete information associated with a tweet, such as the text of a tweet, username,
user ID, timestamp, retweet count, etc., can be obtained from a Tweet ID by following a
process known as hydration of Tweet ID [107]. Researchers in the field of Big Data, Data
Mining, and Natural Language Processing, with a specific focus on Twitter research, have
developed multiple tools for the hydration of Tweet IDs. Some of the most commonly used
tools include the Hydrator app [108], Social Media Mining Toolkit [109], and Twarc [110],
all of which work by complying with the policies of accessing the Twitter API. Any of
these tools can be used on this dataset to obtain the associated information, such as the
text of a tweet, username, user ID, timestamp, and retweet count for all the Tweet IDs. A
step-by-step process on how to use one of these tools, the Hydrator app, for hydrating all
the Tweet IDs in this dataset is mentioned in Appendix A.

A couple of things are worth mentioning here. First, Twitter allows users the option
to delete a tweet, which would mean that there would be no retrievable Tweet text and
other related information (upon hydration) for a Tweet ID of a deleted tweet. All the Tweet
IDs available in this dataset correspond to tweets that have not been deleted at the time of
writing this paper. Second, the Twitter API’s search feature does not return an exhaustive
list of tweets that were posted in a specific date range. So, it is possible that multiple tweets
that might have been posted in between this date range were not returned by the Twitter
API’s search feature when the data collection was performed and are thus not a part of
this dataset.

3.2. Compliance with Twitter Policies

The privacy policy of Twitter [97] states “Twitter is public and Tweets are immediately view-
able and searchable by anyone around the world”. To add, the Twitter developer agreement [98]
defines tweets as “public data”. The guidelines for Twitter content redistribution [98] state

“If you provide Twitter Content to third parties, including downloadable datasets or via an API, you
may only distribute Tweet IDs, Direct Message IDs, and/or User IDs (except as described below)”.
It also states “We also grant special permissions to academic researchers sharing Tweet IDs and
User IDs for non-commercial research purposes. Academic researchers are permitted to distribute
an unlimited number of Tweet IDs and/or User IDs if they are doing so on behalf of an academic
institution and for the sole purpose of non-commercial research”. Therefore, it may be concluded
that mining relevant tweets from Twitter to develop a dataset (comprising only Tweet IDs)
and to share the same is in compliance with the privacy policy, developer agreement, and
content redistribution guidelines of Twitter.

3.3. Compliance with FAIR

This section outlines how this dataset is compliant with the FAIR (Findability, Acces-
sibility, Interoperability, and Reusability) principles for scientific data management [111].
The dataset is findable, as it has a unique and permanent DOI, which was assigned by
Zenodo. The dataset is accessible online. It is interoperable due to the use of .txt files for
data representation that can be downloaded, read, and analyzed across different computer
systems and applications. The dataset is reusable as the associated tweets and related
information, such as user ID, username, retweet count, etc., for all the Tweet IDs, can be
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obtained by the process of hydration in compliance with Twitter policies (Appendix A) for
data analysis and interpretation.

4. Data Description

This section provides a detailed description of this dataset. The raw version of the
dataset comprised 67,319 tweets. This included multiple duplicate tweets. The duplicate
tweets were recorded mostly because several Twitter users used a list of different hashtags
referring to either online learning and/or the Omicron variant of COVID-19 in the same
tweet, probably for increased audience engagement. For instance, as per the methodology
described in Section 3, Tweet ID: 1464533235367510019 was captured twice, as it contains
two synonyms (“omicron” and “covid”) from the list of synonyms presented in Table 1.
Therefore, after the data collection process was completed as described in Section 3, data
preprocessing and data cleaning were performed using RapidMiner to remove duplicate
tweets. After the removal of duplicate tweets, the dataset comprised 52,984 Tweet IDs
corresponding to the same number of tweets about online learning posted on Twitter
between 9 November 2021 (the sample collected on this date was the first case of Omicron)
to 13 July 2022 (the most recent date at the time of resubmission of this paper to this journal
after the completion of the first round of peer review and the subsequent editorial decision).
The dataset is available at https://doi.org/10.5281/zenodo.6837118. The dataset comprises
nine .txt files. Table 2 presents the description of each of these dataset files along with the
number of Tweet IDs present in each of them. As can be seen from Table 2, the greatest
number of Tweets were posted in January 2022. The fact that the tweets of only 13 days in
July 2022 were mined is the likely reason why July 2022 accounts for the least number of
tweets as per this table.

Table 2. Description of all the files present in this dataset that comprises tweets about online learning
during the current COVID-19 Omicron Wave.

Filename No. of Tweet IDs Date Range of the Associated Tweets

TweetIDs_November_2021.txt 1283 1 November 2021 to 30 November 2021
TweetIDs_December_2021.txt 10,545 1 December 2021 to 31 December 2021
TweetIDs_January_2022.txt 23,078 1 January 2022 to 31 January 2022
TweetIDs_February_2022.txt 4751 1 February 2022 to 28 February 2022
TweetIDs_March_2022.txt 3434 1 March 2022 to 31 March 2022
TweetIDs_April_2022.txt 3355 1 April 2022 to 30 April 2022
TweetIDs_May_2022.txt 3120 1 May 2022 to 31 May 2022
TweetIDs_June_2022.txt 2361 1 June 2022 to 30 June 2022
TweetIDs_July_2022.txt 1057 1 June 2022 to 13 July 2022

Table 3 presents some characteristic features of this dataset. As can be seen from
Table 3, the tweets are present in 34 different languages in this dataset. The most common
language is English (50,539 Tweets), which is followed by Indonesian (527 Tweets), Taga-
log (525 Tweets), Estonian (364 Tweets), Spanish (236 Tweets), Hindi (179 Tweets), and
28 other languages. All these tweets were posted on 237 different days between 9 Novem-
ber 2021 and 13 July 2022. The highest number of Tweets was recorded on 5 January
2022 (2067 Tweets), which is followed by 6 January 2022 (1592 Tweets), 3 January 2022
(1465 Tweets), 4 January 2022 (1355 Tweets), and the other dates. A total of 17,950 distinct
Twitter users posted these tweets, who have a total follower count of 4,345,192,697. The
combined favorite count and retweet count of all the tweets present in this dataset are
3,273,263 and 556,980, respectively. A total of 5722 Tweets present in this dataset were
posted by Twitter users with a verified Twitter account, and the remaining Tweets came
from an unverified Twitter account. The number of distinct URLs that can be found embed-
ded in these Tweets is 7869. The URL that occurs the greatest number of times (30 times) in
the Tweets points to a list of online courses for COVID-19 safety at work [112]. The URL
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that occurs the second greatest number of times (29 times) is a YouTube video that is also
an online course on COVID-19 [113].

Table 3. Characteristic features of this dataset that comprises tweets about online learning during the
current COVID-19 Omicron Wave.

Characteristic Feature Count

Languages in which the Tweets are available 34
Distinct days when the Tweets were posted 237
Distinct users who posted the Tweets 17,950
Total follower count of all the Twitter users who posted the
Tweets 4,345,192,697

Number of Tweets from a verified Twitter account 5722
Number of Tweets from an unverified Twitter account 47,262
Total favorite count of all the Tweets 3,273,263
Total retweet count of all the Tweets 556,980
Distinct URLs embedded in the Tweets 7869

5. Potential Applications: Brief Overview

This dataset of more than 50,000 Tweet IDs is expected to help advance interdisci-
plinary research in different fields such as Big Data, Data Science, Data Mining, Natural
Language Processing, Healthcare, and their related disciplines. A few potential applications
and use-case scenarios that may be investigated using this dataset include performing sen-
timent analysis [114], performing aspect-based sentiment analysis [115], predicting popular
tweets [116], detecting sarcasm [117], developing topic modeling [118], tracking retweeting
patterns [119], ranking tweets [120], performing content value analysis [121], tracking
credibility of information [122], detecting conspiracy theories [123], predicting emoji usage
patterns [124], studying the relevance of information [125], detecting satire [126], detecting
deception [127], extracting categorical topics and emerging issues [128], characterizing
Twitter users [129], and detection of Twitter user demographics [130] in the context of
Twitter chatter related to online learning during the current Omicron wave of COVID-19.

6. Conclusions

The outbreak of COVID-19 led to schools, colleges, and universities in almost all parts
of the world closing and transitioning to online learning. The development of vaccines
and other forms of treatment towards the end of 2020 led to some of these educational
institutions reopening and starting to function in a hybrid as well as in a completely in-
person manner. The recent surge of COVID-19 cases globally due to the Omicron variant,
the most immune-evasive variant of COVID-19 that presents very strong resistance against
antibody-based or plasma-based treatments, has resulted in several such educational
institutions switching to online learning once again. This has led to an increase in the
number of online conversations, specifically on Twitter, related to online learning since
the first detected case of the Omicron variant in November 2021. Mining such tweets to
develop a dataset would serve as a data resource for interdisciplinary research related to the
analysis of interest, views, opinions, perspectives, attitudes, and feedback towards online
learning during the current surge of COVID-19 cases caused due to this variant. The prior
works in this field did not focus on the development of a similar data resource. Therefore,
this work presents an open-access dataset of more than 50,000 Tweet IDs (that correspond to
the same number of tweets) about online learning posted on Twitter between 9 November
2021 (the sample collected on this date was the first case of Omicron) and 13 July 2022 (the
most recent date at the time of resubmission of this journal paper after the completion of the
first round of peer review and the subsequent editorial decision). The dataset is compliant
with the privacy policy, developer agreement, and guidelines for content redistribution of
Twitter, as well as with the FAIR principles (Findability, Accessibility, Interoperability, and
Reusability) principles for scientific data management. The paper also briefly outlines a
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few potential research directions that may be investigated using this dataset. Future work
on this project would involve updating the dataset with more recent tweets to ensure that
the scientific community has access to the recent data in this regard.
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Appendix A

The following is the step-by-step process for using the Hydrator app [105] to hydrate
this dataset or, in other words, to obtain the text of the tweet, user ID, username, retweet
count, language, tweet URL, source, and other public information related to all the Tweet
IDs present in this dataset. The Hydrator app works in compliance with the policies for
accessing and calling the Twitter API.

1. Download and install the desktop version of the Hydrator app [131].
2. Click on the “Link Twitter Account” button on the Hydrator app to connect the app

to an active Twitter account.
3. Click on the “Add” button to upload one of the dataset files (in .txt format, such as

TweetIDs_June_2022.txt). This process adds the dataset file to the Hydrator app.
4. If the file upload is successful, the Hydrator app will show the total number of Tweet

IDs present in the file. For instance, for the file, “TweetIDs_June_2022.txt“, the app
would show the Number of Tweet IDs as 2361.

5. Provide details for the respective fields: Title, Creator, Publisher, and URL in the app,
and click on “Add Dataset” to add this dataset to the app.

6. The app would automatically redirect to the “Datasets” tab. Click on the “Start” button
to start hydrating the Tweet IDs. During the hydration process, the progress indicator
would increase, indicating the number of Tweet IDs that have been successfully
hydrated and the number of Tweet IDs that are pending hydration.

7. After the hydration process ends, a .jsonl file would be generated by the app that the
user can choose to save on the local storage.

8. The app would also display a “CSV” button in place of the “Start” button. Clicking
on this “CSV” button would generate a .csv file with detailed information about the
tweets, which would include the text of the tweet, user ID, username, retweet count,
language, tweet URL, source, and other public information related to the tweet.

9. Repeat steps 3–8 for hydrating all the files of this dataset.
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Abstract: The broad objective of the present study is to assess the levels of anxiety and depression
of school students during the COVID-19 lockdown phase and their association with students’ back-
ground, stress, concerns and social support. In this regard, the present study follows a novel two stage
approach. In the first phase, an empirical survey was carried out, based on multivariate statistical
analysis, wherein a group of 273 school students participated in the study voluntarily. In the second
phase, a novel Picture Fuzzy FFA (PF-FFA) method was applied for understanding the dynamics of
facilitating and prohibiting factors for three categories of focus groups (FG), formulated on the basis
of attendance in online classes. Findings revealed a significant impact of anxiety and depression on
mental health. Further, PF-FFA examinedthe impact of the driving forces that steered children to
attend class as contrasted to the the impact of the restricting forces.

Keywords: school students; COVID-19; mental health; social support; picture fuzzy force field
analysis (PF-FFA); level based weight assessment (LBWA)

1. Introduction

Childhood is a golden phase in every individual’s life. During this phase, children
attend schools, befriend other children and enjoy their association, develop good habits,
imbibe values from their teachers and move ahead in life for further career growth and
development. The lessons which children learn in the school build the foundation for their
future career. Cognitive, social and personality development of children take shape through
school education. Sadly, education at every level has been adversely affected globally since
the outbreak of COVID-19 in January 2020. The impact of continuous lockdown in a phased
manner, to arrest the rapid spread of the pandemic, caused psychological distress for school
students, such as depression and anxiety, and affected their quality of life [1–6]. Recent
evidence highlights that women are more vulnerable to depression and anxiety during
adversities [4,6]. It has also been observed that young children, hailing from poor income
families, manifest greater risks of mental health challenges [7,8].

Rural students, in developing countries like India, were the worst victims of the
situation, with lack of online education, due to lack of internet facilities and/or poor
internet connectivity. The Remote Learning Reachability report [9] indicated the widening
learning gap owing to the digital divide. Poor economic conditions did not allow a
majority of the rural children to buy smartphones and/or laptops, and data cards, for
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online education. Less than 25 percent of households were reported to be equipped with
access to the internet [9], among which more than 80 percent of the students in government
schools had no access to any educational material in Odisha, Jharkhand, Bihar, Chattisgarh,
and Uttar Pradesh [10]. As a result, cognitive development and nutrition [11] of rural
school students in India was more affected, when compared to urban students. Further,
social isolation and confinement at home, without much physical activity, caused mental
distress for the school students [12].

1.1. Magnitude of School Student Enrolment in India, Computer Facilities and Impact

About 1.49 million schools in India offer education at different levels [13]. Avail-
able data highlights that almost 265 million students were taught in the schools during
2019–2020 and only 22% of schools in India had internet facilities [14]. Unfortunately,
among the government schools, less than 12% had internet in 2019–2020, while less than
30% had functional computer facilities, which adversely affected online education during
the pandemic, especially for students in government schools and in the rural areas. There-
fore, it is estimated that closure of educational institutions on account of COVID-19 has
affected the education of over 320 million children from pre-primary to tertiary levels [15].

The challenges for urban students during the pandemic were slightly different from
rural students, although most urban students got the opportunity for online education.
Most of the students in the urban areas of India live in two or three room flats. Therefore,
physical mobility was restricted. Attending continuous online classes without much
break in between the classes was psychologically distressful and tended to aggravate their
miseries. Available evidence indicates that COVID-19 has had an adverse impact on the
mental and physical health of people beyond geographical boundaries [16–21], with a high
incidence of distress, depression, and anxiety among adolescents and the youth [7,22].

Regarding the efficacy of the online mode of teaching and learning process, a mixed
image has been reported. A few studies reported positive outcomes of online teaching and
learning processes [23–29], while a few reported the opposite picture i.e., negative outcomes
such as poor communication between teachers and students, poor internet connectivity,
lack of concentration and so on [30–32].

1.2. Research Objectives

There has been limited research addressing the mental health of school children vis-
à-vis COVID-19. Therefore, the present study attempted to examine the status of mental
health of Indian school students on account of COVID-19 lockdown, in terms of anxiety
and depression. Further, the study assessed the association between the status of mental
health, their background, stress, worries and support facilities. The following hypotheses
were developed for verification.

Hypothesis 1. Anxiety and depression of school students differ significantly in terms of gender
and grade.

Hypothesis 2. There exists an association between feeling stressed for staying at home for a long
period during the COVID-19 pandemic, and anxiety and depression.

Hypothesis 3. There exists an association between perception about the online teaching mode, and
anxiety and depression.

Hypothesis 4. There exists an association between social support from family and friends, and
anxiety and depression.

Hypothesis 5. There exists an association between worries about catching COVID-19 and future
career of the students with anxiety and depression.
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Moving further, we were also inquisitive about the dynamics between the facilitating
and prohibiting factors that influence the level of participation of the children during online
classes. For this purpose, we aimed to carry out an FFA on three focused groups (FG)
classified as “Always Attend” (FG-1), “Sometimes Attend” (FG-2) and “Very Rarely and
Rarely Attend” (FG-3).

1.3. Contributions of the Paper

The present paper adds value to the extant literature in the following ways.

(a) Within our best possible search, we noticed scanty work related to the mental health
of school children. In this regard, our study puts forth a new perspective for the
educational leaders, parents and policymakers.

(b) The present paper provides a first of its kind integrated framework of empirical
multivariate analysis and PFS based FFA, grounded on a psychological perspective.

(c) A new framework of PF-FFA is proposed in the broad domain of change management.

The rest of the paper is structured as follows. Section 2 describes the research methodol-
ogy. In Section 3 we present the findings and in Section 4 we include necessary discussions.
The concluding remarks and recommendations are provided in Section 5.

2. Materials and Methods

The present research is designed in two stages, i.e., stage 1 (empirical multivariate
analysis) and stage 2 (FG opinion based PF-FFA). The stages are interconnected and provide
a comprehensive framework for assessment.

2.1. Stage 1
2.1.1. Study Design

An online cross-sectional survey was carried out among Indian school students be-
tween 3 June 2020, and 3 August 2020, the period of outbreak of COVID-19.

2.1.2. Sample

A group of 237 school students from Grade IX to XII, aged between 14 to 18 years,
participated in the online survey voluntarily.

2.1.3. Study Tools

Semi-structured questionnaire (developed by Deb, 2020): this was developed to under-
stand the school students’ perception of the online mode of teaching and their issues and
concerns during the COVID-19 pandemic. The questionnaire consisted of five sections, viz.:

Section I: Background Information
Section II: Online Mode of Teaching, Learning and Examinations
Section III: Health
Section IV: Perceived Stress and Coping Strategies
Section V: Mental Health of School Students
Section I consisted of 10 questions pertaining to socio-demographic details, including

gender, age, grade, type of family, number of siblings, family monthly income, number
of rooms in the house, educational background and occupation of parents, and history of
chronic health problems of any family member, while Section II consisted of 20 questions
related to school students’ perception of online classes, challenges faced by them in attend-
ing the online classes, students’ perception about online and face to face teaching methods,
experience in writing online examinations and so on. Some of the questions related to
Section II were as follows:

• Did you attend online classes offered by your school?
• Did you face an internet connectivity problem?
• How did you find the online mode of teaching?
• Could you clarify your doubts, ask questions and get the answers?
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Section III comprised seven items related to health concerns of school students, arising
due to attending continuous classes, fear of catching COVID-19, physical and leisure time
activities. Section IV included six questions related to perceived stress and coping strategies.

The face validity of the interview schedule was ascertained by two experts. A five-
point scale was used to capture the response of the subjects to most of the questions while
for some questions, a dichotomous mode of response was sought. For example, in a
question like ‘did you face an internet connectivity problem?’, the mode of response was
captured by using a 5-point scale (1 = Always: 5 = Never).

(a) Depression Scale:

This brief scale consisted of two items of the Reynolds Adolescent Depression Scale-
2nd Edn. (RADS-2), and the items included: (i) I feel that no one cares about me; and
(ii) I feel worried. The mode of responses include ‘almost never’, ‘sometimes’, ‘a lot of the
time’ and ‘all the time’. Score “0” is assigned to “almost never” while score “3” is assigned
to “all the time”. A high score indicates high depression. The Cronbach’s Alpha of RADS-2
short version with the present sample was 0.66.

(b) Anxiety Scale:

The brief Anxiety Scale consisted of six items of the Multidimensional Anxiety Scale
for Children (MASC). Some of the items included: (i) I get scared when my parents go
away; (ii) I avoid going to places without my family; (iii) I feel restless and on the edge.
The mode of responses includes ‘never true about me’, ‘rarely true about me’, ‘sometimes
true about me’ and ‘often true about me’. Score “0” is assigned to “never true about me”
while score “3” is assigned to “often true about me”. A high score indicates high anxiety.
The Cronbach’s Alpha of RADS-2 short version with the present sample was 0.68.

2.1.4. Data Collection and Analysis

Data was drawn via an online survey. Data was primarily reported using descriptive
statistics. Differences in the prevalence of depression and anxiety across each demographic
variable were tested by using independent samples t-test and one-way ANOVA. All the
analysis was done by using IBM SPSS version 23.0.

2.2. Stage 2

In the next stage, a FG study was conducted and a PF-FFA was carried out.

2.2.1. Description of the FGs

In the study, the respondents were classified into three categories, such as “Always
Attend (AA)”, “Sometimes Attend (SA)” and “Very Rarely and Rare Attend (VRA)”, based
on their attendance during online classes. It was observed that a higher number of students
fall under category 1 (AA). According to the size of the three categories, three FGs were
formed, following convenient sampling.

- FG 1: The representative sample consists of 20 students belonging to AA category.
- FG 2: In this group 10 students from SA category are included.
- FG 3: 05 (five) students from the VRA category.

2.2.2. Identification of the Factor

An exploratory discussion was carried out with the FGs separately and after accumu-
lating the views, six facilitating factors and six prohibiting factors were finalized, as given
in Table 1.
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Table 1. Facilitating and Prohibiting Factors.

Facilitating Factors Prohibiting Factors

S/L Description of the Factor S/L Description of the Factor

P1 Less travelling N1 Lack of infrastructure

P2 Access to distant courses N2 Physical health issue

P3 Staying together with family N3 Difficulty in online learning

P4 Enjoy online class N4 Worry about Covid-19

P5 Free time N5 Worry about future

P6 Enjoy online exam N6 Movement restriction

2.2.3. Force Field Analysis (FFA)

The concept of FFA has its genesis in the seminal work on the three step model
of planned organizational change management, proposed by Lewin. Later, Lewin [33]
proposed the framework of FFA, which is based on two types of forces, namely, Driving
Forces (DF), which favour the change and act as the enablers, and Restraining Forces (RF)
which tend to restrict the change from taking place. Given a situation or requirement, FFA
analyses the interplay among various RFs and DFs while making a transition from the
“As is” state to the “To Be” stage, by embracing the change [34]. FFA helps in formulating
dynamic business strategies to withstand strategic regression and market competition, as
utilized by Paquin and Koplyay [35].

In the context of psychological analysis and organizational change management, FFA
has been applied extensively by the researchers. For instance, Hlalele [36] conducted
a vulnerability analysis of drought conditions from the phenomenological perspective,
supported by FFA. Youssef and Mostafa [37] extended the application focus of FFA to the
area of cloud computing adoption in organizations and utilized a combined model of FFA,
along with pairwise comparison and the Delphi method. To understand the DFs and RFs
supporting the adoption of environmental strategy by firms involved in the hotel industry
of Taiwan, Mak and Chang [38] applied FFA.

In a recent study [39], the authors explored the factors that influenced students and
their families regarding online learning and reported that safe home environment, leisure
time, food, family bonding, economical aspects and flexibility, are some of the supporting
factors, while technical issues such as network glitches, distractions, stress and anxiety,
lack of real-life experiences, and social distancing, were the adverse factors. The authors
finally advocated for a “blended or hybrid” mode of learning. In a different scenario,
Ramos et al. [40] conducted a field study on Small and Medium Enterprises (SME) in
the Philippines, to assess their readiness toward adopting the Internet of Things (IoT)
and related technologies, based on FFA and causal analysis, using Structural Equation
Modelling (SEM).

In this context, it may be noted that FFA has been used for solving various issues re-
lated to engineering, management and social sciences, and has been applied in conjunction
with other multivariate techniques such as SEM. However, the application of FFA with
imprecise information and analysis in an uncertain environment seems to be rare.

2.2.4. PFS

The concept of PFS was developed as an extension of the intuitionistic fuzzy sets
(IFS). Unlike IFS, PFS indicates the degree of refusal and brings about better accuracy
and granularity in the analysis, which involves a considerable amount of subjectivity and
impreciseness in the available information [41]. Due to its potential for superior analysis
under uncertainty, PFS has been utilized by various researchers (e.g., [42–48]) in distinct
situations, for multi-criteria decision making (MCDM) related problems. In the following
section, we mention some of the basic definitions, operations and properties of PFS [49,50].
The preliminary definitions, operations and properties of PFS are given in Appendix A.
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2.2.5. LBWA Method

LBWA is an algorithm designed by Žižović & Pamučar [51], to decide criteria weights.
LBWA offers a lesser number of pairwise comparisons (only (n − 1) number of criteria
comparisons) and thus enables operation with a lesser computational complexity. It works
efficiently with a large criteria set, to provide better consistency and robustness of results,
and equally operates with subjective and objective information. LBWA finds its applica-
tions in many complex real-life problems, such as facility location selection [52]; selection
of airport ground access mode [53]; military operations [54–56]; healthcare management
during crisis [57]; location selection for offshore wind farms [58]; sustainable energy man-
agement [59,60]; and social entrepreneurship [42]. The computational steps of the algorithm
are described in Appendix B.

2.2.6. The Proposed PF-FFA Method

The algorithm of the proposed PF-FFA method is described below.
Suppose,
Cj, where j = 1, 2, . . . n (n is finite and ≥ 2): The number of criteria. In our paper, the

criteria represent a list of six facilitating/prohibiting factors.
Et, where t = 1, 2, . . . m (m is finite and ≥ 2): The number of respondents who have

provided their opinions during the study.
Then, for each of the facilitating and prohibiting factors separately, the following steps

are followed for computation

Step 1. Formulation of the linguistic rating matrix

ϕt =
[
ϕt

1 ϕ
t
2 . . ϕt

n
]

Here, ϕt
j is the rating of the factor Cj by the respondent Et based on the relative

importance of the corresponding factor. We use the linguistic expression in terms of Yes (Y)
(if the challenging factor is perceived as impactful, i.e., positive membership), No (N) (if the
challenging factor is perceived to have very little or no impact, i.e., negative membership),
and Can’t say (A) (if it is not possible to precisely assess the impact, i.e., neutral view).
We do not include the option of refusal as the factors are derived through discussion with
the respondents.

Step 2. Formulation of the PF factor weight matrix

The factor weight matrix is represented as =
[

j
]

n×1. Here, j =
〈
µj,ηj,υj

〉
is a PFN

representing the importance of the factor Cj considering the responses of all respondents.
We follow the demonstration of Jovčić et al. [61] to derive the PFNs.

Step 3. Calculation of the actual scores

The actual scores are calculated using the steps followed in Si et al. (2019) (refer the
Equations (A26)–(A31) as given in Appendix A)

The actual scores of all PFNs corresponding to the factors (facilitating/prohibiting
factors) are calculated separately.

Step 4. Determination of weights of the factors

We use the computational steps of the LBWA algorithm (as given in the Appendix B)
to derive the weights of the factors.

Step 5. Finding out the aggregated scores of the facilitating and prohibiting factors

We use PFWA operator (see Expression (A32) in Appendix A) to calculate the aggre-
gated scores of the facilitating and prohibiting factors separately.

Step 6. Comparison of aggregated scores of the facilitating and prohibiting factors

The aggregate score is obtained through defuzzification (see Expressions (A21) to
(A23) in Appendix A).

The decision rule:
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If ScoreFacilitating > ScoreProhibiting, we conclude that the change is supported;
If ScoreFacilitating < ScoreProhibiting, we conclude that the change is dominated and prevented;
If ScoreFacilitating = ScoreProhibiting, no adequate evidence to support the movement.

3. Results

In this section, we summarize the results of the data analysis using the methodological
steps as described in Section 2. The results are exhibited stage-wise.

3.1. Stage 1
3.1.1. Description of the Sample

Table 2 depicts the description of the sample. Of the 273 participants, 54.9% (150/273)
were male and 45.1% (123/273) were female. The majority of the respondents came from
single families (74.7%), less than a quarter of the participants (23.4%) were from joint
families and 1.8% were living with their relatives. Close to a quarter of the respondents
were studying in the 9th grade (24.2%), 18.7% were in their 10th grade, 22.0% were studying
in the 11th grade and more than one third of the students were studying in the 12th
grade (35.2%).

Table 2. Description of the Sample (N = 273).

Variable N (%)

Gender

Male 150 54.9
Female 123 45.1

Family Type

Joint 64 23.4
Single 204 74.7

Staying with relative family 05 1.8

Grade

9th class 66 24.2
10th class 51 18.7
11th class 60 22.0
12th class 96 35.2

Age

14 to 15 years 134 49.1
16 to 18 years 139 50.9

Siblings

Only child 88 32.2
1 sibling 159 58.2

2 siblings and above 26 9.5

Monthly income

Less than 20,000 INR 48 17.6
20,001 to 50,000 INR 86 31.5

50,001 to 100,000 INR 72 26.4
100,001 to 150,000 INR 42 15.4
150,001 and above INR 25 9.2

How did you find the online mode of teaching?

Most effective 09 3.3
Effective 59 21.6

Moderately effective 104 38.1
Not so effective 67 24.5

Not at all effective 34 12.5
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Table 2. Cont.

Variable N (%)

Are you worried that you will catch COVID-19?

Highly worried 41 15.0
Worried 50 18.3

Worried to some extent 75 27.5
Not so worried 54 19.8

Not at all worried 53 19.4

Do you feel stressed from staying at home for a
long period during COVID-19 pandemic?

Highly stressed 118 43.2
Stressed 51 18.7

Moderately stressed 46 16.8
Rarely stressed 27 9.9
Not so stressed 31 11.4

Are you worried about your future career?

Highly worried 119 43.6
Worried 77 28.2

Worried to some extent 39 14.3
Not so worried 19 7.0

Not at all worried 19 7.0

Do you get emotional support
from your family when you need it?

Always 105 38.5
Most of the time 66 24.2

Sometimes 58 21.2
Rarely 29 10.6
Never 15 5.5

Do you have friends who extend support
at times of any crisis or challenge?

Always 108 39.6
Most of the time 52 19.0

Sometimes 63 23.1
Rarely 23 8.4
Never 27 9.9

Half of the participants were aged 18–20 years (49.1%) and another half were aged
16 to 20 years (50.9%). More than half of the participants had 1 sibling (58.2%), one third of
the respondents were the only children (32.2%) and 9.5% had two or more siblings. The
monthly income of one third of the sample was 20,001 to 50,000 INR (31.5%), more than
a quarter had 50,001 to 100,000 INR (26.4%), less than a quarter had less than 20,000 INR
(17.6%), 15.4% had 100,001 to 150,000 INR and 9.2% had 150,001 INR and above monthly
familial income.

With respect to online mode of teaching during lockdown, more than one-third of the
respondents found it moderately effective (38.1%), a quarter of the participants found it
to be not so effective (24.5%), less than a quarter found it effective (21.6%) and more than
one-tenth did not find it effective (12.5%). Only 3.3% found it most effective. Less than
a quarter of the students were worried about catching COVID-19 (18.3%) while 15% and
27.5% reported being highly worried and worried to some extent.

Regarding stress from staying at home for a long period during COVID-19, nearly half
of the participants felt highly stressed (43.2%), less than a quarter felt stressed (18.7%) or
moderately stressed (16.8%), 9.9% felt rarely stressed and 11.4% did not feel much stressed.
About half of the participants were highly worried about their future career (43.6%) and
over a quarter were in the worried category (28.2%).
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More than one-third of the participants received emotional support (38.5%) from the
family during the lockdown period, while a quarter of the respondents received emotional
support most of the time (24.2%). As far as emotional support from friends is concerned,
39.6%, 19% and 23.1% received it always, most of the time and sometimes, respectively
(Table 2).

3.1.2. Description of Anxiety and Depression

Data pertaining to description of anxiety and depression is provided in Table 3, indi-
cating the mean anxiety (mean = 8.05; SD = 4.10) and depression (mean= 3.10; SD = 1.86)
levels reported by the students during COVID-19 lockdown, in the range of 0 to 18 and
0 to 6, respectively.

Table 3. Description of anxiety and depression (N = 273).

Mean SD Actual Score Range Possible Score Range

Anxiety 8.05 4.10 0–18 0–18
Depression 3.10 1.86 0–6 0–6

Note: SD = Standard deviation.

3.1.3. Levels of Anxiety among Students during COVID-19 Lockdown

Table 4 highlights the levels of anxiety of school students during COVID-19 lockdown.
More than one-third of the participants (37.7%) reported having low levels of anxiety, nearly
half of the participants (46.9%) reported moderate levels of anxiety, and over one-tenth of
the sample (13.2%) reported high levels of anxiety, while 2.2% of the participants did not
report any anxiety.

Table 4. Levels of anxiety (N = 273).

Level Score Range n %

No anxiety 0 6 2.2
Low anxiety 1 to 6 103 37.7

Moderate anxiety 7 to 12 128 46.9
High anxiety 13 to 18 36 13.2

Total 273 100

3.1.4. Levels of Depression among Students during COVID-19 Lockdown

Table 5 reflects the levels of depression of students during COVID-19 lockdown. A
quarter of the participants (25.3%) reported a low level of depression. Over one-third of the
respondents (34.8%) reported a moderate level of depression. More than a quarter of the
participants (27.5%) reported high levels of depression and over one-tenth of the samples
(12.5%) did not report depression.

Table 5. Levels of depression (N = 273).

Level Score Range n %

No depression 0 34 12.5
Low depression 1 to 2 69 25.3

Moderate depression 3 to 4 95 34.8
High depression 5 to 6 75 27.5

Total 273 100

3.1.5. Association of Anxiety and Depression with Demographic Variables

Data provided in Table 6 indicates a significant association between grade and depres-
sion [F (3, 269) = 4.15, p < 0.01]. Depression was found to be higher among the students
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of the 11th grade, followed by students of the 12th grade and the 9th grade. Therefore,
Hypothesis 1 that is “Anxiety and depression of school students differ significantly in terms of
gender and grade” is partially accepted, as there was no significant gender difference with
respect to anxiety and depression, although grade-wise significant difference was observed.

Regarding the stress resulting from long stay at home during COVID-19 lockdown,
among adolescent students, a significant association was found with anxiety [F (4, 268) = 2.48,
p < 0.05] and depression [F (4, 268) = 8.10, p < 0.001]. Students who felt stressed during
the lockdown reported significantly higher rates of anxiety, as compared to students who
did not feel stressed. The levels of depression were found to be higher among students
who felt stressed, followed by those who felt highly stressed, rarely stressed and not so
stressed. Hence Hypothesis 2 i.e., “There exists an association between feeling stressed from
staying at home for a long period during COVID-19 pandemic and anxiety and depression” has
been accepted.

A significant association was found between an online mode of teaching during COVID-
19 lockdown, and anxiety [F (4, 268) = 4.20, p < 0.01] and depression [F (4, 268) = 8.44,
p < 0.001]. Students who did not find online teaching effective at all reported greater
levels of anxiety, followed by those who found online teaching moderately effective and
effective. Students who did not find online teaching effective at all reported higher rates of
depression, followed by those who did not find online teaching so effective, moderately
effective, effective and most effective, respectively. As for Hypothesis 2, Hypothesis 3 i.e.,
“There exists an association between perception about the online mode of teaching and anxiety and
depression” has been accepted.

With respect to emotional support from family, a significant association was found
with depression only [F (4, 268) = 12.13, p < 0.001]. Students who did not receive emotional
support from their family demonstrated higher levels of depression, followed by those
who received emotional support rarely, sometimes, most of the time and always.

Further analysis of data revealed a significant association between peer group support
during COVID-19 lockdown and depression [F (4, 268) = 2.83, p < 0.05]. Students who
always received support from friends were found to be less depressed than students
who never received any support from their friends during times of crisis. Therefore,
Hypothesis 4 i.e., “There exists an association between social support from family and friends and
anxiety and depression” is partially tenable as significant association was found between
poor social support and depression only.

Worries of school students about infection with COVID-19 was found to be associated
with high levels of anxiety [F(4, 268) = 2.83, p < 0.05]. That is, the students who demonstrated
worries about catching COVID-19 showed higher anxiety levels than those who were not
at all worried.

Similarly, worries of school students about their future career caused higher levels of
anxiety [F (4, 268) = 5.66, p < 0.001] and depression [F(4, 268) = 6.62, p < 0.001]. Students who
felt worried about their future reported higher anxiety, followed by those who felt rarely
worried and not so worried during the lockdown. Similarly, students who felt worried
about their future career demonstrated higher rates of depression, followed by those who
felt moderately worried, rarely worried and not so worried.

Looking at the analysis of data, it has been observed that Hypothesis 5 (There exists
an association between worries about catching COVID-19 and future career of the students
with anxiety and depression) has been tenable in case of association with fears of catching
COVID-19 and anxiety, while in the case of worries of the school students about future
career, a significant number of school students reported to be suffering from high levels of
anxiety and depression.
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Table 6. Means, Standard Deviation and t/F Scores of Anxiety and Depression (N = 273).

Anxiety Depression

Gender

Male 7.82 (4.25) 1.04 2.96 (1.90) 1.34
Female 8.32 (3.92) 3.26 (1.80)

Grade

9th class 7.55 (4.23) 0.66 2.48 (1.73) 4.15 **
10th class 8.53 (4.64) 2.94 (2.0)
11th class 8.31 (3.74) 3.50 (1.84)
12th class 7.96 (3.95) 3.34 (1.79)

Do you feel stressed from staying at home for
along period during COVID-19 pandemic?

Highly stressed 8.34 (4.56) 2.48 * 3.52 (1.73) 8.10 ***
Stressed 9.06 (3.30) 3.57 (1.81)

Moderately stressed 7.37 (3.64) 2.83 (1.83)
Rarely stressed 7.81 (4.19) 2.11 (1.76)
Not so stressed 6.45 (3.62) 1.97 (1.74)

How did you find the online mode of
teaching?

Most effective 6.33 (5.31) 4.20 ** 1.11 (1.26) 8.44 ***
Effective 6.92 (4.16) 2.37 (1.82)

Moderately effective 8.04 (3.63) 3.15 (1.77)
Not so effective 8.15 (3.53) 3.42 (1.77)

Not at all effective 10.26 (5.25) 4.06 (1.76)

Do you get emotional support from your
family when you need it?

Always 7.86 (4.51) 0.69 2.43 (1.78) 12.13 ***
Most of the time 7.76 (3.77) 2.92 (1.74)

Sometimes 8.07 (3.39) 3.53 (1.67)
Rarely 8.62 (4.35) 3.97 (1.72)
Never 9.40 (4.73) 5.13 (1.41)

Do you have friends who extend support at
times of any crisis or challenge?

Always 7.90 (4.42) 1.93 2.74 (1.91) 2.83 *
Most of the time 8.52 (3.66) 3.44 (1.78)

Sometimes 7.49 (3.59) 3.24 (1.77)
Rarely 7.17 (4.03) 2.74 (1.79)
Never 9.74 (4.47) 3.81 (1.82)

Are you worried that you will catch
COVID-19?

Highly worried 8.61 (4.21) 3.10 * 3.22 (1.96) 1.36
Worried 9.06 (4.47) 3.30 (1.90)

Worried to some extent 7.88 (4.13) 3.35 (1.66)
Not so worried 8.43 (3.69) 2.72 (1.87)

Not at all worried 6.49 (3.68) 2.83 (1.98)

Are you worried about your future career?

Highly worried 9.09 (4.31) 5.66 *** 3.62 (1.85) 6.62 ***
Worried 7.95 (3.61) 3.06 (1.79)

Moderately worried 7.21 (3.99) 2.54 (1.59)
Rarely worried 6.32 (3.11) 2.11 (1.70)
Not so worried 5.32 (3.27) 2.05 (1.87)

Note: Figures out of the brackets are the means and those within the brackets are standard deviations; figures
after the brackets are t values and F values. Differences in the prevalence across each demographic variable were
tested by using independent samples t-test and one-way ANOVA. * p < 0.05, ** p < 0.01 and *** p < 0.001.
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3.2. Stage 2

We present the findings of the data analysis for the FGs separately. We follow the steps
as described in Section 2.

3.2.1. Analysis of the Responses of the FG-1 (i.e., AA Category)

Tables 7 and 8 provide the responses of the respondents of FG 1, related to facilitating
and prohibiting factors respectively. Tables 9 and 10 indicate the actual score values and
weights (obtained using LBWA) of the factors (facilitating and prohibiting). Tables 11 and 12
show the intermediate calculations of LBWA. However, the decision of PF-FFA largely
depends on the weights of the factor and the PFWA calculation. Therefore, sensitivity
analysis is of paramount importance here. Sensitivity analysis is carried out to check
the stability of the result, obtained by using a MCDM algorithm under the influence of
changes in the given conditions, for example, calculation of the criteria weights, changes in
the criteria and alternative sets, interplay among the alternatives and criteria among the
others [62–68]. In our paper, we change the values of the coefficient of elasticity and examine
the changes in the criteria weights. Figures 1 and 2 confirm that the weights obtained using
LBWA method are stable with respect to the varying values of the coefficient of elasticity,
for the facilitating and prohibiting factors.

Table 7. Rating of the facilitating factors by the respondents of FG-1.

Respondent Facilitating Factors
P1 P2 P3 P4 P5 P6

R1 Y A Y A Y N
R2 Y A Y N Y N
R3 Y A Y Y Y A
R4 Y A Y Y Y Y
R5 A A Y Y Y A
R6 A A N A Y Y
R7 Y Y N Y Y A
R8 N N Y Y Y A
R9 N A Y Y A Y
R10 A Y N A N Y
R11 Y Y A N N Y
R12 Y A N Y Y Y
R13 N A Y Y N N
R14 N A A A Y Y
R15 A A Y Y A Y
R16 N Y N Y Y A
R17 N A Y Y A A
R18 N Y A A N N
R19 Y Y Y Y Y A
R20 N Y Y Y Y N

µ 0.4 0.35 0.6 0.65 0.65 0.4
η 0.2 0.6 0.15 0.25 0.15 0.35
ν 0.4 0.05 0.25 0.1 0.2 0.25
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Table 8. Rating of the prohibiting factors by the respondents of FG-1.

Respondent Prohibiting Factors
N1 N2 N3 N4 N5 N6

R1 Y Y Y N Y Y
R2 Y Y Y N N Y
R3 N Y Y A A Y
R4 N Y N N A A
R5 A N Y A A Y
R6 Y A A N N A
R7 Y N Y Y A A
R8 N N Y Y Y N
R9 N N Y Y A N
R10 N N N Y N A
R11 N N N N N Y
R12 Y N Y A Y N
R13 Y N Y N A A
R14 Y Y Y N N A
R15 N Y Y A A N
R16 A Y N A A N
R17 N Y N N N A
R18 N Y N Y N A
R19 N N N N A N
R20 Y Y A Y N Y

µ 0.4 0.5 0.55 0.3 0.15 0.3
η 0.1 0.05 0.1 0.25 0.45 0.4
ν 0.5 0.45 0.35 0.45 0.4 0.3

Table 9. Actual score values of the facilitating factors.

Factors PGD NGD Abs_Score Act_Score Weight Rank
P1 0.25 0.35 0.40 0.4364 0.1065 6
P2 0.30 0.00 0.70 0.5316 0.1538 4
P3 0.05 0.20 0.75 0.8654 0.1730 3
P4 0.00 0.05 0.95 0.9828 0.2307 1
P5 0.00 0.15 0.85 0.9808 0.1977 2
P6 0.25 0.20 0.55 0.5156 0.1384 5

Σ = 1.000
(PIS: <0.65, 0.15, 0.05>; Avg _η = 0.283).

Table 10. Actual score values of the prohibiting factors.

Factors PGD NGD Abs_Score Act_Score Weight Rank
N1 0.15 0.20 0.65 0.7429 0.17300 3
N2 0.05 0.15 0.80 0.9697 0.19771 2
N3 0.00 0.05 0.95 1.0857 0.23066 1
N4 0.25 0.15 0.60 0.5854 0.13840 5
N5 0.40 0.10 0.50 0.4082 0.10646 6
N6 0.25 0.00 0.75 0.6383 0.15377 4

Σ 1.00000
(PIS: <0.55, 0.05, 0.03>; Avg _η = 0.225).

Table 11. Weight calculation for facilitating factors (LBWA).

Criteria C4 C5 C3 C2 C6 C1

Level 1 1 1 1 1 2

Integer value 0 1 2 3 4 1

Function 1.000 0.857 0.750 0.667 0.600 0.462 Σ

Criteria weights 0.2307 0.1977 0.1730 0.1538 0.1384 0.1065 1.00
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Table 12. Weight calculation for prohibiting factors (LBWA).

Criteria C3 C2 C1 C6 C4 C5

Level 1 1 1 1 1 2

Integer Value 0 1 2 3 4 1

Function 1.000 0.857 0.750 0.667 0.600 0.462 Σ

Criteria weights 0.2307 0.1977 0.1730 0.1538 0.1384 0.1065 1.00

Moving ahead, we calculate the aggregate scores of facilitating and prohibiting factors.
Tables 13 and 14 show the aggregate scores for facilitating and prohibiting factors.

Table 13. Aggregate score of facilitating factors.

PFWA
µ η ν π

0.55047 0.24214 0.15894 0.04845

ScoreFacilitating 0.70525

Table 14. Aggregate score of prohibiting factors.

PFWA
µ η ν Π

0.41205 0.14377 0.40126 0.04292

ScoreProhibiting 0.50562

Figure 1. Sensitivity analysis (facilitating actors for FG 1).
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Figure 2. Sensitivity analysis (prohibiting factors for FG 1).

It is observed that ScoreFacilitating > ScoreProhibiting which implies that, for the category
of AA, the respondents of FG 1 indicate that there was a stronger driving force as compared
to the obstacles. As a result, children found it useful to attend classes regularly.

In a similar way, we carried out the calculations for two other categories, such as SA
(represented by FG 2) and VRA (represented by FG 3).

3.2.2. Analysis of the Responses of the FG-2 (i.e., SA Category)

In the similar way (like the previous Section 3.2.1) we carry out the analysis (see
Tables 15–20).

Table 15. Rating of the facilitating factors by the respondents of FG-2.

Respondent Facilitating Factors
P1 P2 P3 P4 P5 P6

R1 Y A Y Y Y A
R2 Y N Y N A A
R3 N A Y N N Y
R4 A A Y Y Y A
R5 Y Y N A Y N
R6 A Y A Y N Y
R7 A N A Y A Y
R8 Y Y Y A Y Y
R9 N A Y A N Y
R10 Y Y N Y Y A

µ 0.5 0.4 0.6 0.5 0.5 0.5
η 0.3 0.4 0.2 0.3 0.2 0.4
ν 0.2 0.2 0.2 0.2 0.3 0.1
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Table 16. Rating of the prohibiting factors by the respondents of FG-2.

Respondent Prohibiting Factors
N1 N2 N3 N4 N5 N6

R1 N Y Y Y A Y
R2 N Y Y A A A
R3 A Y N N A Y
R4 Y N Y N A N
R5 Y N Y N A Y
R6 Y A A Y N A
R7 Y N A A Y N
R8 A Y N N A A
R9 Y Y Y Y Y N
R10 N Y Y N Y Y

µ 0.5 0.6 0.6 0.3 0.3 0.4
η 0.2 0.1 0.2 0.2 0.5 0.3
ν 0.3 0.3 0.2 0.5 0.2 0.3

Table 17. Actual score values of the facilitating factors (FG 2).

Factors PGD NGD Abs_Score Act_Score Weight Rank

P1 0.10 0.10 0.80 0.8000 0.1701 3
P2 0.20 0.10 0.70 0.6364 0.1276 6
P3 0.00 0.10 0.90 1.0000 0.2187 1
P4 0.10 0.10 0.80 0.8000 0.1531 4
P5 0.10 0.20 0.70 0.7778 0.1392 4
P6 0.10 0.00 0.90 0.8182 0.1914 2

(PIS: <0.6, 0.2, 0.1>; Avg _η = 0.3).

Table 18. Actual score values of the prohibiting factors (FG 2).

Factors PGD NGD Abs_Score Act_Score Weight Rank

N1 0.10 0.10 0.80 0.8421 0.17300 3
N2 0.00 0.10 0.90 1.0588 0.23066 1
N3 0.00 0.00 1.00 1.0526 0.19771 2
N4 0.30 0.30 0.40 0.4211 0.10646 6
N5 0.30 0.00 0.70 0.5600 0.13840 5
N6 0.20 0.10 0.70 0.6667 0.15377 4

(PIS: <0.6, 0.1, 0.2>; Avg _η = 0.25).

Table 19. Aggregate score of facilitating factors (FG 2).

PFWA
µ H ν π

0.51261 0.28441 0.18532 0.01765

ScoreFacilitating 0.66653

Table 20. Aggregate score of prohibiting factors (FG 2).

PFWA
µ η ν π

0.49253 0.20594 0.27641 0.02512

ScoreProhibiting 0.61077

It may be noted that the criteria weights are decided using the LBWA method, fol-
lowing the usual calculations. One such type of calculation is already shown in detail
for FG 1. Like FG 1, here also we observe stability in the results obtained by using the
LBWA approach.

In case of FG 2 (i.e., SA category) we observe that ScoreFacilitating is marginally greater
than ScoreProhibiting was reflected in their participation level during online classes. Now, we
move towards the FG 3 (i.e., VRA category).
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3.2.3. Analysis of the Responses of the FG-3 (i.e., VRA Category)

Here also we use the LBWA method, following the usual calculations (see Tables 21–26).

Table 21. Rating of the facilitating factors by the respondents of FG-3.

Respondent Facilitating Factors
P1 P2 P3 P4 P5 P6

R1 A N A N Y N
R2 N N A A Y N
R3 A N N N A N
R4 Y A A Y N A
R5 Y Y Y N Y Y

µ 0.4 0.2 0.2 0.2 0.6 0.2
η 0.4 0.2 0.6 0.2 0.2 0.2
ν 0.2 0.6 0.2 0.6 0.2 0.6

Table 22. Rating of the prohibiting factors by the respondents of FG-3.

Respondent Prohibiting Factors
N1 N2 N3 N4 N5 N6

R1 Y Y Y Y A Y
R2 Y A N N Y N
R3 N Y A N N A
R4 A N N A Y A
R5 Y Y Y Y Y Y

µ 0.6 0.6 0.4 0.4 0.6 0.4
η 0.2 0.2 0.2 0.2 0.2 0.4
ν 0.2 0.2 0.4 0.4 0.2 0.2

Table 23. Actual score values of the facilitating factors (FG 3).

Factors PGD NGD Abs_Score Act_Score Weight Rank

P1 0.20 0.00 0.80 0.7273 0.2867 2
P2 0.40 0.40 0.20 0.2222 0.0683 4
P3 0.40 0.00 0.60 0.4615 0.1593 3
P4 0.40 0.40 0.20 0.2222 0.0652 5
P5 0.00 0.00 1.00 1.1111 0.3583 1
P6 0.40 0.40 0.20 0.2222 0.0623 6

(PIS: <0.6, 0.2, 0.2>; Avg _η = 0.3).

Table 24. Actual score values of the prohibiting factors (FG 3).

Factors PGD NGD Abs_Score Act_Score Weight Rank

N1 0.00 0.00 1.00 1.0345 0.21870 1
N2 0.00 0.00 1.00 1.0345 0.19136 2
N3 0.20 0.20 0.60 0.6207 0.13917 5
N4 0.20 0.20 0.60 0.6207 0.12757 6
N5 0.00 0.00 1.00 1.0345 0.17010 3
N6 0.20 0.00 0.80 0.6857 0.15309 4

(PIS: <0.6, 0.2, 0.2>; Avg _η = 0.2333).

Table 25. Aggregate score of facilitating factors (FG 3).

PFWA
µ η ν π

0.42535 0.29061 0.24798 0.03606

ScoreFacilitating 0.59188
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Table 26. Aggregate score of prohibiting factors (FG 3).

PFWA
µ η ν π

0.52577 0.22239 0.24062 0.01122

ScoreProhibiting 0.64418

Now, here (for FG 3 i.e., VRA category) we notice that ScoreFacilitating < ScoreProhibiting.
The level of participation in online classes is also rare, which clearly justifies the findings of
the PF-FFA for FG 3.

4. Discussion

The present online study is successful in understanding the level of anxiety and
depression among school students in India during the COVID-19 lockdown phase and its
association with their background, stress, worries, and social support facilities.

A total of 273 school students participated voluntarily in the online study. Almost equal
numbers of male and female school students (male 54.9% vs. female 45.1%) participated
in the study, and they were in grades IX to XII; there was similar interest among students
of both genders to participate in the study and share their views and concerns. Attending
online classes was enjoyable initially but gradually, students perceived it to be challenging
because of various reasons, like internet connectivity problems, power problems and sitting
in front of a computer for an extended period. Therefore, students’ perception of the online
mode of teaching was examined. About one-fifth of the students perceived the online
teaching mode as most effective and effective while about-two-fifths perceived it to be
moderately effective. The rest found it not so effective and not at all effective. This might be
due to various factors, such as not being able to follow classes properly, a hectic time table
without any break between the classes, internet connectivity problems, ineffective methods
of teaching and also boredom on the part of teachers, thereby leading to a casual method
of disseminating knowledge. A study on school students in Romania revealed that the
availability of equipment for accessing the internet and the ability of the teaching staff were
crucial in effectiveness of online education [69]. Some of the previous studies corroborate
our findings, i.e., internet connectivity problems and lack of physical interactions for
clarification of academic queries caused a lot of anxiety among students [2,23,27].

Further, through our newly proposed PF-FFA methodology, we ascertain that the
dynamics between the facilitating and prohibiting factors determine the intentions of the
children regarding attending online classes.

Human beings prefer to remain connected with others, to and share their personal
feelings and thinking, which enhances their subjective experience of happiness [70]. School
children get maximum happiness while interacting with their classmates in the school.
Therefore, social isolation causes high stress for school students [71], as demonstrated by
our findings. The findings of the present study indicate that more than half of the school
students viewed school suspension as highly stressful.

Uncertainty about the situation, i.e., when the school will reopen, caused worries for
a large number of students (about 70%) especially for grade X and XII students, as the
final board examinations are very important for every child, for their future growth and
prospects. Jung, Horta, and Postiglione [72] showed that unexpected occurrences during
the pandemic led to unprepared decisions and psychological disruptions in the education
sector. Emotional support at times of crisis or pandemic is very helpful to cope with the
situation [73]. In the present study, more than three-fifths of school students were reported
to have received emotional support from their family members and friends which can
positively impact an individual’s personal resilience [74].

As far as anxiety of school students in a pandemic like COVID-19 is concerned, the
findings of the study disclosed that half of the students reported experiencing moder-
ate levels of anxiety while 13.2% suffered from high levels of anxiety. Under normal
circumstances, students go to school and gain knowledge by attending regular classes
and clarifying their academic queries. Attending regular classes is essential to complete
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the syllabus, so that they can write the examinations with maximum effectiveness. In a
country like India, where students’ performance is assessed based on the results of written
examinations, suspension of classes because of the pandemic-induced lockdown, caused
a lot of anxiety, although online classes were arranged. Online teaching does not help to
clarify all the queries and sometimes teaching is also not clear, due to poor connectivity.
Monotony and/or stress on the part of the teachers, while taking continuous online classes,
affect the quality of teaching. However, individual coping capacity plays an important
role in dealing with various crisis situations. The study also revealed that more than
one-third (34.8%) and one-fourth (27.5%) of students were suffering from moderate and
high levels of depression, respectively. Continuous social isolation and worrying about
the future, fear of getting COVID-19 and exposure to media information on deaths caused
by COVID-19, were depressing for the school students. Interaction with classmates in the
school campus helps students share their personal feelings and issues with their peers.
Since students were effectively under house arrest and unable to meet their friends, they
were emotionally upset.

Cross analysis of data highlights an association between grade and depression, i.e.,
grade XI students were more victims of depression, followed by grade XII students. The
school students who perceived social isolation stress were more vulnerable to anxiety and
depression. Perception about the online mode of teaching is also associated with anxiety,
i.e., the students who reported that the online mode of teaching was not effective have
been suffering from more anxiety and depression. Similarly, social support from family and
friends were found to be beneficial when dealing with crisis situations. In fact, emotional
support helped school students to remain emotionally stable and happy, despite prolonged
lockdown, and they utilized their time effectively in studies, and with their family members.
The findings of the present study with respect to the benefits of social support are similar
to the outcomes of some of the previous studies [17,18,25].

5. Conclusions and Recommendations

In conclusion, it might be stated that COVID-19 caused great anxiety and depression
to a large number of school students, mostly because of social isolation and discontinuation
of the physical mode of the teaching–learning process. The study revealed that 13.2%, 46.9%
and 37.7% of the students were suffering from high, moderate and low levels of anxiety,
while 27.5%, 34.8% and 25.3% have been assessed to be suffering from high, medium and
low levels of depression. Female school students were suffering from more depression
and anxiety, as compared to their male counterparts. Further, a significant association
was found between grade, social isolation, feeling of stress, ineffective mode of teaching,
worries about catching COVID-19, worry about future career, lack of social support, anxiety,
and depression. In addition, the PF-FFA analysis provides a visible understanding of the
interplay of the facilitating and prohibiting factors (i.e., DFs and RFs) that steer the children
and determine their behavioural intentions in response to the changing scenario of learning,
as imposed by COVID-19.

It is recommended for school administration to arrange online mental health support
services urgently for school students who exhibit high anxiety and depression, in addition
to organizing online parent and teacher interaction meetings, for offering school-based
family counseling for parents, to deal sensitively with children’s emotions.

The questionnaire was distributed online to students via the school administration in
different states of India. Since the study took place relatively early during the lockdown
months in India and students were still getting accustomed to the online education system,
the percentage of response has been low. We recommend using longitudinal research to
understand the trajectory of mental health issues among students through the pandemic,
especially as the pandemic continues to surge in waves globally. Larger sample size is
likely to enhance the generalizability of the studies. Though online education can itself
have varied impacts on students, being infected by the virus once or multiple times during
the course of the pandemic can hinder a student’s academic progress and impact wider

220



Data 2022, 7, 99

aspects of students’ education. However, understanding that the pandemic is common for
all can assist in coping with the associated distress. Controlling for these factors would
provide additional confirmatory information.

Further, in this paper we have used PFS based analysis for FFA. The calculation of
weights plays a central role in determining the outcome of FFA. The present paper uses
the LBWA method with which we have carried out the sensitivity analysis. The result
of sensitivity analysis shows that there is a stability in the weight calculation process.
However, a further study may check the consistency aspect for validation purposes. An
algorithm such as the Full Consistency Method (FUCOM) may be used to find the weights
using PFNs. A comparison of the weights calculated by using both FUCOM and LBWA
may be made for further validation. There may a further study using Spherical Fuzzy Sets
(SFS), a generalization of PFS, to conduct the FFA. Subsequently, the outcomes (by using
PFS and SFS) may be compared. Nevertheless, the present paper has its own usefulness
and we believe that this paper may add value to the growing literature in the stated field.
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Appendix A. Preliminaries of PFS

Appendix A.1. Definition

Let Ã denote a PFS on a universe of discourse U. Then, Ã is defined as

Ã =
〈

x, µÃ (x), ηÃ (x), υÃ (x)
〉

(A1)

where, x ∈ U; µÃ (x), ηÃ (x), υÃ (x) ∈ [0, 1] are the degrees of positive, neutral and
negative membership of x in Ã respectively such that

0 ≤ µÃ (x) + ηÃ (x) + υÃ (x) ≤ 1 ∀ x ∈ U (A2)

Here, if ηÃ (x) = 0 then it becomes the intuitionistic fuzzy set (IFS) and if both
ηÃ (x) = υÃ (x) = 0, Ã becomes a traditional fuzzy set.
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The degree of refusal (πÃ (x)) is defined as

πÃ (x) = 1−
(
µÃ (x) + ηÃ (x) + υÃ (x)

)
∀ x ∈ U (A3)

For a given element x in U, a PFN is represented as

A = {{µA, ηA, υA ∈ [0, 1]and 0 ≤ µA + ηA + υA ≤ 1 }} (A4)

Appendix A.2. Properties

Let Ã =
〈

x, µÃ (x), ηÃ (x), υÃ (x)
〉

and B̃ =
〈

x, µB̃ (x), ηB̃ (x), υB̃ (x)
〉

be two PFS
∀ x ∈ U, and then the following properties are defined

Ã ∪ B̃ = {x ∈ U} (A5)

Ã ∩ B̃ = {x ∈ U} (A6)

Ã c = {x ∈ U} (A7)

Ã ⊆ B̃ i f
(
µÃ (x) ≤ µB̃ (x), ηÃ (x) ≤ ηB̃ (x), υÃ (x) ≥ υB̃ (x) ∀ x ∈ U

)
(A8)

Ã = B̃ i f Ã ⊆ B̃ and B̃ ⊆ Ã (A9)

Ã ⊆ B̃ and B̃ ⊆ C̃ ⇒ Ã ⊆ C̃ (A10)
(

Ã c
)c

= Ã (A11)

Appendix A.3. Basic Operations

Let A = (µA, ηA, υA ) and B = (µB, ηB, υB ) be any two PFNs. The following are some
of the basic operations.

A⊕ B = (µA + µB − µAµB, ηAηB, υAυB) (A12)

A⊗ B = (µAµB, ηA + ηB − ηAηB, υA + υB − υAυB) (A13)

λA =
(

1− (1− µA)
λ, ηA

λ, υA
λ
)

; λ > 0 (A14)

Aλ = (µA
λ, 1− (1− ηA)

λ, 1− (1− υA)
λ; λ > 0 (A15)

A⊕ B = B⊕ A (A16)

A⊗ B = B⊗ A (A17)
(

Aλ1
)λ2

= Aλ1λ2 (A18)

λ (A⊕ B) = λA⊕ λB (A19)

(A⊗ B)λ = Aλ ⊗ Bλ (A20)

Appendix A.4. Defuzzification

The defuzzification of a PFN A is done in the following steps [75,76]:
Step 1. Defining new positive and negative memberships

µÁ = µA +
ηA
2

(A21)

υÁ = υA +
ηA
2

(A22)
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Step 2. Calculation of defuzzication value

γA = µÁ + πA

(
1 + µÁ − υÁ

2

)
(A23)

Appendix A.5. Score and Accuracy Functions

The score function of any PFN is calculated as

SA = µA − υA (A24)

The accuracy function is defined as

HA = µA + ηA + υA (A25)

Rule for comparison
I f SA ≺ SB, then A ≺ B

I f SA � SB, then A � B

I f SA = SB, HA ≺ HB, then A ≺ B

I f SA = SB, HA � HB, then A � B

I f SA = SB, HA = HB, then A = B

Appendix A.6. Absolute and Actual Score

Computational steps [77] are described below.
Step 1. Identification of the positive ideal solution (PIS)
For a set of n number of PFNs, PIS is given as

Z+ =
(
µ+, η+, υ+

)
= µi, ηi , υi ), where i = 1, 2, . . . n (A26)

Step 2. Find out goal differences for each PFN
Positive goal difference (PGD):

µi+ = µ+ − µi (A27)

Negative goal difference (NGD):

υi− = υi − υ+ (A28)

Step 3. Find out the average neutral degree (Avg_ η)

η =
1
n

n

∑
i=1
ηi (A29)

Step 4. Calculation of the absolute score for each PFN

Si(abs) = (1− µi+)− υi− (A30)

Step 5. Derive the actual score for each PFN

Si(act) =
Si(abs)

1−
(
η − ηi

) (A31)

Here, the following rules are applicable

If SA(act) � SB(act) then A � B
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If SA(act) = SB(act) then if µA > µB and ηA ≥ ηB then A � B

If SA(act) = SB(act) and µA ≥ µB and ηA < ηB then if υA ≤ υB then A � B, otherwise A ≺ B

As
(
η − ηi

)
6= 1, Si(act) is always finite.

Appendix A.7. Aggregation Operator

Let Aj =
(
µj, ηj, υj

)
(j = 1, 2, . . . n) be a collection of PFNs. Then the Picture Fuzzy

Weighted Average (PFWA) is defined as [78]

PFWAw(A1, A2, A3 . . . .An) = ⊕n
j=1
(
wj Aj

)
==

(
1−

n

∏
j=1

(
1− µAj

)wj
,

n

∏
j=1

(
ηAj

)wj
,

n

∏
j=1

(
νAj

)wj

)
(A32)

Here, wj is the corresponding weight of Aj (j = 1, 2, . . . n) with the conditions that

wj > 0;
n

∑
j=1

wj = 1

In this paper, wj is derived using the LBWA method based on actual scores as used by
Biswas et al. [42].

Appendix B. Computational Steps of LBWA Algorithm

Let the criteria set be given by C = {C1, C2, C3 . . . . . . Cn}. Let the ith criterion
(Ci ∈ C) be the most important one as opined by the respondents.

Step 1: Formation of subsets of criteria by grouping, based on level of significance.
The grouping process is described below.
Level L1: Group the criteria and form the subset with the criteria that are having equal

to or up to twice as less as the significance of the criterion Ci
Level L2: Group the criteria and form the subset with the criteria having exactly twice

as less as the significance of the criterion Ci or up to three times as less as the significance
of the criterion Ci

Level L3: Group the criteria and form the subset with the criteria having exactly
three times as less as the significance of the criterion Ci or up to four times as less as the
significance of the criterion Ci

—————- —————– —————– —————— ———————- —–
Level Lk: Group the criteria and form the subset with the criteria having exactly ‘k’

times as less as the significance of the criterion Ci or up to ‘k + 1′ times as less as the
significance of the criterion Ci

Hence,
L = L1 ∪ L2 ∪ L3 . . . . . . .∪ Lk (A33)

If s(Cj ) is the significance of the jth criterion, we note that

Lk =
{

Cj ∈ L : k ≤ s(Cj ) ≤ k + 1
}

(A34)

Also, the following condition holds good to appropriately define the grouping,

Lp ∩ Lq = ∅; where p, q ∈ {1, 2, . . . k} and p 6= q (A35)

Step 2: Comparison of factors according to the significance within the subsets
Based on the comparison, each criterion Cj ∈ Lk is assigned with an integer value

ICj ∈ {0, 1, 2 . . . . . . .r}; where, r is the maximum value on the scale for comparison and is
given by:

r = max{|L1|, |L2|, |L3| . . . . . . |Lk| } (A36)

Conditions used in this context are as follows.
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The most important criterion is assigned with an integer value of zero. In other words,

ICi = 0 (A37)

If Cp is more significant than Cq then

ICp < ICq (A38)

If Cp is equally significant with Cq then

ICp = ICq (A39)

Step 3: Find out the elasticity coefficient
The elasticity coefficient r0 is defined as any real number with the condition r0 > r

and τ ∈ R; Where R represents a set of real numbers
Step 4: Calculate the influence function of the criteria
For a particular criterion, Cj ∈ Lk; the influence function can be defined as f : L → R
It is calculated as

f
(
Cj
)
=

r0

δ r0 + ICj

(A40)

Here, ∂ is the number of level or subset to which Cj belongs and ICj ∈ {0, 1, 2 . . . . . . .r}
is the value assigned to the criterion Cj within that level

Step 5: Calculation of the optimum values of the priority weights of the criteria
For most significant criterion:

wi =
1

1 + f(C1 ) + f(C2 ) + . . . + f(Cn )
(A41)

where, i ∈ j; j = 1, 2, . . . ., n, the number of criteria
For other factors:

wj 6=i = f
(
Cj
)
wi (A42)

Decision rule: rank the criteria in descending order of criticality based on the weight values.
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Abstract: Due to the huge amount of data obtained from students’ academic results in most tertiary
institutions such as the colleges, polytechnics and universities, data mining has become one of
the most effective tools for discovering vital knowledge from students’ dataset. The discovered
knowledge can be productive in understanding numerous challenges in the scope of education and
providing possible solutions to these challenges. The main objective of this research is to utilize the
J48 decision algorithm model to test, classify and predict the students’ dataset by identifying some
important attributes and instances. The analysis was conducted on the final year students’ academic
results in C# programming amongst five universities which was imported in csv excel file dataset
in WEKA environment. These training datasets contained the scores obtained in the examinations,
grade remarks, grades, gender, and department. The knowledge extracted for the prediction model
will help both the tutors and students to determine the success grade performance in the future.
Flow lines, J48 decision trees, confusion matrices and a program flowchart were generated from
the students’ dataset. The KAPPA value obtained from the prediction in this research ranges from
0.9070–0.9582 which perfectly agrees with the standard for an ideal analysis on datasets.

Keywords: data mining tools; WEKA; J48 algorithm; KAPPA value; predict; confusion matrix; csv

1. Introduction

The students’ academic performance is an important aspect in most tertiary educa-
tional system, particularly the higher learning institutions. The excellent records achieved
amongst students’ academic performances in examinations have become one of the key
factors in considering tertiary institutions on the highly ranked Q.S world university rating
system [1]. In the world today, a huge amount of students’ data increases daily which makes
it very critical to perform analysis on data to discover and retrieve useful information like-
wise knowledge from this data. There are numerous techniques that have been proposed
in the evaluation (which involves testing, prediction and knowledge discovery of dataset)
of students’ academic performance. Data mining is one of the most common techniques
utilized to analyze the academic performance of students and it has been recently applied
in a vast approach regarding the educational sectors [2]. Data mining, also known as
Knowledge discovery from data (KDD), can be defined a process of discovering interesting
patterns and knowledge from stored data. Data Mining has various methods for used
analyzing which include classification, clustering, and association rules [3]. Data mining
could also be referred to as data dredging, which is a multidisciplinary field that obtains
relevant information from large amount of data at the confluence among other specializa-
tions which includes artificial intelligence, statistics, databases, and information science [4].
In the educational sectors, one of the major objectives is to provide learning processes that
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allow for understanding students and their learning paths, termed as Educational Data
Mining and Learning Analytics (EDM/LA). Educational Data Mining (EDM) is a discipline
that focuses on extraction of useful information and knowledge from huge educational
database, thereby utilizing this useful information and knowledge dredged to predict
students’ academic performance [5]. Apart from extracting and analyzing educational
data, Educational Data Mining can enhance and develop students’ performance in the
teaching and learning domain [6]. There are several works in Educational Data Mining and
Learning Analytics (EDM/LA) which has been devoted to prediction methods of student
performance. According to [7], the authors compared different decision trees based on
the students’ academic performance for prediction. The decision trees were able to reveal
the total number of students with excellent grades and those with failed grades, as this
prediction effectively improved both the teaching/learning process in the institution and
mitigated the failure rate amongst the students.

WEKA is a Data Mining tool used for managing the experimental analysis for data min-
ing process such as (predictions, classification, clustering, association rule and evaluation);
it also provides a flexible support for machine learning research and serves as a tool for
introducing people to machine learning in the educational environment [8]. This research
work focuses on using the J48 decision tree Classification model in WEKA to analyze
the students’ academic performance of Information Technology (I.T) department in five
universities across five countries which includes Iraq, Sudan, Nigeria, South Africa, and
India. The data was obtained from the records of the undergraduate students in the final
year study of the five countries in the second semester of examinations. The authors in [9]
revealed the taxonomy for Data mining approaches and this was illustrated pictorially, see
Figure 1.
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The research conducted in [10] revealed that the authors substantiated and built
methodology for an ensemble classification of individual students’ performance and col-
lective performance quantification. According to [11], educational data mining involves
four development phases which are filtering process of the students’ data: selection of
attributes or variables relating to their performance; extraction of knowledge for the filtered
students’ data; interpretation and evaluation. The research study by the authors in [12]
was conducted by predicting successfully binary academic performance on school students
who had number of passed test as 40–60% in both mathematics and computer science with
the aim of obtaining correlation between the scores to investigate the student’ cognitive
abilities. The J48 algorithm is one of the best machine learning algorithms which can exam-
ine educational data categorically and continuously; it has been used by most researchers
for classification of students’ dataset and it usually obtains accurate results [13]. According
to research study conducted in [14], the J48 algorithm was utilized for classification on
students’ dataset also comparing their performances with evaluation principles such as
accuracy and implementation time. It revealed that the performance of classification tech-
niques differs with datasets. The study also showed that factors such students’ datasets,
number of instances, attributes and the type of attributes enhanced the classifier’s perfor-
mance. J48 came out with better results on most educational dataset [13,14]. Researchers
have applied decision tree utilizing the J48 classification algorithm to predict academic
performances of students in the tertiary institution by simply testing this algorithm on
unseen dataset to calculate accuracy. They intend to use this algorithm build model that
can be used by the university to predict student performance, evaluate the teaching skills
adopted by the lecturers and improve the learning potentials of the students in the other
academic specializations [15].

2. Dataset Description

The data of the students’ academic record analyzed in WEKA utilized the J48 classifica-
tion algorithm method to test and predict from the students’ future learning outcome using
final year students’ dataset record from five countries. The analysis was conducted on the
students’ academic results in C# programming language examinations with a total grade
of 100%. The departments considered include Computer Science in Lagos State University
Nigeria; Computer Science in University of Kirkuk Iraq; School of computers and systems
science in Jawaharlal Nehru University New Delhi India; College of Computer Science
and Information Technology in Sudan University of Science and Technology, Khartoum
Sudan; and Computer Sciencein University of Cape Town South Africa. The students’
dataset obtained consist of five attributes which are “scores obtained in the C-SHARP (C#)
examinations”, “grade remarks”, “grades”, “gender” and “department”. For the purpose
of the J4.8 algorithm analysis in WEKA, only “grades” columns to produce a detailed
accuracy class reading. The grades were classified into A (70–100) marks, B (60–69) marks,
C (50–59) marks, D (40–49) marks and F (0–39) marks which depicts excellent, very good,
average, poor and failed, respectively. The functional requirements for the analysis of the
students’ data conducted in WEKA can be illustrated pictorial with the aid of program
flowchart. Program Flow charts (Figure 2) are data flow that describes the sequence of data
operations and decisions for a particular program or algorithm [16].
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3. Methods

The J48 Decision Algorithm is a predictive machine learning model that the dependent
variables also known as target value of a new sample based on various attribute values
of the data available [17]. The node of a J48 decision tree denotes the different utilized
attributes [18]. With the aid of tree classification algorithm, the essential distribution of data
become easier to understand and flexible to implement. J48 is an extension of ID3 and it
develops a decision node utilizing the expected estimations of the class. J48 algorithm deals
with decision trees pruning, lost or missing attribute estimations of the data and varying
attribute costs [19]. The J48 algorithm can be generated via the following three stages [20]:
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• Stage 1: If an instance belongs to similar class, the leaves are labeled with a similar class;
• Stage 2: For each attribute, the potential data will be figured and the gain in this data

will be attained from the test conducted on attribute;
• Stage 3: Finally, the best attribute will be selected in regard to the current selection parameter.

3.1. Students’ Dataset Analysis in WEKA

The J48 tree generated in WEKA for the students’ academic dataset across the 5 countries
utilized 50% percentage split with training set: 25% for the test data and the remaining 25%
for validate to obtain the classifier model. The J48 decision tree classifier output algorithm
obtained from the students’ result for the five universities analyzed is displayed in the
Appendix A section of this work.

3.2. Calculations of the Evaluation Measures of the Detailed Accuracy Class Table

In the data analysis conducted, the three standard measures used in the evaluation
of the classification qualities include the Recall, Precision and F-Measure. Precision is the
ratio of the correctly classified cases of total number of misclassified cases and correctly
classified cases [21]. The recall is the ratio of correctly classified samples to the total number
of unclassified instances and correctly classified cases. The F-measure is the aggregate
of the values of recall and precision [21,22]. Other measures used in the obtaining and
evaluation of results include the execution time, TP rate, FP rate, ROC area, PRC area and
confusion matrix [23].

The calculations of the precision, F-measure, recall values can be obtained using the
Equations (1)–(3), respectively:

Precision =
TP

TP + FP
(1)

F − Measure = 2 × Recall × Precision
Recall + Precision

(2)

Recall =
TP

TP + FN
(3)

The TP represents the values of the true positive rate; the FP represents false positive
rate value, and the FN represents the false negative rate. The precision, F-measure and the
Recall values are some of the evaluation parameters generated in WEKA in the detailed
accuracy by class table.

3.3. Outcomes of J48 Decision Tree Generated from Students’ Dataset Analysis

This section shows the J48 decision trees generated from the students’ academic
result imported in WEKA environment platform for the analysis. See Figures 3–7.
The Grade_Remarks Attribute Platform for Students’ dataset is shown in Appendix A
of this research.
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4. Results and Discussion

The results for the analysis, based on the Kappa statistical values, mean that absolute
error, recall, Precision, and F-Measure obtained from the five universities can be computed
in tabular form. Table 1 shows the values obtained from the student’s dataset analysis.
The Kappa interpretation obtained revealed a range of 0.9070–0.9582 which perfectly agrees
with the general values for most analysis.

Table 1. Values obtained for the Students’ dataset across the five universities.

Countries Mean Absolute Error Kappa Recall Precision F-Measure

India 0.02 0.9313 0.700 0.850 0.7677

South Africa 0.1489 0.9070 0.950 1.000 0.9744

Sudan 0.04 0.9582 0.950 1.000 0.9744

Iraq 0.02 0.9308 0.650 0.700 0.6741

Nigeria 0.1114 0.9296 0.900 0.967 0.9323

4.1. Plots of Evaluation Parameters from the Analysis Conducted on the Students’ Dataset

The parameters (TP Rate, FP Rate, Precision, Recall, F-Measure, MCC, ROC-Area and
PRC-Area) obtained in this research work based on detail accuracy class analysis revealed
from WEKA, we plotted flow lines that illustrate these parameters for the purpose of ob-
taining knowledgeable patterns to be displayed in a statistical perspective. These flow lines
were illustrated based on values of the evaluation parameter derived from the WEKA anal-
ysis conducted on the five universities considered as case study in this work. Figures 8–12
illustrates the plots of the parameters for the five universities.
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4.2. Analysis of J48 Decision Trees Generated in WEKA for the Five Universities

The Figures 3–7 shown in this research study illustrates the J48 decision trees generated
in WEKA for the five universities. In this section, we provided a detailed explanation of
the J48 tree generated in the Section 3.3 of this work. The J48 decision tree classifier
shown in Figure 3 illustrates that 11 students had grade A and passed with scores greater
than 69 marks; 6 students had grade B, passed with scores greater than 59 marks and
less than equal to 69 marks; 7 students had grade C and passed with scores less than or
equal to 59 marks; 7 students had grade D and failed with scores greater than 39 marks;
and 9 students had grade F with scores less than or equal to 39 marks. In general, a
total of twenty-four students were in the category of those who passed while total of
sixteen students were in the category of those failed. The J48 decision tree classifier shown
in Figure 4 illustrates that 9 students had grade A and passed with scores greater than
69 marks; 7 students had grade B, passed with scores greater than 59 marks and less than
equal to 69 marks; 10 students had grade Cand passed with scores less than or equal to
59 marks; ten students had grade D and failed with scores greater than 39 marks; and
4 students had grade F with scores less than or equal to 39 marks. In general, a total
of twenty-six students were in the category of those who passed while total of fourteen
students were in the category of those who failed. The J48 decision tree classifier shown
in Figure 5 illustrates that 2 students had grade A and passed with scores greater than
66 marks; 8 students had grade B, passed with scores greater than 59 marks and less than
equal to 66 marks; 9 students had grade Cand passed with scores less than or equal to
59 marks; 12 students had grade D and failed with scores greater than 39 marks; and nine
students had grade F with scores less than or equal to 39 marks. In general, a total of
nineteen students were in the category of those who passed while total of 21 students
were in the category of those who failed. The J48 decision tree classifier shown in Figure 6
illustrates that 13 students had grade A and passed with scores greater than 67 marks;
4 students had grade B, passed with scores greater than 59 marks and less than equal to
67 marks; 4 students had grade C and passed with scores less than or equal to 59 marks;
4 students had grade D and failed with scores greater than 37 marks; and 15 students
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had grade F with scores less than or equal to 37 marks. In general, a total of twenty-one
students were in the category of those who passed while total of 19 students were in the
category of those who failed. The J48 decision tree classifier shown in Figure 7 illustrates
that 4 students had grade A and passed with scores greater than 69 marks; 9 students
had grade B, passed with scores greater than 57 marks and less than equal to 69 marks;
10 students had grade Cand passed with scores less than or equal to 57 marks; 12students
had grade D and failed with scores greater than 37 marks; and 5 students had grade F with
scores less than or equal to 37 marks. In general, a total of twenty-three students were in
the category of those who passed while total of seventeen students were in the category of
those who failed.

5. Conclusions and Future Scope

As a result of the rapid increase in extraction of useful knowledge from data, data min-
ing has significantly contributed to most educational institutions in many countries today.
The test and prediction conducted on students’ academic performance has really helped
both learners and educators to improve their learning and teaching skills, respectively.
This research work uses the WEKA data analytics platform to perform J48 classification
algorithm on the students’ result across five universities in five countries on the basis of
the Execution time, TP rate, FP rate, Precision, Recall, ROC Area, PRC Area, MCC and
the F-measure. WEKA took different attributes based on the stratified cross validation via
the J 48 tree algorithm to obtain the correctly classified instances, the incorrectly classified
instances and others (which includes the mean absolute, root mean squared, relative abso-
lute and root relative squared) error values. Confusion matrixes were generated for the
students’ dataset with A, B, C, D and F representing the class labels. The Kappa values
obtained from the analysis revealed a range of 0.907–0.9582, which is the perfect reading for
most analytical values. Plots such as flow lines and Bar charts were generated on both the
evaluation parameters and the attributes, respectively. We discovered that the J48 algorithm
provided better results and, in future, we intend to extend our research using different
parameters in a different analytic environment.
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Nomenclatures

TP-rate True Positive Rate
FP-rate False Positive Rate
FN-rate False Negative Rate
ROC Area Receiver Operating Characteristics Area
PRC Area Precision Recall Curve Area
MCC Matthews Correlation Coefficient
PPV Positive Predictive Value
KDD Knowledge Discovery in Database
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WEKA Waikato Environment for Knowledge Analysis
EDM/LA Educational Data Mining and Learning Analytics
ID3 Iterative Dichotomiser 3
J48 Java 48
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