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Preface

This Special Issue “Artificial Intelligence in Image-Based Screening, Diagnostics, and Clinical
Care”, highlights transformative advancements in Al-driven medical imaging. By addressing
challenges like limited datasets and noisy data, the featured works showcase innovative
methodologies that enhance diagnostic precision, facilitate early detection, and improve patient
outcomes. The compilation includes original research and reviews exploring cutting-edge Al

applications for screening, diagnostics, and clinical workflows.

Sameer Antani, Zhiyun Xue, and Sivaramakrishnan Rajaraman
Guest Editors
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1. Introduction

In an era of rapid advancements in artificial intelligence (AI) technologies, particularly
in medical imaging and natural language processing, strategic efforts to leverage Al’s capa-
bilities in analyzing complex medical data and integrating it into clinical workflows have
emerged as a key driver of innovation in healthcare. As the global healthcare landscape
shifts towards precision medicine, the incorporation of Al into image-based screening,
diagnostics, and clinical care is becoming increasingly crucial, offering significant oppor-
tunities to enhance patient outcomes and improve healthcare delivery. Advancements in
Al particularly in deep learning (DL) [1], a subset of machine learning (ML), have signifi-
cantly advanced medical imaging, and accurate analyses. These developments represent
a paradigm shift, where AI not only automates processes but also enhances precision in
diagnostics, allowing for personalized interventions tailored to individual patient needs.
However, integrating Al into clinical workflow presents several challenges that must be
carefully addressed. The effectiveness and generalizability of Al-driven solutions can be
adversely affected by the data quality, imbalance, and limited availability of well-annotated
training data [2]. The imbalance in datasets [3] refers to pathological cases in various
grades of severity that are significantly smaller compared to healthy controls. These factors
complicate the development of robust, reliable, bias-free, and generalizable models and
limit their use in real-world clinical environments.

As Guest Editors of the Special Issue “Artificial Intelligence in Image-Based Screening,
Diagnostics, and Clinical Care”, we present a collection of research findings addressing
some of these challenges, showcasing cutting-edge advancements in Al applications in
healthcare. This Special Issue not only highlights technological progress but also explores
the practical implications of Al in clinical practice, offering insights that are critical for the
ongoing evolution of the field. We believe that the contributions within this Special Issue
will serve as a catalyst for future research and encourage the broader medical and scientific
communities to fully explore Al’s potential in transforming patient care.

2. Highlights of the Special Issue
2.1. Overview of Published Research

This Special Issue “Artificial Intelligence in Image-Based Screening, Diagnostics, and
Clinical Care” offers a comprehensive collection of 12 research studies that explore various
Al methodologies, each contributing to the advancement of precision medicine and the
improvement of clinical care.

2.2. Al in Cardiac Diagnostics

Cardiac diagnostics are crucial areas where Al has demonstrated significant impact,
particularly in enhancing the accuracy and efficiency of clinical workflows. The study
“Novel Domain Knowledge-Encoding Algorithm Enables Label-Efficient Deep Learning
for Cardiac CT Segmentation to Guide Atrial Fibrillation Treatment in a Pilot Dataset” [4]

Diagnostics 2024, 14, 1984. https://doi.org/10.3390/ diagnostics14171984 1 https:/ /www.mdpi.com/journal/diagnostics
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addresses a critical challenge in Al-driven medical imaging: the need for large, labeled
datasets. The authors propose a novel methodology that encodes domain-specific cardiac
geometry knowledge to automate the labeling process, thereby reducing the dependency
on extensive training data. This innovative approach achieved high segmentation accuracy
in cardiac CT images with minimal training data, highlighting the potential for Al to
improve personalized treatment strategies, such as cardiac ablation for atrial fibrillation,
where precise segmentation of cardiac structures is essential.

Complementing this, the study “Al-Driven Real-Time Classification of ECG Signals
for Cardiac Monitoring Using i-AlexNet Architecture” [5] focuses on the application of Al
in real-time cardiac monitoring. The authors developed a new model called the i-AlexNet
model, a modified version of the classic AlexNet [6] architecture, which excels in classifying
ECG signals with remarkable accuracy. With a classification accuracy of 98.8%, this study
not only underscores the robustness of Al in cardiac monitoring but also highlights its
potential to revolutionize real-time, data-driven healthcare solutions.

Al’s ability to accurately classify normal and anomalous ECG signals in real time
can greatly assist clinicians in making timely and accurate decisions, ultimately improv-
ing patient outcomes. The review article “Revolutionizing Cardiology through Artificial
Intelligence—Big Data from Proactive Prevention to Precise Diagnostics and Cutting-Edge
Treatment—A Comprehensive Review of the Past 5 Years” [7] discusses findings from
multiple studies, exploring how Al is being integrated into various branches of cardiology,
including imaging, electrophysiology, and interventional procedures. This comprehensive
review not only highlights the rapid advancements in Al technologies and their potential
to revolutionize cardiovascular care but also addresses the ethical and legal challenges
associated with their implementation.

The study “Diagnostic Al and Cardiac Diseases” [8] further explores the diagnostic
applications of Al for cardiac conditions. The authors review Al-driven tools for detecting
various cardiac diseases, emphasizing the importance of Al as a support system for clin-
ical decision making. By categorizing the reviewed studies according to specific cardiac
conditions, the article provides a structured overview of how Al is enhancing diagnostic
accuracy and improving patient outcomes.

The study “Developing a Deep-Learning-Based Coronary Artery Disease Detection
Technique Using Computer Tomography Images” [9] presents an advanced DL model for
coronary artery disease (CAD) detection. By utilizing YOLOV?7 [10] for feature extraction
and optimizing the hyperparameters of the UNet++ model, the authors created a CAD
detection system that surpasses current methods, highlighting AI’s potential for fine-tuning
across different medical imaging applications, including oncology.

2.3. Al in Chest X-ray (CXR) Analysis

Chest X-ray (CXR) image analysis represents another critical area where Al is making
significant strides, particularly in the context of detecting infectious diseases and chronic
conditions. A significant portion of the Special Issue is dedicated to the application of
Alin CXR analysis. The study “Deep Neural Network Augments Performance of Junior
Residents in Diagnosing COVID-19 Pneumonia on Chest Radiographs” [11] demonstrates
how Al can enhance clinical decision making, especially for less experienced practitioners.
The authors developed a DL network capable of distinguishing COVID-19 pneumonia
from other types of pneumonia, significantly improving the diagnostic accuracy of junior
residents. This research underscores Al’s potential as an educational tool, bridging the
experience gap and improving the overall quality of care in high-pressure situations.

In addressing domain-specific challenges, the study “Cross Dataset Analysis of Do-
main Shift in CXR Lung Region Detection” [12] investigates the impact of domain shift,
a phenomenon where differences in data sources can affect Al model performance. By
analyzing five CXR datasets from different sources, the authors provide insights into how
to mitigate domain shifts and enhance the robustness of Al models in diverse clinical
environments. This study contributes to the broader goal of developing Al models that can
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be generalized across various settings, a key concern for the real-world deployment of AI
in healthcare.

The study titled “Assessing the Impact of Image Resolution on Deep Learning for
TB Lesion Segmentation on Frontal Chest X-rays” [13] investigates the influence of image
resolution on the effectiveness of DL models in segmenting lesions consistent with tubercu-
losis (TB) in CXRs. An Inception-V3 encoder-based UNet [14] model was systematically
evaluated in this segmentation task using image-mask pairs across various spatial resolu-
tions, identifying the optimal resolution for accurate TB lesion segmentation. This research
is particularly relevant for developing AI models that are both computationally efficient
and diagnostically accurate, especially in resource-limited settings where high-resolution
imaging may not be feasible.

Expanding on the application of Al in CXR analysis, the study “Analysis of Chest
X-ray for COVID-19 Diagnosis as a Use Case for an HPC-Enabled Data Analysis and
Machine Learning Platform for Medical Diagnosis Support” [15] demonstrates how high-
performance computing (HPC) can accelerate the development of Al tools for real-time
clinical applications. By leveraging an HPC platform, the authors re-trained the COVID-
Net [16] model, optimizing its performance through large-scale hyperparameter tuning.
This study highlights the importance of computational resources in Al development,
particularly in responding to global health crises like the COVID-19 pandemic.

The article titled “Performance and Agreement When Annotating Chest X-ray Text
Reports—A Preliminary Step in the Development of a Deep Learning-Based Prioritization
and Detection System” [17] addresses the crucial issue of consistency in data annotation.
The study investigates how different annotators, ranging from radiologists to medical stu-
dents, interpret and label CXR radiological reports. The findings reveal notable variability
in annotation quality, which directly impacts the development of reliable Al-based decision
support systems. By emphasizing the importance of consistent and accurate annotations,
this research contributes to the ongoing discourse on the role of human expertise in training
Al models, particularly in fields where sub-specialization is common. Additionally, the
article “Inter- and Intra-Observer Agreement When Using a Diagnostic Labeling Scheme
for Annotating Findings on Chest X-rays” [18] explores the variability in annotation consis-
tency among radiologists, a key factor in the successful deployment of Al systems. The
study evaluates how experience levels affect annotation consistency, providing valuable
insights into the challenges of standardizing data for Al training. The findings suggest
that descriptive labels, as opposed to interpretive ones, may increase agreement among
radiologists, thereby improving the reliability of Al-based decision support systems.

2.4. Al in Oncology: Lung Cancer Detection

Oncology, particularly lung cancer detection, is another focal point of this Special
Issue, where Al’s potential to enhance early detection and treatment outcomes is thor-
oughly explored. The study “Diagnostic Accuracy of Machine Learning AI Architectures
in Detection and Classification of Lung Cancer: A Systematic Review” [19] provides a
comprehensive assessment of various ML /DL architectures used in lung cancer detection.
The review analyzes multiple studies, highlighting the sensitivity, specificity, and overall
accuracy of these models in distinguishing between malignant and benign lung lesions.
This systematic review underscores the potential of Al to significantly improve early detec-
tion and classification of lung cancer, a critical factor in improving patient prognosis. The
study also emphasizes the need for further research to optimize and validate AI algorithms,
ensuring their clinical relevance and applicability in routine practice.

2.5. Innovative Approaches

The studies featured in this Special Issue collectively demonstrate innovative ap-
proaches to addressing the challenges associated with limited and imperfect medical data.
For instance, the methods proposed in [4] demonstrate a notable advancement in reducing
the dependency on large datasets by incorporating domain knowledge directly into the
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Al training process. This method not only enhances model efficiency but also opens new
avenues for Al applications in areas where data scarcity is a limiting factor. The integration
of HPC, as seen in [15], represents a forward-looking approach to accelerating Al develop-
ment, making it possible to deploy highly optimized models in real-time clinical settings.
This innovation is particularly relevant in the context of global health emergencies, where
rapid and accurate diagnostics are paramount. Moreover, studies [17,18] on exploring the
annotation consistency in CXR labeling highlight the human factors that must be consid-
ered in Al development. The review articles on Al in cardiology [7,8] and lung cancer
detection [19] further illustrate the broad applicability of Al across different medical fields.
By discussing recent advancements and identifying areas for future research, these reviews
offer a roadmap for the continued integration of Al into clinical practice.

3. Conclusions
3.1. Summary of Key Points

In this Special Issue on “Artificial Intelligence in Image-Based Screening, Diagnostics,
and Clinical Care”, we have examined the diverse and transformative role of Al across
a wide range of medical applications. The 12 research studies featured in this issue have
highlighted the potential of Al to enhance precision medicine, improve diagnostic accuracy,
and streamline clinical workflows.

3.2. Call to Action

As we look to the future, the medical and scientific communities must continue to
explore and expand the possibilities of Al in healthcare. The advancements discussed in
this Special Issue are just the beginning. There remains a wealth of untapped potential in Al
technologies, particularly in the areas of multi-modal data integration, explainable AI, and
bias mitigation. Future research must not only focus on pushing the boundaries of what
Al can achieve but also on ensuring that these technologies are developed and deployed
in ways that are ethical, equitable, and centered around patient care. Collaboration across
disciplines will be key to achieving these goals. Al researchers, clinicians, data scientists,
ethicists, and policymakers must work together to create Al systems that are not only
optimal but also aligned with the needs and values of the healthcare community. By
fostering a collaborative and interdisciplinary approach, we can ensure that Al continues
to evolve as a tool that enhances, rather than replaces, the expertise and judgment of
human clinicians.

The studies included here represent a significant contribution to the field of Al in
medical data analysis, but there is much more to be done. By engaging with this Special
Issue and contributing to this field, you become part of a growing community dedicated to
exploring the frontiers of Al in healthcare. Together, we can push the boundaries of what is
possible, improving patient outcomes and making high-quality healthcare more accessible
to people around the world.
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Abstract: Background: Segmenting computed tomography (CT) is crucial in various clinical applica-
tions, such as tailoring personalized cardiac ablation for managing cardiac arrhythmias. Automating
segmentation through machine learning (ML) is hindered by the necessity for large, labeled training
data, which can be challenging to obtain. This article proposes a novel approach for automated,
robust labeling using domain knowledge to achieve high-performance segmentation by ML from a
small training set. The approach, the domain knowledge-encoding (DOKEN) algorithm, reduces the
reliance on large training datasets by encoding cardiac geometry while automatically labeling the
training set. The method was validated in a hold-out dataset of CT results from an atrial fibrillation
(AF) ablation study. Methods: The DOKEN algorithm parses left atrial (LA) structures, extracts
“anatomical knowledge” by leveraging digital LA models (available publicly), and then applies this
knowledge to achieve high ML segmentation performance with a small number of training samples.
The DOKEN-labeled training set was used to train a nnU-Net deep neural network (DNN) model
for segmenting cardiac CT in N = 20 patients. Subsequently, the method was tested in a hold-out
set with N = 100 patients (five times larger than training set) who underwent AF ablation. Results:
The DOKEN algorithm integrated with the nn-Unet model achieved high segmentation performance
with few training samples, with a training to test ratio of 1:5. The Dice score of the DOKEN-enhanced
model was 96.7% (IQR: 95.3% to 97.7%), with a median error in surface distance of boundaries of
1.51 mm (IQR: 0.72 to 3.12) and a mean centroid-boundary distance of 1.16 mm (95% CI: —4.57 to 6.89),
similar to expert results (r = 0.99; p < 0.001). In digital hearts, the novel DOKEN approach segmented
the LA structures with a mean difference for the centroid-boundary distances of —0.27 mm (95% CI:
—3.87 t0 3.33; r = 0.99; p < 0.0001). Conclusions: The proposed novel domain knowledge-encoding
algorithm was able to perform the segmentation of six substructures of the LA, reducing the need for
large training data sets. The combination of domain knowledge encoding and a machine learning
approach could reduce the dependence of ML on large training datasets and could potentially be
applied to AF ablation procedures and extended in the future to other imaging, 3D printing, and data
science applications.

Keywords: cardiac CT segmentation; machine learning; domain knowledge encoding; atrial fibrillation;
ablation
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1. Introduction

The segmentation of cardiac computed tomography (CT) images has historically
been performed by semi-automated algorithms such as graph-cuts [1], region growing [2]
with manual seed inputs, and other traditional image-processing methods. Deep neural
networks (DNN) showed superior performance to traditional image processing even for
complex tasks such as segmenting a person of interest in an image of a crowded street [3]
or classifying complex diseases from radiology scans [4,5]. However, DNN models require
a large amount of training data, which, in the context of cardiac CT segmentation, is
challenging to obtain. Several publicly available medical datasets include <100 cases [6-8]
due to technical, privacy, and regulatory concerns. Since deep learning typically reserves
the majority of cases for training, models are thus often tested on <40 cases [8], which may
limit generalizability [9,10].

This begs the question as to whether high DNN performance can be obtained when
the number of training samples is smaller than that of test-set samples. The focus of this
work is to explore the idea of achieving high DNN segmentation performance in cardiac CT
images from a small number of training samples. A DNN was applied to raw CT images to
segment the left atrium (LA) body and other LA substructures: four pulmonary veins (PVs)
and one LA appendage (LAA), which are central to treating patients with atrial fibrillation
(AF). Although this paper focuses on a label-efficient segmentation approach of the six LA
substructures for AF application, the approach can theoretically be extended to segment
other chambers of the heart as well.

This article proposes a novel approach called the domain knowledge-encoding (DO-
KEN) algorithm, which extracts “anatomical knowledge” by leveraging digital LA models
(available publicly) and then applies this knowledge to achieve high DNN segmentation
performance with small number of training samples. The DOKEN algorithm essentially pre-
processes the training samples before inputting them for DNN training. The pre-processing
involves automatic labeling to obtain robust ground-truth labels of LA substructures. The
performance of the DOKEN-labeled DNN model was tested in a hold-out dataset >5 times
larger than the training set.

The purpose of this study is to test the hypothesis that ML models could be trained
using very small datasets if combined with some domain knowledge of the task at hand.
This method of training using conceptual domain knowledge principles rather than massive
training data [11,12] is analogous to how humans can learn from small data [12]. Lake et al.
used this approach to generate handwritten characters with human-level performance from
one exemplar by parsing characters into simple primitives that were composited to create
new characters [13]. However, for medical image analysis, such domain knowledge has
rarely been used to reduce training sizes for DNN [14,15]. In the following sections, we
describe the methods, results, discussion and conclusions.

2. Methods

Figure 1 outlines the method. (1) The proposed DOKEN algorithm encoded domain
knowledge of the LA body and other anatomies; (2) the algorithm was used to train a
nnU-Net DNN to segment cardiac CT images using only a small training set; and (3) the
trained DNN was tested in a large hold-out set.

2.1. Dataset for Training and Testing

The CT dataset used in this study consists of N = 120 patients who had undergone AF
ablation between October 2014 and July 2019 and had cardiac CT scans. All patients signed
informed consent at Stanford Health Care. We split this dataset randomly into N = 20 for
DNN model training (Training Set), with N = 100 patients as a hold-out test set (Test Set).
Note that the number of samples in the training set is 5 times smaller than the test set
samples, which is one of the key contributions of this study. Separately, for developing the
DOKEN algorithm, N = 6 publicly available 3D digital heart models built using Gaussian
process morphable models [16] was used.



Diagnostics 2024, 14, 1538

Digital LA Model

Domain Knowledge DNN Model Training with DNN Model Testing on
Encoding (DOKEN) Robust Labels from DOKEN Large Hold-out Set
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SVM with labels
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Figure 1. Method overview: proposed domain knowledge-encoding algorithm used to label CT
images for efficient DNN training on a training set significantly smaller than the test set. LA: left
atrium, LSPV: left superior pulmonary vein, LIPV: left inferior pulmonary vein, RSPV: right superior
pulmonary. Each color represents an LA sub-structure.

2.2. Domain Knowledge-Encoding (DOKEN) Algorithm

The goal of the DOKEN algorithm is to automatically generate robust ground-truth
labels of LA substructures for DNN training. The algorithm consists of the following
two steps:

I.  Segmentation of digital LA models: N = 6 digital LA models (publicly available) were
segmented based on an iterative erosion—dilation (ED) process (Figure 2).

II.  Tuning ED parameter using patient LA models: The iterative ED process requires
optimal iteration number as a parameter, which decides the accurate segmentation
of the LA body and other substructures. To determine this parameter, 5 manually
segmented LA models were used to train support vector machines (SVMs) to predict
the optimal iteration in the ED process.

The two steps are used to develop the DOKEN algorithm, and once its developed,
it takes training images as input and generates ground-truth labels as output. The two
development steps are detailed below.

L Segmentation of digital LA models

We reasoned that heart structures can be geometrically parsed by separating the convex
LA body from the concave whole heart. Three-dimensional voxel erosion, dilation [17],
and subtraction were used for this purpose.

To segment PV and LAA from the digital heart, a binary erosion operation was
used, which can be definedas A©B = {x € EN | x+b € A for every b € B}. Then, in
order to recover the original dimension of LA, binary dilation was applied, defined as
A®B= {x€ EN |c=a+b forsomeac Aandb e B}, where A and B are sets in N-
space (EN) with elements a and b. In our case, A is the heart model and B is a structuring
element, which is a 3 x 3 x 3 cube where the center and its 6 neighbors are set to 1 and the
remaining elements are 0s.

First, the digital shells were segmented by the application of erosion to concave
junctions between PVs and LAA with the LA (Figure 2(A1)). The PVs and LAA are smaller
and consist of more 1-connected voxels than the LA body and thus erode more rapidly.
However, it is non-trivial to iteratively erode just the PVs and LAA to leave the residual
convex LA. To do so, an Erosion Index was proposed to monitor the progression of erosion:

V(Convex(E;)) — V(E))

Erosion Index = ,
V(E))
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where E; is the 3D model after the ith erosion, Convex(-) is the convex hull, and V(-) returns
the volume of a 3D shape. The erosion index approaches 0 as the shape becomes convex.
The index data are preprocessed with a Savitzky—Golay filter and fitted with a polynomial
function. The global minimum of the fitting function is calculated to determine the number
of iterations for erosion (Figure 2B).
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Figure 2. Segmentation of digital LA models by erosion—dilation: Detailed description of the first step
of the DOKEN algorithm. (A1-A4) The pipeline of our DOKEN algorithm. (B,C) Iterative variations
of the erosion and dilation indices along with variations in LA model corresponding to iterations.
The ED parameters from this step are then learned by an SVM for labeling clinical data.

Because erosion may remove outer layers of the LA, a dilation operation was applied to
recover its original dimension (Figure 2(A2)) by paving voxels on the contour and stopping
just before the PVs and LAA are re-attached (Figure 2(A3)), which is monitored by the
proposed Dilation Index by measuring the number of added voxels after each dilation:

_ V(Dis1) — V(D)

Dilation Index VD) ,

where D; is the 3D shell after the ith dilation and V/(-) returns the volume of a 3D shape.
Similarly, we processed the index data using a Savitzky—-Golay filter then fitted them with
a polynomial function. The first stationary point of the fitting function determines the
number of dilation iterations (Figure 2C).

After the left atrium body is isolated after erosion and dilation, the boundaries between
the LA body and the PVs and LAA were refined by calculating centerlines from the LA
centroid to the centroid of each segmented structure. This approach has been used to
extract and segment the aorta and great vessels [6,18,19]. Below is a step-by-step algorithm
of boundary refinement and centerline calculation:
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1. Extrapolate a Voronoi diagram [20] from the shell (Figure 2(A1)) to all internal points
to create a maximal sphere centered at that point.

2. Calculate the centroid of the LA body and the centroid of each virtually dissected
substructure (4 PVs and LAA).

3. For each substructure centroid, create a centerline automatically by minimizing the
integral of the radius of maximal inscribed spheres along the path that connects the
substructure centroid to the LA body centroid.

4. Replace the boundary between the left atrium and each substructure by a plane or-
thogonal to the corresponding centerline and close to the original boundary generated
by the ED process (Figure 2(A4)).

II.  Tuning the ED parameter using patient LA models

The parameters for the ED process, i.e., the optimal number of iterations, that are
suitable for digital models may not apply to clinical data due to heterogeneities such as
anatomy variability and imaging artifacts present in the clinical data. The parameters
were made suitable for clinical data using a support vector machine (SVM) to predict the
parameter value for input clinical CT. Two SVMs (one for each parameter) were trained
with manually annotated seed samples (N = 5) to predict the optimal number of erosion
and dilation iterations. The ED process with parameters predicted by SVMs forms the
DOKEN algorithm and will be used to generate robust labels for training the DNN model.

2.3. Training the DNN for CT Segmentation from a Small Training Set

DOKEN was applied to N = 20 training data to label the different LA structures in
each sample. This was used as ground truth for training the DNN.

We implemented nnU-Net (Figure 3)—a DNN model which has been widely used in
23 public datasets [21]. To train the nnU-Net model, first, each input CT scan was z-score
normalized by subtracting its mean, followed by division by its standard deviation. Then
the images were re-sampled using third-order spline interpolation. The target voxel spacing
was set as the median spacing of the training samples. To improve the generalizability, a
set of data augmentation techniques were randomly applied on the fly during training,
including rotations, flipping, scaling, Gaussian noise and blur, and random changes in
brightness, contrast, and gamma. During the training process, the batch size was set to
2 due to the GPU memory limitation, and the DL model was trained for 1000 epochs.
Stochastic gradient descent [22] was used to optimize the model. The initial learning rate
and Nesterov momentum were set to 0.01 and 0.99, respectively. The sum of cross-entropy
and Dice loss were used as training loss. Figure 4 shows the convergence of training loss,
validation loss, and validation accuracy (measured by Dice) during training.
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Figure 3. DNN model architecture: nn-Unet was applied to segment raw cardiac CT images. The
model was trained using a DOKEN-labeled training set (small size) and was tested on a large hold-out
test set.
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Figure 4. Convergence of training loss, validation loss, and the Dice validation accuracy.

2.4. Experimental Setting for Performance Evaluation

The DOKEN algorithm'’s ability was empirically evaluated to parse cardiac geometry
and the DNN model’s ability to segment cardiac structures from CT images. The large test
set (N = 100) was used to manually annotate the ground-truth labels for the 6 substructures
by a panel of clinical experts. The manual annotation was performed using a commercially
available software tool (EnSite Verismo Segmentation Tool v.2.0.1; Abbott/St Jude Medical,
Inc., St. Paul, MN, USA) to manually segment a shell containing the LA body with 4 PVs
and the LAA. This whole shell was further parsed (“refined”) into its 6 substructures using
3D Slicer [23], manually. The parsing performance of the DOKEN algorithm was measured
by centroid-boundary distances against manual annotations. The CT segmentation per-
formance of the DNN model was measured by Dice scores, average surface distance, and
centroid-boundary distances, also against manual annotations.

2.5. Performance Evaluation

A newly designed metric, the centroid-boundary distance, was used along with two
standard metrics for segmentation tasks [6-8,24-27]—Dice similarity coefficient and aver-
age surface distance—to evaluate the model’s accuracy in capturing the 2D LA-PV/LAA
boundaries, the global 3D structures, and the local 3D shapes and contours, respectively.
Mathematically, the centroid-boundary distance is calculated as the average of all the
distances from the centroid of the heart to points on the LA-PV/LAA boundary. The
Dice similarity score measures spatial overlap between the model prediction and the
ground truth, while 0 indicates no overlap and 1 indicates complete overlap, which can be
mathematically expressed as

2 x True Positive

Dice Similarity S = .
106 SHIITATITY SCOTE = 5 True Positive + False Positive + False Negative

The average surface distance is calculated as the average of all the distances from
points on the boundary from model prediction to the ground-truth boundary. The success
rate of the DOKEN algorithm was also calculated, where success was defined as an intersect
over union (IoU) between the algorithm prediction and expert manual annotation larger
than 0.5. This metric has been widely used for detection tasks [28].

2.6. Statistical Analysis

Continuous data are expressed by mean + SD and categorical data by percentages. The
distance and Dice scores were summarized as medians and interquartile range (IQR). Pear-
son correlation’s test was used to assess the similarity of LA volumes and the LA sphericity

11
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index estimated from model prediction and ground truth. The Student’s ¢-test, Chi-square
test, or McNemar's test was applied as appropriate. p < 0.05 was considered significant.

3. Results
3.1. DOKEN Algorithm Can Robustly Parse Cardiac Geometry

In digital hearts, the novel DOKEN approach separated the PVs and LAA from the
left atrial bodies (Figure 5A) with a mean difference for the centroid-boundary distances
of —0.27 mm (95% CI: —3.87 to 3.33; r = 0.99; p < 0.0001; Figure 5B). Randomly, five shells
of seed data was selected from the N =5 digital atria for tuning, with LA sizes from 71 to
140 mL that cover a broad range of patients [29].

A. DOKEN Development - Digital LA
Models Segmented by ED Process

B. Agreement between Expert
Annotations in Digital Models for
DOKEN Development
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C. Segmentation Results on Test set
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Figure 5. Evaluation of the DOKEN algorithm and the DNN performance for CT image segmentation.
(A) Examples of digital LA models segmented by the DOKEN algorithm. (B) Bland—-Altman plot of
centroid—boundary distance of N = 6 digital LA models segmented by DOKEN compared to experts.
(C) Examples of patient LA models segmented by the DOKEN algorithm. (D) Bland—Altman plot
of centroid-boundary distance of N = 100 patient LA models in the test set segmented by DOKEN
compared to experts. (E) Success rate of DOKEN algorithm with different seed cases for SVM training.
Refer to panel D for color codes for the plot in panel B.
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In the test set (N = 100), the performance of the tuned DOKEN algorithm was compared
to expert annotations. Figure 5C presents example results on the test set. The DOKEN
method produced a mean difference and limits of agreement for the centroid-boundary
distance of 1.46 mm (95% CI: —5.58 to 8.49; r = 0.99; p < 0.0001; Figure 5D). The success rate
of the algorithm’s parsing when adding more seed data for tuning was assessed. As shown
in Figure 5E, the success rate increased from 67% (no tuning) to 94% by tuning with N =5
shells of seed data (p = 0.034; McNemar’s test) and then showed only modest changes
(consistency) when tuning in 10-30 shells (92-94%), justifying the selection of seed number.

3.2. DNN Trained by DOKEN-Labeled Samples Can Accurately Segment CT

Figure 6 shows comparisons between DNN prediction (left) and manually labeled
(right) atria from select samples representing the 25th, 50th, and 75th percentile accuracy in
the hold-out set (N = 100). The Dice score was 96.7% (IQR: 95.3% to 97.7%, Figure 7A), with
a median error in surface distance of boundaries of 1.51 mm (IQR: 0.72 to 3.12, Figure 7B)
and a mean centroid—-boundary distance of 1.16 mm (95% CI: —4.57 to 6.89, Figure 7C),
again similar to expert results (r = 0.99; p < 0.001, Figure 7D).

Thus, this approach enabled a >10-fold reduction in the relative ratio of training to test
cases, inverting the ratio of training:test cases to less than 1:5 from a typical ratio of >3:1.

3.3. Analysis of Anatomical Variants

As previously noted, real CT data have more heterogeneity than digital models, such
as variation in patient anatomies. Some anatomies could, in fact, be outliers, i.e., their shape
does not follow the typical configuration identified in clinical studies. As no pre-screening
was performed to eliminate such anatomy variants, it was analyzed if and how variation in
anatomies would affect the method’s performance.

| 25-th percentile | 50-th percentile I 75-th percentile |

DNN Manual DNN Manual DNN Manual
Prediction Labeling Prediction Labeling Prediction Labeling

Figure 6. Example results showing DNN segmentation and manual annotation by experts.
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Figure 7. Accuracy of CT image segmentation between DNN prediction and expert labeling in the
test set (N = 100). (A) Violin plot of mean Dice score. (B) Box plot of the surface distance of boundaries
of 4 PVs and LAA. (C,D) Bland—Altman and linear regression plots of centroid-boundary distance of
4PVsand LAA.

Overall, 100% cases with four PV ostia (the most common anatomic configuration,
representing 66 cases) were parsed with boundary distances of 1.26 mm (95% CI: —5.15 to
7.68;1r=0.99; p <0.0001). Three main outlier variants were identified (Figure 8): (1) common
left PV ostia (N = 12), which was successfully parsed despite a lack of specific training on
such cases; (2) LAA occlusion by a closure device (N = 3), where residual LAA stumps
proximal to the occlusion device were correctly identified despite a lack of specific training
in such cases; and (3) supplemental PVs or ostial-branch PV, where the DOKEN algorithm
was able to segment 19/25 cases.

In summary, 28/34 of identified variants were successfully parsed with anatomic
agreement within 1.95 mm (95% CI: —6.34 to 10.25), which again was in line with expert
annotations (r = 0.99; p < 0.0001), despite lack of specific training for variants. In the
remaining six cases, errors arose mostly from missing PVs or branches relative to the
four-PV digital model, which could be addressed by geometric models that adapt to a
range of PVs.

14
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A. Common PV B. LAA Occluded by C. Supplemental PVs or Ostial-branch PV
Ostia a Closure Device

Figure 8. Robust segmentation performance of anatomical variants by the DOKEN algorithm. Three
main variants were identified: (A) common left PV ostia (N = 12), (B) LAA occlusion by a closure
device (N = 3), and (C) supplemental PVs or ostial-branch PV (N = 25). DOKEN successfully parsed
28/34 of the identified variants (boxed/circled in yellow). However, it missed some extra PVs or
branches in the remaining cases (circled in red).

4. Discussion

Domain knowledge encoding of atrial geometry was able to accelerate a DNN for the
segmentation of CT images and enable its training on very small datasets. In this study,
the training-to-testing ratio was <1 training to 5 test, which indicates a far lower need for
training than the conventional published ratios of >3:1 for ML [8,24,26]. This approach
was then tested in a hold-out test set, in which the model accelerated segmentation while
maintaining similar accuracy to experts. This novel approach could broaden the ease of
access and accuracy of AF ablation. More broadly, this approach has analogies to natural
intelligence, which has the potential to reduce the need for large, annotated datasets to
train ML and could be applied for diverse applications in imaging as well as 3D printing. A
simple post-processing step involving a 3D smoothing operation such as a Taubin filter [30]
could extend the proposed work for 3D printing applications (illustrated in Supplemental
Figure S1).

4.1. DNN Segmentation of Cardiac CT Images

Cardiac CT is increasing used [24,26,31] to guide ablation for AF and to predict clinical
endpoints such as the risk of AF recurrence [32,33]. However, the segmentation of these
large 70-200 MB datasets manually by experts takes tens of minutes [6-8,24] and 4.4-10 min
even with latest commercial software such as the CARTO Segmentation Module version 6
(Biosense Webster, Irvine, CA, USA) [34,35]. The present approach greatly accelerates these
reports while retaining high accuracy for routine and variant anatomy while achieving
competitive accuracy (93.5-96.7%) with previous work (e.g., 91-97% [25] and 93.4% [24]).
This study involved a dataset of N = 120 patients at a single center. The future extension of
this work should expand the study cohort with data from multiple institutions, and the
labeling should be further refined using a fusion of annotations from multiple experts and
addressing discrepancies by an adjudication committee. One such example is demonstrated
in our previous work [36], where we used an independent external dataset to test the
performance of the algorithm.

The approach also circumvents the limitation that most CT studies that segmented
the LA often did not specifically segment the PVs and LAA [24,26]. Similarly, software
tools such as SimVascular (v.2023, https:/ /github.com/SimVascular, accessed on 14 May
2024) provide automatic segmentation, which uses an ML model (CNN) that was trained
using a public dataset MM-WHS [7], which only focuses on labels for the chambers but not
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specifically for the complex substructures such as narrow veins (PVs) and the anisotropic-
shaped LAA, which are critical for AF ablation. The DOKEN algorithm, on the other hand,
offers a scalable solution to segment complex structures in large medical databases. Further,
the DOKEN algorithm’s goal is focused on segmenting intricate cardiac structures and is
not intended to be an alternative for advanced tools like SimVascular, which can perform
high-fidelity simulations.

Another limitation is the size of publicly available labeled datasets, which are often
small, typically provide test cohorts of <40 cases [6-8], and may create overfitted ML
models that generalize poorly [37]. The DOKEN algorithm enabled training from smaller
datasets, inverting the typical ratio of training:test cases and reducing the relative size of
training to test cases by 10-fold. This “inversed training—test ratio” paradigm has recently
been applied in domains outside medicine such as for Amazon co-purchasing product
predictions [38]. Other cardiac imaging applications include the segmentation of magnetic
resonance imaging (MRI) data to boost ML by reducing the need for large training data sets.

4.2. Challenges in Machine Learning

LeCun et al. and others have stated that difficulties in obtaining large training datasets
are among the greatest challenges to machine learning [39]. Obtaining such data is par-
ticularly challenging in medicine [40], healthcare [41], and biosciences [42] due to pri-
vacy and regulatory requirements. The mathematical encoding of domain knowledge,
which emulates some features of natural intelligence, may be a useful approach to address
such limitations.

Domain knowledge can be applied in diverse ways. Databases and anatomic at-
lases have long been used for image segmentation [43,44] but do not encode knowledge
principles in a fashion that could be generalized by learning algorithms. Indeed, Trutti
et al. [44] pointed out that atlases may identify only a fraction of important structures
(7% of 455 subcortical nuclei in the brain), and it is not clear how such “flat” data could
be used to identify variants, as we demonstrated. Encoding anatomical knowledge also
de-emphasizes low-level details while maintaining high-level abstract information, which
may be central to human cognition [12]. The extent of detail required for mathematically
encoding is unclear and should be defined for separate applications. Domain knowledge
encoding need not be restricted to anatomy and could be applied to processes such as
cellular metabolism and physician diagnostic patterns or reports [15].

Alternative approaches are being studied to circumvent large training datasets. Syn-
thetic data may be generated in large quantities to mitigate a lack of actual training data [45],
but while they may appear very realistic, they may lack diversity or even introduce bias
due to the overfitting [46]. Data augmentation is a widely used approach to training ML on
altered versions of the input data to increase the size of the training set [47] but does not
capture variations in larger real data [48].

5. Conclusions

The novel domain knowledge-encoding algorithm was able to perform the segmen-
tation of six substructures of the LA, reducing the need for large training data sets. The
training set had as few as 20 samples, and the hold-out test set included hundreds of pa-
tients. The combination of domain knowledge encoding and machine learning approaches
could reduce the dependence of ML on large training datasets and could potentially be
applied to AF ablation procedures and extended in the future to other imaging, 3D printing,
and data science applications.

Supplementary Materials: The following supporting information can be downloaded at: https:

/ /www.mdpi.com/article/10.3390/ diagnostics14141538/s1, Figure S1: Demonstration of a potential
application of our DOKEN algorithm in 3D printing.
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Abstract: The healthcare industry has evolved with the advent of artificial intelligence (AI), which
uses advanced computational methods and algorithms, leading to quicker inspection, forecasting,
evaluation and treatment. In the context of healthcare, artificial intelligence (AI) uses sophisticated
computational methods to evaluate, decipher and draw conclusions from patient data. Al has
the potential to revolutionize the healthcare industry in several ways, including better managerial
effectiveness, individualized treatment regimens and diagnostic improvements. In this research,
the ECG signals are preprocessed for noise elimination and heartbeat segmentation. Multi-feature
extraction is employed to extract features from preprocessed data, and an optimization technique
is used to choose the most feasible features. The i-AlexNet classifier, which is an improved version
of the AlexNet model, is used to classify between normal and anomalous signals. For experimental
evaluation, the proposed approach is applied to PTB and MIT_BIH databases, and it is observed that
the suggested method achieves a higher accuracy of 98.8% compared to other works in the literature.

Keywords: artificial intelligence; ECG signals; optimization; AlexNet; performance

1. Introduction

Cardiovascular disorders are the primary cause of death worldwide, and ECG signals
are routinely utilized to detect them [1]. Furthermore, the American Cardiovascular Society
states that early diagnosis of these conditions is critical to the well-being of patients [2]. The
major method for keeping an eye on heart activity is a diagnostic electrocardiogram (ECG).
It is only effective for a certain period, and ongoing patient care is still necessary beyond
therapeutic sessions. Traditionally, practitioners have employed portable ECG monitors to
record heart activity for extended periods of time in order to conduct additional research.
One electrically powered portable device used to capture and preserve long-term ECG
readings was presented in [3]. But these gadgets are unable to provide feedback on the
patient’s medical condition in real time, and cardiac specialists have to spend a lot of time
and resources analyzing data collected over time.

Al has emerged as a tool for developing computer-aided systems that can differentiate
between healthy individuals and those with illnesses based on specific symptoms [4]. AI
research and development combines principles with computer science to create systems
that can learn from datasets and existing knowledge, continuously enhancing their ca-
pabilities [5]. This interdisciplinary field encompasses machine learning (ML) and Deep
Learning (DL) [6]. Machine learning facilitates the creation of data-driven models adept at
classification, regression and clustering tasks. Traditional ML techniques like regression,
Random Forest, support vector machine and K nearest neighbors necessitate feature engi-
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neering, where experts in the field extract relevant features from raw data to build effective
and interpretable models.

Deep Learning, a branch within ML, employs hidden layers to handle complex compu-
tations for challenging tasks. With training data, these neural networks can autonomously
learn to process data through nonlinear operations that identify vital features essential for
tasks like classification and regression [7,8]. The structure of networks also equips them to
manage amounts of unstructured data, such as free text. Studies in the field of cardiology
have indicated that the use of machine learning (ML) and Deep Learning (DL), especially
when incorporating modalities, is more successful in forecasting cardiovascular or overall
mortality rates than relying solely on individual, clinical or imaging modalities. For heart
monitoring applications, delay is a crucial component since early identification of cardio-
vascular illnesses is vital to save lives. The work in [9,10] offers an instantaneous response
by computing on the edge rather than in the cloud; however, battery life limitations, the
most valuable resource for the edge of the network [11], restrict the duration of time the
device can spend tracking cardiac rhythm. Many people suffer from their illnesses for
decades without realizing it because of these issues [12]. In certain scenarios, deaths from
cardiovascular disease would have been avoided if the condition had been identified more
promptly [13]. Therefore, for those suffering from cardiovascular problems, persistent
instantaneous-fashion ECG surveillance may be a lifesaver.

Artificial intelligence (Al) is essential to cardiac monitoring since it provides a number
of benefits in terms of effectiveness, precision and prompt action [14]. Continuous streams
of cardiac data, such as ECG readings, can be analyzed by Al algorithms to find minuscule
irregularities that human observers might miss. Effective treatment and improved manage-
ment of heart problems are made possible by early identification [15]. Healthcare workers
may find it time-consuming to analyze large volumes of cardiac data; artificial intelligence
streamlines this procedure. Healthcare professionals may concentrate on providing treat-
ment, assessment and analysis to patients due to this automation, which also increases
productivity. These Al-driven systems are capable of analyzing information about patients
to generate personalized cardiac tracking models [16]. This improves results by allowing
medical professionals to customize treatments and therapeutic strategies according to each
patient’s unique cardiac pattern. In artificial intelligence (Al), metaheuristic algorithms
are frequently employed to tackle challenging optimization and exploration challenges.
A crucial step in the creation of Al models is the adjustment of hyperparameters [17].
The hyperparameter space can be effectively searched using metaheuristic algorithms to
identify the appropriate instances for Al-based models [18]. These algorithms can help in
feature selection for datasets with numerous features. They aid in lowering dimension-
ality and improving effectiveness by assisting in the identification of the most pertinent
group of features that affect a model’s performance [19]. Optimization issues in the fields
of image and signal processing are addressed by these methods. Among other applica-
tions, they can be applied to tasks like the extraction of features, signal denoising and
image categorization.

1.1. Motivations of Current Research

The present research was conducted to address the following research questions
related to ECG signal classification using Al:

R1: Is it possible to use Al models for the continuous analysis of ECG data to find
small changes over time that would allow for proactive management and early diagnosis
of cardiac abnormalities?

R2: In real-time scenarios, how might metaheuristic algorithms be optimized for the
effective and precise classification of normal and anomalous ECG signals?

R3: Which feature representations work best for extracting pertinent information from
ECG signals so that artificial intelligence (AI) algorithms can distinguish between normal
and abnormal patterns?
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1.2. Contributions of Current Research
The main contributions of this paper are as follows:

1. To develop an Al-driven solution for monitoring cardiac activities using ECG signals
to classify them as normal or anomalous.

2. To employ red fox optimization, a bio-inspired metaheuristic technique, to choose the
best characteristics of ECG signals in order to improve the classification accuracy of
the model.

3. Toimplement i-AlexNet architecture for categorizing ECG signals and to demonstrate
its distinct performance by comparing it with other works in the literature that focus
on real-time cardiac monitoring.

1.3. Paper Organization

The remainder of this paper is organized as follows. Section 2 presents the related
research conducted in recent times on the categorization of ECG signals for cardiac surveil-
lance. Section 3 elaborates the proposed methodology for ECG signal classification us-
ing the i-AlexNet technique. Section 4 discusses the results obtained when applying
the proposed technique to PTB as well as MIT_BIH databases. Section 5 concludes the
present research.

2. Related Works

This section elaborates the application of artificial intelligence algorithms in cardiac
monitoring using various devices as mentioned in Table 1. The authors in [20] used a struc-
tural framework and an approach based on machine learning to anticipate coronary artery
disease. This work combines traditional machine learning methods with a collaborative
categorization technique in order to foresee the experimental findings. This model, also
known as a meta-classifier, predicts the results based on the largest number of choices [21].
Its inadequate precision and substantial complexity of computation are, nevertheless, issues.
The specific kind of health condition was determined using biosensors in [22] that collect
patient data via Internet protocol connections. The authors of paper [23] present the IoTDL
HDD model, which combines IoT and Deep Learning technologies to diagnose diseases
(CVDs) based on analyzing ECG signals [23]. On a server located in the cloud, data from
the patients” connected humidity and heart rate monitors were analyzed using support
vector machine learning techniques to identify unusual situations.

Internal analysis is only utilized to execute simple inspections on unprocessed infor-
mation and mobilizing tasks for encapsulating the information gathered with conventional
methods of communication in certain studies suggested in the research pertaining to ECG
signal surveillance. However, a large body of research has been produced in the scientific
community that uses artificial intelligence, even at the edge, for heart disease detection.
Comparing this intelligence method to other conventional approaches based on artificial
intelligence, the usage of Convolutional Neural Networks (CNNs) demonstrates potential
in terms of reliability in detecting arrhythmias in ECG signals. In [24], hidden lexical
examination approaches were employed to increase the network’s predictive efficacy when
compared to alternative approaches for interpreting the ECG waveform. The objective is to
shift deduction to the edge of a lightweight gadget in order to minimize delay periods and
power expenditure associated with mobile communications, as both training and deductive
reasoning happen on the cloud end. The researchers of [25] introduced an ECG device
called iKardo, which has the ability to automatically categorize ECG data as critical or
non-critical. This addresses the issue of imbalanced datasets. IKardo is part of a healthcare
system based on technology focusing on improving data accuracy by balancing the dataset
using appropriate methods. This ensures the identification of ECG signals, achieving an
impressive accuracy rate of 99.58%. Consequently, iKardo helps in accurate disease detec-
tion, making it a valuable tool for monitoring healthcare. The research team developed [26]
a prototype machine that can provide real-time monitoring of devices. This innovation will
help doctors access information to detect heart conditions from ECG images. The device
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showcased is suitable for patients with a resting heart rate ranging from 60 to 100 beats per

minute. It serves as a protocol and conceptual tool for tracking heartbeats.

Table 1. Comparison of related works in the literature.

References Techniques Dataset Used Performance

Accuracy = 82.3%

[11] Deep Neural Networks MIT-BIH database Precision = 81.6%
Recall = 81.9%

. Accuracy = 84.9%

[13] Support Vector Machine MIE}-IBE;Z::;I;?% Precision = 83.4%
Y Recall = 84.5%

Accuracy = 83.7%

[14] Logistic Regression PTB database Precision = 82.8%
Recall = 83.4%

Accuracy = 86.6%

[15] Random Forests MIT-BIH atrial fibrillation database Precision = 85.7%
Recall = 86.1%

Accuracy = 92.3%

[17] Sparse Autoencoders European ST-T database Precision = 91.4%
Recall = 91.8%

Bidirectional Long Short-Term MIT-BIH normal sinus Accqr.acy = 93.6%

(18] Memory Networks rhythm database Precision =93.1%
y Y Recall = 92.8%

. . . Accuracy = 94.7%

[20] One-dimensional Convolutional MIT-BIH atrial fibrillation database Precision = 93.5%

Neural Networks _ o

Recall = 94.3%

Accuracy = 95.7%

[21] Generative Adversarial Networks European ST-T database Precision = 94.2%

Recall =95.2%

The Asymmetric Estimation and Parametric Derivative Distortion Elimination ap-
proach was developed by the authors of [27] to remove distortions in the ECG signal with
the intent of distinguishing between arrhythmias. By employing Asymmetric Estimation to
reduce high-powered disturbances, which was employed to decrease acoustic variability,
the aspects of operation were handled. Using Parametric Derivative Distortion Elimination,
the electrical connection disturbance was split up into various modulation settings, and
distortion was eliminated using proportional polynomial extrapolation.

In [28] a study implemented a CNN BiLSTM method to classify ECG signals, for
detecting artery disease (CAD). This approach combined CNN) and Bidirectional Long
Short Term Memory (BiLSTM) layers, for ECG data analysis. A novel metric named Spatial
Uncertainty Estimator (SUE) was introduced to assess the accuracy of the models” pre-
dictions. Cuckoo Search Optimization (CSO) and Logistic Regression (LR) were applied
to identify features. In CSO LR CSO was used to select traits that would enhance the
classification process and optimize LR coefficients. The LR model used in this research
was evaluated for a set of categories. It was necessary to create a multiclass modelling
categorization in order to make a precise determination. The feature identification method
established by investigators in [29] was through the use of ECG, and the feature subset was
chosen using kernel-based complicated coarse groups. Subsequently, optimization tech-
niques satisfying several objectives were used to generate the classification of arrhythmia
based on electrocardiogram (MC-ECG) for different varieties of labels. In order to obtain
improved categorization, this optimization method is dependent on low-density restric-
tion, modelling connections among ECG characteristics and arrhythmia illnesses. For the
purpose of collecting the appropriate characteristic subsets, the authors in [30] introduced
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the Multifaceted Polynomial Bilateral Grey Wolf Optimization with Random Forests. The
final requirement of the proposed method was the swarming location, which was used to
distinguish the most compelling answer from solutions that were not dominated. Choosing
erroneous indicators of fitness has a significant influence on categorization.

3. Proposed Methodology

The collected ECG signals were initially preprocessed in order to remove the distor-
tions. Three different types of transform techniques, such as Fractional Discrete Cosine
Transform, Radon Wavelet Transform and Fractional Wavelet Transform, were applied
to extract the features. The optimal features from the previous step were selected using
optimization techniques before sending them to the i-AlexNet architecture for performing
the final classification. The workflow of the proposed system is presented in Figure 1.

-+
-+

Phasze-1

o v Phase-2
IoMT Data Acquisition ECGC Signal Processing
Phase-3
Phase-4 Multi-Feature Extraction

Optimization-based-Feature

Selection Fractional Discrete Cosine
¢ Transform
Optimization
Random Wavelet
* Transform
Fractional Wavelet
Transform
Phase-5
Model
Refer to figure 4

Figure 1. Proposed workflow.

3.1. ECG Signal Preprocessing

This is an essential phase to be performed while processing the ECG signals, as there
is a high probability of the distortion of signals due to noises. The two important steps
carried out in this work during ECG signal preprocessing were eliminating noise and
segmenting beats. These signals are categorized into minimum and maximum rhythm
entities as described in Equation (1):

c(k) = cs (k) + 11 tu(k) (1)
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In the above equation, ¢;(k) denotes the processed signal, s denotes the modelling
parameters and f;, (k) is the exhaustive signal. The consecutive exhaustive signal can be
computed by iterating the representation in Equation (1) as given in Equation (2):

cs(k) = cs1(k) + tyya (k) ()

3.1.1. Noise Elimination

The ECG signal, as shown in Figure 2, obtained from subjects might have been tainted
by noise and other irregularities. Electricity cable disruption, the initial value slide, sensory
movement, erroneous sensory proximity and skeletal muscle spasms are the sources of
noise and aberrations. Incorrect data might have an impact on the characteristics that make
heartbeats naturally unique. As a result, the ECG signal’s adaptation is crucial to raising
its quality for proper information representation. Noise is introduced into the ECG signal
during recording and is dispersed across many harmonic ranges.

=l ol
WYV T N Y Y S N YN YN TS Y YN T Y

RTAVSIR/ AVt AV 1A Vaah A i [ | . [ [ ! .

Figure 2. Sample raw signal.

Therefore, in order to create an ECG signal of excellent accuracy, as shown in Figure 3,
filters covering several harmonic bands are typically utilized. As a result, a band pass filter
that only needs a coefficient number of integers was applied to the signal. A filter with a
low pass threshold and one with a high pass threshold were combined to create a band
pass filtering device. The original ECG signal, which has less noise, is typically between 5
and 15 Hz in frequency. The representations for filters with low and high pass thresholds
are represented in Equations (3) and (4):

fup =2fn-1)p = fm—2)p + &mD = 28(m-6)D + §(m-12)D ®3)

fmp =328(m—16)p = (f (m—1)p + &mD — g(m—32)D> 4)
Denoised ECG

’\MMH\“\\(/\—\ M\M\{MMMWVM M\/‘
NN \/\M a'\/"‘u/\/“v\/\ NN
NN v”\';v\;W’ i)

ﬁw}—-\,«{u—«L—\Aj‘——vf\—\,ﬁ-—\ﬁ *‘——\/ (\«-\A
"N'N\AHNN\/\MW/\.’H/NNV/\“ \/‘W\f
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Figure 3. Denoising and segmentation results.

3.1.2. Segmentation of Beats

The identification of heartbeats from the denoised ECG signals was performed using
the Hamiltonian-mean algorithm. This algorithm is proven to detect the QRS levels in
the signals with high accuracy. The shift function and variance equation represented in
Equations (5) and (6) were employed to determine the gradients of the QRS levels.

(x) =(1/8D) (—x’z — 2t poxt 4 xz) (5)
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fmp = (1/8D)[—g(mD —2D) —2g(mD — D) 4+ 2g¢(mD + D) + g(mD +2D)]  (6)

The rounding operation, which rounds the signal’s value step-by-step, occurs fol-
lowing the slope estimation. The waveform data of R gradient is found by applying a
window-shifting aggregator for a set of N samples as shown in Equation (7),

fup = (37 ) 80nD = (M= 1)D) 4 g(mD — (M-2)D) + -+ guD)] @)

Subsequently, the QRS structure of every individual heartbeat is identified using the
dynamic screening approach. A time frame of size 600 ms surrounding the R-peak is
defined for segmenting heartbeats when the R-peak is observed.

3.2. Multi-Feature Extraction

ECG characteristics were retrieved using temporal and harmonic set-based method-
ologies. Wavelet evaluation serves as an advantageous technique for the feature extraction
process since ECG signals are inherently chaotic. Additionally, the ECG was subjected to
wavelet transforms across multiple forms in order to extract pertinent features. In order
to detect the time-based characteristics and extricate features, methods such as Fractional
Discrete Cosine Transform, Radon Wavelet Transform and Fractional Wavelet Transform
approaches were implemented.

3.2.1. Fractional Discrete Cosine Transform

Data in the temporal region can be transformed into the frequency domain using this
technique. It investigates the duplication of data and decreases the number of parameters
that are essential for describing evidence as an outcome. The mathematical representation
of this transform is given in Equation (8):

2a(2a+1)k>‘ ®

1
FDCr = Hﬁexcos< 1A

3.2.2. Radon Wavelet Transform

The parameterization of signals and the assessment of its fundamentals form the basis
of the Radon Transform. The Radon Transform’s intrinsic qualities make it a helpful tool
for capturing the spatial aspects of an input signal. The representation of Radon Wavelet
Transform over the signal is as shown in Equation (9):

RWT(B, a) = /fw o(B + ab, b) db ©)

This transform, when applied to a function across two dimensions, can be represented
as given in Equation (10):

+oo +oo .
H(h,6)[g(m,n)] = /700 Lw g(m,n) v (h—mcos® —nsin@ ) dm dn (10)

3.2.3. Fractional Wavelet Transform

This technique is the product of Fractional Fourier Transform and Wavelet Transform.
Hence, it inherits the benefits of both transformations. Through the use of both these
transforms, it ensures the potential to undertake analytical tasks with multiple resolutions
and the mathematical modelling of signals in the fractional realm. This transform can be
formulated mathematically as given in Equations (11) and (12):

Yi(ey) = [ m(s) iy () ds an
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iy () = (8 0P )

3.3. Optimization-Based Feature Selection

The red fox optimization technique was employed in this research to select the best
characteristics to be supplied for the ECG signal categorization process. Red fox species are
made up of both migratory individuals and those that depart on identifiable territory. The
red fox is a skilled hunter of small game, both in and out of the home. As it moves across
the area in search of food, the fox approaches its victim with stealth until it is close enough
to launch a successful assault. The process by which the fox searches its domain and detects
targets in the distance was modelled as an exhaustive search in this algorithm. A position
as close to the target as possible before the assault was simulated as a regional search in the
subsequent stage, which involved moving across the surroundings. The fitness of the foxes
is the important parameter for initiating the exploration process. Based on this factor, the
distance between each member in the group is computed as shown in Equation (13):

(@ (@) = e @) w

The members in the group are migrated to the optimal locations using the representa-
tion given in Equation (14):

(@) = (@) + psign( (@) - (@) (14)

3.4. i-AlexNet Architecture

There is more than one hidden layer in a deep architecture. These hidden layers provide
more effective analysis of features and augmentation. A large network, such as AlexNet,
has many neurons, or between six hundred thousand and sixty million parameters. The
activation function used in this network is Rectified Linear Unit, which outputs value 1
whenever the input is not less than zero. It is represented mathematically in Equation (15)
as

b = max(0,4a) (15)

For any input X with length [ and breadth b, the convolution operation can be defined
as shown in Equation (16):

H(l, by = (X*k) (I, b) =Y Y X (I—mb—n)k(m,n) (16)

By convolution, the model can gain knowledge from the distinctive characteristics of
input signals, and by sharing those variables, the degree of complexity is decreased. The
characteristics that are extracted are diminished using the pooling layers. The feature map’s
layers for pooling take a collection of pixels in close proximity and produce parameters
for inclusion. AlexNet uses max pooling to minimize the characteristic map. Using a
4 x 4 chunk from the characteristic map, max pooling creates a 2 x 2 chunk with the
highest possible data. The fully connected layers in the model use SoftMax activation
function and their values can be determined using Equation (17):

exp(ax)

oftmax (a)y = ————————
* Y1 exp (ay)

forx=0,1,2,..., m 17)

A convolution layer, followed by a fully connected (fc) and ReLU layer, and a nor-
malization layer and pooling layer constitute the layers of the i-AlexNet model. The
architecture of the i-AlexNet model is presented in Figure 3. In order to make the AlexNet
model consistent with the current investigation, the final three layers were eliminated. The
original AlexNet model’s remaining parameters were retained. There were 50 neurons in
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the newly added fully linked layer as shown in the Figure 4. The optimization algorithm
implemented in this model to reduce the errors is represented as in (18):

(5t+1 = 5t - ‘E’VG(&) + 0((5[ - 5t—1) (18)
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Figure 4. i-AlexNet architecture.

4. Results and Discussion
This section discusses the results of the application of the proposed approach to

two different publicly accessible datasets, the PTB and MIT-BIH datasets. Further, the
performance of the proposed model is also compared against other existing works.

4.1. Dataset Description
4.1.1. PTB Database

This database consists of samples taken from 290 individuals, and the total number
of rows in this dataset is close to 550. The data in this database are a combination of
both individuals with diseases and those without them. Records for 12 different types
of arrhythmias are available in this database. The initial set of images for the ECG sig-
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nals present is 4652, which is further augmented in order to create a larger dataset. This
dataset can be accessed using the link below. The PTB XL dataset is not evenly dis-
tributed. Table 2 shows that the records are divided among the five classes of ECG findings.
https:/ /physionet.org/content/ptb-x1/1.0.3/ (accessed on 12 November 2023) [31].

Table 2. Distribution of records among diagnostic superclasses in the PTB-XL dataset.

Superclass Description Number of Records Percentage of Total
NORM Normal ECG 9514 43.57%
MI Myocardial Infarction 5469 25.06%
STTC ST/T Change 5235 23.97%
Conduction o
CD Disturbance 4898 22.43%
HYP Hypertrophy 2649 12.13%

The disparity is particularly evident in NORM with HYP, as HYP makes up around
12.13% of the dataset. This suggests that the dataset is not evenly distributed, showing a
gap in record numbers across diagnostic categories. The dataset contains a range of ECG
abnormalities grouped into categories, for simplicity. NORM (normal ECG) represents
ECG readings without any abnormalities, used as the standard group. MI (Myocardial
Infarction) indicates a heart attack where blood flow to a part of the heart is blocked, leading
to heart muscle damage. STTC (ST/T Change) covers changes in the ST segment and T
wave of the ECG, which can signal issues like ischemia, inflammation or other unspecified
changes. CD (Conduction Disturbance) includes heart block types and disruptions in the
heart’s conduction system. HYP (Hypertrophy) shows the presence of Hypertrophy, where
the heart muscle thickens due to factors like blood pressure or other heart conditions.

4.1.2. MIT-BIH Database

This dataset consists of data collected from fifty individuals for a duration of one hour.
Data for seventeen different types of arrhythmias are available in this dataset. An aggregate
of 1736 images for ECG signals is prepared and presented in the dataset. The available data
are further augmented to create a total of seventeen thousand images for all the seventeen
arrhythmia categories. This dataset can be downloaded using the link provided below:
https:/ /physionet.org/content/mitdb/1.0.0/ (accessed on 12 November 2023) [32].

4.2. Experimental Setup

This study used an NVIDIA Jetson Nano board. It is a compact, potent low-level
board in the Jetson environment from NVIDIA. It enables simultaneous functioning of
several neural networks for a range of uses, including language processing, recognition
of items, categorization and visual grouping. It features libraries created for applications
based on embedded systems, artificial intelligence, the Internet of Things, machine intelli-
gence, visualizations and audio and video, together with an entire programming platform
called Jetpack SDK. Applying the same CUDA cores to a Jetson Nano and a GeForce-
capable GPU results in a very potent software development ecosystem. Furthermore, Jetson
Nano features a hybrid architecture, meaning that the CPU can start the operating system
and configure it to use the GPU’s CUDA characteristics to accelerate difficult artificial
intelligence tasks.

4.3. Performance Assessment

The dataset balancing was performed using RandomOverSampler from the imblearn
library to handle class imbalance in the ECG dataset. RandomOverSampler was initialized
with a fixed random state for reproducibility. The ECG data were reshaped into a 2D array
format, as required by RandomOverSampler, which then generated additional samples for
minority classes until all classes had equal representation. After resampling, the data were
reshaped back to their original multi-dimensional form suitable for neural network input.
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Class weights were calculated to further address class imbalance. The number of
samples in each class was counted using np.bincount after resampling. Class weights
were then computed as the inverse of these counts, assigning more importance to minority
classes. These weights were converted into a PyTorch tensor for use in the loss function
during model training. This approach ensures balanced class representation, enhancing the
model’s ability to learn and generalize across all classes while reducing bias towards the
majority class. The following Algorithm 1, was used to rectify dataset imbalance.

Algorithm 1. To treat imbalance

1 Reshape Data

2 n_samples, *input_shape = X.shape

3 X_reshaped = reshape(X, (n_samples, -1))

4 Initialize RandomOverSampler

5 ros = RandomOverSampler(random_state=random_state)

6 Resample Dataset

7 X_resampled = reshape(X_resampled, (len(X_resampled), *input_shape))
8 Compute Class Weights

9 class_counts = bincount(y_resampled)

10 class_weights = 1.0 / class_counts

11 class_weights_tensor = convert_to_tensor(class_weights, dtype=float32)

Figure 5 shows that the model produced a significant number of misclassifications,
particularly as Healthy Controls, indicating that the model struggles to differentiate My-
ocardial Hypertrophy from normal ECGs. However, this result was generated without
the module of weight imbalance and optimization. However, Figure 6 shows that the
classification of diagnostic classes was produced by the module after weight imbalance and
optimization were applied.
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Figure 5. Confusion matrix for classification model performance.
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Figure 6. Confusion matrix for classification model performance.

The performance of the proposed i-AlexNet model was compared against the con-
ventional algorithms to interpret its performance supremacy. The algorithms, such as
Deep Neural Networks (DNNSs), Fully Connected Neural Networks (FCNNs), Gated Re-
current Units (GRUs), VGG16, DenseNet and ResNet, were considered for evaluation.
These algorithms were applied to the PTB and the MIT_BIH database and the obtained
results are presented in Table 3 and Figures 6 and 7 The CNN model produced an accuracy
of 89.8% for the PTB database and 91.3% for the MIT_BIH database. FCNN exhibited
90.8% accuracy, 89.8% precision, 89.5% recall and 90.4% F1 score for the PTB database. Also,
the FCNN model produced 92.6% accuracy, 91.5% precision, 91.2% recall and 92.2% F1
score. The performance of the GRU and VGG16 models are closer to each other, with an
accuracy of 91.7% and 92.7% for the PTB database and 93.2% and 94.7% for the MIT_BIH
database, respectively. The DenseNet and ResNet models offer higher accuracy for both
the ECG databases. However, the proposed i-AlexNet model produces efficient accuracy in
classification, with 98.2% for the PTB database and 98.8% for the MIT_BIH database.

Table 3. Comparison of conventional algorithms.

PTB Database MIT_BIH Database

Techniques  Accuracy Precision Recall F1 Accuracy Precision Recall F1
(%) (%) (%) (%) (%) (%) (%) (%)
DNN 89.8 88.5 88.2 89.4 91.3 90.5 90.8 91.1
FCNN 90.8 89.8 89.5 90.4 92.6 91.5 91.2 922
GRU 91.7 90.2 90.4 91.3 93.2 92.4 92.6 93.1
VGG16 92.7 92.4 92.0 92.6 94.7 93.5 93.2 94.2
DenseNet 93.8 924 92.6 93.5 95.9 94.6 94.3 95.4
ResNet 95.3 94.2 94.6 95.1 96.3 95.2 94.7 95.8
Proposed 98.2 97.5 97.2 97.9 98.8 98.2 97.7 98.4
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Figure 7. Performance evaluation of proposed system.

To see how well the model is learning, the training loss and validation loss are usually
shown over the span of the training dataset’s iterations (Figure 6). A drop in the validation
loss suggests that the model is successfully extending to new data, and a decrease in the
training loss shows that the model has learnt well from the training data. To improve
extrapolation, normalization or changing the structure of the model may be required if
the training loss keeps going down while the validation loss starts to rise. This could be
an indication of overfitting. But this is not the case with the proposed approach, and it is

depicted in Figure 8.
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Figure 8. Training vs. validation loss.

The heartbeats were categorized into two groups as normal and anomalous, as pre-
sented in Figure 8. If the heartbeat is determined to be normal, the input is not sent to the
cloud network. It is essential to ensure that the beats that are anomalous are classified with
more precision. It is well known that the heart rate changes from its regular pattern during
arrhythmias. Premature beats are characterized by rapid cardiac changes that arise when
the chambers of the heart or ventricle burst prematurely or out of sync with the regular
pulse. The anomalous beats” waveform differs from that of the typical beats.

Consequently, anomalous beats can be identified by the heart rate variability (HRV)
and correlation of the beats. These have been utilized in conjunction with the first output
block’s result to determine if a beat is normal or anomalous. The output of the first
convolutional is transmitted directly to the second classifier for additional analysis if
the first output block flags a beat as anomalous. However, this evidence only serves to
validate the classification of a beat as normal. The experimental results obtained during the
classification of ECG signals are presented in Figure 9.
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Figure 9. Sample normal and anomalous ECG data.

Furthermore, the outcomes of the proposed approach are also compared with the state-
of-the-art methods in the literature, and the outcomes are shown in Table 4 and depicted
in Figure 10. Our method, utilizing the AlexNet architecture, attained an accuracy rate of
98.8%, a precision of 98.2%, a recall of 97.7% and an F1 score of 98.4%. These outcomes
suggest that our approach is highly competitive, with performance metrics aligning with
those of cutting-edge methods. Originally crafted for image classification duties, the
AlexNet structure displayed adaptability and effectiveness in managing ECG data. Its
deep convolutional layers can adeptly capture patterns within the data, resulting in robust
feature extraction and classification capabilities. This adaptability proves beneficial in ECG
analysis scenarios where signal patterns are complex and vary significantly among patients.
When compared to techniques like BILSTM, FDDN and Deep Network, our method exhibits
superior performance across all assessed metrics. While BILSTM and FDDN achieved an
F1 score of 88%, our approach attained 98.4%, showcasing an enhancement in performance.
Similarly, although Deep Network scored a 97% on the F1 metric, our method surpassed it
by a margin of 1.4%. Moreover, our methods’ performance stands on par with that of the
Modified ResNet18, CNN BiLSTM and Multi-Scale Fusion Neural Network approaches,
all achieving good results. The slight differences in accuracy and completeness between
these techniques and our suggested strategy showcase the effectiveness of the AlexNet
design in maintaining a rounded performance across measurements. To sum up the
proposed approach, utilizing the AlexNet design showcases a good degree of precision,
accuracy, completeness and F1 score, establishing it as a trustworthy method for ECG signal
categorization. The findings indicate that the AlexNet-driven technique can effectively
rival and even outperform cutting-edge methods in instances, underlining its potential for
broad application in ECG analysis and related domains.

Table 4. Comparison of existing vs. proposed techniques.

Techniques Acc:lracy Precoision Ricall 1:1
(%) (%) (%) (%)
BiLSTM -FDDN [23] 93 94 62 88
Modified ResNet18 [25] 99 1 99 1
Deep Network [26] 97 97 97 97
CNN-BiLSTM [28] 99 99 99 99
S ” ” ” ”
Proposed 98.8 98.2 97.7 98.4
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Figure 10. Experimental results of normal vs. anomalous classification.

We conducted experiments on the PTB and Mit_bih databases to confirm the strength
and versatility of our suggested model. Each test included iterations with cross validation
to ensure trustworthy outcomes. The data displayed in Table 3 and Figure 4 are an average
of tests to consider variations and offer a level of confidence for the performance metrics
reported. Our proposed i-AlexNet model consistently surpasses cutting-edge methods in
all performance measures. The notable enhancements in accuracy, precision, recall and
F1 score showcase the effectiveness of our approach. The comparative study underscores
the advantages of our model, its capacity to utilize preprocessing techniques, and a robust
neural network structure for superior performance. The incorporation of wavelet transform
in preprocessing plays a role in boosting the model’s capability to extract features from
ECG signals thereby contributing to its high accuracy in classification. In summary, our
suggested i-AlexNet model, with its preprocessing techniques and advanced feature ex-
traction abilities, establishes a new standard for ECG classification. Through comparisons
with existing methods, it highlights the progress achieved by our approach as shown
in the Figure 11.

Existing vs Proposed solution
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M Accuracy (%) M Precision (%) mRecall (%) BF1(%)

Figure 11. Performance comparison of existing vs. proposed methods [23,25,26,28,30].
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The Healthcare Disease Diagnosis system powered by Deep Learning, known as
IoTDL HDD, achieved an accuracy rate of 93.452% in classifying ECG signals, demon-
strating its reliability as a tool for diagnosing cardiovascular conditions in real time. This
system employs methods for its operation. One notable technique involves BILSTM feature
extraction utilizing Bidirectional Long Short-Term Memory networks to extract features
from ECG signals. These networks excel at capturing dependencies in data, allowing the
model to consider information from both future time steps. Moreover, the AFO algorithm
optimizes the hyperparameters of the BiILSTM model by mimicking the natural propagation
behavior of plants, efficiently enhancing performance and accurately extracting features
from ECG signals. In addition, a Fuzzy Deep Neural Network classifier is utilized to assign
labels to ECG signals. This classifier merges network learning with logic to effectively
manage uncertainties and variations, in data ensuring classification with unclear input
signals. By utilizing these methods, the IoTDL HDD model can precisely categorize ECG
signals establishing itself as a tool for real time disease diagnosis. A study introduced
an ECG device called iKardo that automatically sorts ECG beats as critical or non-critical.
The tool utilizes machine learning and a Convolutional Neural Network (CNN) based on
ResNet for accuracy. To handle datasets researchers applied SMOTE and BIRCH techniques
for data balancing. Real time processing and sorting of ECG signals were conducted by
integrating the system into an IoT based setup for monitoring purposes. IKardo achieved a
99.58% accuracy in distinguishing critical from critical ECG beats. Validation was carried
out using metrics, like precision, recall and F1 score to evaluate classification outcomes.
Incorporating power management resulted in decreased power consumption extending
the devices lifespan. IKardo marks an advancement in healthcare tech by swiftly detecting
critical heart conditions through ongoing monitoring. Combining machine learning with
frameworks enhances health monitoring systems’ capabilities, offering practical real-time
healthcare solutions. iKardos’s effectiveness in detecting heart issues and providing care is
enhanced by employing sophisticated methods to balance data even when dealing with
uneven datasets.

During surgeries, the evaluation of anesthesia heavily relies on ECG signals. However,
understanding these signals can pose a challenge for medical professionals. In a study
by the authors of [26], Convolutional Neural Networks were utilized to categorize types
of ECG images to aid in anesthesia assessment. They created prototypes for IoT-based
ECG measurements. They used neural networks to classify signals into various categories,
such as QRS widening, sinus rhythm, ST depression and ST elevation. The accuracy and
kappa statistics for the ResNet, AlexNet and SqueezeNet models were reported as (0.97,
0.96), (0.96, 0.95) and (0.75, 0.67), respectively. This research demonstrates the potential for
real-time ECG measurement and classification while hinting at the possibility of expanding
to include types of ECG signals, for practicality. The new CNN BiLSTM model performed
well in accuracy (99.6%), sensitivity (99.8%) and specificity (98.2%) in sorting CAD from
ECG signals. The SUE measure effectively differentiated between classified ECG segments,
showing a connection between higher SUE values and correct classifications. Compared to
models like CNN and DenseNet, the CNN BiLSTM model showed resilience and depend-
ability in diverse noise environments [28]. The DMSFNet showed good performance on
the dataset, achieving an F1 score of 82.8%, and on the PhysioNet/CinC_2017 dataset, with
an F1 score of 84.1%. These findings surpassed models highlighting enhanced precision
and reliability in categorizing types of arrhythmias [30].

5. Conclusions

In this current paper, continuous surveillance of patient’s cardiac activities is achieved
using Al and IoMT technologies. IoMT sensors are placed on the body of individuals to
receive ECG signals in real time. These signals are preprocessed to remove noises and
segment the heartbeats. The preprocessed signals are passed on to the feature extraction
phase, in which three types of transforms are performed to extricate the pertinent charac-
teristics. These extracted features are further optimally chosen using red fox optimization.
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Finally, categorization of ECG signals is implemented using the Improved AlexNet model,
which identifies normal and anomalous signals efficiently. The performance of the model is
evaluated using various metrics and it is observed that the proposed model achieves an
accuracy of 98.8%, a precision of 98.2%, a recall of 97.7% and an F1 score of 98.4%. One of
the limitations with this system is that thorough validation is necessary before applying
Al models developed in research settings to clinical settings. Healthcare practitioners’
acceptance of Al-based ECG classification tools may be hampered by a lack of formal
clinical validation. As an extension of the present research, strong security protocols and
privacy controls can be implemented, as cyberattacks may target [oMT devices and Al
systems, jeopardizing the integrity and anonymity of patient data.
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Abstract: Chest X-rays (CXRs) are essential in the preliminary radiographic assessment of patients
affected by COVID-19. Junior residents, as the first point-of-contact in the diagnostic process, are
expected to interpret these CXRs accurately. We aimed to assess the effectiveness of a deep neural
network in distinguishing COVID-19 from other types of pneumonia, and to determine its potential
contribution to improving the diagnostic precision of less experienced residents. A total of 5051 CXRs
were utilized to develop and assess an artificial intelligence (AI) model capable of performing three-
class classification, namely non-pneumonia, non-COVID-19 pneumonia, and COVID-19 pneumonia.
Additionally, an external dataset comprising 500 distinct CXRs was examined by three junior residents
with differing levels of training. The CXRs were evaluated both with and without Al assistance.
The Al model demonstrated impressive performance, with an Area under the ROC Curve (AUC) of
0.9518 on the internal test set and 0.8594 on the external test set, which improves the AUC score of the
current state-of-the-art algorithms by 1.25% and 4.26%, respectively. When assisted by the Al model,
the performance of the junior residents improved in a manner that was inversely proportional to
their level of training. Among the three junior residents, two showed significant improvement with
the assistance of Al. This research highlights the novel development of an AI model for three-class
CXR classification and its potential to augment junior residents’ diagnostic accuracy, with validation
on external data to demonstrate real-world applicability. In practical use, the Al model effectively
supported junior residents in interpreting CXRs, boosting their confidence in diagnosis. While the
Al'model improved junior residents” performance, a decline in performance was observed on the
external test compared to the internal test set. This suggests a domain shift between the patient
dataset and the external dataset, highlighting the need for future research on test-time training
domain adaptation to address this issue.

Keywords: COVID-19; chest X-rays; deep neural networks; Al assistant for diagnosing

1. Introduction

The Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) outbreak [1],
initially detected in Wuhan, Hubei, China, has rapidly escalated into a worldwide pan-
demic [2]. The National Centre for Infectious Diseases (NCID) [3] has been at the forefront
of Singapore’s COVID-19 response. As of the time of writing, the Ministry of Health (MOH)
has recorded over 2.2 million confirmed cases in Singapore [4].

Patients with COVID-19 pneumonia often exhibit similar symptoms to other viral dis-
eases, such as Middle East Respiratory Syndrome [5], and their imaging findings are often
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non-specific, presenting a diagnostic challenge [6-8]. Currently, the definitive method for
diagnosing COVID-19 infection is the reverse transcriptase polymerase chain reaction (RT-
PCR) [9]; however, limitations in diagnostic testing resources can hinder its accuracy [10-12].
In this context, chest imaging techniques [13], including computed tomography (CT) and
chest radiography (CXR), are essential in the context of patient triaging and making treat-
ment decisions [12,14]. Despite being less sensitive than CT, CXR is more widely adopted
as it is faster, exposes patients to lower levels of radiation, and is potentially more cost-
effective [7,15,16]. Therefore, junior residents, who are often the first point of contact, are
expected to interpret CXRs of COVID-19 patients in many institutions.

In recent years, the application of deep learning models to clinical problems has
shown significant potential in facilitating auto-diagnosis of diseases and providing real-
time procedural support, particularly in the field of healthcare [17-19]. Several studies have
explored the use of deep learning models for diagnosing COVID-19 through analysis of
chest X-rays [20,21]. For instance, Jordan et al. collected a CXR dataset from NCID to train
an Al model with the DenseNet as backbone to detect COVID-19 pneumonia. In response
to the rapidly evolving global pandemic during COVID-19, they quickly deployed the
trained model to NCID [22]. Abul et al. adopted a convolutional neural network (CNN) to
extract feature representations from CXRs, and connected it with various classifiers, such
as support vector machine (SVM), pattern recognition network (PRN), decision tree (DT),
random forest (RF), and k-nearest neighbours (KNN), to perform COVID-19 detection [23].
Linda et al. introduced a novel COVID-Net for diagnosing COVID-19 from CXRs in
publicly available datasets [24]. This approach incorporates an explainability method to not
only provide clinicians with a deeper understanding of the critical factors associated
with COVID-19 cases and improved screening, but also to enhance the transparency
and accountability of COVID-Net by ensuring that its decisions are based on relevant
information extracted from CXR images. However, the diagnostic performance of these
models has yet to be validated in a clinical setting due to the limited size of CXR datasets
used for training [24-26]. Moreover, it has been reported that lab-trained models may
experience a significant decline in performance when deployed in clinical practice [27].

The motivation of this research is to harness Al’s potential to improve the diagnostic
process, optimize healthcare resources, and ultimately enhance patient care. Specifically, we
develop a deep neural network to differentiate COVID-19 from other forms of pneumonia
and explore the potential of Al techniques to enhance the diagnostic accuracy of junior
residents, who often serve as the primary point-of-contact in the diagnostic process. In
order to achieve the objectives of this study, an interdisciplinary approach has been adopted
that combines clinical research, image diagnostics, and Al models. The primary aim of the
study is to collect structured data, including CXRs and RT-PCR results, and use these data
to develop a three-class classification Al model that can accurately distinguish between non-
pneumonia, non-COVID-19 pneumonia, and COVID-19 pneumonia cases. Subsequently,
the study seeks to assess the effectiveness of the Al model in enhancing the diagnostic
precision of novice residents by implementing and evaluating its performance. Specifically,
we collected a patient dataset and used it to train and validate the Al model. Then, the
trained Al model has been deployed in the Tan Tock Seng Hospital (TTSH), where its
effectiveness in improving junior residents” diagnostic accuracy has been evaluated. In
addition, the study has investigated the performance of junior residents with different
levels of training, both with and without the assistance of the deployed Al model.

2. Materials and Methods
2.1. Dataset

The dataset utilized in this work comprised a total of 5051 CXRs obtained from the
NCID Screening Centre and Tan Tock Seng Hospital (TTSH) in Singapore. CXRs that
were conducted between February 2020 and early April 2020 were included in the dataset.
Two senior radiologists, each with over 15 years of experience, annotated the class label
of the CXRs as pneumonia or non-pneumonia and used them as the reference standard.
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All CXRs were reviewed independently by senior radiologists who were unaware of any
clinical details.

Patients were classified into three groups based on their clinical presentation and
diagnostic results. Patients were classified as positive for COVID-19 pneumonia if they
tested positive on the PCR test and had a CXR positive for pneumonia. Patients were
classified as having non-COVID-19 pneumonia if their CXR was positive for pneumonia,
but they tested negative on the PCR test. The remaining patients were grouped to the
non-pneumonia class.

The dataset contained a total of 607 COVID-19 pneumonia cases, 570 cases of non-
COVID-19 pneumonia (including viral, bacterial, and fungal pneumonia), and 3874 non-
pneumonia cases. To form the training, validation, and test sets, CXRs were chosen
randomly from each category within the dataset. These three sets comprised 70%, 10%, and
20% of the total data, respectively. Table 1 provides a summary of the dataset split statistics.

Table 1. Statistics of training, validation, test, and external test sets.

COVID-19 Non-COVID-19 Non-
. K . Total
Pneumonia Pneumonia Pneumonia
Training set 425 399 2712 3536
Validation set 61 57 387 505
Test set 121 114 775 1010
External test set 72 49 379 500

2.2. External Test Set

In order to assess the potential of Al assistance to improve the diagnostic accuracy of
junior residents, a separate dataset consisting of 500 CXRs were used. This external test
set was reviewed by three junior residents with varying levels of training, both with and
without the assistance of the developed Al model.

The external dataset was also obtained from the same institution but was collected
during a different time period. It included 72 cases of COVID-19 pneumonia, 49 cases of
non-COVID-19 pneumonia, and 379 cases of non-pneumonia, as detailed in Table 1.

2.3. Neural Network Architecture and Training Strategy

The workflow of the Al model-aided diagnosis is presented in Figure 1. Initially, we
developed an end-to-end CNN-based framework [28] to classify CXRs as non-pneumonia,
non-COVID-19 pneumonia, or COVID-19 pneumonia. In the second stage, three junior
residents, each with varying levels of training, were enlisted to review the external test set
both with and without Al assistance. During the Al-assisted review, the junior residents
were provided with the probability output and relevant heatmap for each case, generated
by the trained model.

To extract the features of the input CXRs, we employed an EffcientNet-b7 [29] model
as the backbone, replacing the output layer with one that includes three neurons with
the softmax activation function to output the final predictions. The architecture of the
EfficientNet-b7, comprising Block1 to Block?, Stem, and Final Layers, is illustrated in
Figure 2. Given the imbalanced patient dataset, we minimized the weighted cross-entropy
loss (WCEL) to optimize the Al model as follows:

N

Z 2 WiYij log( pz]) 1)
where N is the number of samples in the dataset, C is the number of classes, w; is the
weight assigned to class j, y;; is the true label for class j of sample i, and p;; is the predicted
probability of sample i belonging to class j obtained from the output of the model. In this
work, the weight for each class is w; = % with Nj as the number of samples in class j.
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We trained, validated, and tested our AI model on the internal dataset, choosing the
model that displayed the top AUC score during validation to generate probability scores
and heatmaps for use in our experiment.

A: Offsite training, validation and test

----------

Patient 15

i
: i

Al model :» Suspected  Heatmap  Prediction
I

Regions

Clinical Deployment

Patient 34
Patient 19 ‘

|
u COVID-19 +

) e putient25 - pneumonia
Windows 10 » : =
7 —— by 4 COVID-19 -
KX 4” pneumonia
= " i
- - JRs+AI‘ non-pneumonia

PAG600 Workstation ==

Priority for highly suspected cases

External CXRs

Figure 1. The workflow for training the Al model and conducting Al-aided diagnosis. Stage (A)
involves training, validating, and testing the Al model for diagnosing CXRs. In Stage (B), the trained
Al model is deployed in the hospital, and the junior residents (JRs) can upload CXRs to obtain the
predictions and heatmaps generated by the Al model. By using Al results, the JRs can make more

informed decisions.

‘- ‘» e - :|-

- / COVID-19 pneumonia
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Figure 2. The architecture of EffcientNet-b7 for CXRs classification. The model takes CXRs as inputs
and ultimately classifies them into three categories: non-pneumonia, non-COVID-19 pneumonia, and

COVID-19 pneumonia.
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2.4. Al Model Deployment & Diagnosis

In this study, the trained model was executed on a virtual machine running Ubuntu
18.04, which was hosted on a Windows 10 workstation equipped with two Nvidia 2080Ti
GPUs, located within the Department of Diagnostic Radiology. In adherence to the hos-
pital’s security guidelines, formal authorization was secured from the Integrated Health
Information Systems (IHiS) committee in Singapore, which is in charge of managing the IT
risk and security for Tan Tock Seng Hospital.

To evaluate the impact of our AI model in enhancing the performance of junior
residents, we recruited three junior residents with varying levels of training for the study.
The residents independently reviewed the external dataset of 500 CXRs, initially without
the aid of the Al model. After a deliberate 3-month hiatus, the same dataset of 500 CXRs
was reviewed by all three junior residents, this time with the aid of Al in the form of
probability outputs and relevant heatmaps.

3. Results
3.1. Verify on AI Model

The effectiveness of the developed AI model was verified by comparing it with five
deep learning methods [6,30-33] designed for COVID-19 diagnosis using CT scans and
CXRs. The performance of our method and the five peer methods for the test set and
the external test set in terms of AUC scores (with the macro-averaging strategy) and
95% confidence interval (95% CI) are reported in Table 2, which show that our model
outperforms the other five methods significantly, achieving an AUC score of 0.9520 (95% CI:
0.9479-0.9585) for the internal test set and 0.8588 (95% CI: 0.8570-0.8623) for the external
test set. Specifically, it improves the AUC score of the peer methods by 1.25% and 4.26%
for the test set and the external test set, respectively. This evidence suggests that the
proposed Al model demonstrates efficacy in diagnosing pneumonia. All the tested methods
demonstrated significant performance degradation on the external test, potentially due to a
data distribution mismatch between the TTSH dataset (training, validation, and test set)
and the external test set.

The AUC score of our Al model for each of the three classes (non-pneumonia, non-
COVID-19 pneumonia, and COVID-19 pneumonia) is reported in Table 3. Our AI model
achieved higher AUC scores, sensitivity, and specificity for each class on both the inter-
nal and external test sets, outperforming the second-best method (CV19-Net) by a large
margin. Specifically, our Al model improves the AUC score of the second-best performing
algorithms by 1.63% and 3.40% for the test set and the external test set on COVID-19
pneumonia, respectively. Moreover, our Al model improves the sensitivity and specificity
of the peer methods by 1.39% and 7.24% for the external test set on COVID-19 pneumo-
nia, respectively. The comparison of ROC curves is presented in Figure 3. Additionally,
examples of heatmaps from Grad-CAM [34] and predictions generated by our model are
shown in Figure 4. Our proposed model is capable of generating a set of three images for
reference, pertaining to a given case of interest, such as JRs. The first image in the sequence
corresponds to the original CXR, which is augmented with blue circles indicating the
suspicious area showing signs of possible COVID-19 infection, computed by the Al model.
The second image displays the heatmaps obtained from the model’s predictions, which are
overlaid onto the original CXRs. The regions highlighted by the heatmaps correspond to
the anatomical areas that exert the greatest impact on the final model predictions. The final
image in the set presents the predicted probabilities for each class, thereby providing an
integrated summary of the model’s diagnostic accuracy.
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Figure 3. The ROC curve of the peer methods (i.e., Ahuja’s method [30], nCOVnet [31], Apostolopou-
los’s method [33], and CV19-Net [6]) and ours on the three classes.
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Figure 4. Examples of heatmaps and predictions generated by the AI model. The left-most image
displays grayscale chest radiographs with superimposed blue circles indicating the suspicious area
showing signs of possible COVID-19 infection based on the Al model’s heatmaps. The middle image
shows the heatmaps overlaid on the original CXRs, with the highlights indicating the anatomical
regions that contribute most to the final model predictions. The right-most image displays the
predicted probabilities for each class.
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Table 2. Performance comparison of the proposed model with that of peer methods for the test set
and the external test set in terms of AUC scores and 95% confidence interval (95% CI).

Test Set External Test Set
AUC 95% CI AUC 95% CI
Ahuja’s [30] 0.8982 0.8968-0.8993 0.7680 0.7651-0.7704
nCOVnet [31] 0.8876 0.8854-0.8897 0.6837 0.6012-0.6859
Vaid’s [32] 0.9021 0.8996-0.9038 0.7402 0.7379-0.7425
Apostolopoulos’s [33] 0.9279 0.9229-0.9294 0.8162 0.8145-0.8185
CV19-Net [6] 0.9395 0.9361-0.9407 0.7987 0.7952-0.8032
Ours 0.9520 * 0.9479-0.9585 0.8588 * 0.8570-0.8623

* Denotes statistically significant (p >0.05). AUC = the area under the receiver operating characteristic.

Table 3. Performance comparison for each class on the test set and the external test set in terms of
AUC scores, Sensitivity, and Specificity.

Test Set External Test Set

AUC Sensitivity Specificity =~ AUC Sensitivity Specificity

COVID-19 pneumonia 0.9185 0.8966 0.7768 0.7309 0.7361 0.5491
Ahuja’s [30] Non-COVID-19 pneumonia  0.8886 0.8421 0.8136 0.7762 0.7755 0.6408
Non-pneumonia 0.8964 0.8429 0.8000 0.7740 0.7784 0.6116
COVID-19 pneumonia 0.8897 0.8793 0.7312 0.6437 0.7083 0.5117
nCOVnet [31] Non-COVID-19 pneumonia ~ 0.8817 0.8639 0.7739 0.7251 0.7347 0.5322
Non-pneumonia 0.8882 0.8596 0.7864 0.6860 0.7230 0.5124
COVID-19 pneumonia 0.9088 0.8448 0.8064 0.7154 0.7500 0.6005
Vaid’s [32] Non-COVID-19 pneumonia  0.9024 0.8421 0.8500 0.7387 0.6735 0.5854
Non-pneumonia 0.9010 0.8613 0.8087 0.7451 0.7704 0.5785
COVID-19 pneumonia 0.9284 0.8793 0.8497 0.7856 0.7917 0.6519
Apostolopoulos’s [33]  Non-COVID-19 pneumonia 0.9234 0.8772 0.8182 0.7938 0.7347 0.7251
Non-pneumonia 0.9285 0.8586 0.8174 0.8250 0.7863 0.7438
COVID-19 pneumonia 0.9327 0.8966 0.8360 0.7787 0.8194 0.5958
CV19-Net [6] Non-COVID-19 pneumonia  0.9565 0.8947 0.8091 0.7882 0.7959 0.5987
Non-pneumonia 0.9380 0.9241 0.8261 0.8038 0.8470 0.6033
COVID-19 pneumonia 0.9490 0.9310 0.8519 0.8196 0.8333 0.7243
Ours Non-COVID-19 pneumonia  0.9541 0.9123 0.8500 0.8348 0.8776 0.7073
Non-pneumonia 0.9522 0.9338 0.8261 0.8694 0.8918 0.6446

3.2. Al-Aided Diagnosis

In order to investigate the extent to which the proposed Al model improves the
performance of junior residents (JRs), we conducted a comparison of the performances of
the JRs with and without Al assistance, as presented in Table 4. The JRs who participated
in this study possessed varying levels of expertise. Specifically, JR1, JR2, and JR3 had
approximately 6 months, 1 year, and more than 2 years of experience in interpreting
CXRs, respectively. The results indicate that the performance of the junior residents
improved in proportion to their level of training. Even without Al assistance, the JR
with the most experience (JR3) achieved an AUC score of 0.8657 (95% CI: 0.8633-0.8676),
while the JR with the least experience (JR1) attained an AUC score of 0.7813 (95% CI:
0.7785-0.7827). Following Al augmentation, we observed improvements for both JR1
and JR2, achieving AUC scores of 0.8482 (95% CI: 0.8452-0.8511) and 0.8511 (95% CI:
0.8493-0.8526), respectively. Additionally, Table 4 presents Cohen’s kappa score for each
JR, with the scores of JR1 (0.5574) and JR2 (0.4651) being smaller than that of JR3 (0.7400),
indicating that the Al model had a greater impact on JR1 and JR2 compared to JR3. The
detailed performance of all JRs before and after AI assistance is presented in Table 5. From
Table 5 we can find that: with the AI model’s assistance, the JR1’s sensitivity has been
improved from 0.3889 to 0.6250 on COVID-19 pneumonia diagnosis, the specificity has
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been improved from 0.7317 to 0.9002 on non-COVID-19 pneumonia, the AUC score has
been improved from 0.8121 to 0.8417 and the specificity has been improved from 0.9091 to
0.9339 on non-pneumonia. JR2’s sensitivity has been improved from 0.5000 to 0.5833 on
COVID-19 pneumonia diagnosis, the specificity has been improved from 0.8226 to 0.8514
on non-COVID-19 pneumonia, and the specificity has been improved from 0.9008 to 0.9835
on non-pneumonia. Notably, even JR3 with higher training level, the AI model was found
to improve sensitivity, from 0.8681 to 0.8902, demonstrating the broad applicability and
effectiveness of the model.

Table 4. Performance comparison of JRs and JRs+Al for the external test set in terms of AUC score,
95% confidence interval (95% CI), and Cohen’s kappa score.

Expertise Level JR1 (~6 Months) JR2 (~1 Year) JR3 (>2 Year)
w/o Al +Al w/o Al +Al w/o Al +Al
AUC 0.7813 0.8482 * 0.8214 0.8511 * 0.8657 0.8609
95% CI 0.7785-0.7827 0.8452-0.8511 0.8197-0.8232 0.8493-0.8526 0.8633-0.8676 0.8585-0.8624
Cohen’s kappa 0.5574 0.4651 0.7400
score
* Denotes statistically significant (p >0.05). 10.41-0.60 moderate agreement, 0.61-0.80 substantial agreement.
Table 5. Performance comparison for each class on the test set and the external test set in terms of
AUC scores, Sensitivity, and Specificity.
JRs JRs+AI
AUC Sensitivity Specificity AUC Sensitivity Specificity
COVID-19 pneumonia 0.6524 0.3889 0.9159 0.7424 0.6250 0.8598
JR1 ~ 6 months  Non-COVID-19 pneumonia 0.7026 0.6735 0.7317 0.6848 0.4694 0.9002
Non-pneumonia 0.8121 0.7150 0.9091 0.8878 0.8417 0.9339
COVID-19 pneumonia 0.7079 0.5000 0.9159 0.7239 0.5833 0.8645
JR2 ~ 1 year Non-COVID-19 pneumonia 0.6868 0.5510 0.8226 0.6604 0.4694 0.8514
Non- pneumonia 0.8581 0.8153 0.9008 0.8981 0.8127 0.9835
COVID-19 pneumonia 0.7681 0.6250 0.9112 0.7542 0.5972 0.9112
JR3 > 2 years Non-COVID-19 pneumonia 0.7518 0.6122 0.8914 0.7693 0.5918 0.9468
Non- pneumonia 0.8968 0.8681 0.9256 0.8902 0.9208 0.8595

4. Discussion

Several recent studies have highlighted the potential of chest CT in diagnosing COVID-
19 pneumonia, particularly in its early stages [35,36]. However, in healthcare systems
with limited resources, CT may not always be available, and CXR is the more commonly
used imaging method in clinical practice. Additionally, concerns have been raised by
international workgroups regarding the untested specificity of CT in cases where the pre-
test probability of COVID-19 infection is low, and CXR is preferred to reduce the risk of
nosocomial transmission [37-39]. Recent reports have demonstrated that CXR findings
correlate well with clinical severity and can be used to predict severe pneumonia [24].
Therefore, the development of Al models that aid in diagnosing COVID-19 pneumonia
using CXRs remains an area of active research and is of significant importance.

Junior residents are often the first healthcare professionals to interpret CXRs for
suspected COVID-19 patients in clinical practice. However, interpreting CXRs can be chal-
lenging, especially when the radiological report may impact patient disposition. This study
presents an Al model capable of performing three-class classification for non-pneumonia,
non-COVID-19 pneumonia, and COVID-19 pneumonia. The proposed model demonstrates
superiority in AUC score, sensitivity, and specificity compared to five peer methods. Al-
though all methods experience performance degradation when tested on the external test
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set, our model performs better, achieving an AUC score of 0.8594 (95% CI: 0.8594-0.8602),
and outperforming the second-best method by a large margin [33].

This study provides compelling evidence for the potential of a trained Al model to
enhance the diagnostic performance of junior residents in the field of chest radiography by
providing probability outputs and heatmaps. Although previous studies have investigated
the augmentation of radiologists’ performance using Al in distinguishing COVID-19 from
other types of pneumonia on chest CTs [40], this study specifically focuses on the perfor-
mance of junior residents, which may have significant implications for both diagnostic
imaging and education. The participating JRs possessed varying levels of expertise, with
JR1,JR2, and JR3 having approximately 6 months, 1 year, and more than 2 years of experi-
ence in interpreting CXRs, respectively. The findings suggest that the performance of the
junior residents improved in proportion to their level of training. Furthermore, in addition
to the quantitative improvements observed, all three junior residents reported increased
confidence when using Al assistance, suggesting that AI may have positive qualitative
outcomes as well.

In this study, the adoption of EfficientNet as the backbone for diagnosing COVID-19
pneumonia, and non-COVID-19 pneumonia from CXRs was proposed. Although the
model achieved promising performance for the test set and improved decision-making
for junior residents, several limitations were noted. Specifically, a significant decrease in
performance was observed on the external test set, which is not unique to our method but
common in medical image analysis due to domain shift problems [41-43]. The training
process did not account for differences in data distributions between the TTSH dataset and
the external test set, leading to a drop in performance. Medical datasets are often drawn
from different domains, even within the same institution, which can pose challenges for
deep learning models that assume similar data distributions between training and test
sets [43]. Deep learning typically assumes that both the distributions of the training and
test sets are similar [44]. If the distributions of both datasets are dissimilar, the performance
may drop dramatically. In future work, domain adaption techniques will be explored to
align the distributions of different datasets for automated disease diagnoses from CXRs.
Furthermore, a purposeful 3-month hiatus was implemented, during which three JRs were
tasked with interpreting the same dataset of 500 CXRs with and without Al assistance. Over
this three-month period, the diagnostic abilities of the JRs may have improved, potentially
influencing the accuracy enhancement achieved when using Al as an assistant.

In summary, our proposed method exhibited a high degree of accuracy in performing
a three-class classification of non-pneumonia, non-COVID-19 pneumonia, and COVID-19
pneumonia. Furthermore, the method was observed to improve the diagnostic performance
of junior residents in identifying COVID-19 pneumonia on CXRs, a potentially valuable
asset in triage and education during the ongoing pandemic.

5. Conclusions

This study proposes an Al model that utilizes EfficientNet-b7 [29] as the backbone
to differentiate non-pneumonia, non-COVID-19 pneumonia, and COVID-19 pneumonia
from CXRs. The training dataset was collected from Tan Tock Seng Hospital and was
annotated by experienced senior radiologists. This study showcases the innovative creation
of an Al model for three-category CXR classification, emphasizing its ability to enhance
the diagnostic precision of less experienced residents. Validated with external data, the
model demonstrates practical relevance in real-world scenarios. Upon deployment, the Al
model demonstrated its ability to assist junior residents in CXR interpretation and increase
their confidence in diagnostic accuracy. Although the proposed Al model improved the
performance of junior residents, a performance drop was observed on the external test
in comparison to the results on the test set. It indicated that there has been a domain
shift between the collected patient dataset (including the training, validation, and test set)
and the external dataset. Domain shift is a common issue in practical applications of Al,
especially in clinical practice. The clinical practice presents much more heterogeneous
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acquisition conditions [17] which may lead to the performance of the trained model on
external test datasets (or a dataset it encounters when deployed) degrading.

To address the domain gap issue between the training dataset and the external test
dataset, we plan to investigate and develop a test-time training domain adaptation model
in future work. This model will aim to align the tested CXR in real time with the training
data, which is expected to enhance the model’s performance after deployment. By aligning
the test CXR with the training dataset, the test-time training domain adaptation model
is expected to be more effective and mitigate performance degradation to a large extent.
Moreover, it is expected to be more robust to the changing acquisition conditions during
CXR screening.

Author Contributions: Conceptualization, X.X.; methodology, Y.F. and J.5.Z.T.; software, W.-X.C.;
validation, Y.W., C.B.K,, E.O.T.E. and HIT.W.J.; formal analysis, Z.W. and L.Z.; investigation, Y.C.;
resources, Y.T.; data curation, X.L.; writing—original draft preparation, Y.F; writing—review and
editing, ].5.Z.T.; visualization, S.L.; supervision, C.H.T.; project administration, R.S.M.G.; funding
acquisition, Y.L. and R.S.M.G. All authors have reviewed and approved the published version of the
manuscript.

Funding: This research was supported by A*STAR through its AME Programmatic Funding Scheme
Under Project grant number A20H4b0141.

Institutional Review Board Statement: This research obtained approval from the relevant organiza-
tions’ ethics committees (Approval code: 2017/00683-AMD0005) and adhered to the Health Insurance
Portability and Accountability Act regulations. Owing to the study’s retrospective design and low
associated risks, permission to waive consent was granted.

Informed Consent Statement: Not applicable.
Data Availability Statement: The data are not publicly available due to privacy restrictions.

Conflicts of Interest: All authors declared no conflict of interest.

References

1.

10.

11.

Lai, C.C.; Shih, T.P,; Ko, W.C.; Tang, H.J.; Hsueh, P.R. Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) and
coronavirus disease-2019 (COVID-19): The epidemic and the challenges. Int. J. Antimicrob. Agents 2020, 55, 105924. [CrossRef]
[PubMed]

Zu, Z.Y; Jiang, M.D.; Xu, P.P.,; Chen, W.; Ni, Q.Q.; Lu, G.M.; Zhang, L.J. Coronavirus disease 2019 (COVID-19): A perspective
from China. Radiology 2020, 296, E15-E25. [CrossRef] [PubMed]

Facilities and Services, National Centre for Infectious Diseases (NCID). Available online: https://www.ncid.sg/Facilities-
Services/Pages/default.aspx (accessed on 21 October 2022).

UPDATES ON COVID-19 (CORONAVIRUS DISEASE 2019) LOCAL SITUATION, Ministry of Health. Available online: https:
//www.moh.gov.sg/COVID-19/statistics (accessed on 26 February 2023).

Kooraki, S.; Hosseiny, M.; Myers, L.; Gholamrezanezhad, A. Coronavirus (COVID-19) outbreak: What the department of
radiology should know. J. Am. Coll. Radiol. 2020, 17, 447-451. [CrossRef]

Zhang, R.; Tie, X; Qi, Z.; Bevins, N.B.; Zhang, C.; Griner, D.; Song, T.K.; Nadig, ].D.; Schiebler, M.L.; Garrett, ] W.; et al. Diagnosis
of COVID-19 Pneumonia Using Chest Radiography: Value of Artificial Intelligence. Radiology 2020, 24, 202944.

Pereira, R.M.; Bertolini, D.; Teixeira, L.O.; Silla, C.N., Jr.; Costa, Y.M. COVID-19 identification in chest X-ray images on flat and
hierarchical classification scenarios. Comput. Methods Programs Biomed. 2020, 8, 105532. [CrossRef]

Rahimzadeh, M.; Attar, A. A modified deep convolutional neural network for detecting COVID-19 and pneumonia from chest
X-ray images based on the concatenation of Xception and ResNet50V2. Inform. Med. Unlocked 2020, 26, 100360. [CrossRef]
Khan, I.U.; Aslam, N.; Anwar, T.; Alsaif, H.S.; Chrouf, S.M.B.; Alzahrani, N.A.; Alamoudji, F.A.; Kamaleldin, M.M.A.; Awary, K.B.
Using a deep learning model to explore the impact of clinical data on COVID-19 diagnosis using chest X-ray. Sensors 2022, 22, 669.
[CrossRef] [PubMed]

Ai, T,; Yang, Z.; Hou, H.; Zhan, C.; Chen, C.; Lv, W,; Tao, Q.; Sun, Z.; Xia, L. Correlation of chest CT and RT-PCR testing in
coronavirus disease 2019 (COVID-19) in China: A report of 1014 cases. Radiology 2020, 26, 200642. [CrossRef]

Stephanie, S.; Shum, T.; Clevel, H.; Challa, S.R.; Herring, A.; Jacobson, F.L.; Hatabu, H.; Byrne, S.C.; Shashi, K.; Araki, T.; et al.
Determinants of Chest X-Ray Sensitivity for COVID-19: A Multi-Institutional Study in the United States. Radiol. Cardiothorac.
Imaging 2020, 2, €200337. [CrossRef]

47



Diagnostics 2023, 13, 1397

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.
29.

30.

31.

32.

33.

34.

35.

36.

37.

Rubin, G.D.; Ryerson, C.J.; Haramati, L.B.; Sverzellati, N.; Kanne, ].P.; Raoof, S.; Schluger, N.W.; Volpi, A_; Yim, ].J.; Martin, I.B.;
et al. The role of chest imaging in patient management during the COVID-19 pandemic: A multinational consensus statement
from the Fleischner Society. Radiology 2020, 296, 172-180. [CrossRef]

Hayden, G.E.; Wrenn, K.W. Chest radiograph vs. computed tomography scan in the evaluation for pneumonia. J. Emerg. Med.
2009, 36, 266-270. [CrossRef]

Li, Y.; Xia, L. Coronavirus disease 2019 (COVID-19): Role of chest CT in diagnosis and management. Am. J. Roentgenol. 2020, 214,
1280-1286. [CrossRef] [PubMed]

Gaur, L.; Bhatia, U.; Jhanjhi, N.Z.; Muhammad, G.; Masud, M. Medical image-based detection of COVID-19 using deep
convolution neural networks. Multimed. Syst. 2021, 28, 1-10. [CrossRef]

Wong, H.Y,; Lam, H.Y.; Fong, A H.; Leung, S.T.; Chin, TW.; Lo, C.S.; Lui, M.M.; Lee, ].C.; Chiu, KW.; Chung, T.; et al. Frequency
and distribution of chest radiographic findings in COVID-19 positive patients. Radiology 2020, 27, 201160. [CrossRef] [PubMed]
Feng, Y; Wang, Z.; Xu, X.; Wang, Y.; Fu, H,; Li, S.; Zhen, L.; Lei, X.; Cui, Y,; Ting, ].S.; et al. Contrastive domain adaptation with
consistency match for automated pneumonia diagnosis. Med. Image Anal. 2023, 83, 102664. [CrossRef]

Wang, Y.; Feng, Y.; Zhang, L.; Zhou, ].T,; Liu, Y.; Goh, R.S.; Zhen, L. Adversarial multimodal fusion with attention mechanism for
skin lesion classification using clinical and dermoscopic images. Med. Image Anal. 2022, 81, 102535. [CrossRef] [PubMed]

Feng, Y.; Xu, X.; Wang, Y.; Lei, X.; Teo, S.K,; Sim, ]J.Z.; Ting, Y.; Zhen, L.; Zhou, ].T.; Liu, Y.; et al. Deep supervised domain
adaptation for pneumonia diagnosis from chest x-ray images. IEEE . Biomed. Health Inform. 2021, 26, 1080-1090. [CrossRef]
El-Rashidy, N.; Abdelrazik, S.; Abuhmed, T.; Amer, E.; Ali, F.; Hu, ].W.; El-Sappagh, S. Comprehensive survey of using machine
learning in the COVID-19 pandemic. Diagnostics 2021, 11, 1155. [CrossRef]

Hertel, R.; Benlamri, R. Deep learning techniques for COVID-19 diagnosis and prognosis based on radiological imaging. ACM
Comput. Surv. 2023, 55, 1-39. [CrossRef]

Sim, J.Z.; Ting, YH.; Tang, Y.; Feng, Y.; Lei, X.; Wang, X.; Chen, W.X,; Huang, S.; Wong, S.T.; Lu, Z; et al. Diagnostic performance
of a deep learning model deployed at a national COVID-19 screening facility for detection of pneumonia on frontal chest
radiographs. Healthcare 2022, 10, 175. [CrossRef]

Azad, AK.; Ahmed, I.; Ahmed, M.U. In Search of an Efficient and Reliable Deep Learning Model for Identification of COVID-19
Infection from Chest X-ray Images. Diagnostics 2023, 13, 574. [CrossRef]

Wang, L.; Lin, Z.Q.; Wong, A. Covid-net: A tailored deep convolutional neural network design for detection of COVID-19 cases
from chest X-ray images. Sci. Rep. 2020, 10, 19549. [CrossRef] [PubMed]

Narin, A.; Kaya, C.; Pamuk, Z. Automatic detection of coronavirus disease (COVID-19) using x-ray images and deep convolutional
neural networks. Pattern Anal. Appl. 2021, 24, 1207-1220. [CrossRef]

Zhang, J.; Xie, Y.; Li, Y.; Shen, C.; Xia, Y. Covid-19 screening on chest x-ray images using deep learning based anomaly detection.
arXiv 2020, arXiv:2003.12338.

Kitamura, G.; Deible, C. Retraining an open-source pneumothorax detecting machine learning algorithm for improved perfor-
mance to medical images. Clin. Imaging 2020, 61, 15-19. [CrossRef] [PubMed]

Goodfellow, I.; Bengio, Y.; Courville, A. Deep Learning; MIT Press: Cambridge, UK, 2016; Volume 1, No. 2.

Tan, M.; Le Q. Efficientnet: Rethinking model scaling for convolutional neural networks. In Proceedings of the International
Conference on Machine Learning, Long Beach, CA, USA, 9-15 June 2019; pp. 6105-6114.

Ahuja, S.; Panigrahi, B.K.; Dey, N.; Rajinikanth, V.; Gandhi, T.K. Deep transfer learning-based automated detection of COVID-19
from lung CT scan slices. Appl. Intell. 2021, 51, 571-585. [CrossRef]

Panwar, H.; Gupta, PK.; Siddiqui, M.K.; Morales-Menendez, R.; Singh, V. Application of deep learning for fast detection of
COVID-19 in X-Rays using nCOVnet. Chaos Solitons Fractals 2020, 138, 109944. [CrossRef]

Vaid, S.; Kalantar, R.; Bhandari, M. Deep learning COVID-19 detection bias: Accuracy through artificial intelligence. Int. Orthop.
2020, 44, 1539-1542. [CrossRef]

Apostolopoulos, I.D.; Mpesiana, T.A. COVID-19: Automatic detection from X-ray images utilizing transfer learning with
convolutional neural networks. Phys. Eng. Sci. Med. 2020, 43, 635-640. [CrossRef]

Selvaraju, R.R.; Cogswell, M.; Das, A.; Vedantam, R.; Parikh, D.; Batra, D. Grad-cam: Visual explanations from deep networks
via gradient-based localization. In Proceedings of the IEEE International Conference on Computer Vision, Venice, Italy, 22-29
October 2017; pp. 618-626.

Kang, H.; Xia, L.; Yan, F.; Wan, Z.; Shi, F; Yuan, H.; Jiang, H.; Wu, D.; Sui, H.; Zhang, C.; et al. Diagnosis of coronavirus disease
2019 (COVID-19) with structured latent multi-view representation learning. IEEE Trans. Med. Imaging 2020, 39, 2606-2614.
[CrossRef]

Han, R.; Huang, L.; Jiang, H.; Dong, J.; Peng, H.; Zhang, D. Early clinical and CT manifestations of coronavirus disease 2019
(COVID-19) pneumonia. AJR Am. ]. Roentgenol. 2020, 215, 338-343. [CrossRef] [PubMed]

Revel, M.P; Parkar, A.P; Prosch, H.; Silva, M.; Sverzellati, N.; Gleeson, E,; Brady, A.; European Society of Radiology (ESR) and the
European Society of Thoracic Imaging (ESTI). COVID-19 patients and the Radiology department—Advice from the European
Society of Radiology (ESR) and the European Society of Thoracic Imaging (ESTI). Eur. Radiol. 2020, 30, 4903-4909. [CrossRef]
[PubMed]

48



Diagnostics 2023, 13, 1397

38.

39.

40.

41.

42.

43.

44.

Nair, A.; Rodrigues, ].C.; Hare, S.; Edey, A.; Devaraj, A.; Jacob, J.; Johnstone, A.; McStay, R.; Denton, E.; Robinson, G. A British
Society of Thoracic Imaging statement: Considerations in designing local imaging diagnostic algorithms for the COVID-19
pandemic. Clin. Radiol. 2020, 75, 329-334. [CrossRef] [PubMed]

Skulstad, H.; Cosyns, B.; Popescu, B.A.; Galderisi, M.; Salvo, G.D.; Donal, E.; Petersen, S.; Gimelli, A.; Haugaa, K.H.; Muraru,
D.; et al. COVID-19 pandemic and cardiac imaging: EACVI recommendations on precautions, indications, prioritization, and
protection for patients and healthcare personnel. Eur. Heart ].-Cardiovasc. Imaging 2020, 21, 592-598. [CrossRef]

Bai, H.X.; Wang, R.; Xiong, Z.; Hsieh, B.; Chang, K.; Halsey, K.; Tran, TM.L.; Choi, ].W.; Wang, D.-C.; Shi, L.-B.; et al. Al
augmentation of radiologist performance in distinguishing COVID-19 from pneumonia of other etiology on chest CT. Radiology
2020, 296, 201491. [CrossRef]

Sun, B.; Feng, J.; Saenko, K. Return of frustratingly easy domain adaptation. In Proceedings of the AAAI Conference on Artificial
Intelligence, Phoenix, AZ, USA, 12-17 February 2016; Volume 30, No. 1.

Kamnitsas, K.; Baumgartner, C.; Ledig, C.; Newcombe, V.; Simpson, J.; Kane, A.; Menon, D.; Nori, A.; Criminisi, A.; Rueckert,
D.; et al. Unsupervised domain adaptation in brain lesion segmentation with adversarial networks. In Proceedings of the 25th
International Conference on Information Processing in Medical Imaging, IPMI 2017, Boone, NC, USA, 25-30 June 2017; Springer
International Publishing: Cham, Switzerland, 2017; pp. 597-609.

Varsavsky, T.; Orbes-Arteaga, M.; Sudre, C.H.; Graham, M.S.; Nachev, P.; Cardoso, M.]. Test-time unsupervised domain adaptation.
In Proceedings of the 23rd International Conference on Medical Image Computing and Computer Assisted Intervention-MICCAIL
2020, Lima, Peru, 4-8 October 2020; Springer International Publishing: Cham, Switzerland, 2020; pp. 428-436.

Wang, X; Liang, G.; Zhang, Y.; Blanton, H.; Bessinger, Z.; Jacobs, N. Inconsistent performance of deep learning models on
mammogram classification. J. Am. Coll. Radiol. 2020, 17, 796-803. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

49



QQ{V% diagnostics

Article

Developing a Deep-Learning-Based Coronary Artery Disease
Detection Technique Using Computer Tomography Images

Abdul Rahaman Wahab Sait * and Ashit Kumar Dutta 2

Citation: Wahab Sait, A.R.; Dutta,
A K. Developing a
Deep-Learning-Based Coronary
Artery Disease Detection Technique
Using Computer Tomography
Images. Diagnostics 2023, 13,1312.
https:/ /doi.org/10.3390/
diagnostics13071312

Academic Editors:
Sivaramakrishnan Rajaraman,

Zhiyun Xue and Sameer Antani

Received: 28 February 2023
Revised: 26 March 2023
Accepted: 30 March 2023
Published: 31 March 2023

e

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /

40/).

Department of Documents and Archive, Center of Documents and Administrative Communication,
King Faisal University, P.O. Box 400, Hofuf 31982, Al-Ahsa, Saudi Arabia

Department of Computer Science and Information Systems, College of Applied Sciences,
AlMaarefa University, Riyadh 13713, Saudi Arabia

*  Correspondence: asait@kfu.edu.sa

Abstract: Coronary artery disease (CAD) is one of the major causes of fatalities across the globe. The
recent developments in convolutional neural networks (CNN) allow researchers to detect CAD from
computed tomography (CT) images. The CAD detection model assists physicians in identifying
cardiac disease at earlier stages. The recent CAD detection models demand a high computational
cost and a more significant number of images. Therefore, this study intends to develop a CNN-based
CAD detection model. The researchers apply an image enhancement technique to improve the CT
image quality. The authors employed You look only once (YOLO) V7 for extracting the features.
Aquila optimization is used for optimizing the hyperparameters of the UNet++ model to predict
CAD. The proposed feature extraction technique and hyperparameter tuning approach reduces the
computational costs and improves the performance of the UNet++ model. Two datasets are utilized
for evaluating the performance of the proposed CAD detection model. The experimental outcomes
suggest that the proposed method achieves an accuracy, recall, precision, F1-score, Matthews correla-
tion coefficient, and Kappa of 99.4, 98.5, 98.65, 98.6, 95.35, and 95 and 99.5, 98.95, 98.95, 98.95, 96.35,
and 96.25 for datasets 1 and 2, respectively. In addition, the proposed model outperforms the recent
techniques by obtaining the area under the receiver operating characteristic and precision-recall
curve of 0.97 and 0.95, and 0.96 and 0.94 for datasets 1 and 2, respectively. Moreover, the proposed
model obtained a better confidence interval and standard deviation of [98.64-98.72] and 0.0014, and
[97.41-97.49] and 0.0019 for datasets 1 and 2, respectively. The study’s findings suggest that the
proposed model can support physicians in identifying CAD with limited resources.

Keywords: coronary artery disease; UNet++; cardiac arrests; convolutional neural networks;
hyperparameter tuning

1. Introduction

Across the globe, cardiovascular diseases (CVD) are the leading cause of mortality,
which accounts for an estimated 17.9 million deaths annually [1]. The most prevalent
form of CVD is coronary artery disease (CAD), which frequently results in cardiac arrest.
Coronary artery blockage leads to heart failure [2-7]. The heart relies on blood flow from
the coronary arteries [8]. In developing countries, heart disease diagnosis and treatment
are difficult due to the limited number of medical resources and professionals [9]. In order
to avoid further damage to the patient, there is a demand for practical diagnostic tools and
techniques. Both economically developed and underdeveloped nations are experiencing
significant surges in the number of deaths from CVD [10]. Early CAD identification can
save lives and lower healthcare costs [11-16]. Developing a reliable and non-invasive
approach for early CAD identification is desirable. During the past few years, practitioners
have significantly increased their utilization of computer technology to make decisions [17].

Physicians utilize conventional invasive methods to diagnose heart disease based on a
patient’s medical history, physical tests, and symptoms [18]. Angiography is one of the most
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precise approaches for analyzing heart issues using conventional methods. However, it has
a few limitations, such as a high cost, multiple side effects, and the requirement for extensive
technological expertise [19]. Due to human error, conventional approaches frequently result
in inaccurate diagnoses and additional delays. The coronary artery assessment through
computed tomography (CT) is called coronary CT angiography (CCTA). A high-speed CT
scan is performed on the cardiovascular system by administering a contrast agent through
the intravenous route to the patient [20,21]. CCTA is used to identify atherosclerotic disease
and evaluate abnormalities in the heart or blood vessels [22].

Machine learning (ML) is rapidly emerging as a game-changing tool for improving
patient diagnoses in the healthcare sector [17]. It is an analytical method for huge and chal-
lenging programming tasks, including information transformation from medical records,
pandemic forecasting, and genetic data analysis. Several studies suggest multiple ap-
proaches for identifying cardiac issues using machine learning [23-26]. The ML approach
consists of several processes, including image preprocessing, feature extraction, training
and parameter tuning, evaluating the model, and subsequently making predictions using
the model. The classifier’s performance is based on the feature selection process. Several
metrics have been described in the recent literature [27] for the evaluation of the ML-based
model. These metrics include accuracy, sensitivity, specificity, and F1-score. Healthcare
practitioners are primarily concerned about the ML-based model’s reliability and perfor-
mance [28]. In addition, simplicity, interpretability, and computational complexity are
essential criteria for implementing the CAD detection model in healthcare centers [29].

Deep learning (DL) is a relatively new ML technique with great promise for various
classification problems [30]. DL offers a practical approach to building an end-to-end model
using the raw medical image to predict a crucial disease [31]. In particular, the CNN model
outperforms other methods in several image categorization problems. CNN identifies the
key features and classifies images [32]. However, image annotation is one of the critical
phases in medical image classification. High dataset dimensionality is a crucial issue for
ML approaches [33]. The algorithm’s performance can be improved by weighting features,
which reduce redundant data and prevent overfitting [33-37].

Alothman A. F. et al. [4] developed a CAD detection model using the DL technique.
They employed the CNN model for classifying the CCTA images. In [7], the authors
contributed to developing an automated classifier for patients with congestive heart failure.
This classifier differentiates between individuals with a low risk and those with a high
risk of complications. In [9], the authors presented a deep neural network technique for
categorizing electrocardiogram data. The authors of [10] developed a clinical decision
support system to evaluate heart failure. The researchers examined the efficacy of several
ML classifiers, including neural networks, support vector machines, fuzzy rule systems,
and random forest.

The existing CAD detection models demand high computational costs and training
time for producing a reasonable outcome. It requires valuable features to identify an
image’s key pattern. The recent models face difficulties in overcoming underfitting and
overfitting issues. In addition, an effective feature extraction technique and hyperparameter-
tuned CNN model can address the shortcomings of the existing CAD detection models.
Therefore, this study intends to develop a CAD detection model using a CNN technique.
The contributions of the study are:

1. Animage enhancement technique to improve the quality of the CT images.
2. Anintelligent feature extraction approach for extracting key features.
3. A hyperparameter-tuned CNN technique for identifying CAD.

The remaining part of the paper is organized as follows: Section 2 presents the method-
ology of the proposed study. It highlights the research phases, dataset characteristics,
and hyperparameter-tuning process. Section 3 outlines the experimental results on CCTA
datasets. Section 4 discusses the study’s contribution and limitations. Finally, Section 5
concludes the study with its future directions.
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2. Materials and Methods

The proposed CAD detection model uses the CNN technique for identifying CAD
from the CT images. Figure 1 highlights the proposed CAD detection model. It contains
image enhancement, feature extraction, and hyperparameter-tuned UNet++ models for
predicting CAD using CCTA images.

Image | Feature
Enhancement \ Extraction |
l CAD ’
Hyperparameter L )

Tuned Unet++
model No CAD ‘

Figure 1. Proposed CAD detection model.

2.1. Dataset Characteristics

A total of two datasets are employed to train the models. Dataset 1 is publicly available
in the repository [5]. The CCTA images of 500 patients are stored in the dataset. The images
are classified into normal (50%) and abnormal (50%). The image is represented in 18
multiple views of a straightened coronary artery. The images are divided into training,
validation, and test images. The authors have included 2364 images to balance the dataset.

The 3D CCTA images of 1000 patients are deposited in dataset 2. The images
were captured using a Siemens 128-slice dual-source scanner. The size of the images is
512 x 512 x (206-275) voxels. The images were collected from the Guangdong Provincial
People’s hospital between April 2012 and December 2018. The average ages of females
and males were 59.98 and 57.68 years, respectively. The dataset repository [6] is publicly
available for the researchers. In addition, it offers an image segmentation method for
extracting images of coronary arteries from raw 3D images. Figure 2a,b are the raw images
of datasets 1 and 2, respectively. Table 1 presents the characteristics of the dataset.

(a) (b)

Figure 2. (a) Dataset 1. (b) Dataset 2.
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PHASE 1

N
2

PHASE 2

N
2

PHASE 3

Table 1. Dataset characteristics.

Dataset Number of Images  Number of Patients CAD No CAD Classifications

Dataset 1 2364 500 1182 1182 2
Dataset 2 1000 1000 503 497 2

2.2. Proposed Methodology

Figure 3 highlights the research phases of the study. Phase 1 outlines the image pre-
processing and feature extraction processes. Phase 2 describes the processes for classifying
the CCTA images into CAD and No CAD. In this phase, the Aquila optimization (AO)
algorithm [21] is employed for tuning the hyperparameters of the UNet++ model. Lastly,
phase 3 presents the performance evaluation of the proposed model.

i . YOLO V7 based
Pixel and Size
. feature
transformation -
extraction

-~

- — - CAD
Aquila opitmization based

hyperparameter tuned Unet++
model MNo CAD

h 4

Datasets 1 and Performance
2 Evaluation

Figure 3. Research methodology.

2.2.1. Feature Extraction

In phase 1, the researchers follow the methods of [18] to enhance the image quality. A
fuzzy function processes the standard CCTA image in the raster format. A discrete space is
used to represent the height and width of an image. A mapping function maps the fuzzy
image and the discrete space. The spatial information of the fuzzy image is located using
a neighborhood function. The researchers modified the membership function of [18] to
increase the pixel value. The membership function includes a rescaling function to enable
the YOLO V7 model to rescale the images during feature extraction. Equation (1) shows
the fuzzification process.

Fuzzy(CCTA Image) = Inty ., (CCTA image) + Memp ,(CCTA Image) (@)

where Inty , and Memp ;, are intensity and membership functions, and H and W are the
height and width of the CCTA image. The defuzzification function applies the maxima

53



Diagnostics 2023, 13,1312

for generating the enhanced CCTA image. Using the enhanced image, the researchers
transform the images into different sizes and supply them to the subsequent phases.

The images in dataset 2 are represented in 3D form, whereas the images of dataset 1
are expressed as the standard straightened arteries. To generate the straightened arteries
from the 3D CCTA images, the researchers apply the centerline extraction [19] using the
YOLO V7 model [20]. The YOLO V7 model identifies the centerlines using the anchor
point between the coronary ostia and cardiac chambers. The arterial characteristics are
generated using the central lines and area around the coronary vessels. In the subsequent
steps, YOLO V7 extracts the features, which are forwarded to the CAD detection model.

2.2.2. Fine-Tuned CNN Model

In phase 2, the author applies the AO algorithm and the UNet++ model to generate
the outcome. CCTA image features are convolutionally processed using a linear filter and
merged with a bias term. Then, the resulting feature map is passed through a non-linear
activation function. Hence, each neuron gains input from an N x N area of a subset
of feature maps of the prior or input layer. This neuron’s receptive fields comprise the
combined regions of its receptive fields. As the same filter in the convolutional layer is
used to probe all tolerable receptive fields of prior feature maps, the weights of neurons in
the same feature map are always the same.

During the training phase, the system acquires the shared weights, which may also be
filters or kernels. The activation function is a mathematical equation for determining the
outcome of a neural network [20]. The process is linked to each neuron of the network. The
active neuron is used to support the model to make a prediction. The activation function
determines the outcome of a neuron. The pooling layer triggers the non-linear function.
This layer is assigned to reduce the number of values in the feature maps by identifying
the important values of the previous convolutional layer. The dropout technique includes
an additional hyperparameter and dropout rate, influencing the chance of removing or
keeping layer outputs.

With UNet++, decoders from different U-Nets are densely coupled at the exact reso-
lution [21]. As a result of structural improvements, UNet++ offers the following benefits.
First, UNet++ embeds U-Nets of various depths in its design. The encoding and decoding
processes of these U-Nets are interconnected, and the encoders are partially shared. All the
individual UNets are trained in parallel with a standard image representation assistance by
training UNet++ under deep supervision. This architecture enhances the total segmentation
performance, and model pruning is made possible during the inference phase. In addition,
the encoder and decoder of the UNet++ model allow the feature maps to be fused at a
similar rate. The aggregation layer can determine how to merge feature maps transported
via skip connections with decoder feature maps using UNet++’s new skip connections. The
following section discusses the number of layers and the outcome of the training phase.
In order to tune the hyperparameters of the UNet++ model, the researchers employ the
specific features of the AO algorithm. Let P be the set of hyperparameters and consider a
population of candidate solutions with the upper bound (U) and lower bound (L). In each
iteration, an optimal solution is attained. Equations (2) and (3) present the candidate and
random solutions for P.

Py ... Py Pipim-1 Pipim
p— P%J . . le] . . lel.jl'm 2)
Pyio-oo Pnj Pnpim—1 Popim

where P represents the hyperparameters, N is the total number of parameters, and Dim is
the dataset size.

Pyj=rand* (Uj—L;)+L; i=12,...N;j=1,2,...,Dim 3)
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where rand is the function to generate an anchor point for searching the parameter, i and
j are the total number of parameters of the UNet++ model and the dataset’s size. The
researchers derive narrowed exploration and exploitation features of the AO algorithm
for finding the suitable hyperparameters of the UNet++ model. The AO agent considers
the locations of hyperparameters as a prey area from a high soar and narrowly explores it
using Equations (4) and (5).

Mi(t+1) = Mypes () X Levy (s) + Mir(t) + (Y — My) 4)

where My (t 4+ 1), Mipes, and Mg are the generative outcome at each iteration(t), s is the
space, Y is the random location of the search space, and Levy(s) is a flight distribution
function presented in Equation (5).

LBD]/(S) _ Cxn*xao (5)

1
m|?

where ¢, n, m, 0, and § are the constants for finding the hyperparameters.
Furthermore, narrow exploitation searches the hyperparameter using stochastic move-
ments. Equation (6) shows the mathematical expression for the narrow exploitation.

Ma(t+1) = Q* Mapest(t) — (G * Ma(t) * rand) ©)
—(Gy * Levy(s) x rand) + Gy

where M;(t + 1) is the generative solution at iteration (t), Q represents the quality function,
and G; and G, are movements of the AO agent. The researchers modified the quality
function according to the UNet++ model’s performance.

2.2.3. Performance Evaluation

Finally, the third phase evaluates the proposed method using the evaluation metrics,
including accuracy, precision, recall, F1-score, Matthews correlation coefficient (MCC), and
Kappa. The datasets are divided into a train set (70%) and a test set (30%). The number of
parameters, learning rate, and testing time are computed for each model. The researchers
compute the area under the receiver operating characteristic (AU-ROC) and the precision-
recall (PR) curve for each CAD detection model. In addition, the confidence interval (CI)
and the standard deviation (SD) are calculated to find the outcome’s uncertainty levels.

3. Results

To evaluate the performance of the proposed model, the researchers implemented the
model in Windows 10 professional with an i7 processor, NVIDIA GeForce RTX 3060 Ti,
and 8 GB RAM. Python 3.9, Keras, and Tensorflow libraries are used for constructing the
proposed model. Yolo V7 [20] and UNet++ [21] are employed for developing the proposed
model. In addition, the Alothman A.F. et al. model [4], Papandrianos N et al. model [7],
Moon, J.H. et al. model [8], and Banerjee, R. et al. model [9] are used for performance
comparison. The researcher trains the UNet++ model using datasets 1 and 2 under the
AQ environment. During the process, the proposed model scores a superior outcome at
the 36th epoch and around the 34th epoch for datasets 1 and 2, respectively. The dropout
ratios of 0.3 and 0.4 are used for datasets 1 and 2. These are used to address overfitting and
underfitting issues. Finally, six layers, including two dropout layers, three fully connected
layers, and a softmax layer, are integrated with the UNet++ model.

Table 2 presents the performance analysis of the proposed model on dataset 1. It
indicates that the proposed model achieves an average accuracy and F1-measure of 98.85
and 98.37 during the training phase. In contrast, in the testing phase, it obtains a superior
accuracy and Fl-measure of 99.40 and 98.60.
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Table 2. Performance analysis for dataset 1.

Methods/Measures  Accuracy Precision Recall F1-Measure = MCC  Kappa

Training

CAD 98.60 98.10 98.60 98.35 95.30 95.60

No CAD 99.10 98.40 98.40 98.40 95.40 94.90

Average 98.85 98.25 98.50 98.37 95.35 95.25
Testing

CAD 99.20 98.60 98.60 98.65 95.60 95.20

No CAD 99.60 98.40 98.70 98.55 95.10 94.80

Average 99.40 98.50 98.65 98.60 95.35 95.00

Table 3 reflects the proposed model performance on dataset 2. It is evident that the
image enhancement and feature extraction processes support the proposed model to detect
normal and abnormal CCTA images with optimal accuracy and F1-measure.

Table 3. Performance analysis for dataset 2.

Methods/Measures  Accuracy Precision Recall F1-Measure = MCC  Kappa

Training

CAD 98.70 98.80 98.70 98.75 96.40 96.30

No CAD 99.10 99.20 99.40 99.30 96.30 96.10

Average 98.90 99.00 99.05 99.02 96.35 96.20
Testing

CAD 99.40 98.80 98.60 98.70 96.40 96.30

No CAD 99.60 99.10 99.30 99.20 96.30 96.20

Average 99.50 98.95 98.95 98.95 96.35 96.25

Table 4 outlines the comparative analysis outcome of CAD using dataset 1. The
proposed model outperforms the existing models by achieving accuracy, precision, recall,
F1-measure, MCC, and Kappa of 99.40, 98.50, 98.65, 98.60, 95.35, and 95.00, respectively.

Table 4. Comparative analysis of CAD detection models using dataset 1.

Models/Measures Accuracy Precision Recall F1-Measure =~ MCC  Kappa
Alothman A.F.etal. [4] g4 o 98.20 97.80 98.00 9410 9420
model
Papandrianos, N. 98.90 97.80 98.10 97.95 9480  94.60
et al. [7] model
Moon, J.H. etal. [8] 98.50 97.60 98.20 97.90 9510  93.80
model
Banerjee, R. etal. [9] 98.20 97.80 98.30 98.05 9430  93.70
model
Proposed model 99.40 98.50 98.65 98.60 9535  95.00
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Likewise, Table 5 displays the outcome of CAD detection models using dataset
2. The proposed model’s dropout and fully connected layers supported the UNet++
model to overcome the existing challenges of the CNN models in classifying the images.
Thus, the performance of the proposed model is better compared to the baseline models.
Figures 4 and 5 highlight the performance of the CAD detection models on datasets 1 and
2, respectively.

Table 5. Comparative analysis of CAD detection models using dataset 2.

Models/Measures Accuracy Precision  Recall F1-Measure = MCC  Kappa
Alothman AF. et al. [4]

98.60 98.20 98.10 98.15 9530  95.10
model
Papandrianos, N. 98.30 98.60 97.40 98.00 9540  94.90
et al. [7] model
Moon, J.H. etal. [8] 98.50 97.90 97.60 97.75 9570 94.70
model
Banerjee, R. et al. [9] 98.70 98.20 98.40 98.30 9480  95.20
model
Proposed model 99.50 98.95 98.95 98.95 9635  96.25
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Figure 4. Comparative analysis of dataset 1 [4,7-9].
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Figure 5. Comparative analysis of dataset 2 [4,7-9].

Figure 6 shows the AU-ROC and PR curves of the models using dataset 1. The
proposed model learns the environment efficiently and handles the images effectively. In
contrast, the current models face challenges in managing images of dataset 1. The proposed
model obtained the AU-ROC and PR curve values of 0.97 and 0.95, which were higher than
the baseline models of dataset 1.

—— Proposed model

1.0 1.0
—— Alothman A F. et al. model
—— Papandrianos, N et al. model
o 0.9 —— Moon, J.H. et al. model
—— Banerjee, R. et al. model
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False Positive Rate Recall

Figure 6. AU-ROC and PR curve of CAD for dataset 1 [4,7-9].

Similarly, Figure 7 represents the AU-ROC and PR curve for dataset 2. Dataset 2
contains a smaller number of images compared to dataset 1. The recent models failed to
generate a better AU-ROC and PR curve. In contrast, the proposed model generates the
AU-ROC and PR curve values of 0.96 and 0.94, respectively.
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Figure 7. AU-ROC and PR curve of CAD for dataset 2 [4,7-9].
Table 6 highlights the computation cost of each model. The proposed model predicted
the existence of CAD with fewer parameters in a shorter learning rate (1 x 107%). In
contrast, the Alothman A F. et al. [4] model, Papandrianos N. et al. [7] model, Moon, J.H.
et al. [8] model, and Banerjee R. et al. [9] model consumed a learning rate of 1 x 1074,
1x1073,1x 1073 and 1 x 1073, respectively.
Table 6. Computational requirements for the CAD detection model.
Dataset 1 Dataset 2
Methods/Dataset No. of Learning  Learning Time No. of Learning  Learning Time
Parameters Rate (seconds) Parameters Rate (seconds)
Alothman A'F. et al. [4] model 43 M 1x10°* 1.92 52M 1x1073 1.98
Papandrianos, N. et al. [7] model 11.2M 1x1073 2.1 6.3 M 1x1073 245
Moon, J.H. et al. [8] model 74M 1x 1073 2.36 11.2M 1x 104 227
Banerjee, R. et al. [9] model 14.6 M 1x1073 2.3 6.1 M 1x107° 2.3
Proposed model 3.6M 1x107% 1.4 37M 1x10°* 15

Table 7 reveals the CI and SD of the outcomes generated by the CAD detection models.
The higher CI and SD values indicate that the proposed method’s results are highly reliable.

Table 7. Uncertainty levels of the CAD detection model outcomes.

Dataset 1 Dataset 2
Methods/Dataset a1 SD aI SD
Alothman A'F. et al. [4] model [98.55-98.61] 0.0017 [96.62-96.71] 0.0021
Papandrianos, N. et al. [7] model [97.41-97.48] 0.0021 [95.37-95.41] 0.0042
Moon, J.H. et al. [8] model [97.32-97.42] 0.0016 [95.82-95.91] 0.0029
Banerjee, R. et al. [9] model [97.91-98.02] 0.0019 [95.96-96.02] 0.0031
Proposed model [98.64-98.72] 0.0014 [97.41-97.49] 0.0019
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4. Discussion

Recently, there has been a demand for a lightweight CAD detection model for diag-
nosing patients at earlier stages. The CAD detection model helps the individual to recover
from the illness. CCTA is one of the primary tools in detecting CAD. It offers a non-invasive
evaluation of atherosclerotic plaque on the artery walls. The current CAD detection models
require substantial computational resources and time. The researchers proposed a CAD
detection model for classifying the CCTA images and identifying the existence of CAD.

Therefore, the researchers built a model using YOLO V7 and UNet++ models. The
effectiveness of the model is evaluated using two datasets. Initially, the images are enhanced
through a quality improvement process. Generally, the images are in grayscale with
low quality. The proposed image enhancement increases the pixel size and removes the
irrelevant objects from the primary images. Subsequently, YOLO V7 is applied to extract the
CCTA images’ features. It is widely applied in object detection techniques. The researchers
used this technique to identify the key features. Finally, the AO algorithm is used to tune
the hyperparameters of the UNet++ model. The findings highlight that transfer learning
can replace large datasets in potential Al-powered medical imaging to automate repetitive
activities and prioritize unhealthy patients. The proposed method obtained an average
accuracy of 99.40 and 99.50 for datasets 1 and 2, respectively. The outcome shows that the
model correctly classifies CAD and No CAD from the CCTA images. The proposed feature
extraction provided the critical features to the UNet++ model in making the decision.
Precision, recall, and F1-measure values of 98.50, 98.65, and 98.60 for dataset 1 represent
the effectiveness of the proposed model’s classification. The proposed model identified
the relevant features of the straightened coronary arteries of dataset 1. In addition, the
proposed model achieved superior precision, recall, and Fl-measure values for dataset
2. The presented data preprocessing and feature extraction methods supplied the crucial
features of straightened arteries to the UNet++ model. MCC and Kappa values of 96.35
and 96.25 highlight the binary classification ability of the suggested CAD detection model.
Figures 6 and 7 outline the AU-ROC and PR curve of the CAD detection models. It indicates
the effectiveness of the proposed CAD detection model’s capability to handle true positive
and false positive objects.

However, the CNN model can produce a poor outcome due to the generalization
ability. Thus, annotating or labeling the images is necessary to improve the performance of
the YOLO V7 model. Transfer learning prevents overfitting and allows the generalization
of tasks for other domains. It supports the UNet++ model to adjust the final weights
concerning the features. The advantages of transfer learning using image embeddings
with a feature extraction technique generate the highest average AUROC of 0.97 and 0.96
for datasets 1 and 2, respectively. The time necessary to train the proposed model was a
few minutes, eliminating the requirement for a significant amount of computing resources
and extensive training timeframes. The researcher achieves the study’s goal with limited
resources by employing the CNN model. CAD detection models have demonstrated strong
visual analysis, comprehension, and classification performance. The proposed model
gradually reduces the input size, extracting features in parallel using convolutional layers.
Images can be embedded to represent the input in a lower-dimensional environment
properly. The fuzzy function offers an opportunity to improve the quality of images in the
datasets. Improving the grayscale images enables the YOLO V7 model to identify valuable
features.

Furthermore, narrowed exploration and exploitation of the AO algorithm have iden-
tified the optimal set of hyperparameters for the UNet++ model. Although the UNet++
model contains an array of Unet models, it does not sufficiently address the overfitting
issues. However, the hyperparameter optimization integrated a set of dropouts and fully
connected layers with the UNet++ model. Thus, the proposed model achieves the study’s
objective by developing a CAD detection model. The findings reveal that the proposed
CAD detection model can help healthcare centers to identify CAD using limited computing
resources. The CI and SD outcomes show that the results are reliable. The following
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outcomes of the comparative analysis reveal the proposed model’s significance in detecting
CAD.

Alothman A.F. et al. [4] suggested a feature extraction strategy and a CNN model
to identify CAD in the shortest amount of time while maintaining the highest level of
accuracy. The effectiveness of the suggested model is examined using two datasets. The
experimental results for the benchmark datasets reveal that the model achieved a better
outcome with limited resources. However, the proposed model outperforms the model by
producing a superior outcome. Papandrianos et al. [7] developed a model for detecting
CAD using single-photon emission CT images. They applied an RGB-based CNN model
for CAD detection. The model achieved an AUC score of 0.936. However, the proposed
model obtained an AUC score of 0.97 and 0.96 on datasets 1 and 2. In addition, it produces
a better outcome on grayscale CCTA images.

Likewise, Moon J.H. et al. [8] proposed a DL model to detect CAD from 452 proper
coronary artery angiography movie clips. In line with [8], the proposed model employs
the YOLO V7 technique, which can be used for video clips. Moreover, the proposed
model outperforms the Moon J.H. et al. model with limited resources. Table 6 outlines the
computational complexities of the CAD detection models. It is evident that the proposed
CAD detection model generated results with a few sets of parameters and a lower learning
rate. Banerjee et al. [9] found a CNN long short-term memory approach for detecting CAD
from the electrocardiogram images. Tables 4 and 5 show that the Bannerjee et al. model
produces low accuracy and F1-measure. The proposed model achieved a better outcome
than the recent image classification [11-18]. The feature extraction technique supplied the
practical features to support the proposed model and generate better insights from the
CCTA images.

The proposed CAD detection generates an effective outcome on imbalanced datasets.
However, there is a demand for future studies to overcome a few limitations of the proposed
model. The multiple layers of the CNN model may require an additional training period.
The UNet++ architecture requires an extensive search due to the varying depths. In an
imbalanced dataset, the skip connection process may impose a restrictive fusion scheme to
simultaneously force sub-networks to aggregate the feature maps.

5. Conclusions

The authors proposed a CAD detection model using the computed tomography images
in this study. They intended to improve the performance of the CAD detection model using
the effective feature extraction approach. The recent models require high computational
costs to generate the outcome. Therefore, the authors proposed a three-phase method for
detecting CAD from the images. In the first phase, an image enhancement technique using
a fuzzy function improves an image’s quality. In addition, the authors applied the YOLO V7
technique to extract critical features. They improved the pixel value of the images to increase
the YOLO V7 performance in extracting features from the grayscale images. The second
phase used the AO algorithm for optimizing the hyperparameters of the UNet++ model
with CCTA image datasets. The dropout layers are integrated with the model to address
the overfitting issues. Finally, the third phase evaluated the performance of the proposed
model. The state-of-the-art CAD detection models are compared with the proposed model.
The comparative analysis revealed that the proposed model outperformed the recent CAD
detection models. In addition, the computational cost required for the proposed model was
lower than the others. The findings highlighted that the proposed model could support the
healthcare center in developing countries to identify CAD in the initial stages. Moreover,
the proposed model can be implemented with limited computational resources. However,
future studies are required to minimize the training time and improve the performance of
the CAD models with unbalanced data.
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Abstract: A chest X-ray report is a communicative tool and can be used as data for developing artificial
intelligence-based decision support systems. For both, consistent understanding and labeling is
important. Our aim was to investigate how readers would comprehend and annotate 200 chest X-ray
reports. Reports written between 1 January 2015 and 11 March 2022 were selected based on search
words. Annotators included three board-certified radiologists, two trained radiologists (physicians),
two radiographers (radiological technicians), a non-radiological physician, and a medical student.
Consensus labels by two or more of the experienced radiologists were considered “gold standard”.
Matthew’s correlation coefficient (MCC) was calculated to assess annotation performance, and
descriptive statistics were used to assess agreement between individual annotators and labels. The
intermediate radiologist had the best correlation to “gold standard” (MCC 0.77). This was followed by
the novice radiologist and medical student (MCC 0.71 for both), the novice radiographer (MCC 0.65),
non-radiological physician (MCC 0.64), and experienced radiographer (MCC 0.57). Our findings
showed that for developing an artificial intelligence-based support system, if trained radiologists
are not available, annotations from non-radiological annotators with basic and general knowledge
may be more aligned with radiologists compared to annotations from sub-specialized medical staff,
if their sub-specialization is outside of diagnostic radiology.

Keywords: chest X-ray; deep learning; artificial intelligence; agreement; performance; text annotation;
data; radiologists; development

1. Introduction

Chest X-rays (CXRs) are the most commonly performed diagnostic image modality [1].
Recent technological advancements have made it possible to create systems that support
and increase radiologists’ efficiency and accuracy when analyzing CXR images [2]. Thus,
interest in developing artificial intelligence-based systems for detection and prioritization
of CXR findings has increased, including how to efficiently gather training data [3].

For training, validating, and testing a deep learning algorithm, labeled data are
required [4]. Previous ontological schemes have been developed to have consistent labeling.
Labeling schemes can vary, from hierarchical labeling systems with 180+ unique labels [5]
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to few selected labels [6,7]. Label creation for deep learning development may be unique
to each project, since they are dependent on factors such as imaging modality, body part,
algorithm type, etc. [4]. In a previous study we developed a labeling scheme for annotation
of findings in CXRs to obtain consistent labeling [8]. Our labeling scheme was tested for
inter- and intra-observer agreement when used to annotate CXR images [8], and iterations
have been ongoing to potentially increase consistent use of labels for annotation of CXR
image and text reports.

Optimally, CXR training data should consist of manually labeled findings on the
radiographic images, marked with e.g., bounding boxes for location, and radiologists are
often needed to perform such a task to ensure the most accurate labeling [9]. Gathering data
for training an algorithm may therefore be time-consuming and expensive. Several systems
for automatic extraction of labels from CXR text reports have therefore been developed,
including natural language processing models based on either feature engineering [6,10]
or deep learning technology [11]. Labels that are extracted this way can then be linked to
the corresponding CXR image to provide large, labeled image datasets using minimal time
and cost [5].

To fully automate the labeling process, researchers have attempted to develop unsu-
pervised machine learning engineering to extract labels [12]. However, these methods still
seem inferior compared to solutions with components of supervision [13,14]. Therefore,
just as with images, text labeling algorithms still need manually labeled data for training.

Labeling of text for training a deep learning algorithm needs to be consistent [15].
However, unlike images, labeling and annotation of text may not require specialized radi-
ologists, since radiological reports are used for communication with other specialty fields
in health care and therefore should be understood by a much more diverse group of people
than just radiologists [16]. Only a few studies have been done on reading comprehension
and understanding findings in radiological text reports, when readers are health care work-
ers with differentiated levels of radiological experience [17]. Understanding how variability
in radiological knowledge impacts reading comprehension of a radiological text report,
could not only be beneficial in the development of a deep learning algorithm but could
also give insight to pitfalls of a radiological text report as a communicative tool between
medical staff [18].

In this study we aimed to investigate how differentiated levels of radiological task
experience impact reading comprehension and labeling performance on CXR text reports.
We also field-tested the text report labeling scheme by measuring label-specific agree-
ment between predicted and actual labels as to decrease any potential bias to reading
comprehension created by the labeling process itself.

2. Materials and Methods

Ethical approval was obtained on 11 May 2022 by the Regional Council for Region
Hovedstaden (R-22017450). Approval for data retrieval and storage was obtained on
19 May 2022 by the Knowledge Center on Data Protection Compliance (P-2022-231).

2.1. Diagnostic Labeling Scheme for Text Annotations

The initial structure and development of the labeling scheme have previously been
highlighted [8]. In summary, the labels were generated to match existing CXR ontolo-
gies such as Fleischner criteria and definitions [19] and other machine learning labeling
schemes [5-7]. Labels were ordered hierarchically, where a high-level class such as “de-
creased translucency” was divided to lower-level classes that increased in specificity. The
labeling scheme was previously tested for inter- and intra-observer agreement in CXR
image annotation [8]. Iterations were since made to increase the agreement; (1) labels
were made to be as descriptive as possible and (2) interpretive labels were added under
the category “Differential diagnosis”, because of increased detailed information that was
present in chest X-ray text reports compared to chest X-ray images (Figure 1).
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Figure 1. Labeling hierarchy for chest X-ray text report annotation.

2.2. Dataset

A selection of a total of 200 de-anonymized CXR reports from 1 January 2015 to
11 March 2022 were collected at the Department of Diagnostic Radiology at Rigshospitalet
through the PACS system (AGFA Impax Client 6, Mortsel, Belgium). The CXR reports were
retrieved through two methods:

Firstly, through a computerized search algorithm, CXR reports were selected using
search words found in the text. A minimum of six CXR reports were required to be present
for each of the following search words; pneumothorax, cysts/bullae, emphysema, infiltrate,
consolidation, diffuse infiltrate, pleural effusion, atelectasis, lung surgery, chronic lung
changes, pneumonia infection, tuberculosis, abscess, and stasis/edema. This method
resulted in 84 reports.

Secondly, for the remaining 116 reports, a computerized search algorithm was used to
find and distribute an equal number of cases, between the following criteria (29 cases each):

(1)  Truly randomly selected.

(2) Randomly selected cases containing any abnormal findings.

(3) Randomly selected cases, within the top 10% of all cases that had the greatest number
of associated labels per case relative to the length of the report.

(4) Randomly selected cases, within the bottom 10% of cases that had the least number of
labels associated per case relative to the length of the report.
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2.3. Participants and Annotation Process

A total of three board-certified radiologists were included as annotators to determine
labels for the cases in the text annotation set to form the “gold standard” labels (actual
labels). All three radiologists had specialized training ranging from 14 to 30+ years each. Six
annotators with varying degrees of radiological experience were included to annotate the
200 text reports with labels from the labeling scheme (Figure 1). Annotators included a(n):
intermediate radiologist (physician with radiological experience, 6 years), novice radiologist
(physician with radiological experience, 2 years), experienced radiographer (radiological
technician, with radiographer experience of 15 years), novice radiographer (radiological
technician with radiographer experience of 3 years), non-radiological physician (7 years
of other specialized, clinical experience, post-graduation), and a senior medical student
(planning to graduate from university within 6 months).

The annotation process began on 25 August 2022, and ended on 25 October 2022. All
200 text reports were imported to a proprietary annotation software developed by Unumed
Aps (Copenhagen, Denmark). Annotators were instructed to find and label each piece of
text describing both positive and negative findings (Figure 2). Annotators were blinded to
the X-ray images and other annotators” annotations.
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Figure 2. Annotation software for text report annotations. The full-text report is displayed on the
right side and labels in the labeling hierarchy are displayed on the left. On the top left, selected labels
are showcased; red labels for negative findings and blue labels for positive findings.

2.4. Presentation of Data and Statistical Analysis

“Gold standard” labels were defined as consensus on a label in a text report between
two or more of the three board-certified radiologists. “Majority” vote labels were defined
by consensus on a label between four or more of the six annotators and “majority excl.
intermedjiate radiologist” were defined as consensus vote on a label between three or more
of the remaining annotators after removing the intermediate radiologist as an annotator.
Frequency counts reflected the total cumulative counts of a label’s use in all text reports
in the annotation set. Time spent on annotation was done by calculating the average time
spent on a text report from opening the report to annotation completion.

Matthew’s correlation coefficient (MCC) [20] was used to compare annotator perfor-
mance to “gold standard” labeling and to compare annotators’ performance to each other.
The MCC was based on values selected for a 2 x 2 confusion matrix (Table 1) where true
positive (TP) described the number of labels that matched “gold standard” labels for all
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positive and negative findings separately. True negative (TN) described the number of
labels that were not used by annotators which also matched labels that were not used
by both “gold standard” for all positive and negative findings separately. False positives
(FP) described the number of labels that annotators used, but “gold standard” did not use,
and false negative (FN) described all labels that “gold standard” used but annotators did
not use.

Table 1. An example of 2 x 2 confusion matrix for the calculations of Matthew’s Correlation
Coefficient. TP, true positive; FP, false positive; FN, false negative; TN, true negative.

Gold Standard

Labels used Labels NOT used
Annotator(s) Labels used TP FP
Labels NOT used FN TN

MCC was then defined by following equation [20]:

(TP TN) — (FP % FN)

MCC =
(TP + EP)(TP + EN)(TN + FP)(TN + FN)

To achieve this, MCC was calculated using Python 3.8.10 (https://www.python.org/)
with the Pandas [21] and Numpy [22] libraries for each label and then micro-averaged [23]
to give an overall coefficient for all positive and negative labels. MCC ranges between —1
and 1, where 1 represents perfect positive correlation, 0 represents correlation not better
than random, and —1 represents total disagreement between labels of the “gold standard”
set (actual) and the set of labels chosen by the annotator (predicted) [20].

One weakness of MCC and other standard agreement statistics is that they fail to take
partial agreement into account in structured and taxonomic annotation tasks like ours. In
addition, they do not clearly identify tendencies towards over- or under-annotation by any
single annotator. To this end, we performed a separate analysis for any pair of annotators.
An annotator here means either an individual human annotator or a constructed annotator
such as “gold standard” or any of the “majority”-categories. For each annotator pair, we
ran a maximum weight matching algorithm on a graph constructed from their individual
annotations, trying to pair the labels from the two annotators as best as possible. We used
the implementation available in the Python library networkx (version 2.8.8) [24].

We employed a weighting that enforced the following criteria in descending order:

(1) Match with the exact same label, or
(2) Match with an ancestral or descendent node (e.g., for “vascular changes” it could be
either “aneurism” or “widening of mediastinum” etc. (Figure 1))

The hierarchical order in which the labels are placed, categorizes labels into similar
groups and findings of similar characterization become more distinguishable from each
other with each branch division. This is done to reduce the number of unusable labels
caused by inter-reader variability [25] as disagreement on a label in a branched division
could have common ascending nodes. Annotators do not manually mark a piece of text
to a label, so to maximize data, we post-processed by discarding matched pairs of labels
that did not belong to the same branch, since we operated on the assumption that the same
piece of text/finding should not lead to annotation with labels that did not belong within
the same category. The statistical algorithm would pair up any remaining annotations at
random after all matches with positive weight had been made. If the annotators made
an unequal number of annotations, such that it was impossible to pair all annotations, or
if matched labels did not belong within the same branch or were not in a direct line of
descending/ascending order we denoted the remaining annotations as unmatched.

Descriptive statistics were thus calculated to investigate specific agreements by com-
paring counts of “matched” and “unmatched” labels between annotators and “gold stan-
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dard”. In addition to presenting matched and unmatched labels as representation for
individual annotator agreements, the number of matched and unmatched counts was also

presented for each label.

3. Results

A total of 63 positive labels and 62 negative labels were possible to use for annotation
(Figure 1). A pareto chart showed that 25 labels covered 80% of all labeled positive findings,
and four labels covered 80% of all negative findings. The top 5 most used labels for

cardiomegaly”, “atelectasis”, and

“stasis/edema”. The top 5 most used labels for negative findings were: “pleural effusion”,

“infiltrate

”ou
’

positive findings were: “infiltrate”, “pleural effusion

cardiomegaly”, and “pneumothorax” (Figure 3a,b).
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Figure 3. Pareto chart of all annotators accumulated use of labels for (a) positive findings and

(b) negative findings.

For labels that represented positive findings, the novice radiographer had more an-
notations for “bone” (16 cases vs. 0-8 cases) and “decreased translucency” (29 cases vs.
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0-10 cases) compared to other annotators. The novice radiologist had more annotations
for “other non-pathological” compared to other annotators (18 cases vs. 0-2 cases), and
the senior medical student had more annotations on “diffuse infiltrate” compared to other
annotators (22 cases vs. 0-5 cases) (Table A1l in Appendix A).

For negative findings, the experienced radiographer had more annotations on “consol-
idation” (23 cases vs. 0—4 cases) and “pleural changes” (20 cases vs. 0-6 cases) compared
to the other annotators. The non-radiological physician had more annotations on “car-
diomediastinum” than other annotators (21 cases vs. 0-7 cases) (Table A2 in Appendix
A).

The average time spent on annotating a text report was: 98.1 s for the intermediate
radiologist, 76.2 s for the novice radiologist, 232.1 s for the experienced radiographer,
135 s for the novice radiographer, 99.4 s for the non-radiological physician, 145.8 s for the
senior medical student, and each “gold standard” annotator took on average 135.2 s per
text report.

3.1. Annotator Performance and Agreement

Table 2a,b showed the MCC values for each annotator for positive and negative
findings, respectively. The intermediate radiologist had the best MCC compared to other
annotators, both for labels representing positive findings and negative findings (MCC 0.77
and MCC 0.92). The senior medical student had comparable MCC values to the novice
radiologist for both negative and positive findings (Table 2a,b).

Table 2. Matthew’s correlation coefficients (MCC) for annotators’ performance in annotating
chest X-ray text reports compared to gold standard annotation set for (a) positive findings and
(b) negative findings.

Radiologist, Radiologist, Radiographer, Radiographer, Physician, Senior Medical
Intermediate Novice Experienced Novice Non-Radiologist Student
MCC 0.77 0.71 0.57 0.65 0.64 0.71
@
Radiologist, Radiologist, Radiographer, Radiographer, Physician, Senior Medical
Intermediate Novice Experienced Novice Non-Radiologist Student
MCC 0.92 0.88 0.64 0.88 0.77 0.88

(b)

For both positive and negative findings, the senior medical student achieved better
MCC than the non-radiological physician (0.71 vs. 0.64 for positive findings and 0.88
vs. 0.77 for negative findings). This tendency was also present for the radiographers.
The novice radiographer achieved better MCC for both positive and negative findings
compared to the experienced radiographer (0.65 vs. 0.57 for positive findings and 0.88 vs.
0.64 for negative findings).

All annotators achieved higher MCC for negative findings compared to their own
MCC for positive findings (Table 2a,b).

The number of labels that were a match (Table 3) and unmatched (Table A3) between
different pairs of annotators was used as representation for degree of agreement between
different annotators.

Table 3 showed the number of matched labels between each annotator for both positive
and negative findings. The intermediate radiologist, novice radiologists and senior medical
student had the most label matches with each other. The novice radiographer had more
matches with the “gold standard” (710 labels matched) compared with the experienced
radiographer’s matches with “gold standard” (589 labels matched). The senior medical
student had more matches with “gold standard” (741 labels matched) compared with the
non-radiological physician’s matches with “gold standard” (665 labels matched).
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Table A3 in the Appendix A showed the number of unmatched labels that were left
after subtracting the number of matched labels to each annotator’s total label use. The
intermediate radiologist had the least number of unmatched labels left compared with
the “gold standard” (201), however, the other annotators closely followed (203-234).
The “majority” vote achieved the lowest number of unmatched labels against “gold
standard” annotations compared with any individual annotator (122). “Gold stan-
dard” generally used fewer labels per text report compared with any annotator. (e.g.,
32 unmatched labels leftover for “gold standard” when matched to the intermediate
radiologist vs. 201 unmatched labels leftover for the intermediate radiologist when
matched to “gold standard”).

The “majority excl. the intermediate radiologist” voting (723) had more labels that
matched with “gold standard” compared with the “majority” voting which included the
intermediate radiologist (702) (Table 3). Even though the number of unmatched labels
increased (162) when excluding the intermediate radiologist majority vote compared with
majority voting including the intermediate radiologist (122), there were still fewer un-
matched labels than any individual annotator (Table A3).

3.2. Label Specific Agreement

Tables 4 and 5 showed the cumulative cases of matches on a specific label for labels
in the “lung tissue findings” category and “cardiomediastinum” category, respectively.
“Atelectasis”, “infiltrate”, and “pleural effusion” were lung tissue related labels with the
most matches (219, 687, and 743, respectively) (Table 4), while “cardiomegaly” (472) was the
label with the most matches in the “cardiomediastinum” category (Table 5), and “medical
device, correct placement” (115), and “stasis/edema” (576) were the labels with the most

matches in the rest of the labeling scheme (Table A4).
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For the label “infiltrate”, the annotators had a greater spread across different labels
compared to “gold standard”. When “gold standard” used the label “infiltrate”, annotators
matched with six labels other than “infiltrate”. Four of these labels were more specifici.e.,
descendants of “infiltrate” and two were less specific i.e., ancestors of “infiltrate” (Figure 1
and Table 4). For comparison, “gold standard” matched only with two descendent labels
and one ancestral label (Table 4).

The opposite tendency was seen in the labels “decreased translucency”, “pleural
changes”, and “atelectasis”—"gold standard” had greater spread and used more specific
labels compared to annotators (Table 4).

Table 5. Number of matched cases (accumulated) on specific labels in the labeling scheme related to
“cardiomediastinal findings”. * Rows and columns not belonging to the parent node “cardiomediasti-
nal findings” and that did not have any label disagreements have been pruned and thus number of
rows does not match number of columns.

Gold Standard *
. - . Widening of Lymph Node Other Vascular
Cardiomediastinum Cardiomegaly Mediastinum Pathology Cardiomediastinum  Changes
Cardiomediastinum 1 16 8 1 1
.~ Cardiomegaly 3 Y, S
£ Widening of
S g
s Mediastinum . & .
e Lymph node 9
& pathology
Mediastinal tumor 1
Other 4
cardiomediastinum
Vascular changes 2 32

0 labels matched 100+ labels matched

When annotators used “cardiomediastinum” it was most often matched with more
specific, descendent nodes such as “cardiomegaly”, “widening of mediastinum”, and
“lymph node pathology” by “gold standard” (Table 5). Annotators were also less specific
when “gold standard” used “lymph node pathology” since annotators only matched with
using ancestral nodes besides the label itself (Table 5).

For the rest of the labeling scheme “gold standard” also used more specific labels
compared to annotators (Table A4).

For unmatched labels, annotators had more different types of unmatched labels com-
pared to “gold standard” (60 different types of labels vs. 41). Annotators had labeled 760
findings that were unmatched with “gold standard” labels, while “gold standard” only
had 131 findings that did not find a match within the annotators’ labels.

4. Discussion

There were three main findings in our study: (1) for radiologists, annotation perfor-
mance of CXR text reports increased when radiological experience increased, (2) annotators
had better performance on annotating negative findings compared to positive findings,
and (3) annotators with less radiological experience tended to use a greater amount of less
specific labels compared to experienced radiologists.

4.1. Performance of Annotators

Generally, all annotators showed high correlation [20] to “gold standard” annotations
of CXR text reports (Table 2a,b). This finding was comparable to a previous study which
showed a similar level of agreement between radiologists and non-radiological physicians
and medical students when reading and comprehending radiology reports [26]. However,
disagreements in reading and reporting radiological findings exist even between readers
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of the same specialty [27]. Previous studies suggested that the free-form structure of a
radiological text report permitted the use of sentences that were ambiguous and incon-
sistent [28]. The variability in using these phrases could contribute to the annotation
variability observed between the annotators. The intermediate radiologist’s specialized
experience may enable them to be better aligned with the “gold standard” annotators
in interpreting whether an ambiguously worded sentence suggested that a finding was
relevant and /or important enough to be annotated [26,29].

Our study also showed that the senior medical student and the novice radiographer
performed better in annotation than the non-radiological physician and the experienced
radiographer, respectively (Table 2a,b). Previous studies have demonstrated the difference
between adaptive and routine expertise [30]. Experienced medical staff are encouraged
to increase their specialization over time, thus, narrowing, but deepening their field of
knowledge and therefore do not often engage in unknown situations [31,32], contrary to
younger medical staff in active training. The novice radiographer and the medical student
may have been more receptive to the change in their usual tasks, making them quicker to
adapt to the annotation process itself [33,34]. The inherent routine expertise the experienced
radiographer and the non-radiological physician have, may affect their behavior to value
efficiency higher than thoroughness [35,36], and to only annotate findings that they would
usually find relevant and disregard other findings [26,37]. A previous study aligned with
our findings and showed that radiologists in training had slightly better performance
compared to sub-specialist radiologists when reading and understanding reports outside
their sub-specialty [38]. Another study showed that clinicians extract information from a
radiological report based on their clinical bias [39,40] which may also contribute to the result
of lesser correlation with “gold standard” annotations by the non-radiological physician
compared to e.g., the senior medical student.

We found that labeling negative findings or labeling normal cases from abnormal cases
may result in more consistent data for training a decision support system. Our findings
were congruent with previous findings where it was demonstrated that negative findings
were described more unambiguously in text reports, and that this may contribute to less dif-
ficulty in reading and comprehending negative findings compared to positive findings [27].
Negations may be a useful resource in the development of artificial intelligence-based
algorithms for radiological decision support systems and studies [10,41,42] have shown
that they are just as crucial to identify in a text, as positive findings [43].

4.2. Majority Vote Labeling

The results of our research indicated that there could be a reduction in false positive
labels when using majority labeling compared to the labels used by an individual annotator
(Table A3). Recent efforts have been made to outsource labeling to more annotators of lesser
specialized experience as a way to reduce the time and cost of data gathering compared
to sourcing and reimbursing field experts in the same tasks [44]. Several methods have
been proposed to clean data labeled by multiple, less experienced annotators to obtain
high-quality datasets efficiently, including using majority-vote labeling [45-47]. More
inexperienced annotators may tend to overinterpret and overuse labels due to lack of
training [48] or fear of missing findings [49]. Our study suggested that using majority
labeling instead of using labels by individual annotators may eliminate some of the noisy
and dispensable labels created by inexperienced annotators. Even when we eliminated the
most experienced annotator from the majority voting (intermediate radiologist), there was
still a reduction in false positive labels compared to any individual annotator (Table A3).

4.3. The Labeling Scheme

Zanrs A s s

“Atelectasis”, “infiltrate”, “pleural effusion”, “cardiomegaly”, “correctly placed medi-
cal device”, and “stasis/edema” were the labels that were most frequently agreed upon
from our labeling scheme (Tables 4, 5 and A4 in Appendix A). While some labeling tax-
onomies are highly detailed with more labels than our labeling scheme [5], our labels were
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comparable to previously used annotation taxonomies which used text mining methods
to extract labels [6,50]. An increased number of labels may introduce noise in data gath-
ering [51], which there is a particularly high risk of when interpreting CXR and thoracic
findings [52]. Fewer and broader labels may therefore be more desirable since this may
enable higher agreement on a label from different readers.

Although “infiltrate” was one of the most agreed-upon labels, the differential diagnosis
“pneumonia/infection” was not, despite it being one of the most common referral reasons
for a CXR [53]. The “pneumonia/infection” diagnosis is usually based on a combination of
clinical and paraclinical findings [54]. Radiologists are aware of this and may oftentimes
not be conclusive in their reports, thus, introducing larger uncertainty to words associated
with “pneumonia” compared to “infiltrate” [52]. Comparable with previous results from
labeling CXR images [8], our study suggested that labels which are descriptive may be
preferred to interpretive diagnostic labels. When annotating CXR reports, uncertainty of
the radiologist in making diagnostic conclusions may introduce increased annotation bias
in text reports.

4.4. Bias, Limitations and Future Studies

Due to time constraints, only a limited number of CXR text reports were included in
our study. Previous studies have mentioned the limitations of using Cohen’s kappa when
it comes to imbalanced datasets, specifically, when the distribution of true positives and
true negatives is highly skewed [55]. The limitations have been shown to be most prevalent
when readers show negative or no correlation [56]. In anticipation of a label imbalance
in our dataset and a risk of none to negative correlation between an annotator and “gold
standard”, we used Matthew’s correlation coefficient over Cohen’s kappa. However,
as shown by Chicco et al. [56] MCC and Cohen’s kappa are closely related, especially
when readers show positive correlation. In our study, all readers had positive correlation
coefficients with “gold standard” and the interpretation of results would therefore likely
not have changed if we had used Cohen’s kappa instead of MCC.

A limitation of the number of annotators included in our study was due to a com-
bination of time constraints and participant availability. We recognize that as with the
“gold standard” labels, ideally each level of annotator-experience should consist of multiple
annotators’ consensus vote. However, we found it relevant that our study reflected the
real-world obstacles of data-gathering for deep learning development projects since re-
cruitment of human annotators is already a well-known problem. We presented “majority”
voting categories as solutions to, not only the limited number of annotators in our study,
but also as a solution when there is a lack of annotators in deep learning development
projects in general.

Annotations by the board-certified experienced radiologists may not reflect true labels,
since factors such as the annotation software and subjective opinions may influence a
radiologist’s annotations. We attempted to reduce these elements of reader bias through
consensus between the experienced radiologists by majority voting [57]. Furthermore, since
annotators did not manually link each specific text piece to a label, we could not guarantee
that annotators labeled the exact same findings with the same labels. We used an algorithm
for matching labels in this study, since that algorithm would also be used for developing
the final artificial intelligence-based support system.

Our study did not investigate whether an artificial intelligence-based algorithm would
perform better when trained on annotations from less experienced medical staff compared
to experienced radiologists. The assumption behind our study was that radiologists could
provide annotations of the highest quality to train an algorithm, and that annotators
with higher correlation to those annotations would produce high quality data [9]. Further
studies are needed to investigate the differences in algorithm performance based on training
data annotated by experienced radiologists compared to other medical staff. We did not
investigate whether our annotators’ text report labels corresponded to the CXR image, since
this was not within the scope of our study but could be a topic of interest for future studies.
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5. Conclusions

Trained radiologists were most aligned with experienced radiologists in understand-
ing a chest X-ray report. For the purpose of labeling text reports for the development
of an artificial intelligence-based decision support system, performance increased with
radiological experience for trained radiologists. However, as annotators, medical staff
with general and basic knowledge may be preferred to experienced medical staff, if the
experienced medical staff have sub-specialized routine experience in other domains than
diagnosing thoracic radiological findings.
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Abstract: Domain shift is one of the key challenges affecting reliability in medical imaging-based
machine learning predictions. It is of significant importance to investigate this issue to gain insights
into its characteristics toward determining controllable parameters to minimize its impact. In this
paper, we report our efforts on studying and analyzing domain shift in lung region detection in
chest radiographs. We used five chest X-ray datasets, collected from different sources, which have
manual markings of lung boundaries in order to conduct extensive experiments toward this goal. We
compared the characteristics of these datasets from three aspects: information obtained from metadata
or an image header, image appearance, and features extracted from a pretrained model. We carried
out experiments to evaluate and compare model performances within each dataset and across datasets
in four scenarios using different combinations of datasets. We proposed a new feature visualization
method to provide explanations for the applied object detection network on the obtained quantitative
results. We also examined chest X-ray modality-specific initialization, catastrophic forgetting, and
model repeatability. We believe the observations and discussions presented in this work could help
to shed some light on the importance of the analysis of training data for medical imaging machine
learning research, and could provide valuable guidance for domain shift analysis.

Keywords: domain shift; lung region detection; chest X-ray datasets; catastrophic forgetting; modality-
specific initialization

1. Introduction

Chest radiography is an important imaging tool for the examination, identification,
and diagnosis of cardiothoracic and pulmonary abnormalities. Radiological findings are
frequently used for triage, screening, and diagnosis. The computer-aided diagnosis (CAD)
of chest X-rays using deep learning (DL) and image processing techniques has been actively
studied in the literature. A very recent comprehensive survey on publications using DL on
chest radiographs can be found in [1]. However, despite this extensive research, very few
methods have been translated into real-world clinical use.

Domain shift is a significant challenge that machine learning (ML) algorithms often
face when models are deployed for real-world use. It refers to the phenomenon of unreliable
prediction performance when the distribution of the data used to train and evaluate ML
models in the development stage is different from that of the data seen by the deployed
models. Because of the existence of domain shift, the performance of models during
deployment may be significantly worse than what was observed during developmental
experiments. This issue can be more substantial for medical imaging applications due to
several factors: (i) training data size-medical images are often available either in small
quantities, especially for abnormal cases; (ii) limited number of annotations due to the
shortage of medical experts as well as the required intensity of labor efforts; (iii) lack of
diversity in the distribution of patient population as data may be sourced from a single site;
(iv) lack of variety in severity and type of disease manifestations; and (v) lack of multiple
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imaging modalities. Furthermore, the images obtained from different clinical providers
are often taken by different imaging devices with varying manufacturer sensor designs
and on-device post-processing, image acquisition parameters/protocols, and illumination
conditions for optical imagery. As a result, the characteristics of images from different
sources can be considerably different, which may create domain shift issues and low
generalization performance of models on target. Therefore, it is of high value to study the
problem of domain shift in medical applications and develop methods to provide necessary
controls or, ideally, remedy it.

As summarized by [1], there have been limited works on domain adaptation for
automated chest X-ray analysis [2—4]. In this work, we focus on an important pre-processing
step in chest X-ray analysis—lung region detection to analyze domain shift problems in
localizing lung region-of-interest (ROI). The problem of extracting the bounding box that
encloses two lungs, as shown in Figure 1, can reduce the interference of irrelevant areas in
the image for cardiopulmonary diseases and lessen the challenge of learning data-driven
DL models in the succeeding steps, especially when the data are limited.

o

Figure 1. Lung ROI detection.

To investigate the domain shift for lung region localization, we used five chest X-ray
datasets. Each dataset contains images in a range of a few hundred or less. These datasets
were collected from different sources, and they vary from each other in multiple aspects,
including patient population, disease manifestation, imaging devices, clinical providers,
and the number of images. DLs are data-driven. Therefore, the characteristics of data have
a significant impact on the performance of DL models and play a key role in explaining
and understanding the model behavior. Domain shift, also called distributional shift, in
essence, is due to the changes in data characteristics. Hence, to obtain some insights into
model explanation and analysis, we need to analyze and compare the data characteristics
among these datasets first. We conducted the comparison and analysis from three aspects:
information obtained from metadata or image header, image appearance, and feature
extracted from a pretrained model. Through these three complementary approaches, we
evaluated the datasets for homogeneity, diversity, and variability.

To examine the effect of domain shift on DL models, we carried out extensive experi-
ments in four scenarios. We trained lung region detection models using individual datasets
as well as combinations of datasets. We evaluated and compared the intra/inter-dataset
performances among all models. We observed and discussed interesting results. We also
experimented with modality-specific initialization, i.e., the model to be trained on one CXR
dataset is initialized with the weights from the model that has been trained on another
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CXR dataset. We evaluated the additional effects that are often encountered in medical Al
applications, viz., catastrophic forgetting and model repeatability.

It is very important to understand and explain the reasons behind such observations of
performance variations, that is, why does a certain model work better than another model
on a certain dataset? To this end, we proposed a new and simple approach that converts
the multi-scale feature maps extracted from several stages in the applied object detection
network into a feature vector, and generated feature embeddings in a 2D plot to show the
feature representation characteristics of the network for images from different datasets.

To summarize, our main contributions include the following:

e  We designed and carried out extensive experiments using five small chest X-ray
datasets to study the cross-dataset performance and domain shift issue on lung detec-
tion in CXRs.

e We proposed to use three complementary approaches (at text, image, and feature level,
respectively) for data analysis and understanding, a key prerequisite step that needs
to be carried out before DL design and implementation but is often paid insufficient
attention to in the literature.

e  We considered and compared four scenarios in the experiments, using or not using
the dataset combination, as well as different model initializations.

e  We proposed a new method to extract and visualize the features from the object detec-
tion models which were shown to be helpful for providing insights into explaining
the obtained detection performances on datasets.

Although our methods were developed and evaluated for lung region detection, a vital
step in a CAD system for CXR analysis, they can be applied and adapted to other medical
image analysis applications. We hope the observations and discussion of the experimental
results presented in this work help shed some light on the importance of data analysis for
medical imaging machine learning research, especially when the dataset at hand is small,
and provide valuable input for domain shift analysis. In the following Sections 2 and 3, we
present detailed descriptions of the analysis and comparison of dataset characteristics, the
methods for detecting lung ROI, the approach for analyzing domain shift across datasets,
the design of the experimental tests, and the discussion of the results. We conclude the
paper and provide suggestions for future work in Section 4.

2. Methods
2.1. Datasets

We used five deidentified chest X-ray datasets in this work that were collected from
different sources and have manual lung masks: (1) Montgomery; (2) Shenzhen; (3) JSRT;
(4) Pediatric; and (5) Indiana. The bounding boxes of manual lung masks were used as
ground truth for this detection work.

Both Montgomery and Shenzhen datasets are made publicly available by the U.S.
National Library of Medicine (NLM) [5]. The Montgomery set was sampled from im-
ages acquired by the Department of Health and Human Services, Montgomery County,
Maryland, under its Tuberculosis (TB) Control program over many years. It consists of
138 posterior-anterior (PA) X-rays (80 controls and 58 TB cases with manifestations of
tuberculosis), left and right lung lobe binary masks for each image, as well as patient age
and gender information. The consensus annotations of regions of manifestations from
two radiologists and their radiology readings were also added to the dataset later [6].
The Shenzhen set was collected and provided by Shenzhen No.3 Hospital in Shenzhen,
Guangdong providence, China. It contains 326 normal chest X-rays and 336 abnormal chest
X-rays showing various TB-consistent manifestations. The dataset also includes consensus
annotations of regions of manifestations from two radiologists. The use and sharing of
both the Montgomery and Shenzhen sets were reviewed and exempted from IRB review
by the NIH Office of Human Research Protections Programs. The manual binary lung
masks of a subset (566 images) of the Shenzhen dataset were provided through Kaggle by
another research group [7]. JSRT [8] is a public chest radiograph dataset released by the
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Japanese Society of Radiological Technology (JSRT) two decades ago. There are 247 scanned
chest radiographs in the dataset, 154 of which have malignant or benign nodules and
93 have normal lungs. The manual binary masks of the lungs for each chest X-ray are also
available [9]. Associated textual information includes patient age, gender, nodule diagnosis,
and coordinates of nodule location. The pediatric dataset was acquired from a private
clinic in India. It contains 161 pediatric chest radiographs. Each image has a corresponding
manual lung segmentation mask. We also used a very small subset (55 frontal images) of the
Indiana University hospital network image collection, made available through Open-i [10],
that have manual lung masks. Each image in this subset has a clinical report that included
information on findings and impressions but no patient demographic information such as
age and gender.

Pre-Processing

The image formats in the five datasets may be different from set to set, although
PNG and DICOM are two of the main formats. For example, the images in the Pediatric
dataset are in both formats, where the PNG images have 12-bit gray-scale color depth,
while the JSRT has PNG images of 12-bit gray-scale (also converted to TIF images of 8-bit
gray-scale [11]) and the PNG images in Indiana set are with 8-bit gray scale (were contrast-
enhanced for the convenience of lung mask lineation). The ground truth lung segmentation
mask images may be in TIF, GIF, and PNG formats, respectively. We converted the images
of all the datasets to the JPG format of 8-bit gray scale. It should be noted that special
attention needs to be given when converting images [11]. We generated the ground truth
lung region bounding boxes from the manual lung segmentation masks provided in each
dataset. For the Shenzhen dataset, since only 566 images have lung segmentation masks
available, we manually drew the bounding boxes of lungs for all the remaining 96 images
(using the Matlab ImageLaber tool). The dimensions of images vary across datasets and
within some individual datasets. For example, the Montgomery dataset has two distinctive
sizes (4020 x 4892 or 4892 x 4020 pixels), and the Pediatric dataset images are in varied
resolutions (2446 x 2010, 1772 x 1430, and 2010 x 1572 pixels). The lung masks may be of
different sizes to the corresponding images. We resized all the images (and corresponding
masks) to be on the same scale. In addition to the whole images, we also generated the
so-called cropped lung images where the images were cropped to the lung region box.

2.2. Data Analysis and Comparison

The DL models are data-driven such that their performance can be significantly influ-
enced by their data characteristics. However, the robustness, reliability, and accuracy of
models can be improved through better DL architecture design, hyperparameter optimiza-
tion, and training strategy. Therefore, the step of analyzing the training data itself is very
important and can provide valuable information and insights toward robust and effective
DL algorithm design, implementation, and evaluation. As a result, we first examined
and compared the data characteristics among the datasets at three levels: text, image,
and feature.

2.2.1. Analysis of Textual Information Obtained from Metadata or Image Header

These datasets vary from each other with respect to geographical regions, populations,
diseases, imaging devices, providers, views, dataset size, image formats, image size, and
gray scale depth. A summary of the information on these aspects of each dataset is provided
in Table 1. We extracted some text information from the DICOM header if the dataset did
not directly provide related information in their description or through the papers. We put
“N/A” in the table if we did not find relevant information. Since all the images input to
the DL network were resized to have the same scale in dimension and their intensity pixel
values were converted to have the same depth (8-bit) in a JPG image format, these three
attributes of intensity depth, image dimension, and image format were not included in the
table. For easy visual comparison, we generated the pie charts with respect to the ratio of
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disease, gender, and age category in the datasets in which such information is available.
They are displayed in Figure 2, respectively.

Table 1. Comparison of datasets.

Dataset No. of Images  Disease Country Gender Age Device View
Montgomery 138 Normal/TB USA Male, Female Adult, Pediatric Konica Minolta ~ PA
Shenzhen 662 Normal/TB China Male, Female Adult, Pediatric N/A PA, AP
. . . Konica LD

JSRT 247 With /without Nodule Japan Male, Female Adult, Pediatric 4500 & 5500 N/A
Pediatric 161 N/A India Male, Female Pediatric Konica Minolta  PA, AP
Indiana 55 Normal USA N/A Adult N/A PA, AP

Montgomery Shenzhen JSRT Pediatric

1%
= Male = Female »Unknown = Male ®Female = Male =Female = Male = Female
(a) Gender
Montgomery Shenzhen JSRT Indiana

0%

® O

s Normal = Abnormal = Normal = Abnormal s Normal = Abnormal # Normal s Abnormal
(b) Disease
Montgomery Shenzhen JSRT Pediatric Indiana
3% 1% 0%
= Adult = Pedatric = Adult = Pediatric = Adult = Pediatric = Adult = Pediatric = Adult = Pediatric
(c) Age

Figure 2. Comparison of datasets with respect to the percentage of gender, age, and disease categories.

2.2.2. Analysis of Image Appearance

Besides comparing the datasets using textual information, comparing images them-
selves in different datasets is also highly desirable as they are the data directly input to and
used by the DL networks. Although manually browsing the images in each dataset can help
to provide some extent of understanding and perception of what the images in each dataset
look like, it is appealing and vital to have a general representative picture that can show
the characteristics of the images in each set (at least to some degree) as it can be perceived
promptly. To this end, we used a simple approach which was to create the average image of
the whole images [12], as well as the cropped lung images of each set. This approach was
carried out by finding the mean width and the mean height of all images first, then resizing
all images to have the width and the height equal to the calculated mean width and mean
height, respectively, and then adding the resized images all together and taking the average
value at each pixel. Figure 3 shows the average whole image and the average cropped
lung image calculated from each dataset, respectively. As demonstrated by Figure 3, the
shape, intensity, and size of the lung areas as well as the whole upper body are different
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Montgomery

it

from one average image to another; although, there are similarities due to the intrinsic
anatomical structure of body and organs. Among the five datasets, the average image of
the Pediatric dataset is the most distinguished from that of other datasets regarding body
and lung shapes, which is consistent with clinical observations [13].

JSRT Pediatric Shenzhen Indiana

Figure 3. Average image of each dataset (1st row: whole image; 2nd row: cropped image).

2.2.3. Analysis of Features Extracted from the Pretrained Model

To obtain more insight into the lung region differences across datasets, we also ex-
tracted the feature vectors from the whole images as well as the cropped lung region images
in each dataset using a DL classification network and visualized those features in a 2D space.
For the DL classification model, we used an ImageNet trained Swin Transformer. Swin
Transformer [14] was developed by aiming to make the transformer architecture designed
originally for Natural Language Processing (NLP) more suitable for vision applications. It
constructs hierarchical feature maps based on the key idea of utilizing shifted window par-
titioning for calculating self-attention locally, and achieves linear computational complexity
w. 1. t. image size. In our work, we used the Swin-B model which uses 384 x 384 pixels as
input image size, 4 x 4 pixels as patch size, and 12 x 12 pixels as window size. The feature
vector at the average pooling layer before the classification head layer was extracted. The
feature has a length of 1024. For dimension reduction and feature visualization, we used
UMAP (Uniform Manifold Approximation and Projection) [15]. UMAP, like tSNE, gener-
ates a low-dimensional graph which is optimized to be as structurally similar as possible to
the high-dimensional graph representation of the data it has constructed, but may be faster
and may preserve global structure better [15]. The UMAP plots of the ImageNet Swin-B
model features of the five datasets obtained from using the whole image as the model input
are displayed in Figure 4a. The whole image features of the five datasets are separated very
well from each other (with the exception of only a few images from one dataset falling in
the cluster of another dataset). We also extracted the same types of features for cropped
images. As seen in its UMAP plot, shown in Figure 4b, the cropped image features among
Montgomery, JSRT, Pediatric, and Shenzhen sets are well separated from each other, but
the Indiana cluster blends with the Shenzhen cluster, indicating these two datasets have
high similarity w. r. t. this specific type of features. Another observation is that there is
a small number of Shenzhen images that are closer to the Pediatric cluster. We checked
these Shenzhen images and found that they are pediatric images contained in the Shenzhen
set. Although it should be noted that observations are dependent on what specific kind of
features are used for analysis, they demonstrate that there are differences existing between
the images in these datasets to a degree.

93



Diagnostics 2023, 13, 1068

™

xS
Bk

e

* montgomery ! montgomery

° jsrt 5 'i jsrt

shenzhen © shenzhen

* pediatric é * pediatric
indiana © indiana

(a) original images

(b) cropped images

Figure 4. UMAPs of ImageNet Swin-B classification model features extracted from (a) original and
(b) cropped images.

2.3. Lung ROI Detection Network

Object detection networks can be generally categorized into two types: one-stage
detectors and two-stage detectors. One-stage detectors omit the step of region candi-
date proposal, a key component in two-stage detectors, and have object classification and
bounding box regression performed directly using anchors extracted from the feature
maps obtained from the entire image. Representative detection networks include Faster
RCNN [16], YOLO [17], RetinaNet [18], SSD [19], DETR [20], etc. For a comprehensive
literature review of object detection networks, please refer to a very recent survey paper
in [21]. To localize the lung ROI, we applied a recent variant in the one-stage detector
family of YOLO algorithms, that is, YOLOV5 [22]. Since the proposal of the original net-
work version in 2016, YOLO has gone through multiple versions with various changes
and improvements regarding backbone network, loss function, feature aggregation, data
augmentation, activation function, normalization methods, regularization methods, op-
timization methods, among others [23]. On the shoulders of previous versions of YOLO
(v1-v4), YOLOVS was developed in Pytorch and is available in GitHub as an open-source
package [22]. It is actively maintained and constantly improved by Ultralytics. Innovative
and practical engineering maneuvers as well as algorithm bells and whistles have been
applied, implemented, added, and adapted regularly. YOLOVS5 itself has four variants of
model structures that have different memory storage sizes. The general architecture of
YOLOV5 models consists of three modules: (1) backbone—for extracting features of various
sizes from the input image; (2) neck—for generating feature pyramids and performing
feature fusion; and (3) head—for performing the final detection which consists of both
bounding box regression and class prediction. The specific model structures, training strate-
gies, loss functions, augmentation methods, as well as other up-to-date implementation
and algorithm details of YOLOV5 can be found in its repository [22].

2.4. Feature Visualization of Lung ROI Detection Network

Besides evaluating the detection performance within a single dataset or across dif-
ferent datasets, we were also interested in understanding why a certain detection model
works well/better on a certain dataset but not on another dataset, and explaining the
generalization discrepancy across datasets. To this end, we proposed a new method for
analyzing the features extracted from the YOLOV5 network. Different from other detection
networks that contain fully connected layers, such as Faster RCNN, the YOLOv5 network
consists of convolutional layers whose outputs are three-dimensional feature maps before
the head module. To generate UMAP plots, as shown in Figure 4, which require the use of
feature vectors, we first selected the three groups of feature maps (having different scales)
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that are the inputs to the head module in the network. Then, we applied the global average
pooling to the feature maps in each group by which those feature maps in each group were
converted into one feature vector. Next, we concatenated the feature vectors of all three
groups to generate the final feature vector for each image. Last, we used the feature vectors
extracted from all the images of interest to create a corresponding UMAP plot. Based on
our best knowledge, there is no such work reported in the literature on generating feature
visualization 2D plots for YOLOv5 models.

3. Experimental Results and Discussion
3.1. Experiment Settings

We split each dataset randomly (at the patient level) into training, validation, and test
sets using a ratio of 70/10/20. The specific number of images in each set of each dataset is
listed in Table 2, respectively. As shown in Table 2, except for the Shenzhen dataset which
has the largest number of images with 463 in the training set, the size of the training set is
quite small for all the other datasets, especially the Indiana dataset.

Table 2. The number of images in the training/validation/test set in each dataset.

Datasets Training Validation Test Total
Montgomery 97 14 27 138
Shenzhen 463 67 132 662
JSRT 173 25 49 247
Pediatric 113 16 32 161
Indiana 39 6 10 55
Total 1263 885 128 250

To alleviate over-fitting, we used the YOLOv5s model structure (which has the smallest
storage size among the four YOLOVS5 structures) and initialized the weights using a COCO
pretrained model. YOLOV5 also utilizes several types of image augmentation such as color
modification, scaling, translating, flipping, and mosaic augmentation. Mosaic augmenta-
tion, a novel augmentation method proposed by YOLOVS5, generates a new training image
that consists of four tiles with a random ratio obtained by combining one original image
and three other randomly selected images. The specific software version setting we used
was YOLOV5s 6.0. The backbone, neck, and head parts of its model structure are based on
CSP-Darknet53 [24], SPPF [22] and PAnet [25], and YOLOvV3 head layers, respectively. It
uses binary cross entropy loss for calculating both classification loss and objectiveness loss,
and CloU [26] loss for computing bounding box regression loss. A summary of information
on this specific version including employed training strategies can be found in [27]. For
training, the batch size was 16, the number of epochs was 100, and the input image size
was 640 x 640 pixels. For other hyperparameters and arguments (such as optimizer, initial
learning rate, momentum, weight decay, warmup epochs, augmentation methods, etc.), the
default values were used. For testing and evaluating, we set the image size as the same as
that in training, the confidence threshold to be 0.25, the IoU threshold to be 0.45, the maxi-
mum number of output detections to be 1, and kept the other parameters to be the same
as default values. The models were trained on a Lambda server with 8 GeForce RTX 2080
Ti GPUs. Unless specifically pointed out, the parameters, software (dependency library
versions) and hardware settings remained the same for all the experiments presented and
discussed in this paper.

For feature extraction, we converted the multi-scale feature maps at the stage 23, 20,
and 17 of the YOLOv5 model, respectively, into a feature vector using global average
pooling, and then concatenated the feature vectors obtained from the three stages (with the
order of stage 23, 20, and 17). For example, at the stage 23, the global average pooling takes
the average of the 17 x 20 feature map at each of the 512 channels and outputs a feature
vector with a length of 512. The final feature vector obtained by concatenating feature
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vectors of all three stages has a length of 896 (=512 + 256 + 128). The feature vectors of all
the images of interest were extracted from a model and then used to generate a UMAP plot.

3.2. Experiments in Four Scenarios

To investigate and analyze domain shift across datasets, we considered and carried out
experiments in the following scenarios: (1) models trained using each individual dataset;
(2) models trained using a combination of all the datasets except one; and (3) models
trained using a combination of all the datasets. For all the above three scenarios, the models
were initialized using the weights of the model pretrained with the COCO dataset. To
check and verify the existence and extent of catastrophic forgetting and the effectiveness
of modality-specific initialization, we also examined another scenario: (4) models trained
using each individual dataset but initialized using weights from another model that was
trained with a different dataset. Figure 5 shows the example workflow diagrams in the
above four scenarios, respectively. All the models were evaluated and compared using the
test set of each individual dataset. We used mAP@0.5:0.95 as the evaluation metric.

Montgomery ——»| Mf)del Tr.aining
Pretrained with YoloSs

Shenzhen Model Training Montgomery
Pretrained with YoloSs
JSRT .
Model Training Model Training
Pretrained with YoloSs ‘All-Shenzhen Pretrained with Yolo5s

JSRT
Pediatric
- Model Training
Pediatric Pretrained with Yolo5s Indiana
L Model Training
Indiana Pretrained with Yolo5s
Scenario 1: models trained using each individual dataset Scenario 2: models trained using all datasets but one
Model Training
Pretrained with Mont.
Montgomery

Pediatric

Indiana

Shenzhen Model Training ]

Pretrained with JSRT

Model Training
Pretrained with YoloSs Model Training
Pretrained with Pediatric

Model Training
Pretrained with Indiana

Scenario 3: model trained using all datasets Scenario 4: models with modality-specific initialization

Figure 5. Diagrams of four experiments scenarios.

To check the repeatability of the model performance (i.e., to see if the model produces
the same result for the same experiment and the same setup), we re-trained some models
several times on the same GPU server using the same training/validation set, while
keeping the settings of software environment, network hyperparameters, code version,
and arguments the same, and examined testing performance on the same test set. The
performances of all runs in each repeatability experiment were observed to remain the
same. Table 3 lists the test performance of models trained in the first three scenarios and
Table 4 lists the test performance of models trained in the fourth scenario.
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Table 3. The performance (mAP0.5:0.95) of models on the test set of each individual dataset for
scenarios 1-3.

Test Set (mAP0.5:0.95)
Model . .
Mont. Shenzhen JSRT Pediatric Indiana
Scenario 1: models trained using each individual dataset
Mont. 0.908 0.875 0.500 0.681 0.813
Shenzhen 0.953 0.953 0.938 0.889 0.925
JSRT 0.817 0.883 0.964 0.723 0.583
Pediatric 0.829 0.872 0.451 0.904 0.831
Indiana 0.883 0.847 0.425 0.777 0.938
Scenario 2: models trained using all datasets but one
All-Mont. 0.964 0.959 0.982 0.939 0.941
All-Shenzhen 0.963 0.946 0.977 0.943 0.953
All-JSRT 0.980 0.960 0.954 0.937 0.940
All-Ped. 0.987 0.959 0.990 0.903 0.979
All-Indiana 0.987 0.954 0.986 0.953 0.936
Scenario 3: model trained using all datasets
All 0.976 0.958 0.978 0.932 0.955
Table 4. Trained with individual dataset but initialized with weights from models trained with
another dataset.
Montgomery Model and Test Set Shenzhen Model and Test Set
Test on the Dataset Test on the Dataset
Pretrained Model Test on Montgomery Used in the Pretrained Model Test on Shenzhen Used in the
Pretrained Model Pretrained Model
Yolo5s 0.908 Yolo5s 0.953
Shenzhen 0.980 0.943 Montgomery 0.953 0.956
JSRT 0.943 0.938 JSRT 0.951 0.921
Pediatric 0.948 0.899 Pediatric 0.951 0.891
Indiana 0.965 0.893 Indiana 0.957 0.886
All-Montgomery 0.979 0.941 All-Shenzhen 0.958 0.939
JSRT model and test set Pediatric model and test set
i Test on the dataset used : - Test on the dataset used
Pretrained model Test on JSRT iI?thgnp retera{an s;emzzleel Pretrained model Test on Pediatric in the pretrained model
Yolo5s 0.964 Yolo5s 0.904
Montgomery 0.945 0.742 Montgomery 0.896 0.852
Shenzhen 0.976 0.929 Shenzhen 0.926 0.931
Pediatric 0.946 0.819 JSRT 0.921 0.806
Indiana 0.961 0.586 Indiana 0.929 0.815
All-JSRT 0.987 0.934 All-Pediatric 0.930 0.939
Indiana model and test set
; : Test on the dataset used
Pretrained model Test on Indiana in the pretrained model
Yolo5s 0.938
Montgomery 0.931 0.897
Shenzhen 0.964 0.926
JSRT 0.908 0.709
Pediatric 0.903 0.844
All-Indiana 0.977 0.933

3.2.1. Scenario 1: Models Trained Using Each Individual Dataset

The Scenario 1 section in Table 3 shows the results of testing the model trained with
each individual dataset on the test set of each of the five datasets. The mAP@0.5:0.95 values
in this section indicate that the within-dataset performance is higher than any of its cross-
dataset performances for all the models except the Shenzhen model. For example, the JSRT
model (the third row in the Scenario 1 section) achieves 0.964 on its own test set but 0.583,
0.723,0.817, and 0.883 on the test sets of Indiana, Pediatric, Montgomery, and Shenzhen
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datasets, respectively. The cross-dataset performances of these individual dataset models
vary considerably from model to model on the same test set. The Shenzhen model obtained
the best cross-dataset performance among all models. It is the second-best performing
model for the test set of Pediatric, JSRT, and Indiana datasets, and is even significantly
better than the Montgomery model on the Montgomery test set. We hypothesize that one
key factor contributing to this performance gain is that the size of Shenzhen dataset is
significantly larger than that of the other four datasets. As a result of having a larger volume,
its data diversity can also be increased, which boosts its chance to better represent the data
of other datasets and reduce the extent of domain shift. This hypothesis seems to be backed
up by UMAP plots in Appendix A Figure A1l (showing features of images in all test sets
extracted from these individual dataset models). Except the UMAP plot for the Shenzhen
model (Appendix A Figure Alb) where the feature cluster of the Shenzhen training set
seems to be mixing well or close with that of test images in the other four datasets, the
features of the training dataset in all the other four UMAPs (Appendix A Figure Ala,c—e)
look generally well separated from those of test datasets, unless the test set is from the
same dataset as the training set. The UMAP plots in Appendix A Figure A1l can also shed
some light on why a certain model performs significantly worse on a certain dataset. For
example, for the JSRT model (Appendix A Figure Alc), the features of Pediatric and Indiana
test images are far from those of the JSRT training/test images. This observation aligns
with the detection performance comparison between different test datasets for this model,
which is indicated by the mAP@0.5:0.95 values in Table 3. The agreement between the
observations from these UMAPs and the quantitative evaluation results demonstrates the
usefulness of the proposed YOLOVS feature analysis method.

3.2.2. Scenario 2: Models Trained Using All Datasets but One

One approach that can reduce domain shift issues across datasets is to combine the
labeled training images from all available sources. It is based on the expectation that
the data from different sources may be complementary to each other and by combining
them, the diversity of source data can be increased, which, in turn, could lead to the
improvement in the feature representation capability and the network generalization ability
with respect to the data distribution in the target domain. In Scenario 2, we wanted to
examine the performance of models trained using all datasets except one, especially on the
dataset that was excluded from the training process. As shown in the Scenario 2 section
of Table 3, the cross-domain performance was indeed substantially improved for all the
models with this simple approach of combining datasets. For example, the “All-Pediatric”
model (trained with the combination of all datasets but the Pediatric dataset) achieved 0.903
on the Pediatric test set, while all the other non-Pediatric individual models (shown in the
“Pediatric” column of the Scenario 1 section in the Table 3) obtained 0.681, 0.889, 0.723, and
0.777, respectively, on the same test set. Appendix A Figure A2 displays the UMAP plots
for each model in Scenario 2, where the features of images from the training datasets and
the target test dataset are visualized. For example, regarding the All-Montgomery model,
the embeddings of features from the Shenzhen, JSRT, Pediatric, and Indiana training sets
and the features from the Montgomery test set are shown in Appendix A Figure A2a with
different colors, respectively. It can be observed that for the same test set, the feature space
of training images covers that of test images much better than that of the individual training
set. This demonstrates the effectiveness of combining training datasets that are obtained
from different sources for our specific datasets and task, even though the combined training
dataset does not contain any images from the target source. As shown by comparison to
Appendix A Figure Al, in general, the feature space of training images in Appendix A
Figure A2 becomes more spread, has a larger overlapping area with, or is closer to that
of, test images due to the increase in data volume and diversity. Besides the significant
improvement on cross-domain prediction performance, the models remain working well
on the test images that are from the same source as the training images. For example, the
mAPO0.5:0.95 values of the All-Indiana model are 0.987, 0.954, 0.986, 0.953 on Montgomery,
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Shenzhen, JSRT, and Pediatric test sets, respectively. Similarly, by comparing the values in
each column in the Scenario 2 section in Table 3, we can observe that among all five All-1
models, the models trained with images including those from the target dataset have either
better or comparable performance than the model trained without such images.

3.2.3. Scenario 3: Model Trained Using All Datasets

In this scenario, we trained a model using the combination of training images from
all five datasets. We then checked and evaluated its performance on each dataset’s test
set. The results are given in the last row of Table 3. As expected, including the training
images from the target dataset increases model performance on the target dataset. That is,
the mAP0.5:0.95 value in each column of the last row (for the All model) is significantly
larger than that in the diagonal line of the Scenario 2 section in Table 3. For example, the
performance on the JSRT test set is improved from 0.954 (All-JSRT model) to 0.978 (All
model) by adding JSRT training images to the training set. One interesting observation
exhibited by comparing the results of Scenario 3 and Scenario 2 is that although increas-
ing data volume and diversity increases the chance of making the source domain data
represent the target domain data better, it may not always be the case. For example, for
the Montgomery test set, the All model is markedly outperformed by the All-Pediatric
model and the All-Indiana model (0.976 vs. 0.987 and 0.987). It indicates, for this case,
that using training images from four of the five datasets can produce better performance
than using images from all five datasets. Therefore, adding more data may not necessarily
produce better results and alleviate domain shift issues, even if the quality of the added
data is good. The characteristics of the data to be added and how similar it is to that of
the target domain play an important role as well. We tried to see if we could obtain some
explanations and insights for this phenomenon by comparing the UMAPs of these models
(Appendix A Figure A3b-d), but it seems that we are unable to draw a conclusive decision
from those UMAPs regarding it. This demonstrates the challenges of explanation and
analysis for network prediction, as well as the complicated factors contributing to network
generalization capability, signifying the need to make more efforts on such kinds of research
and experimental evaluations.

3.2.4. Scenario 4: Models with Modality-Specific Initialization

To train a deep network with a small medical dataset, one commonly used technique
is applying transfer learning, that is, initializing the model architecture with weights from a
model pretrained with a huge dataset, such as ImageNet. Recently, there have been studies
showing that using modality-specific initialization, that is, a model pretrained with the
same modality of medical images (with annotations from a task different from the one at
hand), can produce better performance for the medical imaging applications than the one
pretrained with the frequently used general-domain image dataset (ImageNet) [28]. In this
experiment scenario, we were interested in checking if this observation holds when the
model is initialized, using the weights of models trained with a different dataset in our five
datasets. Such experiments also allow us to examine another issue caused by the existence
of domain shift-catastrophic forgetting, i.e., the model forgets what it has learned from
the previous dataset after fine-tuning on the new dataset. Table 4 lists the performance
comparison of each individual model that was trained using different initialization weights.
For example, in the sub-section of the Shenzhen model in Table 4, the first column lists the
name of the pretrained model, the second column shows the performance on the Shenzhen
test set of the model fine-tuned with Shenzhen training set, and the third column shows
the performance of the fine-tuned model on the test set of the dataset that was used in
the pretraining. From Table 4, we observed that only for the Montgomery model, the
modality-specific initialization with any of the five pretrained models (Shenzhen, JSRT,
Pediatric, Indiana, and All-Montgomery) outperforms the general-image initialization
(Yolo5s which was trained with COCO dataset) considerably. For the other four individual
dataset models, using modality-specific pretrained models is not always beneficial. For
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example, for the Indiana model, using the model pretrained with the Pediatric dataset
performed markedly worse (0.903) than that with Yolo5s (0.938), while using the Shenzhen
pretrained model accomplished a significant gain in performance (0.964). We also noticed
that using the All-1 pretrained model to initialize the model achieved better results than
using the Yolo5s for all the individual dataset models, suggesting the modality-specific
initialization can be of an advantage when using a larger dataset with more variety and
diversity. By comparing the third column in each sub-section in Table 4 (performance of
models on the old dataset after fine-tuning on a new dataset) and the diagonal value of
the Scenario 1 section in Table 3 (original performance of the models on the same dataset
before fine-tuning), we found that there was forgetting for all the individual dataset models
except the Montgomery model fine-tuned with the Shenzhen dataset (the fine-tuned model
obtained 0.956 on Montgomery test set, while the original model obtained 0.908).

3.3. Discussion

Data characteristics can have a great impact on the design and prediction performance
of ML algorithms, especially for medical applications. The key characteristics for medical
data include Volume, Veracity, Validity, Variety, and Velocity [29] which refer to the amount of
data, the truthfulness of data, the quality and consistency of data, the diversity of data, and
the generation duration of data, respectively. Analyzing these data characteristics can not
only facilitate ML researchers to develop better and more suitable architectures/methods
for the goal of increasing model reliability and robustness, but also help to obtain more
information from data which is also of value to clinicians. Given that the volume of medical
image data (especially labeled data) is generally small and image data from different clinical
centers are usually different, it is important to investigate and examine the domain shift
issue across small datasets from different sources. The presented work is mainly related
to the study of data volume and variety, and their impact on domain shift for the specific
task of lung region detection in X-ray images. Our analysis of the data in the five datasets
indicated the existence of cross-dataset differences exhibited in image appearance due to
multiple contributing factors, such as variabilities in sensors, populations, disease mani-
festations, on-device processing, and imaging conditions. It is desirable that ML models
can tolerate the data variability across different clinical centers well and be reliable when
deployed in a new center, even though no data from the new center were available in the
training stage of the models. Generally speaking, it is expected that increasing the volume
and variety of the training data will reduce domain shift and increase the reliability of ML
generalization in an unseen environment. However, our experimental results revealed that
it may not always be the case when having notably limited data. That is, adding more
data may not necessarily produce better results even if the data have good quality. It also
depends on the characteristics of the added data and their similarity to those of the target
domain. Similarly, the benefit of using modality-specific pretrained models over the ones
pretrained with the frequently used general-domain image dataset is not observed for some
models, although the modality-specific initialization can be of an advantage when using a
larger dataset with more variety and diversity. Therefore, special attention and caution need
to be paid when utilizing these techniques to mitigate domain shift issues among limited
data. It is of great help, especially for high-risk situations such as clinical applications,
to have effective tools that can predict and analyze the likely behaviors of models in the
target domain. To this end, we developed a method to visualize the model features which
can show the difference of data distributions. It can explain model behavior to a certain
extent. However, it has limitations, as it cannot produce conclusive analysis results for
some model predictions. In this work, we focused on studying the domain shift issue for
lung region detection without specifically considering the normality or abnormality of
lungs, an initial effort toward building a reliable and robust CXR Al system. In the future,
we will expand the work to evaluate disease detection which would have more clinical
impact and attract more interest. Nonetheless, our experiments demonstrate that modal
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behaviors and performance can be different from common expectations when datasets are
small, and our analysis methods can be applied to other medical imaging applications.

4. Conclusions

One of the ML challenges in medical image analysis is domain shift. That is, the data
distribution of the training dataset is different from that of the test dataset, which may
lead to significant performance degradation of ML models in a real-world deployment. In
this work, we aimed to study and analyze the domain shift issue across multiple datasets
w. . t. the task of detecting lung regions. Lung region detection in chest radiographs is an
important early step in the ML pipeline for pulmonary disease screening and diagnosis.
Like many other medical imaging applications, manual annotations of lung regions are
limited. We had gathered five small such datasets that were collected from different sources.
Using these datasets, we made efforts from several aspects in order to study domain shift
issue. Specifically, we proposed to examine the characteristics of the datasets and their
differences from three levels: text, image, and feature. We compared the information
extracted from metadata, created an average image for each dataset, and checked features
extracted using a pretrained CNN classifier. To evaluate and compare model performance
under different situations, we designed four experimental scenarios including training
with an individual dataset as well as a combination of multiple datasets. We also checked
modality-specific initialization, catastrophic forgetting, and model repeatability. In addition,
we developed a new visualization method for the applied detection network to obtain an
explanation on the model performance variations. We found that there was generally a good
alignment among feature distributions in the 2D plots and the obtained values of metrics for
quantitatively evaluating the detection performance of different models. This demonstrates
the usefulness of the proposed visualization method, although some observations cannot
be explained by the feature visualization plots. We discussed the observations from the
experimental results which demonstrate the complicated nature of both domain shift
and the effects of data characteristics on model capacity for small datasets. From the
experimental results, we noticed two key observations: (1) although increasing data volume
and diversity increases the chance of making the source domain data representing the target
domain data better, it may not always be the case; (2) using modality-specific pretrained
models may not always be beneficial. The insights, analysis, and observations provided
by our work can be valuable for the understanding and alleviation of domain shift in
medical imaging applications in which a small amount of data are available from each of
the different sources. In the future, we will explore techniques in semi-supervised learning
and active learning to remedy the domain shift for lung region detection, and extend the
current work and analysis for abnormality detection in the lungs.
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Figure A1l. UMAP of YOLOVS5 features extracted from individual dataset models.
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Abstract: Deep learning (DL) models are state-of-the-art in segmenting anatomical and disease
regions of interest (ROIs) in medical images. Particularly, a large number of DL-based techniques have
been reported using chest X-rays (CXRs). However, these models are reportedly trained on reduced
image resolutions for reasons related to the lack of computational resources. Literature is sparse
in discussing the optimal image resolution to train these models for segmenting the tuberculosis
(TB)-consistent lesions in CXRs. In this study, we investigated the performance variations with an
Inception-V3 UNet model using various image resolutions with/without lung ROI cropping and
aspect ratio adjustments and identified the optimal image resolution through extensive empirical
evaluations to improve TB-consistent lesion segmentation performance. We used the Shenzhen
CXR dataset for the study, which includes 326 normal patients and 336 TB patients. We proposed a
combinatorial approach consisting of storing model snapshots, optimizing segmentation threshold
and test-time augmentation (TTA), and averaging the snapshot predictions, to further improve
performance with the optimal resolution. Our experimental results demonstrate that higher image
resolutions are not always necessary; however, identifying the optimal image resolution is critical to
achieving superior performance.

Keywords: aspect ratio; chest X-ray; deep learning; image resolution; segmentation; tuberculosis;
test-time augmentation; threshold selection

1. Introduction

Mycobacterium tuberculosis (MTB) is the cause of pulmonary tuberculosis (TB) [1];
however, it can also affect other body organs including the brain, spine, and kidneys. TB
infection can be categorized into latent and active types. Latent TB refers to cases where
the MTB remains inactive and causes no symptoms. Active TB is contagious and can
spread to others. The Centers for Disease Control and Prevention recommends people
having an increased risk of acquiring TB infection including those with HIV /AIDS, using
intravenous drugs, and from countries with a high prevalence, be screened for the dis-
ease [2]. Chest X-ray (CXR) is the most commonly used radiographic technique to screen for
cardiopulmonary abnormalities, particularly TB [3]. Some of the TB-consistent abnormal
manifestations in the lungs include apical thickening; calcified, non-calcified, and clustered
nodules; infiltrates; cavities; linear densities; adenopathy; miliary patterns; and retraction,
among others [1]. These manifestations can be observed anywhere in the lungs and may
vary in size, shape, and density.

While CXRs are widely adopted for TB infection screening, human expertise is
scarce [4], particularly in low and middle-resourced regions, for reading the CXRs. The
development of machine learning-based (ML) artificial intelligence (AI) tools could aid in
the screening through automated segmentation of disease-consistent regions of interest
(ROIs) in the images.
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2. Related Literature and Contributions of the Study

Currently, deep learning (DL) models, a subset of ML algorithms, are observed
to perform on par with human experts in segmenting body organs such as the lungs,
heart, clavicles [5,6], and other cardiopulmonary disease manifestations including brain
tumor [7-9], COVID-19 [10], pneumonia [11], and TB [12] in CXRs. These CXRs are made
publicly available at high resolutions. Digital CXRs typically have a full resolution of
approximately 2000 x 2500 pixels [13]; however, these may vary based on the sensor matrix.
For instance, the CXRs in the Shenzhen CXR data collection [14] have an average resolution
of 2644-pixel width x 2799-pixel height. However, a majority of current segmentation stud-
ies [15-17] are conducted using CXRs that are down-sampled to 224 x 224 pixel resolution
due to GPU constraints. An extensive reduction in image resolution may eliminate subtle
or weakly-expressed disease-relevant information. This important information may be
hidden in small details, such as the surface and contour of the lesion, and other patterns
in findings. As the details preserved in the visual information can drastically vary with
the changes in image resolution and the type of subsampling method used, we believe the
choice of image resolution should not depend on the computational hardware availability,
but rather on the characteristics of the data.

Our review of the literature revealed the importance of image resolution and its impact
on performance. For example, the authors in [18] found that changes in endoscopy image
resolution impact classification performance. Another study [19] reported an improved
disease classification performance at lower CXR image resolutions. The authors observed
that the overfitting issues were resolved at lower input image resolutions. Our review
of the literature also revealed that identifying the optimal image resolution for the task
under study remains an open avenue for research. Until the writing of this manuscript,
we have not found any study that discussed the impact of image resolution on a CXR-
based segmentation task, particularly for segmenting TB-consistent lesions. To close
this gap in the literature, this work aims to study the impact of training a model on
varying image resolutions with/without lung ROI cropping and aspect ratio adjustments
to find the optimal resolution that improves fine-grained TB-consistent lesion segmentation.
Further, this work proposes to improve performance at the optimal resolution through a
combinatorial approach consisting of storing model snapshots, optimizing the test-time
augmentation (TTA) methods, optimizing the segmentation threshold, and averaging the
predictions of the model snapshots.

Section 3 discusses the materials and methods. Section 4 elaborates on the results, and
Section 5 discusses and concludes this study.

3. Materials and Methods
3.1. Data Characteristics

This study uses the Shenzhen CXR dataset [14] collected at the Shenzhen No. 3 hospital,
in Shenzhen, China. The CXRs were de-identified at the source and are made available by
the National Library of Medicine (NLM). The dataset contains 336 CXRs collected from mi-
crobiologically confirmed TB cases and 326 CXRs showing normal lungs. Table 1 shows the
dataset characteristics.

Table 1. Dataset characteristics. The age of the population of men and women, image width, and
image height are given in terms of mean + standard deviation.

Age of Men Age of Women
(in Years) (in Years)

336 228 108 38.29 £15.12 36.5 + 14.75 287 336 2644 + 253 2799 + 206

Image Width  Image Height

#TB CXRs #Men # Women (in Pixels) (in Pixels)

# Lung Masks # TB Masks

# denotes the number of images.
The CXRs manifesting TB were annotated by two radiologists from the Chinese Uni-

versity of Hong Kong. The labeling was initially conducted by a junior radiologist, and
then the labels were all checked by a senior radiologist, with a consensus reached for all
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cases. The annotations were stored as both binarized masks as well as pixel boundaries
stored in JSON format [1]. The authors of [20] manually segmented the lung regions and
made them available as lung masks. These masks are available for 287 CXRs manifest-
ing TB-consistent abnormalities and 279 CXRs showing normal lungs. We used these
287 TB CXRs out of 336 TB CXRs that have both lung masks and TB lesion-consistent masks.
Figure 1 shows the following: (a) The binarized TB masks of men and women were resized
to 256 x 256 to maintain uniformity in scale. Then, the masks were averaged, normalized
to the range [0, 1], and displayed using the “jet” colormap. (b) Pie chart showing the
proportion and distribution of TB in men and women. (c) Age-wise distribution of the
normal and TB-infected population of men and women.

These 287 CXRs were further divided at the patient level into 70% for training
(n = 201), 10% for validation (1 = 29), and 20% for hold-out testing (n = 57). The masks
were thresholded and binarized to separate the foreground lung/TB-lesion pixels from the
background pixels.

3.2. Model Architecture

We used the Inception-V3 UNet model architecture that we have previously demon-
strated [12] to deliver superior TB-consistent lesion segmentation performance. The
Inception-V3-based encoder [21] was initialized with ImageNet weights. The model was
trained for 128 epochs at various image resolutions and is discussed in Section 3.3. We used
an Adam optimizer with an initial learning rate of 1 x 1072 to minimize the boundary-
uncertainty augmented focal Tversky loss [8]. The learning rate was reduced if the valida-
tion loss ceased to improve after 5 epochs. This is called the patience parameter; its value
was chosen from pilot evaluations. We stored the model weights whenever the validation
loss decreased. The best-performing model with the validation data was used to predict the
test data. The models were trained using Keras with Tensorflow backend (ver. 2.7) using a
single NVIDIA GTX 1080 Ti GPU and CUDA dependencies.

3.3. Image Resolution

We empirically identified the optimal image resolution at which the Inception-V3
UNet model delivered superior performance toward the TB-consistent lesion segmentation
task. The model was trained using various image/mask resolutions, viz., 32 x 32, 64 x 64,
128 x 128, 256 x 256, 512 x 512, 768 x 768, and 1024 x 1024. We used a batch size of
128, 64, 32, 16, 8, 4, and 2, respectively. We used bicubic interpolation to down-sample the
287 CXR images and their associated TB masks to the aforementioned resolutions, as shown
in Figure 2. As expected, the visual details improved with increasing resolution.

We evaluated the model performance under the following conditions:

(i) The 287 CXRs and their associated TB masks were directly down-sampled using
bi-cubic interpolation to the aforementioned resolutions. The OpenCV package (ver.
4.5.4) was used in this regard.

(ii) The lung masks were overlaid on the CXRs and their associated TB masks to delineate
the lung boundaries. The lung ROI was cropped to the size of a bounding box and
also down-sampled to the aforementioned resolutions.

(iii) Based on performance, the data from step (i) or step (ii) was corrected for aspect ratio,
the details are discussed in Section 3.4. The corrected aspect-ratio CXRs/masks were
further down-sampled to the aforementioned resolutions.

3.4. Aspect Ratio Correction

The aspect ratio is defined as the ratio of width to height [22]. To find the aspect
ratio, the mean and standard deviation of the widths and heights of the CXRs manifesting
TB-consistent abnormalities were computed. For the original CXRs, we observed that
the width and height are 2644 + 253 pixels and 2799 + 206 pixels, respectively. For the
lung-cropped CXRs, we observed that the width and height are 1929 + 151 pixels and
1999 £ 231 pixels, respectively. For the original CXRs, the computed aspect ratio is 0.945.
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For the lung-cropped CXRs, the computed aspect ratio is 0.965. We maintained the larger
dimension (i.e., height) as constant at various image resolutions and modified the smaller
dimension (i.e., width) to adjust the aspect ratio. We constrained the width and height of
the images/masks to be divisible by 32 to be compatible with the UNet architecture [23].
For this, we padded the images such that the width was to the nearest lower value that is
divisible by 32.
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Figure 1. Data characteristics are shown as a proportion of men and women in the Shenzhen CXR
collection. (a) Heatmaps showing regions of TB infestation in men and women. (b) Pie chart showing
the proportion and distribution of TB in men and women, and (c) Age-wise distribution of the normal
and TB-infected population in men and women.
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(€3]

Figure 2. CXRs and their corresponding TB-consistent lesion masks at various image resolutions.
(a) 32 x 32; (b) 64 x 64; (c) 128 x 128; (d) 256 x 256; (€) 512 x 512; (f) 768 x 768; and (g) 1024 x 1024.
All images and masks are rescaled to 256 x 256 to compare quality. The red contours indicate ground
truth annotations.

3.5. Performance Evaluation

The trained models were evaluated using (i) pixel-wise metrics [24], consisting of
the intersection of union (IoU) and Dice score, and (ii) image-wise metrics, consisting
of structural similarity index measure (SSIM) [25,26] and signal-to-reconstruction error
ratio (SRE) [27]. While IoU and Dice are the most commonly used metrics to evaluate
segmentation performance, a study of the literature [28] reveals that pixel-wise metrics
ignore the dependencies among the neighboring pixels. The authors of [29] minimized a
loss function derived from SSIM to segment ROIs in the Cityscapes and PASCAL VOC
2012 datasets. It was found that the masks predicted by the model that was trained to
minimize the SSIM loss were more structurally similar to the ground truth masks compared
to the model trained using the conventional cross-entropy loss. Motivated by this study,
we used the SSIM metric to evaluate the structural similarity between the ground truth and
predicted TB masks.

The SSIM of a pair of images (a, b) is given by a multiplicative combination of the
structure (s), contrast (c), and luminance (/) factors, as given in Equation (1):

SSIM (a, b) = [I(a, b)]*.[c(a, b)]ﬁ.[s(a,b)} v (1)

The luminance (/) is measured by averaging over all the image pixel values. It is given
by Equation (2). The luminance comparison between a pair of images (a, b) is given by a
function of y, and yy, as shown in Equation (3):

Ly
Ha = 3 a; ()
Ni:ll

2papiy +C
I(a,b) = 3
(a,b) 224G ®)

110



Diagnostics 2023, 13, 747

The contrast (c) is measured by taking the square root of the variance of all the
image pixel values. The comparison of contrast between two images (a, b) is given by
Equations (4) and (5):

00 = (< 3 (= pa)D)2 @
a N _ 1 l:l 1 a
c(a,b) = 2040y 1 C2 ©®)

Z+or+C
The structural (s) comparison is given by dividing the input by its standard deviation,
as shown in Equations (6) and (7):

o+ C3
Ib = 2
s(a,b) a0 4+ C3

(6)

1 N
Tab = N i;((ﬂi — ta) (b — 1) @)

The constants Cy, C;, C3 ensure numerical stability when the denominator becomes 0.
The value of IoU, Dice, and SSIM range from [0, 1].

We visualized the SSIM quality map (using “jet” colormap) to interpret the quality
of the predicted masks. The quality map is identical in size to the corresponding scaled
version of the image. Small values of SSIM appear as dark blue activations, denoting
regions of poor similarity to the ground truth. Large values of SSIM appear as dark red
activations, denoting regions of high similarity.

The authors of [27] proposed a metric called signal-to-reconstruction error ratio (SRE)
that measures the error relative to the mean image intensity. The authors discussed that
the SRE metric is robust to brightness changes while measuring the similarity between the
predicted image and ground truth. The SRE metric is measured in decibels (dB) and is

given by Equation (8):
2
SRE =10 lOglO 2 (8)

||a—al[*
n
where, 11, denotes the average value of the image a and n denotes the number of pixels in
image a.

3.6. Optimizing the Segmentation Threshold

Studies in the literature [15,30,31] used a threshold of 0.5 by default in segmentation
tasks. However, the process of selecting the segmentation threshold should be driven
by the data under study. An arbitrary threshold of 0.5 is not guaranteed to be optimal,
particularly considering imbalanced data, as in our case, where the number of foreground
TB-consistent lesion pixels is considerably smaller compared to the background pixels. It is
therefore important to perform a threshold tuning, in which we iterate among different
segmentation threshold values in the range of [0, 1] and find the optimal threshold that
would maximize performance. In our case, we generated 200 equally spaced samples in
the closed interval [0, 1] and used a looping mechanism to find the optimal segmentation
threshold that maximized the IoU metric for the validation data. This threshold was used
to binarize the predicted masks using the test data and the performance was measured in
terms of the evaluation metrics discussed in Section 3.5.

3.7. Storing Model Snapshots at the Optimal Resolution

After we empirically identified the optimal resolution, we further improved perfor-
mance at this resolution as follows: (i) we adopted a method called “snapshot ensem-
bling” [32], which involves using an aggressive cyclic learning rate to train and store
diversified model snapshots (i.e., the model weights) during a single training run; (ii) we
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initialized the training process with a high learning rate of 1 x 1072, defined the number of
training epochs as 320, and the number of training cycles as 8 so that each training cycle is
composed of 40 epochs; (iii) the learning rate was rapidly decreased to the minimum value
of 1 x 1078 at the end of each training cycle before being drastically increased during the
next cycle. This acts similar to a simulated restart, resulting in using good weights as the
initialization for the subsequent cycle, thereby allowing the model to converge to different
local optima; (iv) the weights at the bottom of each cycle are stored as snapshots (with
8 training cycles, we stored 8 model snapshots); (v) we evaluated the validation perfor-
mance of each of these snapshots at their optimal segmentation threshold identified as
discussed in Section 3.6. This threshold was further used to binarize the predicted test data
and the performance was measured.

3.8. Test-Time Augmentation (TTA)

Test-time augmentation (TTA) refers to the process of augmenting the test set [33]. That
is, the trained model predicts the original and transformed versions of the test set, and the
predictions are aggregated to produce the final result. One advantage of performing TTA is
that no changes are required to be made to the trained model. TTA ensures diversification
and helps the model with improved chances of better capturing the target shape, thereby
improving model performance and eliminating overconfident predictions. However, these
studies [33-35] are observed to perform multiple random image augmentations without
identifying the optimal augmentation method(s) that would help improve performance. A
possible negative effect of destroying/degrading visual information with non-optimal aug-
mentation(s) might outweigh the benefit of augmentation while also resulting in increased
computational load.

After storing the model snapshots as discussed in Section 3.7, we performed TTA
with the validation data using each model snapshot. In addition to the original input, we
used the augmentation methods consisting of horizontal flipping, pixel-wise width, height
shifting (—5, 5), and rotation in degrees (—5, 5) individually and in combination, as shown
in Table 2.

Table 2. TTA combinations.

Method TTA Combinations
M1 Original + horizontal flipping
M2 Original + width shifting
M3 Original + height shifting
M4 Original + width shifting + height shifting
M5 Original + horizontal flipping + width shifting + height shifting
M6 Original + rotation
M7 Original + width shifting + height shifting + rotation
Ms8 Original + horizontal flipping + width shifting + height shifting + rotation

For each TTA combination shown in Table 2, an aggregation function takes the set of
predictions and averages them to produce the final prediction. We identified the optimal
segmentation threshold that maximized the IoU for each model snapshot and every TTA
combination. With the identified optimal TTA augmentation combination and the segmen-
tation threshold, we augmented the test data, recorded the predictions, binarized them, and
evaluated performance. This process is illustrated in Figure 3. We further constructed an
ensemble of the top-K (K=2,3, ..., 6) by averaging their predictions. We call this snapshot
averaging. The pseudocode explaining our proposal is shown in Figure 4.
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Figure 3. A combinatorial workflow showing the storage of model snapshots and identifying the

optimal TTA combination at the optimal segmentation threshold for each snapshot. The term
“Original pred.” refers to the model predicting the original, non-augmented data.
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# Divide 287 CXRs into training, validation, and testing sets
CXRs = 287

training_set_size = 201

wvalidation_set_size = 29

testing_set size = 57

training_set = CXRs * 78%

wvalidation_set = CXRs * 10%

testing_set = CXRs * 20%

# Threshold and binarize masks

for each mask in training_set + validation_set + testing_set:
threshold_mask(mask)
binarize_mask(mask)

# Use InceptionV3-UNet architecture
model = InceptionV3-UNet()

# Train model at various image/mask resolutions
resolutions = [32x32, 64x64, 128x128, 256x256, 512x512, 768x768, 1024x1824]
for resolution in resclutions:

train_model({model, training_set, resolution)

# Evaluate model performance using the validation set
for resolution in resolutions:
for CXR, mask in validation_set:
down_sample CXR_and_mask(CXR, mask, resolution)
correct_aspect_ratio(CXR, mask)
down_sample_corrected_CXR_and_mask(CXR, mask, resolution)
optimal resolution(CXR, mask)
optimal_threshold(CXR, mask)
store_model_snapshot(model, optimal_resolution, optimal_threshold)
evaluate_model snapshot(model, validation set, optimal_resolution, optimal threshold)

# Evaluate model performance using the test set
for resolution in resclutions:
for CXR, mask in test_set:
test_time_augmentation(CXR, mask, optimal_resolution, optimal_threshold)
evaluate_model snapshot(model, test set, optimal resolution, optimal threshold)

# Construct ensemble of top-K model snapshots
K=2to6

ensemble = average_predictions(top_K_model_snapshots)
# Evaluate ensemble using the test set

for CXR, mask in test_set:
evaluate_ensemble(ensemble, CXR, mask)

Figure 4. Pseudocode of our proposal.

3.9. Statistical Analysis

We measured the 95% binomial Clopper-Pearson confidence intervals (CIs) for the
ToU metric obtained at various stages of our empirical analyses.
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4. Results

Table 3 shows the performance achieved through training the Inception-V3 UNet
model using the CXRs/TB masks of varying image resolutions, viz., 32 x 32, 64 x 64,
128 x 128,256 x 256,512 x 512,768 x 768, and 1024 x 1024. Figure 5 shows the sample
predictions at these resolutions. The performances are reported for each image resolution
at its optimal segmentation threshold. The term O and CR denote the original and lung-
cropped CXRs/masks, respectively. We observed poor performance at 32 x 32 resolution
with both original and lung-cropped data.

Table 3. Performance achieved by the Inception-V3-UNet model with original and lung-cropped CXRs
and TB-lesion-consistent masks. The term SRE, O, CR, and Opt. T denotes signal-to-reconstruction error
ratio, original CXRs and TB-lesion-consistent masks, lung-ROI-cropped CXRs and TB-lesion-consistent
masks, and the optimal segmentation threshold. Values in parenthesis denote the 95% Cls as the Exact
measure of the Clopper-Pearson interval for the IoU metric. The bold numerical values denote superior
performance for the respective columns.

Resolution IoU Dice SSIM SRE Opt. T
32 x 32(0) 0.2183 (0.1110, 0.3256) 0.3583 0.3725 19.9014 0.9548
32 x 32 (CR) 0.2934 (0.1751, 0.4117) 0.4537 0.4414 22.5763 0.6332
64 x 64 (O) 0.3105 (0.1903, 0.4307) 0.4739 0.5548 20.5444 0.3719
64 x 64 (CR) 0.3789 (0.2529, 0.5049) 0.5496 0.5584 24.4192 0.1005
128 x 128 (O) 0.4298 (0.3012, 0.5584) 0.6012 0.6694 23.1622 0.2663
128 x 128 (CR) 0.4652 (0.3357, 0.5947) 0.6350 0.7028 30.1203 0.0704
256 x 256 (O) 0.4567 (0.3273, 0.5861) 0.6271 0.7456 25.3184 0.9900

256 x 256 (CR) 0.4859 (0.3561, 0.6157) 0.6540 0.7720 29.1329 0.9950
512 x 512 (O) 0.4435 (0.3145, 0.5725) 0.6144 0.8327 27.6090 0.9799
512 x 512 (CR) 0.4799 (0.3502, 0.6096) 0.6485 0.8788 31.7887 0.9950
768 x 768 (O) 0.4428 (0.3138, 0.5718) 0.6138 0.8683 29.3264 0.9899
768 x 768 (CR) 0.4512 (0.3220, 0.5804) 0.6219 0.9073 33.3214 0.9899
1024 x 1024 (O) 0.2746 (0.1587, 0.3905) 0.4309 0.8545 28.4218 0.9796
1024 x 1024 (CR) 0.3387 (0.2158, 0.4616) 0.5060 0.8796 33.3320 0.9950

The performance kept improving until 256 x 256-pixel resolution where the model
achieved the best IoU of 0.4859 (95% CI: (0.3561, 0.6157)) and superior values for Dice,
SSIM, and SRE metrics. The performance then kept decreasing from 256 x 256 to
1024 x 1024 resolution. The performance achieved with the lung-cropped data is
superior compared to the original counterparts at all resolutions. These observa-
tions highlighted that 256 x 256 is the optimal resolution and using lung-cropped
CXRs/masks gave a superior performance.

Figure 6 shows the SSIM quality maps achieved by the Inception-V3 UNet model for a
sample test CXR at varying image resolutions. The quality maps are identical in size to the
corresponding scaled version of the images/masks. We observed high activations, shown
as red pixels, in regions where the predicted masks were highly similar to the ground truth
masks. Blue pixel activations denote regions of poor similarity. We observed the following;:
(i) The predicted masks exhibited poor similarity to the ground truth masks along the mask
edges for all image resolutions. (ii) The SSIM value obtained with the lung-cropped data
was superior compared to the original counterparts.

114



Diagnostics 2023, 13, 747

Original (O) Lung-cropped (CR)

128 x 128

256 x 256
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Figure 5. Visualizing and comparing the segmentation predictions of the Inception-V3 UNet
model trained at various image resolutions, using a sample original, and its corresponding lung-
cropped CXR/mask from the test set. The red and blue contours denote ground truth and

predictions, respectively.
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Figure 6. SSIM quality maps are shown for the predictions achieved by the Inception-V3 UNet
model trained on various CXR/mask resolutions using a sample original and its corresponding

lung-cropped data from the test set.
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Table 4 shows the performance achieved by the Inception-V3 UNet model with aspect-
ratio corrected (AR-CR) lung-cropped CXRs/masks for varying image resolutions. We
observed no improvement in performance with aspect-ratio corrected data at any given
image resolution compared to the results reported in Table 3.

Table 4. Performance achieved by the Inception-V3-UNet model with the aspect-ratio corrected
lung-cropped (AR-CR) CXRs and TB-lesion-consistent masks. The image resolutions are given in
terms of height x width.

Resolution (AR-CR) IoU Dice SSIM SRE Opt. T
64 x 32 0.1583 (0.0635, 0.2531) 0.2734 0.1884  21.5695 0.9950
128 x 96 0.3474 (0.2237, 0.4711) 0.5157 05175  25.2175 0.9950
256 x 224 0.4447 (0.3156, 0.5738) 0.6151 0.7336  28.8964 0.9698
)
)

512 x 480 0.4815 (0.3517, 0.6113 0.6500 0.8333 31.7451 0.9796
768 x 736 0.4200 (0.2918, 0.5482 0.5916 0.8544 32.8540 0.9796
1024 x 960 0.3259 (0.2042, 0.4476) 0.4915 0.8710 33.6026 0.0204

To improve performance at the optimal image resolution, i.e., 256 x 256, we stored the
model snapshots, as discussed in Section 3.7, and performed TTA augmentation for each
recorded snapshot, as discussed in Section 3.8. Table 5 shows the optimal TTA combinations
that delivered superior performance for each model snapshot at its optimal segmentation
threshold identified from the validation data.

Table 5. Optimal test-time augmentation combination for each model snapshot.

Snapshot Opt. TTA Combination
S1 Original+ width shifting + height shifting + rotation
S2 Original + height shifting
S3 Original+ horizontal flipping + width shifting + height shifting + rotation
S4 Original+ horizontal flipping + width shifting + height shifting + rotation
S5 Original+ horizontal flipping + width shifting + height shifting + rotation
S6 Original+ width shifting + height shifting
S7 Original+ horizontal flipping + width shifting + height shifting + rotation
S8 Original+ horizontal flipping + width shifting + height shifting + rotation

The terms S1, S2, S3, S4, S5, S6, S7, and S8 denote the 15t, 204, 31, 4th 5th gth 7th,
and 8™ model snapshot, respectively. The TTA combination that aggregates (averages)
the predictions of the original test data with those obtained from other augmentations
consisting of horizontal flipping, width shifting, height shifting, and rotation, delivered
superior performance for the S3, S4, S5, S7, and S8 model snapshots. The aggregation of
the original predictions with height-shifting augmentation delivered superior performance
for the S2 snapshot. The S6 snapshot delivered superior performance while aggregating
the original predictions with those obtained from the width and height-shifted images.
Aggregating the predictions of the original test data with those augmented by width,
height shifting, and rotation, delivered superior test performance while using the S1 model
snapshot. The first row of Table 6 shows the performance achieved by the model trained
with the 256 x 256 lung-cropped CXRs/masks, denoted as CR-baseline (from Table 3).
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Table 6. Performance achieved by each model snapshot before and after applying the optimal TTA
and averaging the snapshots after TTA. Bold numerical values denote superior performance in
respective columns.

Model IoU Dice SSIM SRE Opt. T

256 x 256 (CR-Baseline) 0.4859 (0.3561, 0.6157) 0.6540 0.7720 29.1329 0.9950
S1 0.4880 (0.3582, 0.6178) 0.6559 0.7676 29.0406 0.9950

S2 0.5090 (0.3792, 0.6388) 0.6746 0.7937 29.4457 0.9698

S3 0.5024 (0.3725, 0.6323) 0.6688 0.7900 29.4709 0.9749

S4 0.4935 (0.3637, 0.6233) 0.6609 0.7872 29.4803 0.9296

S5 0.4974 (0.3675, 0.6273) 0.6643 0.7906 29.4893 0.4271

S6 0.4939 (0.3641, 0.6237) 0.6612 0.7876 29.4833 0.6683

S7 0.4970 (0.3671, 0.6269) 0.6640 0.7887 29.5248 0.9296

S8 0.4780 (0.3483, 0.6077) 0.6469 0.7772 29.4381 0.0100

S1-TTA 0.4947 (0.3649, 0.6245) 0.6620 0.7788 29.2889 0.7959
S2-TTA 0.5107 (0.3809, 0.6405) 0.6762 0.7943 29.4858 0.6633
S3-TTA 0.5110 (0.3812, 0.6408) 0.6764 0.7950 29.5209 0.4975
S4-TTA 0.5000 (0.3701, 0.6299) 0.6667 0.7926 29.5162 0.4975
S5-TTA 0.5031 (0.3732, 0.6330) 0.6694 0.7952 29.5535 0.4975
S6-TTA 0.5020 (0.3721, 0.6319) 0.6684 0.7920 29.5307 0.4271
S7-TTA 0.5083 (0.3785, 0.6381) 0.6740 0.7944 29.5845 0.4925
S8-TTA 0.4872 (0.3574, 0.6170) 0.6552 0.7888 29.5341 0.3878

S2, S3-TTA 0.5174 (0.3876, 0.6472) 0.6819 0.7997 29.6055 0.5779
52,53, S5-TTA 0.5182 (0.3884, 0.6480) 0.6827 0.8002 29.6076 0.5126
S2, 3, S5, S7-TTA 0.5200 (0.3902, 0.6498) 0.6842 0.8007 29.6174 0.4925
S2, 53, 55,57, S6-TTA 0.5200 (0.3902, 0.6498) 0.6842 0.8018 29.6408 0.4874
S2,S3, 55,57, 56, S4-TTA 0.5193 (0.3895, 0.6491) 0.6836 0.8009 29.6186 0.4925

Rows 2-9 denote the performance achieved by the model snapshots S1-58. Rows 10-17
show the performances achieved by the model snapshots at their optimal TTA combination
(Table 5). We observed that TTA improved segmentation performance for the recorded
model snapshot in terms of all metrics compared to the model snapshots without TTA and
the “CR baseline”.

We ranked the model snapshots S1-S8 in terms of their IoU. We observed the S2
snapshot delivered the best IoU, followed by S3, S5, S7, S6, and S4 model snapshots. We
constructed an ensemble of the top-K snapshots (K=2, 3, ..., 6), as discussed in Section 3.8,
by averaging their predictions obtained using their optimal TTA combination. Rows 18-22
show the performances achieved by the ensemble of the top-2, top-3, top-4, top-5, and
top-6 model snapshots, respectively. We observed that the snapshot averaging ensemble
constructed using the top-4 and top-5 model snapshots delivered superior performance in
terms of the IoU and Dice metrics while the top-5 snapshot ensemble delivered superior
values also in terms of the SSIM and SRE metrics. The segmentation performance improved
in terms of all evaluation metrics at the optimal 256 x 256 resolution by constructing an
averaging ensemble of the top-5 model snapshots compared to the CR-baseline.

Figure 7 shows the predictions achieved by the baseline (i.e., the Inception-V3 UNet
model trained with the lung-cropped CXRs/masks at the 256 x 256 resolution), and
snapshot averaging of the top-5 model snapshots with TTA for a couple of CXRs from
the test set. In the first row, we could observe that snapshot averaging removed the false
positives (predictions shown with blue contours). In the second row, we could observe that
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the predicted masks were increasingly similar to the ground truth masks (shown with red
contours), compared to the baseline.

Baseline Snapshot averaging

Img-1 4,

Img-2

0 100 200 200

Figure 7. Visualizing and comparing the segmentation predictions of the baseline (i.e., Inception-V3
UNet model trained with lung-cropped CXRs/masks at the 256 x 256 resolution), and the snapshot
averaging of the top-5 model snapshots. The red and blue contours denote ground truth and
predictions, respectively.

Figure 8 shows the SSIM quality maps achieved with the baseline and snapshot
averaging for a couple of CXR instances from the test set.

Baseline Snapshot averaging

.9664

Img-1

SSIM = 0.9358

Img-2

Figure 8. SSIM quality maps shown for the predictions achieved for a couple of test CXRs, by the
baseline (Inception-V3 UNet model trained with lung-cropped CXRs/masks at the 256 x 256 resolu-
tion), and the snapshot averaging of the top-5 model snapshots with their optimal TTA combination.
We observed higher values for the SSIM using the snapshot averaged predictions compared to the
baseline, signifying that the predicted masks were increasingly similar to the ground truth masks.
Snapshot averaging removed the false positives, and demonstrated improved prediction similarity to
the ground truth, with a higher SSIM value, compared to the baseline.

5. Discussion and Conclusions

We observed that the segmentation performance improved with increasing image
resolution from 32 x 32 up to 256 x 256. The performance achieved with the lung-cropped
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CXRs/TB-lesion masks was superior compared to their original counterparts. These
findings are consistent with [31,36-38], in which lung cropping was reported to improve
performance in medical image segmentation and classification tasks. We observed that
increasing the resolution beyond 256 x 256 decreased segmentation performance. This
can be attributed to the fact that (i) increasing resolution also increased the feature space
to be learned by the models, and (ii) increased parameter count might have led to model
overfitting to the training data because of limited data availability.

We observed that the SSIM value decreased with decreasing resolution. The possible
reasons for this reduction are as follows: the SSIM index is based on three components, the
luminance component, which compares the average pixel intensity of the two images, the
contrast component, which compares the standard deviation of the pixel intensities, and the
structural component, which compares the similarity of patterns in the two images. When
the resolution of an image is decreased, the number of pixels in the image is reduced, which
can lead to a loss of detail in the image. This loss of detail can result in lower values for the
luminance and contrast components, which in turn can lead to a lower overall SSIM score.
In addition, the structural component of the SSIM index compares the similarity of patterns
in the two images using a windowed function, which is sensitive to the resolution of the
image. When the resolution is reduced, the window function captures less information
and thus, the structural component becomes less effective in capturing the similarities
between the two images. However, the SSIM metrics achieved with the lung-cropped
images were superior to the original images, and the performance further improved with
snapshot averaging.

We did not observe a considerable performance improvement with aspect ratio correc-
tions. We were constrained by the UNet architecture [23], which requires that the length and
width of the images/masks should be divisible by 32. This limitation did not allow us to
make precise aspect ratio corrections. However, the study of literature [22] revealed that DL
models trained on medical images are robust to changes in the aspect ratio. Abnormalities
manifesting TB do not have a precise shape and they exhibit a high degree of variabilities
such as nodules, effusions, infiltrations, cavitations, miliary patterns, and consolidations,
among others. These manifestations would appear with their inherent characteristics that
provide diversified features to learn for a segmentation model.

We identified the optimal image resolution and further improved performance at
that resolution through a combinatorial approach consisting of storing model snapshots,
optimizing the TTA and segmentation threshold, and averaging the snapshot predictions.
These findings are consistent with the literature in which storing model snapshots and
performing TTA considerably improved performance in natural and medical computer
vision tasks [33,39-42]. We further emphasize that identifying the optimal TTA method(s)
is indispensable to achieve superior performance compared to randomly augmenting the
test data. We underscore the importance of using the optimal segmentation threshold
compared to the conventional threshold of 0.5, as widely discussed in the literature [43,44].

Another limitation is that our experiments and conclusions are based on the Shen-
zhen CXR dataset where we observed that segmenting TB-consistent lesions using an
UNet model trained on lung-cropped CXRs/masks delivers optimal performance at the
256 x 256 image resolution. These observations could vary across the datasets. We, there-
fore, emphasize that the characteristics of the data under study, the model performances
at varying image resolutions with/without ROI cropping, and aspect ratio adjustments
should be discussed in all studies.

Due to GPU constraints, we were not able to train high-resolution models at larger
batch sizes. However, with the advent of high-performance computing, this can be made
feasible. High-resolution datasets might require newer model architecture and hardware
advancements. Nevertheless, although the full potential of high-resolution datasets is
not explored yet, it is indispensable to collect data at the highest resolution possible.
Additionally, irrespective of the image resolution, adding more experts to the annotation
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process may reduce the variation in the ground truth, which we believe may improve
segmentation performance.

Author Contributions: Conceptualization, S.R., EY., G.Z., Z.X. and S.A.; Data curation, S.R. and
EY.; Formal analysis, S.R. and E.Y.; Funding acquisition, S.A.; Investigation, S.A.; Methodology,
S.R. and EY.; Project administration, S.A.; Resources, S.A.; Software, S.R. and F.Y.; Supervi-
sion, S.A.; Validation, S.R., EY. and S.A.; Visualization, S.R.; Writing—original draft, S.R.;
Writing—review & editing, S.R., FY., G.Z., Z.X. and S.A. All authors have read and agreed to the
published version of the manuscript.

Funding: This research was supported by the Intramural Research Program of the National Library of
Medicine, National Institutes of Health. The funders had no role in the study design, data collection,
analysis, decision to publish, or preparation of the manuscript.

Institutional Review Board Statement: Ethical review and approval were waived for this study
because of the retrospective nature of the study and the use of anonymized patient data.

Informed Consent Statement: Patient consent was waived by the IRBs because of the retrospective
nature of this investigation and the use of anonymized patient data.

Data Availability Statement: The data required to reproduce this study is publicly available and
cited in the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

References

1.  Yang, F; Lu, PX; Deng, M.; Xi, Y.; W, J.; Rajaraman, S.; Xue, Z.; Folio, L.R.; Antani, S.K.; Jaeger, S. Annotations of Lung
Abnormalities in the Shenzhen Chest Pulmonary Diseases. MDPI Data 2022, 7, 95. [CrossRef]

2. Geng, E; Kreiswirth, B.; Burzynski, J.; Schluger, N.W. Clinical and Radiographic Correlates of Primary and Reactivation
Tuberculosis: A Molecular Epidemiology Study. J. Am. Med. Assoc. 2005, 293, 2740-2745. [CrossRef] [PubMed]

3. Demner-Fushman, D.; Kohli, M.D.; Rosenman, M.B.; Shooshan, S.E.; Rodriguez, L.; Antani, S.; Thoma, G.R.; McDonald, C.J.
Preparing a Collection of Radiology Examinations for Distribution and Retrieval. ]. Am. Med. Inform. Assoc. 2016, 23, 304-310.
[CrossRef] [PubMed]

4. Kwee, T.C.; Kwee, R.M. Workload of Diagnostic Radiologists in the Foreseeable Future Based on Recent Scientific Advances:
Growth Expectations and Role of Artificial Intelligence. Insights Imaging 2021, 12, 1-12. [CrossRef] [PubMed]

5. Hesamian, M.H,; Jia, W.; He, X.; Kennedy, P. Deep Learning Techniques for Medical Image Segmentation: Achievements and
Challenges. |. Digit. Imaging 2019, 32, 582-596. [CrossRef] [PubMed]

6.  Narayanan, B.N.; De Silva, M.S.; Hardie, R.C.; Ali, R. Ensemble Method of Lung Segmentation in Chest Radiographs. Proc. IEEE
Natl. Aerosp. Electron. Conf. NAECON 2021, 2021-Augus, 382-385. [CrossRef]

7. Khan, AR; Khan, S.; Harouni, M.; Abbasi, R.; Igbal, S.; Mehmood, Z. Brain Tumor Segmentation Using K-Means Clustering and
Deep Learning with Synthetic Data Augmentation for Classification. Microsc. Res. Tech. 2021, 84, 1389-1399. [CrossRef]

8.  Igbal, S.; Ghani Khan, M.U.; Saba, T.; Mehmood, Z.; Javaid, N.; Rehman, A.; Abbasi, R. Deep Learning Model Integrating Features
and Novel Classifiers Fusion for Brain Tumor Segmentation. Microsc. Res. Tech. 2019, 82, 1302-1315. [CrossRef]

9.  Sadad, T.; Rehman, A.; Munir, A; Saba, T.; Tariq, U.; Ayesha, N.; Abbasi, R. Brain Tumor Detection and Multi-Classification Using
Advanced Deep Learning Techniques. Microsc. Res. Tech. 2021, 84, 1296-1308. [CrossRef] [PubMed]

10. Saqib, M.; Anwar, A.; Anwar, S.; Petersson, L.; Sharma, N.; Blumenstein, M. COVID-19 Detection from Radiographs: Is Deep
Learning Able to Handle the Crisis? Signals 2022, 3, 296-312. [CrossRef]

11.  Kermany, D.S.; Goldbaum, M.; Cai, W.; Valentim, C.C.S; Liang, H.; Baxter, S.L.; McKeown, A.; Yang, G.; Wu, X,; Yan, F; et al.
Identifying Medical Diagnoses and Treatable Diseases by Image-Based Deep Learning. Cell 2018, 172, 1122-1131.€9. [CrossRef]
[PubMed]

12. Rajaraman, S.; Yang, F.; Zamzmi, G.; Xue, Z.; Antani, S.K. A Systematic Evaluation of Ensemble Learning Methods for Fine-
Grained Semantic Segmentation of Tuberculosis-Consistent Lesions in Chest Radiographs. Bioengineering 2022, 9, 413. [CrossRef]
[PubMed]

13. Huda, W,; Brad Abrahams, R. X-ray-Based Medical Imaging and Resolution. Am. ]. Roentgenol. 2015, 204, W393-W397. [CrossRef]
[PubMed]

14. Jaeger, S.; Candemir, S.; Antani, S.; Wang, Y.-X.J.; Lu, P.-X.; Thoma, G. Two Public Chest X-ray Datasets for Computer-Aided
Screening of Pulmonary Diseases. Quant. Imaging Med. Surg. 2014, 4, 475-477. [CrossRef] [PubMed]

15.  Zamzmi, G.; Rajaraman, S.; Hsu, L.-Y.; Sachdev, V.; Antani, S. Real-Time Echocardiography Image Analysis and Quantification of
Cardiac Indices. Med. Image Anal. 2022, 80, 102438. [CrossRef] [PubMed]

16.  Van Ginneken, B.; Katsuragawa, S.; Ter Haar Romeny, B.M.; Doi, K.; Viergever, M.A. Automatic Detection of Abnormalities in

Chest Radiographs Using Local Texture Analysis. IEEE Trans. Med. Imaging 2002, 21, 139-149. [CrossRef]

121



Diagnostics 2023, 13, 747

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

Tang, P,; Yang, P.; Nie, D.; Wu, X.; Zhou, J.; Wang, Y. Unified Medical Image Segmentation by Learning from Uncertainty in an
End-to-End Manner. Knowl. Based Syst. 2022, 241, 108215. [CrossRef]

Thambawita, V.; Striimke, I.; Hicks, S.A.; Halvorsen, P; Parasa, S.; Riegler, M.A. Impact of Image Resolution on Deep Learning
Performance in Endoscopy Image Classification: An Experimental Study Using a Large Dataset of Endoscopic Images. Diagnostics
2021, 11, 2183. [CrossRef]

Sabottke, C.E; Spieler, B.M. The Effect of Image Resolution on Deep Learning in Radiography. Radiol. Artif. Intell. 2020, 2, e190015.
[CrossRef]

Gordienko, Y.; Gang, P; Hui, J.; Zeng, W.; Kochura, Y.; Alienin, O.; Rokovyi, O.; Stirenko, S. Deep Learning with Lung
Segmentation and Bone Shadow Exclusion Techniques for Chest X-ray Analysis of Lung Cancer. In ICCSEEA 2018: Advances in
Computer Science for Engineering and Education; Hu, Z., Petoukhov, S., Dychka, 1., He, M., Eds.; Advances in Intelligent Systems
and Computing; Springer: Cham, Switzerland, 2018; Volume 754. [CrossRef]

Pavel Yakubovskiy Segmentation Models. Available online: https:/ /github.com/qubvel/segmentation_models (accessed on 2
May 2021).

Liu, W.; Li, C.; Rahaman, M.M,; Jiang, T.; Sun, H.; Wu, X.; Hu, W.; Chen, H.; Sun, C.; Yao, Y.; et al. Is the aspect ratio of cells
important in deep learning? A robust comparison of deep learning methods for multi-scale cytopathology cell image classification:
From convolutional neural networks to visual transformers. Comput. Biol. Med. 2022, 141, 105026. [CrossRef]

Ronneberger, O.; Fischer, P.; Brox, T. U-Net: Convolutional Networks for Biomedical Image Segmentation. In Medical Image
Computing and Computer-Assisted Intervention—MICCAI 2015; Navab, N., Hornegger, J., Wells, W., Frangi, A., Eds.; Lecture Notes
in Computer Science(LNCS); Springer: Cham, Switzerland; Volume 9351. [CrossRef]

Sagar, A. Uncertainty Quantification Using Variational Inference for Biomedical Image Segmentation. In Proceedings of the 2022
IEEE/CVF Winter Conference on Applications of Computer Vision Workshops (WACVW), Waikoloa, HI, USA, 4-8 January 2022;
pp- 44-51. [CrossRef]

Rajaraman, S.; Zamzmi, G.; Folio, L.; Alderson, P.; Antani, S. Chest X-ray Bone Suppression for Improving Classification of
Tuberculosis-Consistent Findings. Diagnostics 2021, 11, 840. [CrossRef] [PubMed]

Brunet, D.; Vrscay, E.R.; Wang, Z. On the Mathematical Properties of the Structural Similarity Index. IEEE Trans. Image Process.
2012, 21, 1488-1499. [CrossRef] [PubMed]

Lanaras, C.; Bioucas-Dias, J.; Galliani, S.; Baltsavias, E.; Schindler, K. Super-Resolution of Sentinel-2 Images: Learning a Globally
Applicable Deep Neural Network. ISPRS . Photogramm. Remote Sens. 2018, 146, 305-319. [CrossRef]

Jadon, S. SemSegLoss: A Python Package of Loss Functions for Semantic Segmentation [Formula Presented]. Softw. Impacts 2021,
9, 100079. [CrossRef]

Zhao, S.; Wu, B.; Chu, W.; Hu, Y.; Cai, D. Correlation Maximized Structural Similarity Loss for Semantic Segmentation. arXiv
2019, arXiv:1910.08711.

Renard, F.; Guedria, S.; De Palma, N.; Vuillerme, N. Variability and Reproducibility in Deep Learning for Medical Image
Segmentation. Sci. Rep. 2020, 10, 1-16. [CrossRef]

Candemir, S.; Antani, S. A Review on Lung Boundary Detection in Chest X-rays. Int. ]. Comput. Assist. Radiol. Surg. 2019, 14,
563-576. [CrossRef]

Huang, G.; Li, Y,; Pleiss, G.; Liu, Z.; Hopcroft, ].E.; Weinberger, K.Q. Snapshot Ensembles: Train 1, Get M for Free. In Proceedings
of the 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, 24-26 April 2017.

Moshkov, N.; Mathe, B.; Kertesz-Farkas, A.; Hollandi, R.; Horvath, P. Test-Time Augmentation for Deep Learning-Based Cell
Segmentation on Microscopy Images. Sci. Rep. 2020, 10, 1-7. [CrossRef]

Wang, G.; Li, W.; Aertsen, M.; Deprest, J.; Ourselin, S.; Vercauteren, T. Aleatoric Uncertainty Estimation with Test-Time Augmen-
tation for Medical Image Segmentation with Convolutional Neural Networks. Neurocomputing 2019, 338, 34-45. [CrossRef]
Abedalla, A.; Abdullah, M.; Al-Ayyoub, M.; Benkhelifa, E. Chest X-ray Pneumothorax Segmentation Using U-Net with Efficient-
Net and ResNet Architectures. Peer] Comput. Sci. 2021, 7, 1-36. [CrossRef]

Rajaraman, S.; Folio, L.R.; Dimperio, J.; Alderson, P.O.; Antani, S.K. Improved Semantic Segmentation of Tuberculosis—Consistent
Findings in Chest x-Rays Using Augmented Training of Modality-Specific u-Net Models with Weak Localizations. Diagnostics
2021, 11, 616. [CrossRef] [PubMed]

Li, H.; Han, H.; Li, Z.; Wang, L., Wu, Z.; Lu, J.; Zhou, S K. High-Resolution Chest X-ray Bone Suppression Using Unpaired CT
Structural Priors. IEEE Trans. Med. Imaging 2020, 39, 3053-3063. [CrossRef] [PubMed]

Zamzmi, G.; Rajaraman, S.; Antani, S. UMS-Rep: Unified Modality-Specific Representation for Efficient Medical Image Analysis.
Inform. Med. Unlocked 2021, 24, 100571. [CrossRef]

P, S.A.B.; Annavarapu, C.S.R. Deep Learning-Based Improved Snapshot Ensemble Technique for COVID-19 Chest X-ray Classifi-
cation. Appl. Intell. 2021, 51, 3104-3120. [CrossRef] [PubMed]

Chowdhury, N.K.; Kabir, M.A.; Rahman, M.M.; Rezoana, N. ECOVNet: A Highly Effective Ensemble Based Deep Learning
Model for Detecting COVID-19. Peer] Comput. Sci. 2021, 7, 1-25. [CrossRef] [PubMed]

Nguyen, T.; Pernkopf, F. Lung Sound Classification Using Snapshot Ensemble of Convolutional Neural Networks. Proc. Annu.
Int. Conf. IEEE Eng. Med. Biol. Soc. EMBS 2020, 2020-July, 760-763. [CrossRef]

122



Diagnostics 2023, 13, 747

42.  Jha, D.; Smedsrud, P.H.; Johansen, D.; De Lange, T.; Johansen, H.D.; Halvorsen, P,; Riegler, M.A. A Comprehensive Study on
Colorectal Polyp Segmentation with ResUNet++, Conditional Random Field and Test-Time Augmentation. IEEE |. Biomed. Heal.
Inform. 2021, 25, 2029-2040. [CrossRef]

43. Lv, Z.;Wang, L.; Guan, Z.; Wu, J.; Du, X.; Zhao, H.; Guizani, M. An Optimizing and Differentially Private Clustering Algorithm
for Mixed Data in SDN-Based Smart Grid. IEEE Access 2019, 7, 45773-45782. [CrossRef]

44. Decenciére, E.; Zhang, X.; Cazuguel, G.; Lay, B.; Cochener, B.; Trone, C.; Gain, P.; Ordénez-Varela, ].R.; Massin, P; Erginay, A.; et al.
Feedback on a Publicly Distributed Image Database: The Messidor Database. Image Anal. Stereol. 2014, 33, 231-234. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

123



diagnostics

Article

Analysis of Chest X-ray for COVID-19 Diagnosis as a Use Case
for an HPC-Enabled Data Analysis and Machine Learning
Platform for Medical Diagnosis Support

Chadi Barakat 2%**, Marcel Aach 2, Andreas Schuppert >*, Sigurdur Brynjélfsson !, Sebastian Fritsch >%>>% and

Morris Riedel 123+

Citation: Barakat, C.; Aach, M.;
Schuppert, A.; Brynjolfsson, S.;
Fritsch, S.; Riedel, M. Analysis of
Chest X-ray for COVID-19 Diagnosis
as a Use Case for an HPC-Enabled
Data Analysis and Machine Learning
Platform for Medical Diagnosis
Support. Diagnostics 2023, 13, 391.
https://doi.org/10.3390/
diagnostics13030391

Academic Editors: Sivaramakrishnan
Rajaraman, Zhiyun Xue and Sameer

Antani

Received: 20 December 2022
Revised: 14 January 2023
Accepted: 18 January 2023
Published: 20 January 2023

e

Copyright: © 2022 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /

40/).

School of Engineering and Natural Science, University of Iceland, 107 Reykjavik, Iceland

Julich Supercomputing Centre, Forschungszentrum Jiilich, 52428 Jiilich, Germany

SMITH Consortium of the German Medical Informatics Initiative, 07747 Leipzig, Germany

Joint Research Centre for Computational Biomedicine, University Hospital RWTH Aachen,

52074 Aachen, Germany

Department of Intensive Care Medicine, University Hospital RWTH Aachen, 52074 Aachen, Germany
*  Correspondence: c.barakat@fz-juelich.de

1t Current address: Jiilich Supercomputing Centre, Forschungszentrum Jiilich, 52428 Jiilich, Germany.

1 These authors contributed equally to this work.

S O

Abstract: The COVID-19 pandemic shed light on the need for quick diagnosis tools in healthcare,
leading to the development of several algorithmic models for disease detection. Though these
models are relatively easy to build, their training requires a lot of data, storage, and resources, which
may not be available for use by medical institutions or could be beyond the skillset of the people
who most need these tools. This paper describes a data analysis and machine learning platform
that takes advantage of high-performance computing infrastructure for medical diagnosis support
applications. This platform is validated by re-training a previously published deep learning model
(COVID-Net) on new data, where it is shown that the performance of the model is improved through
large-scale hyperparameter optimisation that uncovered optimal training parameter combinations.
The per-class accuracy of the model, especially for COVID-19 and pneumonia, is higher when using
the tuned hyperparameters (healthy: 96.5%; pneumonia: 61.5%; COVID-19: 78.9%) as opposed to
parameters chosen through traditional methods (healthy: 93.6%; pneumonia: 46.1%; COVID-19:
76.3%). Furthermore, training speed-up analysis shows a major decrease in training time as resources
increase, from 207 min using 1 node to 54 min when distributed over 32 nodes, but highlights
the presence of a cut-off point where the communication overhead begins to affect performance.
The developed platform is intended to provide the medical field with a technical environment for
developing novel portable artificial-intelligence-based tools for diagnosis support.

Keywords: deep learning; COVID-19; high-performance computing; image-based diagnostics;
medical diagnosis support

1. Introduction

As the COVID-19 pandemic threatened to break down medical infrastructure all over
the world, it became evident that effective and efficient methods of diagnosis are necessary
in order to improve outcomes and save the lives of hospital patients [1]. Especially during
the early phase of the pandemic, when antigen-based rapid tests were not yet available,
there was an urgent need for alternative diagnostic procedures. The standard approach us-
ing reverse-transcription polymerase chain-reaction (RT-PCR) required a lot of time, trained
staff, and laboratory capacity and showed, especially at the beginning of the pandemic,
very heterogeneous accuracy [2,3]. Since pulmonary involvement in particular posed a
risk to patients with COVID-19, it was reasonable to examine conventional chest-X-ray
(CXR) images, which are a rapid and widely available diagnostic tool for COVID-19-specific
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changes [4]. Thus, early publications had already reported the presence of specific changes
in thoracic imaging before a laboratory test yielded a positive result [5]. Focusing on read-
ily available and inexpensive diagnostic procedures is especially meaningful as research
predicts that such large-scale contagion events will happen at an increasing rate [6].

However, given the current advancements in high-performance computing (HPC)
technology and the availability of commercial cloud computing (CC) resources to the
general public, as well as large increases in online data storage and sharing capabilities,
an increasing interest in machine learning (ML) and deep learning (DL) applications that
put these resources to use in order to solve common problems can be observed [7-9].
Similarly, these techniques and resources are being employed towards extracting infor-
mation from Big Data repositories that would otherwise require hundreds of researchers
over several thousand hours [10,11]. More recently, the combination of HPC, Big Data,
and ML have made headlines in the scientific community with the publication of two DL
models, AlphaFold from DeepMind and RoseTTAFold from Baek et al., which match or
even outperform existing methods for protein structure prediction [12,13].

It follows that several research groups have developed ML and DL methods for de-
tecting COVID-19 from sonographic [14] and X-ray images of the thorax [15-17], or for
predicting the mortality of COVID-19 patients from medical data [18], with all of the results
highlighting how effective these models might be for quick triaging. In a similar application
field, Rajaraman et al. merged several trained DL models to improve the diagnosis of pneu-
monia from CXR images with a higher success rate than conventional image recognition
models [19]. Other researchers have made use of cutting-edge HPC resources, namely the
Julich Wizard for European Leadership Science (JUWELS) (https://www.fz-juelich.de/en/
ias/jsc/systems/supercomputers/juwels (accessed on 19 December 2022)) cluster, one of
Europe’s fastest supercomputers to train advanced DL networks on Big Data from different
fields, thus highlighting the need to make use of modular supercomputing architecture
(MSA) to advance the field of artificial intelligence (AI) [20]. Furthermore, advanced auto-
mated hyperparameter tuning methods such as KerasTuner (https:/ /keras.io/keras_tuner/
(accessed on 19 December 2022)) and Ray Tune (https://docs.ray.io/en/latest/tune/index.
html (accessed on 19 December 2022)) have been developed, which simplify the parameter
search process needed to fine-tune the training of neural networks, thus yielding the best
performing model without major interventions from ML researchers [21].

Application of the available HPC resources in the medical field, thus contributing
to the analysis of medical data and a timely and precise diagnosis, has the potential to
reduce the amount of stress that medical personnel are exposed to during their work [22,23].
Similarly, the medical field presents a fertile ground for setting up frameworks that can be
easily loaded, modified, and deployed where needed to help mitigate the effects of future
epidemics and pandemics [24]. In the present paper, these approaches are thus validated in
the application of the COVID-Net developed by Wang et al. on newly obtained CXR images
that were provided by healthcare partner E*HealthLine (EHL) as part of the European
Open Science Cloud (EOSC) Fast-Track grants for COVID-19 research.

The work presented in this article describes the culmination of work performed
towards setting up a platform within which medical data can be stored, cleaned, and
analysed, and easily used to train ML and DL models [25,26]. The platform makes use of
highly specialised hardware and software available at the Jiilich Supercomputing Centre
(JSC) to develop and train these models in the most efficient manner. These include firstly
the DEEP and JUWELS supercomputing clusters, and the storage made available through
the related projects. Advanced hyperparameter tuning methods are also used to fine-tune
the models to produce the best results.

The following sections go into the details of (a) training COVID-Net on newly acquired
data, (b) performing large-scale hyperparameter tuning on the model in order to extract the
parameter combinations that produce the best trained models, and (c) re-training the model
to highlight the improvement achieved in per-class accuracy for each of these combinations.
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Furthermore, resource scale-up is also performed in order to gauge the speed-up that can
be achieved through the established platform.

Re-training the COVID-Net model in such a way serves as a preliminary proof-of-
concept for the platform. Due to its easy adaptability to new use-cases and its portability
on other academic or commercially available CC resources, this platform can support
researchers in the medical field to create more complex models with better performance
that would otherwise be impossible to develop due to a lack of computational resources and
missing expertise in usage of HPC systems. Additionally, the models built and pre-trained
within the platform rely on open-source data and software, making them easy to deploy on
local machines in hospitals intensive care units (ICUs).

It is worth noting that several groups have applied hyperparameter optimisation to
improve the results of DL-based COVID-19 diagnosis models [27-29]. However, compari-
son with these works cannot easily be undertaken, as the concept and specific innovation
described in the present paper lies within scaling up the data storage, the model training,
and the hyperparameter tuning processes through efficient use of HPC resources in order
to cover more ground.

2. Materials and Methods

This section describes the hardware and software implemented within the developed
data analysis and machine learning platform, as well as the methods and data through
which the COVID-Net model, developed by Wang et al. [15], is re-trained on new data
and its prediction performance is improved through large-scale hyperparameter tuning.
Figure 1 presents a general overview of the re-training process and model improvement
steps performed as part of the platform validation, and highlights how computationally
expensive the hyperparameter tuning step is.

Initial Retraining Hyperparameter Tuning Final Retraining

- . B i i e . D
- W - v

COVID-Net

COVID-Net v N COVID-Net

COVID-Net COVID-Net
Initial per-class Updated per-class
accuracy values HyperBand accuracy values

Figure 1. Block diagram representing the experimental process within the data analysis and machine
learning platform. The different schedulers are represented as boxes within the hyperparameter
tuning step. Due to the large amount of computations that it needs to perform, the hyperparameter
tuning step requires significantly more resources than the remaining steps.

2.1. HPC Resources

In their presentation of a novel approach to build and organise HPC resources, Suarez
et al. provide a thorough technical description of the hardware set up at JSC, with an
emphasis on its modular aspects [30]. This is true in terms of the hardware dedicated to
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computation as well as that used for communication and for storage. In essence, the MSA
allows for efficient scale-up as required by HPC researchers according to the tasks at hand.
The hardware is supported by the open-source scheduling software Simple Linux
Utility for Resource Management (SLURM) (https://slurm.schedmd.com/(accessed on
19 December 2022)), which manages the workload over the available resources and lever-
ages the scalability aspect of the modular system, but also reduces wasted computing
time through intelligent prioritisation of tasks. Furthermore, aside from terminal access
through SSH, users can directly access resources through an integrated Jupyter (https:
/ /jupyter-jsc.fz-juelich.de/ (accessed on 19 December 2022)) development environment,
which can be adapted to the specific needs of the task at hand through pre-packaged data
analytics and ML modules as well as personalised kernels and virtual environments.

2.1.1. DEEP

The DEEP series of projects has been setting up the path towards exascale computing
since 2016, focusing on scaling available HPC resources through boosters [31]. These
projects have received funding granted by the European Commission under the Horizon
2020 program and have so far had three iterations under the titles “DEEP”, “DEEP-Extended
Reach” (DEEP-ER), and “DEEP-Extreme Scale Technologies” (DEEP-EST). A fourth iteration
upcoming as “DEEP-Software for Exascale Architectures” (DEEP-SEA) was launched in
2021 with the aim of delivering a standardised programming environment for exascale
computing for the European HPC systems.

At the hardware level, DEEP-EST introduced the concept of MSA, making the cluster-
booster architecture more attuned for data analytics tasks [32]. Accordingly, the system
itself is divided into several modules, each sporting the necessary hardware for specific
tasks (i.e., numerical data processing, image processing, hyperspectral image processing).
These modules are presented in Table 1.

Table 1. Partitions on the DEEP prototype.

Partition Nodes CPUs/Node GPU
DEEP-Data Analytics 16 9% NVIDIA V100 + Intel Stratix10 FGPA
Module
DEEP-Extreme Scale Booster 75 16 NVIDIA V100
DEEP-Cluster Module 50 48 n/a
2.1.2. JUWELS

The JUWELS supercomputer consists of two main parts: a cluster module and a booster
module, commissioned in 2018 and 2020, respectively. The cluster module is a BullSe-
quana X1000 system (https:/ /atos.net/en/solutions/high-performance-computing-hpc/
bullsequana-x-supercomputers/bullsequana-x1000 (accessed on 19 December 2022)) with
2583 nodes totalling 122,768 CPUs. Furthermore, several nodes are specialised for visualisa-
tion, large-memory, and accelerated computing tasks (https://apps.fz-juelich.de/jsc/hps/
juwels/configuration.html (accessed on 19 December 2022)). The booster module, a Bullse-
quena XH2000 system (https://atos.net/wp-content/uploads/2020/07/BullSequana
XH2000_Features_Atos_supercomputers.pdf (accessed on 19 December 2022)), expands on
the available computing power by adding a total of 940 nodes totalling 3744 GPUs.

In essence, the cluster module is intended for general-purpose computation tasks
while the booster module allows for scalable computing, making large-scale simulation and
visualisation tasks more possible [20]. By making use of the available high-speed network
connections and available storage, the booster module has reached a peak performance
of 73 petaflop per second. Kesselheim et al. validated its performance for large-scale Al
research on several DL network training tasks across different fields. Their results and the
recorded peak performance earned the JUWELS booster the top position on the fastest
supercomputers in Europe in 2021 as well as the 7th spot on the international TOP500 list
and the 3rd spot on the Green500 list.
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For the purposes described in this manuscript, the development phase is performed
on the DEEP-EST cluster and the usage of the JUWELS cluster and booster is reserved for
large-scale production applications of the developed models.

2.2. Datasets

To validate the established platform, two separate datasets were used in order to train
a pre-built classification model. The first dataset is the open-source COVIDx dataset (https:
/ / github.com/lindawangg/COVID-Net/blob/master/docs/COVIDx.md (accessed on 19
December 2022)), which was compiled by Wang et al. from a collection of open repositories
as listed in Table 2 [15]. At the time of preparing the data, the most current version was
COVIDx V8A. This dataset is subdivided into 3 main classes: Healthy, Non-COVID-19
Pneumonia, and COVID-19.

Table 2. COVIDx V8A dataset sources.

Title URL

Cohen https:/ /github.com /ieee8023/covid-chestxray-dataset
Figure1  https://github.com/agchung/Figurel-COVID-chestxray-dataset
Actualmed https://github.com/agchung/Actualmed-COVID-chestxray-dataset

https:/ /www.kaggle.com/tawsifurrahman/covid19-radiography-database/
version/3
RSNA https:/ /www.kaggle.com/c/rsna-pneumonia-detection-challenge/data

Sirm

https:/ /wiki.cancerimagingarchive.net/pages/viewpage.action?pageld=702302

RICORD 31

The second dataset was pre-compiled by industry partner EHL and made available
through file transfer protocol (FTP). The dataset is subdivided into training and testing sets,
each of which is further divided into different conditions including Healthy, Pneumonia,
COVID-19, Atelectasis, and Cardiomegaly, among others. Further details about the dataset
constitutions are presented in later sections of this manuscript, though it is worth men-
tioning that there was a considerable difference in the image resolutions between the two
datasets as can be seen in Figure 2. Additionally, Table 3 describes the class distribution of
images within each dataset.

Table 3. Number of images within each dataset.

Non-COVID-19

Dataset Healthy . COVID-19
Pneumonia
COVIDx 8066 5575 2358
EHL 1898 118 187
Fusion 9964 5693 2542

Finally, in order to increase the robustness of the model to be re-trained, the two
datasets were merged into a Fusion dataset, preserving the split structures shown in
Tables 4 and 5. The Fusion dataset represents the relatively heterogeneous data usually
received from different medical institutions in special circumstances [33]. The applicability
of the platform and its intended use on heterogeneous data represents one of the most
important advantages.
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Figure 2. Range of image resolutions of the COVIDx (left) and EHL (right) datasets. A high
concentration of images in the COVIDx dataset is centered around 1000 x 1000 pixels, but the
majority of EHL images is below 480 x 480 pixels.

2.2.1. COVIDx Dataset

The process to obtain the COVIDx dataset is provided in detail as part of the COVID-
Net Github (https://github.com/lindawangg/COVID-Net (accessed on 19 December
2022)) repository as it was compiled by Wang et al. [15]. The dataset was loaded into the
online storage available at JSC and an analysis of the images was performed using the
Open-Source Computer Vision Library (OpenCV) python package in order to verify that
the dataset contains no duplicates or corruptions. The majority of the data provided in
the COVIDx dataset are in the portable network graphics (PNG) image format. Table 4
presents the train-test split of the COVIDx dataset.

Table 4. COVIDx V8A dataset training and testing split.

Non-COVID-19

Set Healthy . COVID-19
Pneumonia
Training 7966 (98.8%) 5475 (98.2%) 2158 (91.5%)
Testing 100 (1.2%) 100 (1.8%) 200 (8.5%)
Total 8066 5575 2358

2.2.2. EHL Dataset

The EHL dataset was made available through secure FTP and, similarly to the COVIDx
dataset, loaded onto the online storage at JSC. The dataset is subdivided into several pul-
monary and chest-related conditions, though for the purposes described in this manuscript
solely the images within the Healthy, Non-COVID-19 Pneumonia, and COVID-19 direc-
tories were used. The remainder of the data will be used in a future transfer learning
application of the available ML model.

After performing some verification steps on the data using OpenCV, it became evident
that some images were duplicates of those available in the COVIDx dataset, which was
traced back to the fact that one of the participating hospitals had made their data available
as part of the Cohen dataset. These images were removed and the resulting distribution
of data is presented in Table 5. The EHL dataset is made available as part of the Euro-
pean Open Science Cloud fast-track grant project and can be accessed online for research
purposes (https://b2share.fz-juelich.de/records/aef5d3b8aa044485b9620b95b60c47a2 (ac-
cessed on 19 December 2022)). Evaluation of the trained models was performed using only
the EHL dataset in order to verify these models’ ability to predict over the new data.
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Table 5. E*HealthLine dataset training and testing split.

Non-COVID-19

Set Healthy . COVID-19
Pneumonia
Training 198 (10.4%) 21 (17.8%) 189 (65.4%)
Testing 1700 (89.6%) 97 (82.2%) 100 (34.6%)
Total 1898 118 289

2.3. COVID-Net Model

The COVID-Net deep learning model was developed and released by Wang et al. in
May of 2020 in response to the COVID-19 pandemic to screen patients for COVID-19 using
chest radiographs [15]. The model follows the current DL standard for image analysis of
using convolutional neural networks (CNNs) with intermittently varying kernel sizes, but
expands on it by employing the residual architecture that was introduced by He et al. in
their pioneering work on residual networks for object detection in images [34]. COVID-Net
was built using TensorFlow (https://www.tensorflow.org/ (accessed on 19 December
2022)) version 1.13.

The initial approach with COVID-Net within the scope of this project involved running
inference using the pre-trained model on both available datasets in order to highlight their
differences, before moving forward with the re-training attempts, which also served the
purpose of highlighting the potential speed-up that can be achieved using the available MSA.

2.3.1. Model Selection

The Git repository for COVID-Net lists a number of models each with varying input
image sizes and performance markers. At the time of performing this analysis, the best
performing model was labelled “COVIDNet-CXR4-A”, which scales input images to a reso-
lution of 480 x 480 pixels. Two other versions of the model exist that take inputs of lower
resolution (224 x 224 pixels) with the best performing among them being “COVIDNet-CXR
Large”. Both models are available for download from links in the repository.

Selecting the appropriate model for this application required an analysis of the resolu-
tions of the available images, and since the majority of the images within the EHL dataset
are below the threshold of 480 x 480 pixel resolution as can be seen in Figure 2, it became
evident that the “COVIDNet-CXR Large” model would perform best. This decision is fur-
ther supported by the initial inference results that will be presented below in Section 3, but
follows the logic that down-sampling image data produces far less noise than up-sampling,
which is more likely to generate artefacts by magnifying limited visual information.

2.3.2. Model Training

The repository for COVID-Net provides scripts and terminal commands for training
the network. These scripts define the training parameters (learning rate, number of epochs,
batch size, location of the pre-defined network weights) and the location of the datasets for
training and testing. Accordingly, the parameters are adapted to the updated datasets being
used in this application, and a range is defined over which the training will be parallelised.

Additionally, the training script is updated in order to introduce the possibility of
many concurrent parallelised training runs, thus making use of the available HPC resources.
The initial approach for parallelised training was through performing a grid-search of pre-
defined parameters to tune and iteratively populating a job-script that would then be
submitted to the HPC scheduler. Instead, hyperparameter tuning is implemented, as
described in the next subsection, which can streamline the parameter search and potentially
uncover hyperparameter combinations that would otherwise have been missed. Finally,
a set of parameters is selected to train the model with an increasing number of nodes,
using the Horovod (https://horovod.ai/ (accessed on 19 December 2022)) distributed DL
framework, in order to determine the extent to which training can be accelerated as more
resources are made available.
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2.4. Hyperparameter Tuning

Hyperparameters are parameters which influence an algorithm’s behaviour. These
values are typically set by the user manually before the training of an algorithm. Choos-
ing an optimal set of hyperparameters can significantly improve the performance of a
model [35]. In order to easily find the best performing combination of parameters for
training the COVID-Net model on the new and the combined datasets, the hyperparameter
tuning library Tune, developed under the Ray framework, was employed [21,36]. This
tuner takes a model and selected tunable parameters as input and performs an optimisation
that highlights the combination of parameters that produces the best results according to a
selected metric. Due to compatibility issues related to the earlier version of TensorFlow
used in constructing COVID-Net, it was necessary to use version 0.6.2 of the Ray module.

The Ray framework employs schedulers that take advantage of parallel computing to
scale up and speed up the task at hand; of these schedulers, population-based training (PBT),
HyperBand, and Asynchronous HyperBand [37-39] are considered and compared to the
default first-in, first-out (FIFO) scheduler. The comparison was performed by running
the hyperparameter tuning process with each of the selected schedulers over the same
parameter search space. The best-performing scheduler was selected based on runtime
and the COVID-Net model’s performance when re-trained using the optimal parameter
combination that the tuning process output.

3. Results
3.1. Pre-Optimisation Analysis

Running inference with COVID-Net on the available images highlighted the differ-
ences between the two datasets. The network performance on COVIDx was in line with
the results published by the original authors. However, the images from EHL were more
likely to be misclassified. In fact, the results presented in Figure 3a highlight a bias towards
predicting COVID-19.

After re-training the network on a combination of the newly acquired images and the
original COVIDx dataset, the results achieved are presented in Figure 3b, where classifi-
cation accuracy is improved. In order to achieve these results, several training runs were
performed in parallel where the class weights (CWs) were adjusted, as well as the learning
rate (LR), the batch size, the COVID-19 percentages (CPs), and the number of training
epochs. Through these training runs the range of these parameters that are tuned on a
larger scale in the next step was narrowed down.
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Figure 3. Prediction performance (in %) heatmaps for COVID-Net on the EHL dataset (a) before and
(b) after initial re-training.
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3.2. Hyperparameter Optimisation

The hyperparameter optimisation is performed on the DEEP-Extreme Scale Booster
(ESB) partition, with 20 trials taking up 1 node each (see hardware configuration listed in
Table 1). During these 20 trials the network is trained over 24 epochs, with each trial being
assigned a different combination of the tunable parameters, in this case the COVID-19
percentage, the class weights, and the learning rate. The parameter values are chosen
following a random uniform distribution in the case of the CWs and the CP, and a loga-
rithmic uniform distribution for the LR. The selected schedulers distribute the tasks on
the available nodes and in three of the four cases introduce further perturbations to the
hyperparameters halfway through the training process. The specific experimental setup is
further expanded in the below sections for each of the selected schedulers.

3.2.1. First-In First-Out

The default scheduling algorithm for the Ray library, first-in first-out (FIFO), performs
the basic scheduling task of distributing the trials over the available nodes and does not
update the tunable parameters during the training process. It is employed here as a
benchmark to gauge the performance of the other schedulers.

Running all the trials in parallel took a total of 402 min to complete, after which the best
performing combination of parameters was an LR of 0.00013, CWs of 1 for healthy, 1.38745
for pneumonia, and 6.1508 for COVID-19, and a CP value of 0.289. These parameters were
used to re-train COVID-Net over 50 epochs and the prediction performance of the model
re-trained using these parameters is highlighted in Figure 4a. The trained model in this
case is very capable of detecting COVID-19 infections in CXRs, but pneumonia cases are
almost always diagnosed as healthy.

FIFO HyperBand
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2 £
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T T
80.769 15.385 3.846 42.308 3.846

Pneumonia
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=X 5.263 2.632 =X 13.158 28.947
H 3
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Heallthy Pneumonia Covid-19 Hea‘lthy Pneumonia Covid-19
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Pneumonia
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(c) (d)

Heallthy Pneumonia Covid-19

Figure 4. Prediction performance heatmaps for COVID-Net on the EHL dataset after re-training on
the parameters chosen by (a) FIFO, (b) HyperBand, (c) Asynchronous HyperBand, and (d) PBT.
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3.2.2. HyperBand

The HyperBand scheduler is activated in this case halfway through the training
process, at which point it begins stopping tasks that underperform. The trials required a
total of 421 min to complete, at which point stopped trials were discarded while the best
performing trial was selected based on the overall accuracy, loss, and run time.

Interestingly, several of the trials that presented high accuracy at the end of tuning
did not perform well when trained, showing a complete bias towards predicting one of
the three conditions. The prediction performance of a model trained on the selected best
parameters of LR = 0.0006, CW = [1, 5.0312, 3.4151], and CP = 0.081 is presented as a
heatmap in Figure 4b. The trained model was unable to provide certain predictions when
exposed to the images from the test set even after training for 50 epochs. The highest overall
prediction accuracy is for healthy patients, but that is still at 80%.

3.2.3. Asynchronous HyperBand

Similarly to HyperBand, the Asynchronous HyperBand scheduler also implements
early stopping, but does so while taking advantage of the available parallel processing
power to distribute the tasks more efficiently.

Running the trials required a total of 422 min and the best performing model was
chosen as having LR = 0.00012, CW = [1, 4.0981, 3.0387], and CP = 0.187. The outputs from
the model trained on the best parameter combination from Asynchronous HyperBand are
presented in Figure 4c. In this case, the generated parameters resulted in a trained model
with improved results on the original re-trained COVID-Net presented in Figure 3b.

3.2.4. Population-Based Training

The PBT scheduler introduces perturbations to selected parameters at a set time during
the tuning process. This introduces an extra layer of randomness to the hyperparameter
tuning and potentially uncovers new combinations from the different trials running in
parallel. In this case PBT is tasked to begin perturbing the LR halfway through the total
training time.

The trials ran for a total of 419 min and from the results LR = 0.00024, CW = [1, 9.9599,
9.4996], and CP = 0.346 were selected to be used for re-training COVID-Net, the predictive
performance of which is presented in Figure 4d. Similarly to the results obtained in the
Asynchronous HyperBand trial, this model also presented an improved performance in
detecting pneumonia and COVID-19 cases although the “Healthy” prediction was reduced
to 84%.

Figure 5 compares the prediction performance of the original re-trained COVID-Net
model with that of models retrained using the best performing hyperparameters from the
tuning process with Asynchronous HyperBand and PBT.

After Tuning - Async. HyperBand After Tuning - PBT

0.265 0.265 2653
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Pneumonia

13.158 5.263

Covid-19
Covid-19

Pneumonia Covid-19 Hea‘lthy Pneumonia Covid-19
(b) ()

Covid-19 Hea‘lthy

Figure 5. Comparison of trained COVID-Net prediction performance before (a) and after hyperpa-
rameter tuning with Asynchronous HyperBand (b) and PBT (c).
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3.3. COVID-Net Re-Training

The Horovod framework was used to re-train the COVID-Net model based on pa-
rameters chosen from the previous results, while the resources available for training were
iteratively increased. The graph presented in Figure 6a shows the change in training
duration as more resources were made available.
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Figure 6. Training duration (in minutes) as more GPU nodes are recruited, (a) on a linear scale and
(b) on a logarithmic scale.

The model trained significantly faster as the tasks were distributed among the increas-
ing number of worker nodes. The time required to train over 25 epochs was reduced from
207 min on 1 node, to 54 min on 32 nodes. However, the rate of reduction decreased with
resource increase as can be seen from the decreasing slope of Figure 6b. Ultimately, as the
resources were increased to 64 nodes, the model training became slower and both curves
switched to a positive slope, indicating that the cut-off point for speed-up had been reached.

4. Discussion

Through trial and error a set of parameters was selected to train the COVID-Net model
on the Fusion dataset and the results obtained are shown in Figure 3b. In reality, several
more parameters, including the batch size, the train-test split, the number of epochs, and
freezing or unfreezing some layers from COVID-Net could have been tuned by hand in
order to improve the results, but as the number of these parameters increases, so does the
complexity of the optimisation problem. The results show that the model can be improved
and highlight the fact that more effective tuning approaches are necessary.

Through four straightforward applications of a hyperparameter optimisation frame-
work, it was possible to improve the predictive performance of COVID-Net on new data.
The schedulers used for the optimisation took advantage of the available MSA and effi-
ciently distributed the work over the available resources. In doing so, the framework was
able to cover more ground and test more parameter combinations simultaneously in order
to close in on the parameters with which the model would train more effectively. This
process is not perfect, as can be seen from the results obtained from Hyperband, where the
best-performing parameter combination yielded a model that underperformed, or through
reducing the pneumonia class weights, the best performing parameters from the FIFO
scheduler resulted in a model that was extremely good at finding COVID-19 patients, but
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completely incapable of predicting pneumonia. However, these results give insight into
novel ways the parameters can be tuned and thus the model performance can be improved.

In the case of Asynchronous HyperBand and PBT, both resulting trained models
performed more consistently than the original re-trained COVID-Net, with predictions
trending towards true positives. The results also highlight the possibility of further im-
provement with longer training and further fine-tuning of the hyperparameters, both of
which are made possible through the scale-up of the GPU resources on the compute clusters.

The reduction in training duration observed in Figure 6a is not infinite; in fact, as more
nodes are recruited, the communication overhead between these nodes becomes more
complex and more time-consuming, resulting in the flattening of the curve and ultimately
the upward trend seen in Figure 6b. To counter this issue, it is important to understand the
problem at hand and to recruit the appropriate hardware and software accordingly, while
also performing many trials to pinpoint the cut-off at which training is the most efficient.

The work presented in this manuscript describes the large-scale re-training of COVID-
Net as a use case to validate a modular medical diagnosis support platform built on an
HPC infrastructure and taking advantage of novel and efficient ML algorithms. That is
not to say that this work would not be possible without the specific HPC infrastructure
used. In fact, the platform makes use of open-source software, making it easily portable
onto commercially available cloud computing (CC) solutions. Similarly, the main aim is to
develop the base infrastructure that takes advantage of the HPC resources to simplify the
development of software that is lightweight enough to be easily deployed in most standard
computers available in hospitals, making them a vital tool to support medical personnel.

Given that the medical field is regularly facing time-sensitive problems, this paper
highlights the need for platforms that simplify access to cutting-edge resources for model
training and development, and also for specially trained experts in the field of ML, data
science, and HPC for medical applications, who would advise on applications, assist in
setting up the problem solutions, and take part in the data analysis and the development of
the diagnostic and treatment techniques of the future.

Finally, since the prototype platform described in this manuscript only used open-
access data, there are no privacy risks and thus this issue was not addressed. As the
platform moves towards production, and especially before dealing with restricted real-
world data, its safety from outside threats will need to be assessed. Additionally, this
process is still in its infancy and much work still needs to be done in order to test the
robustness of this platform, and validate its performance in real-world use cases.

5. Conclusions

In the present manuscript, the re-training of a COVID-19 detection model was de-
scribed as a use case through which an HPC-enabled data analysis and ML platform was
validated. The MSA available at JSC, especially the scalable storage and computing re-
sources, made it possible (1) to validate the performance of the COVID-Net model on
the original COVIDx data as well as new data made available through research partners,
(2) to perform large-scale hyperparameter tuning, through which the optimal training
parameters for the model were uncovered, and (3) to re-train the model using the selected
parameters and highlight the improvement that was achieved. Furthermore, the research
also highlights the training speed-up that can be achieved using the platform.

The severity with which the COVID-19 pandemic struck worldwide, and research
showing that such global phenomena may become more frequent, highlight the need for
research platforms such as the one described in the present manuscript. These platforms
would make use of highly efficient computing, communication, and storage technology, as
well as open-source and interoperable software, and should be made available to assist the
healthcare sector in order to simplify and accelerate the development of medical diagnosis
support tools. This does not mean that medical institutions should be required to have
access to HPC resources, which would put hospitals at a severe disadvantage, not only
in developing countries. Rather, the models developed within these platforms ought to
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be more portable and easily implementable, while the communication channels between
research institutions and medical centres ought to be strengthened, paving the way for
effective medical and technological cooperation. Such platforms rely on the availability
of data and the willingness of medical institutions to participate in the research, both of
which are more likely to increase as the developed and validated models show beneficial
effects in the field.
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Abbreviations

The following abbreviations are used in this manuscript:

Al artificial intelligence

CcC cloud computing

CNN convolutional neural network
cp COVID-19 percentage

CW class weight

CXR chest X-ray

DEEP dynamic exascale entry platform
DL deep learning

EHL E*HealthLine

EOSC European Open Science Cloud
ESB extreme scale booster

FIFO first-in, first-out

FTP file transfer protocol

HPC high-performance computing
ICU intensive care unit

JsC Julich Supercomputing Centre

JUWELS  Jiilich Wizard for European Leadership Science
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LR learning rate

ML machine learning

MPI message passing interface

MSA modular supercomputing architecture

NumPy  Numerical Python

OpenCV  Open-Source Computer Vision Library

PBT population-based training

PNG portable network graphics

RT-PCR  reverse-transcription polymerase chain-reaction
SLURM  Simple Linux Utility for Resource Management
SSH secure shell
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Abstract: Consistent annotation of data is a prerequisite for the successful training and testing
of artificial intelligence-based decision support systems in radiology. This can be obtained by
standardizing terminology when annotating diagnostic images. The purpose of this study was
to evaluate the annotation consistency among radiologists when using a novel diagnostic labeling
scheme for chest X-rays. Six radiologists with experience ranging from one to sixteen years, annotated
a set of 100 fully anonymized chest X-rays. The blinded radiologists annotated on two separate
occasions. Statistical analyses were done using Randolph’s kappa and PABAK, and the proportions
of specific agreements were calculated. Fair-to-excellent agreement was found for all labels among
the annotators (Randolph’s Kappa, 0.40-0.99). The PABAK ranged from 0.12 to 1 for the two-reader
inter-rater agreement and 0.26 to 1 for the intra-rater agreement. Descriptive and broad labels
achieved the highest proportion of positive agreement in both the inter- and intra-reader analyses.
Annotating findings with specific, interpretive labels were found to be difficult for less experienced
radiologists. Annotating images with descriptive labels may increase agreement between radiologists
with different experience levels compared to annotation with interpretive labels.

Keywords: artificial intelligence; chest X-ray; inter-rater; intra-rater; image annotation; diagnostic
scheme; ontology; radiologists

1. Introduction

Plain chest X-rays (CXRs) are the most commonly used diagnostic image modality [1]
and the first choice for most diseases of the lung, including pneumonia [2]. Hence, there
is a large amount of CXRs every day for radiologists to interpret. With the worldwide
shortage of radiologists and the continuing demand for CXRs, artificial intelligence (AI)
and deep learning-based decision support systems have emerged as possible solutions
to assist radiologists in the backlog of diagnostic images [3]. The large number of CXRs
provides diverse information with varying complexity that is beneficial to the development
and improvement of Al algorithms [4].

When developing an algorithm for a deep learning-based decision support system in
radiology, developers need labeled images for training, validation, and testing [5]. Consis-
tent labeling is a prerequisite for developing an effective algorithm [6]. Previous studies
have suggested that variation in interpretation and denomination of CXR findings may be

Diagnostics 2022, 12, 3112. https://doi.org/10.3390/ diagnostics12123112 139

https:/ /www.mdpi.com/journal/diagnostics



Diagnostics 2022, 12, 3112

attributed to several factors, including the reader’s medical experience, terminology bias,
local disease prevalence, and geographic location of the reader’s medical background [7,8].
Varying and inconsistent use of terminology, for whatever reason, may decrease the quan-
tity of a given finding and complicate data preparation, which may render the algorithm
ineffective.

Consistent labeling can be achieved by creating ontological systems for the annotation
of diagnostic images. The importance of creating adequate ontological systems during Al
development has previously been highlighted [9]. Several different ontological schemes for
annotating CXRs have been developed, ranging from complex schemes with numerous
labels to simple schemes consisting of only a handful of labels; PadChest [10] created a
complex hierarchical labeling system with >180 unique labels, while Qure.ai [11] and CheX-
pert [12] had between 10 and 14 labels, respectively, for different chest-specific radiographic
findings. Investigations on the construction of ontological schemes contribute to further
insights into the challenges of creating suitable annotation labels for AI development [10].

As a step in data preparation for a novel deep learning-based decision support system,
a customized diagnostic labeling scheme was developed. Instead of using already existing
ontological schemes, customized labels were created to form our diagnostic scheme. The
labels were made to be recognizable for Danish radiologists since they would annotate our
final training, validation, and test datasets, which would consist of CXR images and text
reports of Danish origin.

Our purpose was to collect information on clinicians” behavior when using the diag-
nostic scheme and receive clinical feedback on the scheme’s construction and labels. Thus,
this study’s main aim was to field test our diagnostic labeling scheme and evaluate the
consistency of label use when radiologists of different levels of task experience annotated
findings on CXR images. Our results could, in the future, be used to investigate how
different deep learning algorithms perform depending on how the labels they used for
training were ordered and/or categorized.

2. Materials and Methods

Ethical approval was evaluated and formally waived by the National and Regional
Ethics Committee and Knowledge Centre on Data Protection Compliance due to the full
anonymity of CXRs.

2.1. Diagnostic Labeling Scheme

The initial structure and labels in the diagnostic labeling scheme were generated with
the aid of two radiologists. Labels were chosen based on a combination of the findings’ local
clinical prevalence, urgency, and potential usefulness for clinicians. The goal of the scheme
was that the sum of all labels should cover all the possible findings that are reported in a
CXR. Furthermore, each label should be specific enough to be clearly differentiated from
other labels and carry individual clinical meaning. Iterations and subsequent corrections
were done in cooperation with a team of medical doctors, engineers, and data scientists. The
diagnostic labeling scheme was evaluated to match existing collections of CXR ontology
schemes or hierarchies, such as the Fleischner criteria and definitions [13], and other
machine learning labeling strategies [10-12,14-17]. The annotation labels were represented
in hierarchical classes, where a high-level class such as ‘Decreased translucency’ was
divided into lower-level and increasingly more specific classes such as ‘Infiltrate’, ‘Pleural
effusion’, etc. In this study, we investigated labels in the scheme related to lung tissue
findings only (Figure 1).
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2.2. Dataset and Annotation Software

A selection of 100 fully anonymized CXRs were collected at the Department of Diag-
nostic Radiology at Rigshospitalet (RH) through the PACS system (AGFA Impax Client 6,
Mortsel, Belgium) with the criteria that each label was to be represented in the correspond-
ing text report in at least two cases. CXR images were imported to a proprietary annotation
software program (Figure 2a,b) developed by Unumed Aps (Copenhagen, Denmark). An-
notators were instructed to mark every single possible finding in both a lateral and frontal
projection and select the most suitable annotation label.
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Figure 2. Image representations of the annotation software interface. (a) Front page layout of the
annotation software and (b) bounding box for annotation of finding in the lower right hemithorax.

2.3. Participants and Image Annotation Process

Six radiologists participated in the study. There were two radiologists at each experi-
ence level; novice radiologists with 1-2 years of experience; intermediate radiologists with
3-10 years of experience, and experienced radiologists with >10 years of experience.

Two blinded rounds of annotation were done, and no clinical patient characteristics
were given. Rounds were interjected with a wash-out period of a minimum of three weeks
from the last day radiologists had access to the CXR cases to the beginning of the second
annotation round (Figure 3). Radiologists were allowed to contact the research and data
scientist team for technical questions or difficulties. They were not allowed to share or
discuss their annotations. No changes to the labels or the composition of the labeling
scheme were made while the study ran its course.

Washout

N L e _," NS
CART E=ITENRT

Figure 3. Visualization of the annotation process for each annotator.

2.4. Statistical Analysis

The inter- and intra-reader agreement using annotation labels from the diagnostic
scheme on CXR data from Rigshospitalet has not been conducted prior to this study; thus,
no formal sample or effect size computation was performed.

For each CXR case, a label would only appear to either have been used or not used
for the statistical analysis, despite the label maybe having been used on both posterior—
anterior and lateral projections of the same case. Continuous variables were reported in a
frequency table.

Inter-reader agreement between all readers and between two readers of the same
experience levels was done using data from the first annotation round. Randolph’s free-
marginal multi-rater Kappa [18] was used to assess the overall degree of agreement between
all participants. For two-reader inter-reader agreement between participants of the same
level of radiological experience, prevalence-adjusted and bias-adjusted Kappa (PABAK) [19]
was used. PABAK was also used to assess intra-reader agreement. Kappa is a commonly
used chance-corrected statistic to measure the extent to which readers assign the same
score to the same variable. Due to the possible unbalanced distribution of positive and
negative labeled cases, we chose to use free-marginal Kappa as opposed to fixed marginal
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Kappa measurements. Kappa statistics were interpreted for strength by using the Landis
and Koch scale [20].

Additionally, specific agreement, i.e., the proportion of positive agreement (PPA) and
proportion of negative agreement (PNA), were calculated [19,21,22]. The PPA describes
the shared number of cases in which a label was used out of the total number of cases
where the label was used. The PNA describes the shared number of cases in which the
label was not used out of the total number of cases that did not have that label. Analyses
were done using RStudio Team (2021). RStudio: Integrated Development Environment for
R. RStudio, PBC, Boston, MA URL http://www.rstudio.com (accessed on 2 July 2022), IBM
SPSS Statistics for Windows, version 28.0 (IBM Corp. Released 2021, Armonk, NY, USA).
Microsoft Excel 365 (2016) and an online kappa calculator were also used [23].

3. Results

Table 1 describes the number of CXR cases in which each label has been used in the
first round of annotation. Novices used the broader and less specific label ‘Decreased
translucency’ in 31-51 cases, while experienced radiologists did not use the label at all.
However, experienced radiologists used the more specific label ‘Infectious infiltrate” in
13-30 cases, while novice radiologists used it in only 0-2 cases. Intermediate radiologists
also used the broader label ‘Infiltrate’ more often (24-33 cases) compared to the more
specific label “Infectious infiltrate” (3—6 cases). The novice and intermediate radiologists
used ‘Diffuse pulmonary changes’ in 6-26 cases, while experienced radiologists only used
itin 1 case. The majority of the radiologists marked between 11 and 19 cases as normal,
except for one novice and one experienced radiologist, who marked 4 and 23 cases as
normal, respectively.

Table 1. Frequency table for each individual participating radiologist. The total number of cases out
of 100 CXRs that had been annotated with that specific label by a radiologist. * Does not differentiate
between linear and segmental atelectasis, which could explain the difference in frequency of use.

Lung Tissue Findings

Normal
Increased Translucency
Pneumothorax
Cyst/Bullae
Emphysema
Decreased Translucency
Infiltrate
Infection
Abscess
Tuberculosis
Malignant
Diffuse Lung Changes
Fibrosis
Chronic Lung Changes
Stasis/Edema
Costophrenic Angle Blunting
Pleural Effusion
Atelectasis *
Pleural Thickening/Changes
Former Operation in Lung Tissue

Novice 1 Novice 2 Intermediate 1 Intermediate 2 Experienced 1 Experienced 2
4 11 11 19 11 23
7 3 8 0 0 0
5 8 11 10 10 9
0 1 1 0 5 2
0 1 0 3 4 0

51 31 11 0 0 0
21 12 24 33 24 2
0 2 3 6 30 13
0 0 0 1 0 3
0 0 1 0 0 0
3 6 1 10 5 3
26 6 7 11 0 1
1 2 2 2 1 2
1 0 1 0 5 2
5 7 9 6 10 9
31 21 24 5 3 0
8 22 32 24 38 27
14 22 13 9 50 25
0 7 3 5 3 4
0 5 3 5 0 0

3.1. Inter-Reader Agreement
3.1.1. Agreement between Multiple Readers

All readers achieved fair-to-excellent agreement on all labels (Randolph’s Kappa,
0.40-0.99) (Table 2). ‘Atelectasis’ had the lowest agreement (Randolph’s Kappa, 0.40).
Table 1 shows that an experienced radiologist marked 50 cases with “Atelectasis’, whereas
the other radiologists marked between 9 and 25 cases. We did not differentiate between lin-
ear and segmental atelectasis either in the statistical analysis or in the annotation guidelines,
which could explain the difference in frequency of use.

Congregate categories such as ‘Decreased translucency including sub-categories” and
‘Costophrenic angle blunting AND pleural effusion” reached the highest proportion of

143



Diagnostics 2022, 12, 3112

positive agreement (PPA) of 0.84 and 0.67, respectively. The congregate category ‘Infiltrate
incl. sub-categories’ reached a PPA of 0.50, which is higher than any of its sub-categories.
Otherwise, the only individual labels that reached a PPA above 0.50 were ‘Pneumothorax’,
‘Pleural effusion’, and ‘Normal’. However, all non-congregate labels reached a minimum of
0.81 in the proportion of negative agreement (PNA) (Table 2).

Table 2. Agreement between all readers measured in Randolph’s Kappa, proportion of positive
agreement, and proportion of negative agreement. Kappa: <0, poor; 0.01-0.20, slight; 0.21-0.40, fair;
0.41-0.60, moderate; 0.61-0.80, substantial; 0.81-1.00, almost perfect.

95% CI for

Randolph’s . Proportion of Proportion of
All (n = 6) Free-Mar%inal Fi:l-llsl(;lr%lilnsal I}:)sitive I\Fegative
Multirater Kappa Multirater Kappa Agreement Agreement
Normal 0.79 0.71-0.86 0.59 0.94
Increased Translucency incl. sub-categories 0.73 0.64-0.81 0.47 0.92
Increased Translucency 0.88 0.83-0.93 0 0.97
Pneumothorax 0.83 0.76-0.91 0.53 0.95
Cyst/Bullae 0.98 0.95-1.00 0.1 0.99
Emphysema 0.95 0.91-0.99 0.05 0.99
Decreased Translucency incl. sub-categories 0.55 0.45-0.64 0.84 0.59
Decreased Translucency 0.46 0.38-0.55 0.13 0.84
Infiltrate incl. sub-categories 0.40 0.31-0.48 0.50 0.78
Infiltrate 0.49 0.40-0.58 0.34 0.84
Infection 0.67 0.60-0.75 0.11 0.91
Abscess 0.97 0.95-1.00 0 0.99
Tuberculosis 0.99 0.98-1.00 0 1
Malignant 0.87 0.82-0.93 0.33 0.97
Diffuse Lung Changes incl. sub-categories 0.54 0.45-0.63 0.40 0.85
Diffuse Lung Changes 0.70 0.62—-0.78 0.12 0.92
Fibrosis 0.95 0.91-0.99 0.28 0.99
Chronic Lung Changes 0.94 0.90-0.98 0 0.98
Stasis/Edema 0.79 0.71-0.86 0.31 0.94
Costophrenic Angle Blunting 0.58 0.49-0.67 0.25 0.88
Pleural Effusion 0.61 0.51-0.71 0.61 0.87
Costophrenic Angle Blunting AND Pleural Effusion 0.53 0.43-0.62 0.67 0.81
Atelectasis 0.40 0.30-0.50 0.32 0.81
Pleural Thickening/Changes 0.88 0.83-0.94 0.20 0.97
Former Operation in Lung Tissue 0.94 0.90-0.98 0.04 0.98

3.1.2. Agreement between Two Readers with the Same Experience Level

There was slight-to-excellent agreement on all labels between radiologists of similar
experience levels (Table Al in Appendix A). The PABAK values ranged from 0.12 to 1.

The wide range in the PABAK values was most noticeable in the label ‘Decreased
translucency” where novices had the poorest agreement (PABAK 0.12), while experienced
radiologists had the best agreement (PABAK 1). Table A2 (Appendix A) shows that the
differences in agreement measures were due to the novice radiologists’ tendency to use this
label more. Despite higher specific agreement on the positive use, it reduced the agreement
on its negative use (PPA 0.46, PNA 0.63), while intermediate and experienced radiologists
had no use of that label at all, resulting in very high specific agreement on the negative use
(PPA 0 and PNA 0.94-1), which lead to the higher overall agreement.

Novice and intermediate radiologists also had a higher agreement on the positive
use of the label ‘Infiltrate’ (PPA 0.48-0.53) (Table A2 in Appendix A), while experienced
radiologists did not (PPA 0, PNA 0.84). Experienced radiologists had, however, higher
agreement of the positive use of the more specific label ‘Infectious infiltrate’ compared to
novice radiologists (PPA 0.14 vs. 0), despite having a lower overall agreement (PABAK
0.24 vs. 0.96).

Experienced radiologists showed excellent agreement on ‘Costophrenic angle blunting’
(PABAK 0.94), but only due to a high PNA and low PPA (PPA 0, PNA 0.98). However,
all levels of radiologists agreed on the positive use of the label ‘Pleural effusion” (PPA
0.47-0.86), and all levels of radiologists had a higher positive agreement on this label
compared to ‘Costophrenic angle blunting’ (Table A2 in Appendix A). The congregate
category ‘Costophrenic angle blunting AND pleural effusion” also achieved a higher PPA
compared to ‘Costophrenic angle blunting’ alone (PPA 0.64-0.72 vs. PPA 0-0.46).
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Intermediate radiologists had a positive PPA on a greater number of labels compared to
that of both novice and experienced radiologists (Table A2 in Appendix A), suggesting that
intermediate radiologists used more labels overall. Despite this, all levels of radiologists had
an equally good agreement on ‘Normal’ (PABAK 0.76-0.80), and intermediate radiologists
generally had a comparable number of ‘Normal’ cases to the other radiologists (Table 1).

While novice radiologists had a higher specific positive agreement on broader and
more unspecific labels, intermediate and experienced radiologists had a better specific
positive agreement on more detailed and interpretive labels. Figure 4 shows an example of
a similar finding on the same CXR case, labeled differently by a novice, intermediate, and
experienced radiologist.

st 71

(b) (c)

Figure 4. Examples of annotation bounding boxes labeled as (a) ‘Decreased translucency’ by a
novice radiologist, (b) ‘Infiltrate’ by an intermediate radiologist, and (c) ‘Infection” by an experienced
radiologist on the same CXR case. Other findings and bounding boxes have also been used in this
case but are not represented in this figure.

3.2. Intra-Reader Agreement

All readers reached between 0.26 and 1 in the PABAK (Figure 5a), where ‘Decreased
translucency’, ‘Infiltrate incl. sub-categories’, and ‘Infection” had the lowest intra-reader
agreement with PABAK values of 0.28, 0.26, and 0.34, respectively.

On specific agreement, all readers achieved over 0.50 in the PPA on ‘Normal’, ‘In-
creased translucency incl. sub-categories’, ‘Pneumothorax’, ‘Decreased translucency incl.
sub-categories’, ‘Infiltrate incl. sub-categories’, ‘Pleural effusion’, and ‘Costophrenic angle
blunting AND pleural effusion” (Figure 5b). All readers reached between 0.52 and 1 in
the PNA on all labels, with the lowest PNA on the label ‘Decreased translucency incl.
sub-categories’ by one novice reader.
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Figure 5. Intra-reader agreement measurements with (a) prevalence-adjusted and bias-adjusted
Kappa (PABAK) and (b) proportion of positive agreement (PPA). 1. Normal, 2. Increased translucency
incl. sub-categories, 3. Increased translucency, 4. Pneumothorax, 5. Cysts/bullae, 6. Emphysema,
7. Decreased translucency incl. sub-categories, 8. Decreased translucency, 9. Infiltrate incl. sub-
categories, 10. Infiltrate, 11. Infection, 12. Abscess, 13. Tuberculosis, 14. Malignant, 15. Diffuse lung
changes incl. sub-categories, 16. Diffuse lung changes, 17. Fibrosis, 18. Chronic pulmonary changes,
19. Stasis/Edema, 20. Costophrenic angle blunting, 21. Pleural effusion, 22. Costophrenic angle
blunting AND pleural effusion, 23. Atelectasis, 24. Pleural thickening/changes, 25. Former operation
in lung tissue. Kappa: <0, poor; 0.01-0.20, slight; 0.21-0.40, fair; 0.41-0.60, moderate; 0.61-0.80,
substantial; 0.81-1.00, almost perfect.

4. Discussion

The main findings of our study were that (1) simple, descriptive, and definitive labels
reached greater specific positive agreement among readers with different radiological expe-
rience levels, (2) radiologists with less experience more often used and agreed on broader,
unspecific labels compared to more experienced radiologists, and (3) the congregation of
labels into broader categories increased the agreement for the same radiologists on two
separate occasions.

Rudolph et al. [24] found the highest inter-reader agreement on pneumothorax and
the lowest agreement on suspicious nodules. This resonated with Christiansen et al. [25],
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who showed the best performance in detecting pneumothorax and the worst in pneumonic
infiltrate amongst a group of junior doctors. In concordance with these studies, our study
showed that descriptive and definitive radiological diagnoses, e.g., pneumothorax or pleu-
ral effusion, which required nearly no additional patient information, were easier to detect
and annotate, resulting in a higher specific positive agreement for all levels of radiologists,
compared to interpretive diagnoses, such as infectious infiltrate [26]. Several deep learning
solutions have been proposed to assist in the detection of infectious infiltrates [27,28], but
due to the lack of consistent image annotation, our study suggests that such solutions must
base their training data on multiple sources of information [10]. The integration of multiple
sources of information to train an algorithm would be more time-consuming and costly,
which could be the reason why several commercially available products have marketed
Al-based systems for simple or descriptive findings on CXRs [29-31]. However, further
studies are needed to examine the use of such solutions compared to solutions that aid in
more interpretive radiological findings.

The strength of our study was the hierarchal layout of our diagnostic scheme. A
previous study showed that label extraction following a hierarchical taxonomy increased
labeling accuracy and reduced missing annotations [32]. Therefore, even with annotators
with different radiological experience levels, there was less risk of missing data due to the
option of labeling with a parent label instead of not labeling the finding at all. The hierar-
chical layout enabled us to analyze the differences in annotation between annotators with
different radiological experience levels. Our study showed that experienced radiologists
had greater confidence in labeling specific findings, e.g., ‘Infectious infiltrate’ vs. its parent
label “Infiltrate’. However, novice radiologists were aware of the presence of an infiltrate
but did not find confidence in specifying that finding and, therefore, used broader labels
such as ‘Decreased translucency’ or ‘Infiltrate’. We showed that novice radiologists had
enough training to enable them to recognize a pathological CXR from a normal CXR, but
additional clinical training contributes to more confidence and refined recognition skills
and detail orientation [33,34].

In terms of Al development, the different annotation behavior due to radiological
experience can be used when recruiting data annotators. Our study suggested that the
selection of annotators may be dependent on the annotation methodology. If annotations
are on simple or broadly defined findings, less experience may be sufficient. However, if
annotations on CXR images of complex diagnoses need to be made, our study suggested
that more experienced radiologists were needed. It would be optimal to always have
an experienced board-certified radiologist as an annotator [34]. Due to difficulties in the
recruitment of highly specialized radiologists, Al development projects turn to annotators
that are not radiologists [35]. Therefore, every Al development project needs to match the
annotation methodology to the annotator’s experience to minimize time and cost while
preserving accurate and consistent annotation.

Previous studies have shown that readers with less radiological task experience
had poorer interpretation skills of diagnostic images compared to more experienced
readers [36,37]. In our study, the positive agreement of fewer labels among novice radiolo-
gists could, therefore, be due to a lack of radiological experience. Although intermediate
radiologists had a positive agreement on a greater number of different labels than the
experienced radiologists, it did not result in fewer ‘Normal’ cases, which suggested that
intermediate radiologists tended to over-annotate a single CXR case. This could have been
due to either lack of task experience or a fear of missing diagnoses.

A bias in the study was the annotation process itself. The annotation process differs
significantly compared to the radiologists’ normal free-text reporting, and the choice of
annotation labels might be affected. All radiologists were given no clinical information on
the cases, which could have been another bias in image interpretation. However, previous
studies have not been conclusive in the benefits of additional clinical information on
radiologists’ interpretive performance of CXRs [38,39].
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The study was limited by the number of annotators and included cases. The limited
number of cases affected the prevalence and distribution of the labels in the dataset because
of natural prevalence patterns in the general population from which the CXR cases were
obtained. Kappa statistics are dependent on prevalence. Since Kappa statistics is the
agreement compared to chance, studies will inherently return a lower Kappa value if a label
is either highly prevalent or highly un-prevalent in a dataset. We have provided the results
adjusted for prevalence and bias (Randolph’s and PABAK) as a solution to the prevalence
problem and as previously recommended [18,19,40]. In addition, deep learning algorithms
cannot detect findings that are not there and, therefore, need to train on positively labeled
data, which is why we also provided specific agreement measures, such as the proportion
of positive agreement. Even though it is still possible for a high PPA when the prevalence is
low, the likelihood of achieving a high PPA is low, which is why we reported both specific
agreements and chance-adjusted agreements. Another limitation was that we did not test
the performance of a deep learning solution that used the proposed labeling scheme as
opposed to other labeling tactics. In this study, we, therefore, did not conclude whether our
labeling scheme would create better-performing deep learning solutions when compared to
deep learning solutions using other labeling schemes. We focused mainly on investigating
agreement among radiologists as annotators when using our labeling scheme to annotate
CXR image findings.

This is the first study to investigate the inter- and intra-reader agreement when anno-
tating CXR images for the purpose of developing a deep learning-based diagnostic solution.
The annotators used bounding boxes when annotating findings to train the deep learning
algorithms, but in our study, we did not specifically investigate whether the labeled finding
was marked in the same location on the image since it was beyond the scope of this paper.
For future perspectives, we suggest revising the diagnostic labeling scheme to include
more descriptive labels to potentially increase positive agreement on lower-level labels for
radiologists of different levels of task experience (Figure 6). Further studies are needed to
investigate inter- and intra-reader agreement when using the suggested revised diagnostic
scheme, as proposed in Figure 6.
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Figure 6. Proposed diagnostic labeling scheme for lung tissue findings (red square) on chest X-ray
where interpretive labels have been replaced with more descriptive labels (corresponds to the labels
encased with a red square in Figure 1).

5. Conclusions

Readers achieved fair-to-excellent agreement on all labels in our diagnostic labeling
scheme. Differences in specific agreement showed a tendency to be dependent on radio-
logical experience when distinguishing between using simple, descriptive labels or more
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complex, interpretive labels. However, further studies are warranted for larger datasets
with a higher prevalence of both descriptive and interpretive findings.
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Appendix A

Table A1l. Prevalence- and bfias-adjusted Kappa (PABAK) for novice, intermediate, and experienced
radiologists. Kappa: <0, poor; 0.01-0.20, slight; 0.21-0.40, fair; 0.41-0.60, moderate; 0.61-0.80,
substantial; 0.81-1.00, almost perfect.

PABAK Novice 1 vs. Intermediate 1 vs. Experienced 1 vs.
Novice 2 Intermediate 2 Experienced 2
Normal 0.78 0.80 0.76
Increased Translucency incl. sub-categories 0.66 0.80 0.78
Increased Translucency 0.80 0.84 1
Pneumothorax 0.82 0.90 0.82
Cyst/Bullae 0.98 0.98 0.96
Emphysema 0.98 0.94 0.92
Decreased Translucency incl. sub-categories 0.48 0.64 0.50
Decreased Translucency 0.12 0.78 1
Infiltrate incl. sub-categories 0.62 0.56 0.22
Infiltrate 0.66 0.46 0.48
Infection 0.96 0.86 0.24
Abscess 1 0.98 0.94
Tuberculosis 1 0.98 1
Malignant 0.90 0.82 0.88
Diffuse Lung Changes incl. sub-categories 0.28 0.70 0.54
Diffuse Lung Changes 0.36 0.84 0.98
Fibrosis 0.94 0.96 0.94
Chronic Lung Changes 0.98 0.98 0.86
Stasis/Edema 0.84 0.86 0.70
Costophrenic Angle Blunting 0.44 0.54 0.94
Pleural Effusion 0.68 0.84 0.66
Costophrenic Angle Blunting AND Pleural Effusion 0.50 0.56 0.62
Atelectasis 0.44 0.72 0.38
Pleural Changes 0.86 0.88 0.94
Former Operation in Lung Tissue 0.96 0.84 1
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Table A2. Specific agreement for novice, intermediate, and experienced radiologists. PPA, Proportion
of positive agreement; PNA, Proportion of negative agreement. Kappa: <0, poor; 0.01-0.20, slight;
0.21-0.40, fair; 0.41-0.60, moderate; 0.61-0.80, substantial; 0.81-1.00, almost perfect.

Novice 1 vs. Intermediate 1 vs. Experienced 1 vs.
Specific Agreement Novice 2 Intermediate 2 Experienced 2
PPA PNA PPA PNA PPA PNA
Normal 0.27 0.94 0.67 0.94 0.65 0.92
Increased Translucency incl. sub-categories 0.19 0.91 0.69 0.94 0.56 0.94
Increased Translucency 0 0.95 0 0.96 — 1
Pneumothorax 0.31 0.96 0.76 0.97 0.52 0.95
Cyst/Bullae 0 0.99 0 0.99 0 0.99
Emphysema 0 0.99 0 0.98 0 0.98
Decreased Translucency incl. sub-categories 0.84 0.32 0.87 0.72 0.81 0.62
Decreased Translucency 0.46 0.63 0 0.94 = 1
Infiltrate incl. sub-categories 0.56 0.88 0.68 0.83 0.43 0.70
Infiltrate 0.48 0.89 0.53 0.81 0 0.85
Infection 0 0.99 0.22 0.96 0.14 0.76
Abscess = 1 0 0.99 0 0.98
Tuberculosis — 1 0 0.99 — 1
Malignant 0.44 0.97 0.19 0.95 0.25 0.97
Diffuse Lung Changes incl. sub-categories 0.25 0.76 0.59 091 0.21 0.87
Diffuse Lung Changes 0 0.81 0.56 0.96 0 0.99
Fibrosis 0 0.98 0.50 0.98 0 0.98
Chronic Lung Changes 0 0.99 0 0.99 0 0.96
Stasis/Edema 0.33 0.96 0.53 0.96 0.21 0.92
Costophrenic Angle Blunting 0.46 0.81 0.21 0.87 0 0.98
Pleural Effusion 047 091 0.86 0.94 0.74 0.87
Costophrenic Angle Bluntin,
AND Plor] Bt e 0.64 0.81 0.71 0.82 0.72 0.86
Atelectasis 0.22 0.83 0.36 0.92 0.59 0.75
Pleural Changes 0 0.96 0.25 0.97 0.57 0.98
Former Operation in Lung Tissue 0 0.99 0 0.96 — 1
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Abstract: Background: Artificial intelligence (AI) can radically change almost every aspect of the
human experience. In the medical field, there are numerous applications of Al and subsequently, in a
relatively short time, significant progress has been made. Cardiology is not immune to this trend, this
fact being supported by the exponential increase in the number of publications in which the algorithms
play an important role in data analysis, pattern discovery, identification of anomalies, and therapeutic
decision making. Furthermore, with technological development, there have appeared new models of
machine learning (ML) and deep learning (DP) that are capable of exploring various applications
of Al in cardiology, including areas such as prevention, cardiovascular imaging, electrophysiology,
interventional cardiology, and many others. In this sense, the present article aims to provide a general
vision of the current state of Al use in cardiology. Results: We identified and included a subset of
200 papers directly relevant to the current research covering a wide range of applications. Thus,
this paper presents Al applications in cardiovascular imaging, arithmology, clinical or emergency
cardiology, cardiovascular prevention, and interventional procedures in a summarized manner.
Recent studies from the highly scientific literature demonstrate the feasibility and advantages of
using Al in different branches of cardiology. Conclusions: The integration of Al in cardiology offers
promising perspectives for increasing accuracy by decreasing the error rate and increasing efficiency
in cardiovascular practice. From predicting the risk of sudden death or the ability to respond to
cardiac resynchronization therapy to the diagnosis of pulmonary embolism or the early detection of
valvular diseases, Al algorithms have shown their potential to mitigate human error and provide
feasible solutions. At the same time, limits imposed by the small samples studied are highlighted
alongside the challenges presented by ethical implementation; these relate to legal implications
regarding responsibility and decision making processes, ensuring patient confidentiality and data
security. All these constitute future research directions that will allow the integration of Al in the
progress of cardiology.

Keywords: artificial intelligence; machine learning; deep learning; cardiology; valvular disease;
arithmology
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1. Introduction

Artificial intelligence (AI) has penetrated all aspects of life and has recently stood
out through the development of deep learning models that can generate almost anything
with minimal human intervention. However, among all fields of activity, medicine has
emerged as a particularly significant one, with great potential for development [1]. Among
all specialties wherein Al has found its place through clinical applications, cardiology
holds a leading position. According to the World Health Organization, the main cause of
death globally, accounting for approximately a third of annual deaths, is cardiovascular
disease [2].

When it comes to healthcare, a paradigm shift has been triggered with the integra-
tion of Al into various medical disciplines, including cardiology. Therefore, Al could
revolutionize cardiology by transforming the way cardiovascular diseases are prevented,
diagnosed, and treated. It includes different methods that allow machines to mimic human
behaviors such as learning, reasoning, problem solving, perception, and decision making.
In cardiology, all of these can lead to providing accurate predictions and personalized
information and can even identify patterns [3]. Artificial intelligence techniques have
shown their power to enhance progress in the management of atherosclerotic cardiovascu-
lar disease, heart failure, atrial fibrillation, pulmonary embolism, hypertension, pulmonary
hypertension, valvular heart diseases, cardiomyopathies, congenital heart diseases, and
more [4]. However, expertise in pathophysiology and patient clinical knowledge will not
be replaced, the human element remaining vital in the medical process, with physicians
ultimately deciding where to apply and how to interpret the data provided by AI [5]. The
main advantage of Al lies in its ability to analyze a large database in a short time and
provide targeted information tailored to each category of patients [6,7]. In addition, deep
learning algorithms, which are the most commonly applied Al subcategory in medicine at
this moment [8], allow for the partial elimination of human error from the medical process
by reducing human involvement, correcting clinician errors, and preventing misdiagnosis,
which constitutes another advantage of Al in healthcare [9,10].

In the healthcare field, artificial intelligence has the potential to open up new per-
spectives through personalized approaches to each patient. Thus, integrating Al into
routine medical practice supports medical activity, can increase the success rate in treating
cardiovascular diseases, and can improve the quality of medical care whilst recognizing
the limits of Al and not minimizing its ethical and legal issues [11]. This summary aims
to provide a synthesis of the application of Al in cardiology for easier understanding of
Al and to support the use of Al in the daily practice of the cardiologist. The relationship
between Al and its subdisciplines—machine learning (ML), deep learning (DL), and cog-
nitive computing—is visually represented in Figure 1. In essence, both machine learning
and deep learning fall under the umbrella of artificial intelligence. Machine learning, as an
innovative field, enables systems to adapt and improve with minimal human intervention.
Deep learning, in turn, is a subset of machine learning that focuses on artificial neural net-
works to mimic the learning process of the human brain. Deep learning is an evolution of
machine learning [12]. Additionally, Table 1 briefly exemplifies the most relevant concepts
of Al tools.
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Convolutional Recurrent Deep neural
neural neural networks
networks networks
(DNNs)
[CNNs) (RNNs)

- Artificial neural

- Clustering
network (ANN)

algorithms
- Support vector

- Association

rule-learning
- Decision tree

algorithms
-Random tree

- Naive Bayes (NB)

- Fuzzy logic
-K-nearest
neighbour (KNN)
- Regression
Figure 1. Illustration of the Al subtypes. Created based on information from [4,13].
Table 1. Important Al-related terms and definitions.
Term Definitions References
Artificial intelligence (Al) is a subtype of information technology that through
Artificial intelligence algorithms can analyze (receive, process, and interpret) medical information and
. . . . o . [14]
(AD) perform complex mathematical calculations, simulating artificially what happens in
the human mind during learning.
Machine learning (ML) is the ability of computer systems to automatically learn from
existing data and past experiences to find patterns and make future predictions. ML is
a well-known subtype of Al and can be grouped into three categories: supervised
learning, unsupervised learning, and reinforcement learning.
Machine learning In medicine, ML can incorporate and manage various data resources (from clinical [15-18]
(ML) and biological observations to wearable devices and environmental information) to

create models that can predict and diagnose certain diseases. Additionally, ML can
personalize disease treatment to improve the healthcare system.
In conclusion, ML is one of the fastest, most convenient, and cost-effective ways of
detecting disease through artificial intelligence technology.
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Table 1. Cont.

Term Definitions References
Deep learning (DL) is a subtype of machine learning that can analyze massive
Deen learnin amounts of data to provide greater accuracy in creating concepts and accurately
P(DL) & predicting pathologies. DL is currently one of the most applied algorithms for medical [4,19]
purposes, alongside support vector machine (SVM) and artificial neural
network (ANN).
Cognitive computing systems are artificial intelligence systems that are part of
Cognitive computing machine learning and understand, reason, and enhance human brain capabilities by [20]
combining virtual technology and natural language processing.
Training the ML algorithm using labeled examples consisting of inputs and outputs
provided by an expert is a phenomenon known as supervised learning.
Supervised learning Supervised learning encompasses artificial neural networks (ANNSs), support vector [17,21]
machine (SVM), decision tree, random forest, fuzzy logic, naive Bayes (NB), K-nearest
neighbor (KNN), and regression.
This involves training the ML algorithm to process data and perform classification of
. . samples without category information, thus without human intervention.
Unsupervised learning - o . . L [21,22]
Unsupervised learning includes clustering algorithms and association
rule-learning algorithms.
Reinforcement learning is a subtype of machine learning that can be considered a
combination of supervised and unsupervised learning and can facilitate efforts to
Reinforcement learning increase .al‘gorl‘thrp accuracy. It isa lea}rnmg s.trategy~for optlmal learning regar.dmg a [23,24]
specific criterion in a given situation. This algorithm receives feedback on its
performance by comparing rewards obtained during training with the
chosen criterion.
Deep learning (DL), a method primarily used in image processing and understanding
. or classifying images, involves models similar to those used in the visual cortex for
Convolutional neural I .
networks processing images. Convolutional neural networks (CNNs) are neural networks [21,25,26]
similar to regular neural networks, as they are composed of neurons with weights that e
(CNNs) L. . .
can be learned. However, CNNs explicitly assume that inputs have specific structures,
such as images.
RNN: are different from CNNs in that the input data are of variable size, which can be
processed by the RNN; moreover, the outputs of intermediate-layer neurons are
Recurrent neural networks cyclically captured in the original input. When many recurrent neurons exist in a [27]
(RNNs) recurrent layer, the sequential data are processed in parallel through different weights,
allowing RNNs to generate multiple representations and create effective feature
space separation.
Deep nfs;\?ll\l r;itworks A DL architecture with multiple layers between the input and output layers. [21]
Artificial neural network An ML te”chmque ’f}lat processes information in an archltecture comprising many
(ANN) layers (“neurons”), with each interneuronal connection extracting the desired [21,28]
parameters incrementally from the training data.
Support vector machine A supervised learning model that can efficiently perform linear and nonlinear
P AT . - . . . . [29]
(SVM) classifications, implicitly mapping their inputs into high-dimensional feature spaces.
Decision tree This nonparametric supervised learning method is visualized as a graph representing
OT) the choices and their outcomes in the form of a tree; each tree consists of branches [30]
(values that a node can take) and nodes (attributes in the group to be classified).
Random tree This is an ensemble classification technique that uses “parallel ensembling”, fitting 30]

(RT)

several decision tree classifiers in parallel on dataset subsamples.
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Table 1. Cont.

Term

Definitions References

Naive Bayes

A classification technique assuming independence among predictors,
Naive Bayes is a tool that works with the most basic knowledge of probability. Bayes’

rule is a formula that determines the probability that Y will happen with a given X. [29]

(NB) The Bayes technique makes the naive assumption of independence of all
characteristics. It attempts to find probabilities based on known prior probabilities
that have been learned from training data.
Fuzzy logic Fuzzy logic is part of supervised learning which allows mu.ltiple possible truth values [30]
to be processed through the same variable.
This non-generalizing learning algorithm or an “instance-based learning” does not
K-nearest neighbor focus on constructing a general internal model but rather stores all instances
. o . . . s [30]
(KNN) corresponding to the training data in an #-dimensional space and classifies new data
points based on similarity measures.
Regression This is an algorithm using a logistic function to estimate probabilities that can overfit [30]

high-dimensional datasets, being suitable for datasets that can be linearly separated.

Clustering algorithms

Data clustering is an essential part of extracting information from databases and is
part of unsupervised learning. There are several ways to split the data, the most [31]
important of which are horizontal and vertical collaborative clustering.

Association rule-learning
algorithms

Association rule learning and correlation learning methods are used to find and weigh
contextual relations between modeled context entities.
In the presence of a training dataset, a unique classification strategy is introduced,
which can effectively increase classification performance.

[32-34]

2. Literature Review
2.1. Methodology

We conducted a comprehensive review of current literature including original articles
that studied various clinical applications of Al in cardiology. We performed extensive
searches on PubMed, Google Scholar, ScienceDirect, Elsevier, Scopus, Web of Science, and
Cochrane databases to identify relevant manuscripts. We used three sets of keywords to
recognize terms from the title, abstract, and keywords of the studies: (i) the first set of key-
words included terms associated with artificial intelligence, such as “artificial intelligence”,
“deep learning”, “machine learning”, “prediction”, “diagnosis”, “screening”, “treatment”,
and “prognosis”. However, studies using these methodologies are likely to incorporate
terms such as “artificial intelligence” or “machine learning” in their abstracts or keywords.
(ii) The second set of keywords included domains associated with applicability in clinical
practice. Thus, compound searches were performed using the terms “artificial intelligence”

i ”ou

combined with a chosen cardiology domain: “arithmology”, “cardiac imaging”, “ischemic
heart disease”, “valvular disease”, “heart failure”, “congenital diseases”, “hypertension”,
and more. We restricted our search to papers published in English in the last 5 years,
between 2020 and 2024; additionally, textbooks on Al were consulted, and we found more
than 973 relevant manuscripts.

We removed duplicate articles and then conducted a detailed evaluation of abstracts
and titles to determine their suitability for inclusion. The selection criteria focused on
studies examining the application of artificial intelligence in various branches of cardiology.
Subsequently, we systematically applied selection criteria to evaluate the studies. Studies
were assessed based on the following criteria: (1) journal, (2) publication date, (3) study
design, (4) analysis methods, (5) results, and (6) conclusions. We initially screened abstracts
and eliminated studies not written in English. To ensure data quality, we paid close
attention to specific aspects regarding the comprehensive evaluation of studies meeting the
inclusion criteria, such as justification, method design, results, discussions, conclusions,
and any signs of methodological bias or interpretation of data that could have a negative
impact on the results of the studies reviewed.
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Essentially, the inclusion criteria were as follows:

1. Studies examining the application of artificial intelligence in various branches of
cardiology, such as arrhythmology, emergency cardiology, cardiomyopathies, cardio-
vascular imaging, congenital cardiovascular disease, electrocardiography, heart failure,
heart transplantation, hypertension, pulmonary hypertension, infective endocarditis,
ischemic heart disease, pericardial disease, peripheral heart disease, thromboembolic
disease, and valvular diseases (this is a broad selection criterion focusing on the theme
of studies relevant to the proposed review and represents the main topic of the article);

2. Publications in English;

3. Published within the last 5 years, between 2020 and 2024 (this temporal restriction
ensures the timeliness and relevance of the information included in the review);

4.  Patient batches that included both adults and children (this criterion ensured a larger
batch of studies covering cardiology);

5. Studies in the form of an academic journal article.

Exclusion criteria:

—_

Articles in languages other than English;

2. Retracted studies (eliminating retracted studies is essential to maintain the integrity
and credibility of this review);

3. Applications of artificial intelligence regarding technical functionality data of algo-
rithms (excluding these studies may be justified to focus on the practical and clinical
application of artificial intelligence in cardiology, rather than the technical aspects of
algorithms);

4. Studies in the form of posters, short papers, or only abstracts;

Duplicate studies;

6.  Studies with a title and abstract that do not match the review topic.

I

The limitations of the review process included variations in methodologies among
the included studies and potential publication biases. Additionally, the rapidly evolving
nature of Al technologies in healthcare may introduce limitations in capturing the latest
developments. Additionally, limitations of the study are issues related to ethical implemen-
tation and legal issues regarding accountability and decision making; still, in small batches
of patients, the susceptibility model is considered a “black box” and standardization of the
method. These may be future research directions in AI [34].

2.2. Results

After a thorough review and assessment of the 665 articles, we identified and included
a subset of 200 papers that were directly relevant to our research, including 5 on arithmology,
10 on cardiogenic shock, 21 on cardiomyopathies, 18 on cardiac imaging, 6 on congenital
heart disease, 11 on electrocardiography, 13 on heart failure, 14 on heart transplant, 14 on
hypertension, 25 on pulmonary hypertension, 3 on infective endocarditis, 21 on ischemic
heart disease, 5 on pericardial disease, 8 on peripheral artery disease, 12 on thromboembolic
disease, and 14 on valvular disease. These areas of application of Al in cardiology are
represented in Figure 2. These selected studies provided valuable insights into the use and
impact of Al in cardiology, forming the basis of our review.

The 200 scientific articles that analyze the current applications of artificial intelligence
in cardiology, as well as future research perspectives, are schematically summarized in
Table 2.
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Figure 2. Application areas of Al in cardiology—main points of the review.
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2.2.1. Alin Arrhythmias

One of the most common arrhythmias in adults is atrial fibrillation (AF), with an
estimated prevalence ranging from 2% to 4% [230]. Because one-third of people with
arrhythmia are asymptomatic, diagnosing AF can be challenging. AF often presents inter-
mittently, referred to as paroxysmal atrial fibrillation (AF), which is often undiagnosed,
resulting in significant mortality and morbidity. Strategies for detecting AF include serial
electrocardiography (ECG), event monitors, long-term outpatient monitoring using wear-
able continuous ECGs, in-hospital monitoring, or implantable cardiac monitors. However,
AF detection rates remain low, between 5% and 20%, despite these measures. Predicting
the timing of the onset of AF could improve the treatment of this condition, especially since
AF is expected to affect more than 12 million people in the U.S. by 2030. Thus, there is a
need to identify innovative and cost-effective techniques, especially in terms of cost, to help
clinicians better treat this disease [36,37].

The ECG has been analyzed since the 1970s when ventricular repolarization abnormal-
ities were analyzed by an Al-based model, which finally showed a high correlation with
serum potassium levels [231]. In 2023, the way AF prediction and detection are evolving
with the availability of new predictive tools was well described in a review carried out by
Martinez-Sellés, M. et Marina-Breysse, M [232].

In this review, the authors showed how an Al-enabled ECG acquired during nor-
mal sinus rhythm allows point-of-care identification of people with AF. Other authors
have explored AF prediction using mobile sinus rhythm electrocardiograms (mECG) and
demonstrated that neural networks can predict AF development using mECG data in sinus
rhythm. They concluded that mECG data could lower barriers to the implementation of
Al-based AF event prediction systems in the modern healthcare environment due to their
cost-effectiveness, availability, and scalability [37].

A study of 2530 patients showed that the CNN model had better predictive perfor-
mance than other current predictive models in effectively predicting the risk of postopera-
tive recurrence in patients with paroxysmal atrial fibrillation by identifying 12-lead ECG
characteristics before catheter ablation [38].

In January 2024, a paper was published in JAHA, developing robust deep learning
algorithms for automated ECG detection of postoperative AF and its burden using both
atrial and surface ECGs. This finding has an important impact on the subsequent manage-
ment of patients with newly diagnosed AF [233]. Overall, ML models show promise for
detecting AF in a stroke population for secondary stroke prevention and for accurately
predicting AF in a healthy population for primary prevention.

While previous authors analyze models to predict the risk of FA or to detect FA in
at-risk populations, other authors focus on the applicability of these models. Kawamura,
Y. concludes in a review that implementation in the real world of AF prediction models
requires validation studies and the development of points that would facilitate transparency
through reducing potential systemic biases and improving generalizability [234].

However, another review in 2024, which included 14 studies, showed that Al is effec-
tive for detecting AF from ECGs. Among DL algorithms, convolutional neural networks
(CNNs) demonstrate superior performance in AF detection compared to traditional ma-
chine learning (TML) algorithms. Diagnosing AF earlier can integrate ML algorithms that
can help wearable devices [235].

2.2.2. Al in Cardiogenic Shock

CS is a pathology represented by low cardiac output causing hypoperfusion of the
target organs. CS causes very high short-term mortality of up to 50%. Observational
studies have shown that early recognition, protocol management, optimal triage, and risk
stratification in hospitals equipped with technology and well-trained staff have led to much
better outcomes in the management of CS [236].

In January 2024 Raheem A. et al. published a retrospective study, which looked
at 97,333 patients, in which they described a new, much more detailed way to predict
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MACE, in-hospital mortality (up to 30 days) from all causes, and cardiac arrest. They
used Al and a systemic grid technique in an ANN to robustly analyze the performance of
the ANN model compared to RF and LR classifiers and the commonly used Emergency
Severity Index (ESI). The authors created a predictive model, based on emergency room
presentation criteria, that would make it easier for emergency physicians to triage patients
with cardiovascular symptoms. They demonstrated that ANN with systematic grid search
predicted MACE, cardiac arrest, and 30-day in-hospital mortality in triaging patients
with cardiovascular symptoms with high accuracy, unlike LR and RF models. Their
predictive model could therefore help emergency physicians make timely triage choices
for patients with cardiovascular symptoms by classifying and prioritizing patients in the
early phase based on triage presentation criteria [237]. On the other hand, another study
analyzing 2282 STEMI patients demonstrated that for predicting cardiogenic shock in
STEMI patients, the linear LASSO model showed superiority over LR, SVM, and XGBoos.
In patients with AMI, CS is the most common cause of in-hospital death, accounting for
5-10% of patients [41]. In most of the studies analyzed, the repeatable limitations include
retrospective studies conducted on target populations. Future prospective studies are
therefore needed, including populations from more than one center [42,47,48].

2.2.3. Alin Cardiomyopathy

Numerous studies have analyzed electrocardiograms using artificial intelligence and
have proven their usefulness in detecting cardiomyopathies and more [51,54,55,64]. ECG
analysis using Al has shown its usefulness in both adult [51,55] and pediatric hypertrophic
cardiomyopathy [54] in the detection of cardiac amyloidosis [64]. Haimovich, J. S. et al.
published a study in 2023 that included 93,138 adult patients and concluded that models
based on ECG analysis, LVH-NET, and its single-lead versions may be useful in the clinic
for screening patients with left ventricular hypertrophy as well as rare diseases such as
hypertrophic cardiomyopathy and cardiac amyloidosis [51]. Another previously mentioned
study looked at ECGs from 300 children and adolescents under the age of 18 and showed
their usefulness in detecting pediatric hypertrophic cardiomyopathy. In 2023, Harmon D.M.
et al. studied 676 patients who were evaluated at the Mayo Clinic and diagnosed with AL
or ATTR cardiac amyloidosis (CA). The authors demonstrated that AI-ECG achieved very
high performance for detecting CA in terms of sex, race, age, and amyloid subtype. On
the other hand, the AI-ECG demonstrated lower performance for patients with LBBB [64].
Echocardiography is another tool that with the help of Al can bring closer diagnoses of
CA. Cotella J. I et al. studied 51 patients who calculated FEVS and GLS using Al, and
they proved that there were no significant differences in manual and automated LVEF and
GLS values either pre-CA or at diagnosis. This would allow for a faster evaluation of CA
patients [65].

Zhang X. et al. showed in a retrospective analysis of 289 patients that ultrasonic
imaging omics and a machine learning model can provide an excellent and non-invasive
diagnostic tool for clinical practice for distinguishing CA from non-CA. For left ventricular
strain, the machine learning model was slightly better than conventional echocardiogra-
phy [66]. Another study, which analyzed 128 patients with ATTR-CA using Al, concluded
that the ANN model estimated the risk of death or transplantation in patients with ATTR
cm with better accuracy compared to traditional risk models [67].

Takotsubo (TTS) cardiomyopathy is another cardiomyopathy in which the application
of Al has found a place. Takotsubo cardiomyopathy (transient apical ballooning syndrome
or broken heart syndrome) is a form of non-ischemic cardiomyopathy. TTS predominantly
affects women and is a regional left ventricular systolic dysfunction; it is transient but
occurs without significant coronary artery disease on angiography [238]. Echocardiogra-
phy, coronary angiography, left ventriculogram, and cardiac magnetic resonance imaging
(CMR) are used to diagnose TTS. As a clinical entity of acute transient heart failure, its
general management is conventional heart failure therapy if the patient does not show
hemodynamic instability or mechanical complications [239].
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For patients who are not eligible for gadolinium contrast CMR, the diagnosis of
takotsubo cardiomyopathy remains difficult without invasive investigation. One study that
analyzed non-contrast CMR images and demographic data of cardiac arrest patients using
Al found a model that offers good accuracy in predicting patients with Takotsubo (TTS)
cardiomyopathy [58]. Another study, which looked at 3284 patients with TTS, showed
that an ML-based approach identified patients at risk of a poor short-term prognosis in
the hospital. The Inter-TAK-ML model has shown its usefulness for predicting in-hospital
death in patients with TTS [59].

Another rare genetic cardiomyopathy is Fabry disease (FD). It has multisystem in-
volvement and a reported but possibly underestimated annual incidence of 1 in 100,000.
Many cases go undiagnosed because there is a large age gap between the age at which the
first symptoms appear and the age at which it is diagnosed; this is 13 and 32 for women
and 9 and 23 for men [240]. Symptoms of onset include neuropathic pain, recurrent fever,
ophthalmic problems, sweating disorders, typical skin changes, gastrointestinal symptoms,
heat/cold intolerance, and otolaryngological problems. However, the most serious prob-
lems induced by FD include cerebrovascular cardiovascular events and cardiac dysfunction,
cardiovascular and cerebrovascular events, and chronic kidney disease, usually with pro-
teinuria. Michalski A.A. et al. evaluated risk factors among patients who may suffer from
FD and demonstrated that an NLP tool approach increased diagnostic effectiveness and
improved prognosis and quality of life for patients with Fabry disease. The method also
recognized its limitations, which consisted of the need for prospective studies, the small
sample of patients diagnosed with FD, the analyzed risk factors, and the implemented NLP
algorithm which requires further development to improve its accuracy [68]. In patients
with FD, cardiac arrhythmias are common, but individual risk varies widely. Among the
most common arrhythmias are ventricular tachycardia and atrial fibrillation. Jefferies J. et al.
conducted a study on 5904 patients with FD in which Al-machine learning models were
applied and demonstrated strong performance in estimating the risk of adverse outcomes.
This discovery could be useful in clinical practice where it would be used to reduce patients’
adverse outcomes and improve their management [69].

2.2.4. Alin Cardiovascular Imaging

Artificial intelligence (AI) is spreading into every facet of cardiac imaging, from
studies to prognostication and personalized risk prediction for each patient. The Food
and Drug Administration (FDA) has approved approximately 300 artificial intelligence
devices in the combined fields of radiology and cardiovascular, and this number continues
to grow. Cardiac magnetic resonance imaging (CMR), echocardiography, and coronary
computed tomography angiography (CCTA) derive significant benefits from Al-based
solutions. Al has numerous advantages in cardiovascular imaging, from the possibilities
of increasing efficiency to reducing inter-observer and intra-observer variability and also
reducing human error and reader variability [241].

Artificial intelligence has also found its place in cardiovascular imaging. Using ma-
chine learning methods and radiomic features from delayed enhancement CT (CT-DE),
myocardial scarring has been identified with good accuracy compared to cardiac magnetic
resonance imaging (MRI) with late gadolinium enhancement (LGE) (MRI-LGE), which is
the gold standard [73]. Additionally, using CMR radiomic features, other authors in another
study created a predictive model to classify patients with hypertrophic cardiomyopathy
(HCM) and dilated cardiomyopathy (DCM) [71]. A retrospective study of 303 patients ana-
lyzing coronary CT, fractional flow reserve (FFR), and quantitative coronary angiography
(QCA) data demonstrated that AI has its place in coronary CT. The authors demonstrated
rapid and accurate identification of major stenoses, superimposable with coronary an-
giography [76]. Zhang R et al. published a retrospective study in which they analyzed
599 patients who underwent myocardial perfusion imaging (MPI). Image analysis was
performed using hybrid SPECT-CT systems. The authors aimed to validate and develop
an Al (artificial intelligence) aid method applied in myocardial perfusion imaging (MPI)
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to help clinicians differentiate ischemia in coronary artery disease. They demonstrated
the high predictive value and very good efficacy of this system and therefore found a
tool to help radiologists in their clinical practice [80]. Another study published in the
European Heart Journal of 2827 patients that analyzed echocardiographic images using Al
demonstrated increased accuracy in diagnosing left atrial thrombosis (LAT). This finding
guides clinicians in the management of patients on oral anticoagulant (OAC) therapy in
deciding on transesophageal ultrasound (TOE) [82].

Another large study published in the Jama analyzed transthoracic ultrasounds of
224 patients with Takotsubo and 224 patients with AMI to differentiate between the two
diseases. The authors demonstrated that the system created was more accurate than clinical
cardiologists in classifying disease based on echocardiography alone, but further studies are
needed to put the system into clinical application [86]. High-quality prospective evidence is
still needed to show how the benefits of DL cardiovascular imaging systems can outweigh
the risks [242].

2.2.5. Alin Congenital Heart Disease

Congenital heart disease (CHD) is a field of application for Al taking into account the
diverse and robust datasets that extend from the management and diagnosis of pathologies
to multimodal imaging. It has also increased the cohabitation of patients with CHD due
to innovative surgery and new therapies. Thus, the use of Al could improve the quality
of patient care, help optimize the treatment of these patients, extend life expectancy, save
time for the attending physician, and reduce healthcare costs [243]. Artificial intelligence
has found usefulness in current studies in the prediction of cardiovascular events in adults
operated on for Fallot tetralogy [89] and the screening of congenital diseases based on
ECG [90] based on cardiac auscultation [91] or echocardiography [93,94]. De Vries R.I. et al.
conducted a study that developed an ECG-based fetal screening method for CHD. They
demonstrated a 63% detection rate for all CHD types and 75% for critical CHD [90]. A study
of 386 patients identified predictors of impaired executive function in adolescents after
surgical repair of critical congenital heart disease (CHD), which were as follow: social class
as the primary predictor and birth weight, neurological events, and number of procedures
as other predictors [92].

2.2.6. Al in Electrocardiography

Cardiovascular disease (CVD) crosses geographic, gender, or socioeconomic bound-
aries. Electrocardiograms (ECGs) are a routine instrument for any complete medical
evaluation. ECGs are also used for diagnosis [244].

Artificial intelligence has found its usefulness in ECG for the following purposes: diag-
nosis of pulmonary thromboembolism [95], prediction of sudden death and cardiovascular
events [97,98], prediction of fatal events after cardiac resynchronization [99], prediction of
paroxysmal atrial fibrillation [37], detection of ventricular hypertrophy [100], risk predic-
tion in liver transplantation [101], detection of ventricular dysfunction [103], and prediction
of recurrence after paroxysmal atrial fibrillation ablation [38].

Valente Silva, B. et al. published a study on a batch of 1014 ECGs from patients
presenting to the emergency room with suspected pulmonary embolism (PE). The authors
demonstrated and validated a high-specificity pulmonary embolism prediction model
for PE diagnosis based on artificial intelligence and ECG [95]. Shiraishi Y. conducted a
study enrolling 2559 patients hospitalized for decompensated heart failure. Together with
the authors of this study, they demonstrated the prediction of death in cardiac subjects
using AI-ECG [97]. Zaver B. H. et al. published a retrospective study in 2023 that en-
rolled patients from a single center who were evaluated for liver transplantation or who
underwent liver transplantation between 2017-2019. During this period, 3202 ECGs were
available in the system, of which 1534 were available pre-transplant, 383 on the day of
transplant, and 1284 post-transplant. A total of 719 ECGs from a total of 300 patients were
analyzed, of which 533 were pre-transplant ECGs and 196 post-transplant ECGs. The
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study demonstrated AI-ECG performance in patients who were proposed for evaluation
for liver transplantation, in addition, it demonstrated performance similar to that in the
general population, but which was lower in the presence of an elongated QTc. ECG anal-
ysis using Al showed its usefulness in predicting post-transplant de novo AF. Al-based
ECG assessment has also shown utility in predicting decreased left ventricular ejection
fraction post-transplant. Therefore, AI-ECG can be a useful tool for patients proposed
for liver transplantation, as a positive screening for a decreased SV ejection fraction or
atrial fibrillation can raise alarm signals for the development of new post-transplant AF
or cardiac dysfunction. Therefore, the importance of using a large dataset and artificial
intelligence (Al) has increased significantly in medicine [101].

2.2.7. Al in Heart Failure

Heart failure (HF) is increasing in prevalence along with the complexity of its di-
agnosis and treatment. The management and diagnosis of patients with HF require a
huge amount of clinical information, leading to the accumulation of large amounts of data.
However, traditional analytical methods are not sufficient to manage large datasets. From
HF prediction to HF diagnosis, classification, prevention and management, Al has proven
its usefulness [245].

Artificial intelligence has found its place in the prediction of heart failure in asymp-
tomatic patients [106], in the diagnosis and treatment of patients with heart failure with
reduced ejection fraction [110], in the diagnosis and treatment of patients with heart fail-
ure with low ejection fraction, in the detection of heart failure with preserved ejection
fraction [111], and in the prediction of congestive heart failure [114].

Heart failure (HF) with preserved ejection fraction (HFpEF) is common and is asso-
ciated with a high burden of mortality, morbidity, and high healthcare costs. Currently,
compared with low-ejection-fraction HF (HFrEF), few medical therapies have been shown
to improve cardiovascular outcomes in studies in patients with HFpEE. A study published
by Segar M. et al. on 1767 patients has shown that cl analysis based on machine learning
can identify the fenogroups of HFpEF patients with different clinical characteristics and
also predict long-term results [107].

Almujalys. N discussed acute heart failure (AHF) monitoring in a study published
in 2023. Together with all the study authors, they designed a remote health monitoring
system to effectively monitor patients with AHF. This tool also helps both patients and
doctors. It concerns Internet of Things (IoT) technology, which has revolutionized data
colloquialization and communication by incorporating intelligent sensors that collect data
from various sources. In addition, it uses artificial intelligence (AI) approaches to control
a huge amount of data, which leads to better storage, management, use, and decision
making. The created system monitors the clothing activities of patients, which helps to
inform patients about their health status [105].

Kamio T. et al. published a study of 1416 patients who were admitted to the intensive
care unit (ICU) for acute heart failure (AHF) and who received furosemide treatment. Using
Al, they created a model that predicted in-hospital mortality and mechanical ventilation in
patients hospitalized for AHF [116].

2.2.8. Alin Heart Transplant

Regarding heart transplantation, artificial intelligence shows its usefulness in the
following situations: in the prediction of post-heart-transplant events [118,128,129], the
prediction of rejection after heart transplantation [118,119,122], the prediction of COVID-19
in heart transplantation [121] and pediatric heart transplantation [126], and the prediction
of post-transplant survival [127].

One study claims that for patients with end-stage heart failure, heart transplantation
remains the only chance of life. Medicine has come a long way, and the number of heart
transplants has increased exponentially worldwide, but the number of heart donors is
not big enough to meet the high demand. This brings up a particular issue of resource
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allocation. Artificial intelligence comes to the rescue and allows doctors to quantify the
risk of rejection, accurately predict post-transplant prognosis, and determine waiting list
mortality [117]. Briasoulis A. et al. published a study on a group of 18,625 patients
(mean age 53 + 13 years, majority male—73%), in which they analyzed the prediction of
outcomes after heart transplantation. They concluded that 1 year after heart transplantation,
there were 2334 (12.5%) deaths. Additionally, using Al, they demonstrated an ML-based
model that proved its effectiveness in predicting post-transplant survival as well as acute
rejection after heart transplantation [118]. The prediction of post-heart transplant rejection
was also analyzed by Seraphin T.P. et al. in a study published in 2023, which included
1079 histopathology reports of 325 transplant patients in three centers in Germany. The
authors detected patterns of cell transplant rejection in routine pathology, even when
trained in small cohorts [119]. Since 2021, the rejection of cardiac alograft has been a
serious concern in transplant medicine. It is well known that endomyocardial biopsy with
histological examination is the gold standard in the diagnosis of rejection, but poor inter-
pathology agreement creates important clinical uncertainty. Peyster E.G. et al. published a
study that looked at 2472 endomyocardial biopsies, which concluded that the degrees of
cellular rejection generated by histological analysis using Al are the same as those provided
by expert pathologies [124].

In 2022, Ozcan L. et al. published a study in a cohort of 540 patients in which they
looked at the patient’s physiological age based on ECG and correlated this information
with the risk of post-heart transplantation mortality.

They were able to demonstrate that age-related cardiac aging after transplantation is
associated with a higher risk of major cardiovascular events (MACEs), such as mortality,
re-transplantation, and hospitalization for heart failure or coronary revascularization. The
usefulness of this discovery is that the change in the physiological age of the heart could
be an important factor in the risk of post-heart transplant MACE [120]. This study was
reinforced by Morales J. R.’s study, which suggested that there may be an association with
ECG cardiac age and one-year post-transplant events [128].

2.2.9. Al in Hypertension

Artificial intelligence is increasingly being used in treating hypertension. In the highly
scientific literature, numerous machine learning techniques are used to diagnose and detect
numerous diseases: hypertension prevention [138], hypertension prediction [132,137,140,142],
hypertension prediction in young patients [133], hypertension diagnosis [131,136], hy-
pertension management and treatment [134,139,141], and hypertension variability [135].
Hypertension is found in 1.28 billion adults according to the World Health Organization
(WHO). Hypertension has been found in adults aged 30 to 79 worldwide. Of adults with
hypertension, about 42% are treatable. WHO data claim that about one in five adults
worldwide has achieved optimal blood pressure control through treatment. Hypertension
is also the leading cause of death worldwide [246].

Lopez-Martinez F. et al. performed a study that included 24,434 people aged over
20 years in the USA; they developed a neural network model in which they evaluated
several factors and their relationship with the prevalence of hypertension. This study
focused on using ANN to estimate the association between smoking, sex, age, BMI race,
diabetes, and kidney disease in hypertensive patients. The results of this study show
a specificity of 87% and sensitivity of 40%, with a precision of 57.8% and a measured
AUC of 0.77 (95% CI [75.01-79.01]). The advantage of this study is that the results are
more efficient than a previous study by other authors using another statistical model with
similar characteristics that showed a lower calculated AUC than the present study (0.73).
This model needs validation in other clinical settings, and further studies should include
socio-demographic information to increase accuracy and integrate this model with clinical
diagnosis [132].

Masked hypertension (MHPT) is ambulatory blood pressure that is not normal but
exhibits instant normal blood pressure. Therefore, patients with MHPT are difficult to
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identify, and they remain untreated. Soh, D. C. K et al. developed a paper in which they
analyzed a computational intelligence tool that used electrocardiogram (ECG) signals
to detect MHPT. EI demonstrated that the best accuracy for the diagnosis of arthritic
hypertension in the ECG signals was KNN, 97.70% [131].

Risk stratification remains an important step in hypertensive patients, especially if
they are young patients. Wu X. et al. performed a study on a group of 508 patients, who
were followed for an average period of 33 months. Two new ML techniques (RFE and
XGBoost) were applied in the study to analyze the future risk of young patients diagnosed
with hypertension. Baseline clinical data were analyzed, as well as a composite endpoint
including all-cause death, coronary artery revascularization, peripheral artery revascular-
ization, acute myocardial infarction, new-onset stroke, new-onset atrial fibrillation/atrial
flutter, new-onset heart failure, sustained ventricular tachycardia/ventricular fibrillation,
and end-stage renal disease. These patients were treated in a tertiary hospital. The per-
formance of these models was then compared with that of a traditional statistical model
(Cox regression model) and a clinically available model (FRS model). The study showed
that the prognostic efficacy of the analyzed ML method was comparable to that of the Cox
regression model; moreover, the efficacy of the analyzed ML method was higher than that
of the recalibrated FRS model [133].

Herzog L. et al. studied a cohort of 16,917 participants, predicting antihypertensive
therapeutic success with the help of Al. With an accuracy of 51.7%, the custom model
developed by the authors was based on deep neural networks. The most successful
treatment was a combination of an angiotensin-converting enzyme inhibitor and a thiazide
(with 44.4% percent), and the angiotensin-converting enzyme inhibitor used alone was the
most commonly used treatment (with 39.1%). These results may help with personalized
treatment and better management of this pathology [141].

2.2.10. Al'in Pulmonary Hypertension

In the last four decades, a considerable number of registries have been published
for pulmonary hypertension, which is a rare condition. These data have enabled the
management and understanding of this pathology to be improved. However, to increase
the understanding of the pathophysiology of pulmonary hypertension, prognostic scales
are needed, as well as scales for verifying the transferability of the results from clinical
trials in clinical practice. Although there are a huge amount of data from numerous sources,
they are not always taken into account by registries. This is why machine learning (ML)
provides a great opportunity to manage all these data and subsequently access tools that
could help to make an early diagnosis. All of this functions to advance personalized
medicine, especially the prognosis of the patient [247].

Many studies have focused on the effects of Al on pulmonary hypertension, from the
prediction of this rare pathology in adults [147,150,155,161,162] or children [151,163,165] to
the prediction of survival [154,167] or risk in patients with pulmonary hypertension [156],
diagnosis of pulmonary hypertension [149,152,153,156-158,160,169], and the treatment of
this disease [148].

In 2023, Griffiths M. et al. published a study of 1232 patients in Circulation, using data
from multicentric registries. The authors developed a predictive model for pulmonary
hypertension in children and also with the help of this model discovered a high-risk model
for the time of intervention in these children. In the test cohort, the developed model
showed very good results, with an AUROC of 87%, sensitivity of 85%, and specificity of
77% [165]. Another study used echocardiographic data to diagnose pulmonary hyperten-
sion (PH) in the pediatric population in a cohort of 270 newborns. The results of the study
showed an average F1 score of 0.84 for predicting the severity of pulmonary hypertension
in newborns, 0.92 for binary detection using a 10-fold cross-validation, 0.63 for predicting
severity, and 0.78 for binary detection on the device held by the tests. The authors conclude
that the learned model focuses on clinically relevant cardiac structures, motivating its use
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in clinical practice; at the time, this paper was the first to show automated pH assessment
in newborns using echocardiograms [163].

In 2024, Anand V. et al. studied a cohort of 7853 patients who underwent cardiac
catheterization and echocardiography and created an ML model for predicting PH using
data from echocardiography.

The cohort age was 64 + 14 years, of which 3467 (44%) were women and 81%
(6323/7853) had a diagnosis of PH. The final trained model included 19 measurements and
features from the echocardiogram. The model showed high discrimination for diagnosing
PH (area under the characteristic operating curve of the receiver, 0.83; 95% CI, 0.80 to 0.85)
in the test data. The accuracy, sensitivity, positive predictive value, and negative predictive
values of the model were 82% (1267/1554), 88% (1098/1242), 89% (1098/1241), and 54%
(169/313), respectively. The authors concluded that the PH could be predicted based on
echocardiographic and clinical variables without using the regurgitation rate at tricuspid.
Thus, machine learning methods seem to be promising for diagnosing patients with a low

pH probability [169].

2.2.11. Al in Infective Endocarditis

Infective endocarditis (IE) is a serious infectious disease that has high morbidity
and mortality rates and severe complications. Severe complications include cardiac ar-
rhythmias, embolic events, and valve ruptures leading to acute heart failure. Early risk
assessment of patients with IE is crucial to optimize treatment. The prognosis of IE is
influenced by many factors, including laboratory tests, clinical factors, cardiovascular and
systemic imaging, and a combination of these. In addition, electrocardiographic changes
may indicate advanced disease and thus predict high morbidity and mortality [15]. A
dynamically modulated heart rate is considered to be a surrogate of the interaction between
the parasympathetic and sympathetic nervous systems. This is measured by the variability
or fluctuation in the time intervals between normal heartbeats (heart rate variability [HRV]).
Inflammation is reflexively inhibited by the vagus, through activation of the hypothalamic—
pituitary—adrenal axis, which causes cortisol secretion. Inflammation is also inhibited by
the vagus and by vagus-sympathetic innervation of the spleen, where proinflammatory
cytokines are no longer released from macrophages, which have in turn been signaled by
single T cells. To highlight this mechanism, in 2023, Perek S. et al. published a study on a
group of 75 patients with a mean age of 60.3 years from a tertiary center with a diagnosis
of infective endocarditis. With the help of logistic regression (LR), it was determined
whether laboratory, clinical, and HRV parameters were predictive of severe short-term
complications (metastatic infection, cardiac injury, and death) or specific clinical features
(staphylococcal infection and type of valve). The authors demonstrated that the standard
deviation of normal heartbeat intervals (SDNN) and in particular the root mean square of
successive differences (RMSSD), which were derived from very short ECG records, can be
used for the prognosis of patients with IE [248].

In 2024, Christopher Koon-Chi Lai et al. discovered a new risk score comparable to
existing scores but which is superior to clinical judgment; it applies to patients with S.
aureus bacteremia (SAB). The authors looked at 15,741 patients with infective endocarditis,
658 of whom had a diagnosis of endocarditis-infective Staphylococcus aureus (SA-IE). The
AUCROC was 0.74 (95% CI 0.70-0.76), with a negative predictive value of 0.980 (95% CI
0.977-0.983). Of all the features analyzed, four were the most discriminatory: history of
infectious endocarditis, age, community onset, and valvular heart disease [170].

Another study by Galizzi Fae, I. et al. concluded that the most feared complications of
infectious endocarditis are cardiovascular and neurological, and they are independently
associated with high mortality. In addition to these complications, variables such as older
age and elevated CRP levels are also associated with increased mortality. With the help
of Al, it has been shown that intra-hospital mortality is determined by cardiovascular
complications. Therefore, rapid identification of patients at high risk can prompt more
aggressive treatment, which may decrease the mortality rate [172].
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2.2.12. Al in Ischemic Heart Disease

When it comes to ischemic heart disease, artificial intelligence can be useful both in the
early diagnosis of ischemic heart disease [175-178,184,185] and in the prediction of compli-
cations after an acute ischemic event [186-190] and coronary artery disease [179-181,191];
Al can also be used in coronary artery disease prevention [11].

The current guidelines state that natural CAD can be modified by medical therapies,
risk stratification, and early detection of CAD. In this way Ciccarelli M. et al. published
an article in 2023 in which they mentioned (1) various machine learning algorithms based
on single-photon emission computed tomography (SPECT) to facilitate CAD prediction
and (2) prediction of major adverse cardiac events (MACE) in patients with the current or
prior acute coronary syndrome (ACS) by risk scores such as the SINTAX87 score; however,
these tools do not have the expected accuracy. The authors recalled in their study the use of
machine learning techniques in identifying patients with increased morbidity and mortality
following ACS. To estimate the risk of myocardial infarction, major bleeding, and, death of
any cause for a period of 1 year, the PRAISE95 score was used and demonstrated precise
discriminatory capabilities [11].

In patients with acute myocardial infarction (AMI), the most common cause of in-
hospital death, despite early revascularization, is cardiogenic shock (CS) cauing 5-10% of
deaths. Of all cases of CS, about 70% may be due to AML. Bai Z. et al. published a paper
in which five machine learning methods were analyzed to predict in-hospital cardiogenic
shock in STEMI patients. These models include least absolute shrinkage and selection
operator (LASSO), logistic regression (LR) models, support vector regression (SVM), and
the tree-based ensemble machine learning models gradient boosting machine (LightGBM),
and extreme gradient boosting (XGBoost). Of all the learning methods, the most successful
prediction performance was represented by the LASSO model. The LASSO model in
STEMI patients could provide excellent prognostic prediction for the risk of developing
CS. The study included a group of 2282 patients with STEMI. The best overall predictive
power was shown by linear models constructed using LASSO and LR, with an average
accuracy of over 0.93 and an AUC of over 0.82. However, the LASSO nomogram showed
adequate calibration and better differentiation, with a C-index of 0.811 [95% confidence
interval (CI): 0.769-0.853]. A high C-index value of 0.821 was obtained for the internal
validation tests. In terms of the decision curve (DCA) and clinical impact curve (CIC), the
LASSO model showed superior clinical relevance compared to previous models that were
score-based [41].

In order not to delay acute myocardial infarction (AMI) diagnosis, Liu W. C. et al.
published a paper in which they developed a deep learning model (DLM) that analyzed
450 12-lead electrocardiograms (ECGs) for improved diagnosis of AMI. For STEMI detec-
tion, in the human-machine comparison, the AUC for DLM was 0.976. This was better
than that of the best doctors. DLM also showed sufficient diagnostic capacity for STEMI
diagnostics (AUC = 0.997; sensitivity, 98.4%; specificity, 96.9%) independently. Compared
to NSTEMI diagnostics, the combined AUC of conventional cardiac troponin I (cTnI) and
DLM increased to 0.978, which was superior to that of cITnl (0.950) or DLM (0.877). The
authors concluded in their study that DLM can be used as a tool to help clinicians make
an objective, timely, and accurate diagnosis for subsequent rapid initiation of reperfusion
therapy [178].

Zhao Y. et al. also published a paper in which artificial intelligence (AI) proved
able to provide a way to increase the efficiency and accuracy of ECG in STEMI diagnosis.
They created an Al-based STEMI self-diagnostic algorithm that used a set of 667 ECG
STEMI and 7571 control ECGs. The algorithm proposed in their study reached an area
under the receiver operating curve (AUC) of 0.9954 (95% CI, 0.9885 to 1) with sensitivity
(recall), specificity, accuracy, and F1 scores of 96.75%, 99.20%, 99.01%, 90.86% and 0.9372,
respectively, in the external evaluation. In a comparative test with cardiologists, the
algorithm had an AUC of 0.9740 (95% CI, 0.9419 to 1) and sensitivity (recall), specificity,
accuracy, and F1 score values of 90%, 98% and 94%, 97.82% and 0.9375, respectively.

193



Diagnostics 2024, 14, 1103

Meanwhile, cardiologists had sensitivity (recall), specificity, accuracy, and F1 score values of
71.73%, 89.33%, 80.53%, 87.05%, and 0.8817, respectively [176]. Cho Y. et al. also published
a paper in which they concluded that myocardial infarction (MI) could be detected quickly
using electrocardiography (ECG) with 6 derivatives, not only ECG with 12 derivatives.
The authors developed and validated an algorithm based on deep learning (DLA) for MI
diagnostics. The EI analyzed a batch of 412,461 ECGs to create a variational autoencoder
(VAE) that reconstructed the precordial ECGs with 6 derivatives [177].

Alkhamis M.A. et al. published a study that developed predictive models for adverse
events in the hospital and at 30 days in patients with acute coronary syndrome (ACS). The
authors analyzed 1976 patients with ACS and used clinical features and an interpretable
multi-algorithm machine learning (ML) approach to match predictive models. EI demon-
strated that the RF amplification algorithms and the extreme gradient (XGB) far exceed the
traditional logistic regression model (LR) (ASCs = 0.84 and 0.79 for RF and RF, respectively,
XGB). The most important predictor of hospital events was the left ventricle ejection frac-
tion. From the point of view of events at 30 days, the most important predictor was the
performance of an urgent coronary bypass graft. ML models developed by the authors of
this study have elucidated nonlinear relationships that shape the clinical epidemiology of
ACS adverse events and have highlighted their risk in individual patients based on their
unique characteristics [187].

Kasim. et al. published a paper on 7031 patients in which they developed an ML
model that improves mortality prediction accuracy by identifying unique characteristics
within individual Asian populations. The performance of the algorithm created by the
authors reached an AUC between 0.73 and 0.89. The TIMI risk score was exceeded by the
ML algorithm, with superior performance for hospital predictions at 30 days and 1 year
(with AUC values of 0.88, 0.88, and 0.81, respectively, all p < 0.001), while TIMI scores
were much lower, at 0.55, 0.54 and 0.61. This finding shows that the TIMI score seems
to underestimate the risk of mortality in patients. Key features identified for both short-
and long-term mortality included heart rate, Killip class, age, and low-molecular-weight
Heparin (LMWH) administration [189].

2.2.13. Al in Pericardial Disease

Al has proven its usefulness in pericardial diseases; from the diagnosis of liquid
pericarditis based on ECG [193] to the measurement of pericardial fluid based on echocar-
diography [194], automatic detection and classification of pericarditis using CT images of
the chest [195], and prediction of fluid pericarditis in patients undergoing cardiac stimula-
tion [196] or in breast cancer patients [192].

Liu Y.L. et al. published a retrospective study, being the first DLM study using a
12-lead electrocardiogram to diagnose acute pericarditis. The strategy developed by the
authors is based on discriminating ECGs from acute pericarditis versus ECGs from STEMI
in patients presenting with anterior chest pain to the emergency room. This study can be
used as a basis for other larger studies and can also be an important support tool for the
detection of pericarditis in the on-call room. This method can also be applied remotely and
in telemedicine, as well as for portable technologies [193].

Piccini, J. P. et al. published a paper in which they determined predictive factors in
which they developed a risk score for pericardial effusion in patients undergoing attempted
Micra leadless pacemaker implantation. The authors analyzed a group of 2817 patients and
concluded that the overall rate of pericardial effusion following Micra implantation is 1.1%.
Using lasso logistic regression, the study authors developed a valid risk score for pericardial
effusion composed of 18 preprocedural clinical variables. Using bootstrap resampling,
future predictive performance and internal validation were estimated. External validation
also benefited the scoring system, using data from the Micra Acute Performance European
and Middle East (MAP EMEA) registry. There were 32 patients with pericardial effusion
in the study [1.1%, 95% confidence interval (CI) 0.8-1.6%]. The authors demonstrated in
the study that the rate of pericardial effusion increased with Micra implantation attempts
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in patients at medium risk (p = 0.034) but also in those at high risk (p < 0.001). After the
Micra implantation attempt, the risk of developing pericardial effusion can be predicted
with reasonable discrimination using preprocedural clinical data [196].

2.2.14. Alin Peripheral Arterial Disease

Patients with a diagnosis of peripheral artery disease (PAD) have a high risk of
metabolic events as well as cardiac events but are also at high risk of overall death. To
improve outcomes in patients diagnosed with PAD, it is necessary to identify the disease
early with prompt initiation of correct risk-managing treatment. McBanell R.D. et al.
published a paper in JAHA in which they uncovered an Al algorithm that evaluated the
posterior tibial arterial Doppler signal in patients with PAD, with the help of which they
determined the patients with the highest risk of death from all causes, MALE, and MACE.
A total of 11,384 patients were included in the study, out of which 10,437 underwent
ankle-brachial index testing (medium age, 65.8 £ 14.8 years old, 40.6% women). Some
2084 of the patients were followed for 5 years, during which 447 of the patients died,
161 suffered MALE, and 585 suffered MACE events. Adjustments were then made for
sex, age and Charlson comorbidity index, and the AI analysis of the posterior tibial artery
waveform provided an independent prediction of mortality (hazard ratio [HR], 2.44 [95% CI,
1.78-3.34]), major adverse cardiac events (HR, 1.97 [95% CI, 1.49-2.61]), and major adverse
limb events (HR, 11.03 [95% CI, 5.43-22.39]) at 5 years. Their analyses assisted clinicians in
detecting peripheral arterial disease (PAD), which can lead to early modification of risk
factors and their tailoring to each patient [197].

McBane II R.D. also published a study in which he addressed all major adverse cardiac
events (MACEs) and limb events (MALEs), but compared to the previous study, the authors
relied only on patients suffering from diabetes mellitus (DM). The authors of this study
published in the Journal of Vascular Surgery are developing a tool that can diagnose PAD
and predict clinical utility. Like McBanell R.D’s study, Doppler arterial waveforms were
analyzed to diagnose PAD, but in this study, only patients with a diagnosis of DM were
analyzed. This study aimed to identify patients with diabetes who are at highest risk of
PAD. Of the 11,384 patients analyzed, only 4211 patients with DM met the study entry
criteria (mean age, 68.6 £ 11.9 years; 32.0% female). In the validation set, there was a
final subset of testing that included 856 patients. Over 5 years, there were 319 MACEs,
99 MALE:s, and 262 patients who died. An independent prediction of death was provided
by patients in the upper quartile of prediction based on deep neural network analysis of
the posterior tibial artery waveform (hazard ratio [HR], 3.58; 95% confidence interval [CI],
2.31-5.56), MACE (HR, 2.06; 95% CI, 1.49-2.91), and MALE (HR, 13.50; 95% CI, 5.83-31.27).

The authors also concluded that an Al analysis of the arterial Doppler waveform
allows the identification of major adverse outcomes, MACEs, and MALEs (including
all-cause death) in patients with DM [202].

Masoumi Shahrbabak et al. published a similar paper in which they investigated
the feasibility of diagnosing peripheral artery disease (PAD) based on the analysis of
non-invasive arterial pulse waveforms. We generated realistic synthetic blood pressure
(BP) and pulse volume recording (PVR) waveform signals related to PAD present in
the abdominal aorta with a wide range of severity levels using a mathematical model
simulating arterial circulation and arterial BP-PVR relationships. We developed a deep
learning (DL)-compatible algorithm that can diagnose PAD by analyzing brachial and
tibial PVR waveforms and evaluated its effectiveness compared to the same DL-compatible
algorithm based on brachial and tibial arterial BP waveforms and the ankle-brachial index
(ABI). The results suggested that it is possible to detect PAD based on DL-triggered PVR
waveform analysis with adequate accuracy, and its detection efficacy is close to that using
blood pressure (positive and negative predictive values in 40% abdominal aortic occlusion:
0.78 vs. 0.89 and 0.85 vs. 0.94; area under the ROC curve (AUC): 0.90 vs. 0.97). The authors
concluded that in the diagnosis of PAD, non-invasive arterial pulse wave analysis can be
used with the help of DL as it is a non-invasive and accessible means [201].
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2.2.15. Al in Thromboembolic Disease

In thromboembolic disease, artificial intelligence has a role, especially in disease
prediction [205-207,209-213]. Al is also used in the diagnosis of pulmonary embolism [95]
and the diagnosis of deep vein thrombosis [214,215].

Valente Silva B. et al. published a paper in 2023 in which they developed and validated
a 12-lead ECG-based deep learning model for the diagnosis of pulmonary embolism. This
model shows a high specificity guard in the diagnosis of pulmonary embolism. The authors
of the study looked at 1014 ECGs from patients who underwent pulmonary angiography
due to suspected pulmonary embolism. Of all these patients, 911 ECGs were used to
develop the Al model, and 103 ECGs were used to validate the model. The performance of
the AT model used by the authors in this study was compared with the clinical prediction
rules recommended by the guidelines in place for EP, such as the Wells and Geneva scores
combined with a standard D-dimer threshold of 500 ng/mL and an age-adjusted threshold.
The authors concluded that the Al model they developed reached a much higher specificity
for diagnosing PE than the commonly used clinical prediction rules. So, the AT model
showed 100% specificity (95% confidence interval (CI): 94-100) and 50% sensitivity (IC
of 95%: 33-67). Compared to the other models, which had no discriminatory power, the
Al model worked much better (area under the curve: 0.75; IC 95% 0.66-0.82; p < 0.001).
In patients with and without PE, the incidence of typical PE ECG characteristics was
similar [95].

Seo ] W et al. also addressed the diagnosis of deep vein thrombosis using AI methods
and performed a study in which they evaluated the performance of an artificial intelligence
algorithm (AlI) for the diagnosis of iliofemoral deep vein thrombosis. They used computed
tomographic angiography of the lower extremities. The authors concluded that the profuse
is an effective method of reporting critical phases of iliofemoral deep vein thrombosis [215].
Contreras-Lujan, E. E. et al. supported previous and public research and used ML methods
for more reliable and efficient DVT diagnosis to be incorporated into a high-performance
system to develop an intelligent system for the early diagnosis of DVT. The authors con-
cluded that the accuracy of all models trained on PC and Raspberry Pi 4 was greater than
85%, while the area under the curve (AUC) was between 0.81 and 0.86. So, for diagnosing
and predicting early DVT, ML models are effective compared to traditional methods [214].

Nassour N. et al. also published a paper in 2024 in which they evaluated new au-
tomatic learning techniques to estimate the risk of VTE and the use of prophylaxis after
ankle fracture. The authors analyzed using machine learning and conventional statistics
16,421 patients who suffered ankle fractures and were evaluated retrospectively for symp-
tomatic VTE. Of all the patients, 238 patients with VTE confirmed later in the 180 days
after the injury either sustained conservative or surgical treatment for ankle fracture. In the
control group, there were 937 patients who had no evidence of VTE but who had ankle frac-
tures and had similar treatment. Patients in both groups were divided into those receiving
VTE prophylaxis and patients not receiving VTE prophylaxis. More than 110 variables were
included. The results of the study were that the higher incidence of VTE was in the group
of patients who underwent surgical treatment for ankle fracture, those who had increased
hospitalization, and those who were treated with warfarin. The authors concluded that
when machine learning was applied to patients with ankle fractures, several predictive
factors were successfully found to be related to the appearance or absence of VTE [205].

2.2.16. Al in Valvular Disease

Artificial intelligence seems to be promising in valvular diseases; in this review, we
focused our attention mainly on aortic diseases [216,217,222-225,228] and aortic dissec-
tion [226,227] as well as aortic aneurysm [229] and rheumatic diseases, focusing on mitral
regurgitation [220].

For the treatment of aortic stenosis, transcatheter aortic valve replacement (TAVR) is
the procedure increasingly used. Toggweiler, S. et al. have developed automated software
to make the necessary measurements for planning TAVR with high reliability and without
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human help. The authors compared the automatic measurements from 100 CT images
with the images from three TAVR expert clinicians. It was noted that the aortic ring
measurements generated by Al had very good agreements with those performed manually
by doctors, with correlation coefficients of 0.97 for both the perimeter and the area. For the
measurement of the ascending aorta at 5 cm above the ring plane, the average difference
was 1.4 mm, and the correlation coefficient was 0.95 [221].

Xie, L.-F. et al. published a study in 2024 integrating artificial intelligence to build
a predictive model of postoperative adverse events (PAOs) based on clinical data. They
wanted to evaluate the incidence of PAO in patients operated with acute aortic dissection
type A (AAAD) after total arch repair. The authors included a group of 380 patients with
AAAD in the study. They used LASSO regression analysis. After a thorough analysis, the
authors concluded that the most optimal model is the extreme gradient growth model
(XGBoost) as it showed better performance than other models. Therefore, for patients with
AAAD, the prediction model for PAO is based on the XGBoost algorithm, and this model is
also interpreted via the SHAP method. This method helps clinicians to identify high-risk
AAAD patients at an early stage and choose optimal individualized treatment [226].

Brown, K. et al. published a paper in 2024 in JAHA concluding that artificial intelli-
gence could detect rheumatic heart disease (RHD) in children as well as expert doctors. The
authors included 511 ultrasounds from children in their studies, with color Doppler images
of the mitral valve. Ultrasound scans were also evaluated by a group of expert doctors.
RHD was present in 282 cases out of 511, and 229 were normal. The automatic learning
method developed by the authors identified the correct vision of the mitral regurgitation
jet and the left atrium, with an average accuracy of 0.99, and the correct systolic frame with
an average accuracy of 0.94 (apical) and 0.93 (parallel long axis) [220].

3. Discussion

AT has broad application prospects in cardiovascular disease, and a growing number
of scholars are devoted to Al-related research on cardiovascular disease. Cardiovascu-
lar imaging techniques (electrocardiography and echocardiography) and the selection of
appropriate algorithms (ML or DL) represent the most extensively studied areas, and a
considerable boost in these areas is predicted in the coming years.

Strengths: Cardiology leads the way in the artificial intelligence revolution in medicine.
Al enables precise prediction of cardiovascular outcomes, non-invasive diagnosis of coro-
nary artery disease, and detection of malignant arrhythmias. Additionally, it facilitates
the diagnosis, treatment, and prognosis of heart failure patients. Advances in artificial
intelligence and precision medicine will drive future innovations in cardiovascular research.

Limitations: Ethical and data privacy concerns are significant limitations to the
widespread adoption of artificial intelligence in cardiology and medicine, requiring careful
consideration. Regulations are needed to ensure the safe use of artificial intelligence in
cardiology and medicine in the future.

3.1. Perspectives and Directions for the Application of Artificial Intelligence in Cardiology

Artificial intelligence (Al) has been integrated into the healthcare industry as a new
technology that uses advanced algorithms to synthesize necessary information from huge
databases. Research in the field of Al on cardiology has grown exponentially, as can be
seen from the number of articles reviewed above. Arrhythmias, ischemia, diseases of the
heart valves, heart failure, myocardial infarction, and problems affecting the peripheral
arteries and the aorta are all examples of cardiovascular diseases (CVDs) [249].

A significant number of papers have been published in the field of structural heart
disease, especially in the field of cardiomyopathies and ischemic heart disease, but also in
pulmonary hypertension. At the opposite end of the spectrum, with a relatively smaller
number of articles, is research in the field of Al-based arrhythmia and infective endocarditis.
Current research also focuses on machine learning, especially in the use of ECG signals
and echocardiograms. As an indispensable tool in cardiology, ECG has become one of
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the most useful tools for collecting data as input for ML, just like echocardiography. In
addition, the role of other instruments that collect data, such as coronary angiography,
cardiac MRI, or cardiac CT, should not be minimized. Thus, cardiovascular imaging is one
of the main sources of information which is far from being at full capacity. In addition,
a tremendous amount of data can come from laboratory data, and hospitals can provide
the researcher with data on both patient history and patient profile. These opportunities
should be exploited closely, as there is great untapped potential at this time.

Convolutional neural networks, recurrent neural networks, and cross-validation are
types of Al much more widely used in publications relevant to this paper, as compared
to other machine learning techniques. Deep learning is more widely used in general,
compared to unsupervised ML or classical ML models. There are also papers in which
predictive values are low, although the negative predictive values are high, which raises
the issue of further refinement and further development of these systems. The authors of
this article believe that in technology research, close collaboration between Al engineers
and clinicians makes effective decision making possible. One potential area of future
development is engineering in medical Al and medicine; there will probably be discussion
in the future about physicians with exhaustive knowledge of medical Al. For significant
technological progress and innovation, close collaborations between healthcare engineering
systems and physicians are needed [250].

Finally, through this paper, we also wish to highlight some perspectives for future
research, perhaps answering questions about legal and ethical considerations. Who decides
whether an Al diagnostic system is safe for the patient, government hospitals, or individual
hospitals? Who is directly responsible and who is investigated when a malpractice case is
taken up: engineers, technology companies, doctors, or hospitals? What can be done about
patients’ data privacy and who should be trained to protect it? How can we prevent doctors’
judgmental standards from falling due to reliance on Al for diagnosis, which may become
a serious problem in a few generations [250]? For correct and complete implementation,
this side of AI must be addressed, and for the moment, it is one of the most sensitive issues.
Scientific knowledge in the field of artificial intelligence in cardiology is, as we have seen
in the analysis carried out, in continuous ascension, and different methods are already
being implemented all over the world. We can subdivide these methods into several
essential aspects: (1) prevention of cardiovascular diseases; (2) screening; (3) diagnosis of
cardiovascular diseases; and (4) treatment, all of which function for the adult population
and the pediatric population.

3.1.1. Prevention

Preventive cardiology can be seen today as an understudied specialty within cardio-
vascular treatments. Preventive cardiology aims to improve the known risk factors for CV
disease (CVD). Preventive cardiology has also found a use for AI[11], as AI can introduce
new treatment methods and important tools to assist the cardiologist in reducing the risk
of CVD. The role of Al has been investigated in weight loss, sleep, nutrition, physical activ-
ity, dyslipidemia, blood pressure [138], alcohol, smoking, mental health, and recreational
drugs. Al has huge potential to be used for the detection, screening, and monitoring of the
mentioned risk factors. However, in terms of preventive cardiology, there is a need for the
literature to be complemented by future clinical trials addressing this issue [251].

In cardiovascular disease prevention, artificial intelligence has found its place in sev-
eral areas; it has an important position in precision cardiovascular disease stratification,
integration of multi-omics data, discovery of new therapeutic agents, expanding physician
effectiveness and efficiency, remote diagnosis and monitoring, and optimal resource allo-
cation in cardiovascular prevention. The newest applications of artificial intelligence in
cardiovascular prevention are addressing the main cardiovascular risk factors, in particular
dyslipidemia, hypertension, and diabetes [11].

Diabetes carries twice the risk of coronary heart disease, vascular death, and major
stroke subtypes, which is why controlling risk factors, especially diabetes, is crucial from
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childhood. The age of onset of diabetes is steadily decreasing, with one study noting
an age of onset of 6-12 years. The study authors also conclude that glycemic balance in
children in particular is increasingly difficult to maintain. This study shows statistically
significant differences (p < 0.05) in terms of mean systolic SBP values with type I diabetes
and type II diabetes, which confirms the importance of controlling cardiovascular risk
factors from childhood for the prevention of cardiovascular disease, especially as the
study also recommends monitoring lipid profile from childhood and applying therapeutic
measures [252].

Japanese researchers used a machine learning approach that looked at more than
18,000 patients, and they developed an algorithm with increased sensitivity for predict-
ing new-onset hypertension that demonstrated greater accuracy than the usual logistic
regression model, reaching an AUC close to 0.99 [253]. Another larger study confirmed pre-
vious results. It included more than 8,000,000 people from East Asia using an open-source
platform with potential large-scale applicability [254].

In dyslipidemia, artificial intelligence has tested applications from diagnosis to the
management and prognosis of dyslipidemia. Recent studies have demonstrated the pos-
sibility of cardiovascular risk assessment using deep learning, which helps to estimate
LDL cholesterol with better accuracy using machine learning [255]. In addition, recent
predictive methods for incidental dyslipidemia have been obtained by modeling machine
learning on larger datasets considering monogenic or polygenic variants [256,257].

A similar study has pointed out that in screening programs, the use of triglycerides
to estimate cardiovascular risk is also recommended from childhood. However, caution
should be exercised, as elevated values may be falsely elevated, especially in women with
high HDL or in patients with metabolic syndrome or diabetes where low HDL levels may
occur frequently. Extrapolating from the above information, future studies may address
the analysis of triglyceride values using Al to better control cardiovascular risk factors for
optimal cardiovascular disease screening [258].

3.1.2. Screening

A recent article has discussed screening for cardiovascular disease in women using
AI [259], this being a subcategory analyzed by the authors within the wide range of areas
in which Al has proven effective in screening (e.g., congenital disease screening from both
ECG analysis [90] to heart sound analysis [91] and fetal ultrasound [93], screening for
reduced fraction heart failure [109], screening for hypertension [138], screening for valvular
disease [218-220,222,227,228], and screening for rare diseases such as Fabry disease [60]).

Even though the potential opportunities for Al in CVD screening are enormous,
further research is needed to objectively assess whether digital technologies improve
patient outcomes [260].

3.1.3. Diagnosis

When it comes to cardiovascular diseases, Al also plays an important role in their
diagnosis. From the acute diagnosis of left ventricular hypertrophy using imaging methods
such as echocardiography [56], to the diagnosis of amyloidosis also based on TTE [66] or
idiopathic pulmonary hypertension [157], artificial intelligence has demonstrated its power
to help clinicians.

Echocardiography is an imaging method that detects certain abnormalities in real
time and is also one of the few imaging methods that allows real-time imaging. Although
artificial intelligence has been around since the 1950s, a major focus in recent years has been
on the application of Al to diagnostic imaging. Machine learning and other Al techniques
can drive a variety of patterns in imaging modalities, particularly echocardiography [261].
The potential clinical applications of Al in echocardiography have increased exponen-
tially, including the identification of specific disease processes such as coronary heart
disease, valvular heart disease, hypertrophic cardiomyopathy, cardiac masses, and cardiac
amyloidosis and cardiomyopathies (Figure 3).
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based on information from [261].

In the valvular heart disease subcategory, the focus of Al is on identifying high-risk
patients and echocardiographic quantification of the severity of valvular disorders [262].
VHD refers to problems with mitral, aortic, pulmonary, or tricuspid valves. Treatment and
identification of cardiovascular diseases could be significantly improved by the application
of Al. Al has used various types of echocardiography, ECG, phonocardiography, and ECG
to help diagnose valvular diseases.

In this review, we focused our attention on aortic diseases and very little on the mitral
valve. Assessment of aortic valve disease’s progression can be carried out using Al-based
algorithms that integrate the data from the evaluation echocardiography of the aortic
valve with additional clinical information [263]. Transcatheter valve replacement decisions,
such as the right valve size and selection, can be improved by using Al to automate the
measurement of anatomical dimensions derived from imaging data [221].

Recently, a study that included nearly 2000 patients diagnosed with aortic stenosis
concluded that AT helped to identify high-risk patients and improved the classification
of aortic stenosis severity by integrating echocardiographic measurements. Additionally,
identifying subjects at higher risk in this study (patients who had high levels of biomarkers,
higher calcium scores of the aortic valve, and higher incidence of negative clinical outcomes)
could optimize the timing of aortic valve replacements [264].

Another study, including 1335 test patients and a validated cohort of 311 patients for
validation, developed a tool for the automatic screening of echocardiographic videos for
aortic and mitral disease. This deep learning algorithm was able to detect the presence
of valvular diseases, classify echocardiographic opinions, and quantify the severity of the
disease with high accuracy (AOC > 0.88 for all left heart valve diseases) [265]. All of these
findings support the effectiveness of a tool to be trained on routine echocardiographic
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datasets to classify, quantify, and examine the severity of conditions most common in
medical practice.

Furthermore, the potential of Al in developing algorithms for CVD diagnosis and
prediction will receive major research attention in the coming years. Thus, the application
of Al in the field of CVD has gained significant momentum, especially in the diagnosis
of coronary heart disease but also in the classification of cardiac arrhythmias, which is
a future trend. In addition to echocardiography, other non-invasive imaging techniques
such as cardiovascular magnetic resonance imaging (CMRI) possess robust computing
power, as well as large datasets and advanced models. In today’s world, this is the
cornerstone of cardiovascular diagnostics. CMRI is a widely used and accepted tool for
assessing cardiovascular risk. It incorporates Al, especially in image recognition and in
revolutionizing cardiomyopathy prognostic analyses using late gadolinium enhancement
(LGE) [266].

The role of Al extends to minimizing artifacts in CMRI and identifying scar tis-
sues [73,173], thereby increasing diagnostic accuracy and speed [71,153,174]. Studies such
as those using RF differentiate hypertrophic from dilated cardiomyopathies and also from
healthy patients via CMR analysis [71].

Studies examining ischemic coronary artery disease [11,173-187] use Al both in pre-
dicting the disease [180,181,191] and in its diagnosis [179,183,184] or prognosis [41,186-190].
Other studies use machine learning models in patients undergoing coronary artery by-
pass graft (CABG) surgery to create predictive models of the risk of continuous renal
replacement therapy (CRRT) after surgery [267].

A recent study has addressed the topic of CABG patients, who are often frail patients
with multiple comorbidities, including chronic obstructive pulmonary disease (COPD),
sleep apnea, high blood pressure, and diabetes. COPD is currently one of the most worrying
and significant public health problems in many countries. COPD causes an estimated
3.5 million deaths annually and affects over 600 million people worldwide [268]. The most
commonly implemented Al algorithms in the diagnosis, prevention, and classification of
COPD disease are decision trees and neural networks [269].

In patients with diabetes mellitus, atherosclerotic coronary artery disease is even
more common but often more advanced. In these cases, the benefits of percutaneous
interventions, which may have a higher risk of in-stent restenosis, have been outweighed
by CABG surgery. The authors’ perspective thus contributes to a nuanced view of post-
CABG outcomes in these patients through appropriate drug treatments but also through
post-CABG rehabilitation programs in patients included in their study with/without type
2 diabetes and with/without chronic kidney disease. They demonstrate the clear superior
benefit of innovative treatment in cardiology, the SGLT2 inhibitor, which was used during
a cardiovascular rehabilitation program and reduced ischemic risk in patients included
in their study. This study may represent future research directions in the field of Al in
cardiology in patients with ischemic heart disease, especially since the authors mention that
their paper is the first in the literature to address this topic (the impact of SGLT2 inhibitors
on CABG patients with/without chronic kidney disease and with/without type 2 diabetes
mellitus who are undergoing a cardiac rehabilitation program) [270]. There are already
studies that have relied on machine learning models that have been designed to perform
virtual screening in terms of exploring sodium-glucose cotransporter (SGLT2) inhibitors
using Al The authors have already raised some future research topics, such as identifying
new types of drugs as possible next-generation SGLT2 inhibitors and chemotherapy [271].

3.1.4. Treatment

As far as the treatment of cardiovascular disease is concerned, artificial intelligence
has found its place even in acute treatment, such as in patients with cardiogenic shock
treated with ECMO. When the authors analyzed a group of 258 elderly patients with
cardiogenic shock, the mortality rate at 6 months after ECMO treatment was 52 patients
(20.16%). Using algorithms, predictive models were constructed to determine the mortality
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rate and prognosis of the patients in the study. The accuracy, sensitivity, and specificity
of the random forest (RF) model were 0.987, 1.000, and 0.929, respectively, which were
higher than those of the decision tree model [49]. Additionally, in the treatment of chronic
diseases via treatment paradigms for patients with heart failure with acute kidney disease,
the authors outlined how Al technologies can be adapted to address major issues among
HF patients with acute kidney injury. They identified both personalized interventions and
treatment planning using Al without real-time monitoring. In addition, they drew attention
to the need for validation and the importance of collaboration between cardiologists and
nephrologists [115].

Artificial intelligence has also found its place in the treatment of hypertension [134]
and in the treatment of COVID-19 in patients with pulmonary hypertension [148]. The
authors discuss patients” adherence to antihypertensive treatment and suggest through
this paper that artificial intelligence is an effective alternative to conventional methods for
understanding treatment adherence. This finding may be used as a useful tool in educating
patients about the importance of medication in the management of hypertension [134].

Artificial intelligence is also involved in the treatment of patients with AMI [175] or
acute aortic dissection [226]. The authors created a predictive model based on XGBoost
that aims to identify high-risk AAAD patients and develop individualized treatment and
diagnostic plans to improve the prognosis of patients diagnosed with AAAD.

To predict the future, we should probably visualize the potential limitations and short-
comings of artificial intelligence at the current stage, as these important elements will have
the power to guide us toward new research that will lead to new advances in the years
to come. As far as cardiac ultrasound is concerned, Al algorithms are based on datasets
that already exist in the real world but which carry the same risks and limits of possible
misclassification, the presence of arrhythmias (difficult to handle by artificial intelligence
models), and the possibility of sub-optimal image quality (implying limited authenticity or
exclusion of some acquisitions, and therefore limited authenticity) when detecting wall mo-
tion abnormalities. Additionally, given the frequently inadequate standardization datasets
and the limited number and representativeness of datasets, automated software is currently
inferior to semi-automatic software in terms of measuring anatomy and morphofunctional
structure [272].

3.2. Ethical Considerations of Al in Cardiology

When it comes to artificial intelligence in cardiology, ethical concerns take center stage,
especially regarding the privacy of patient data and algorithmic biases. The introduction
of Al in cardiology prompts worries about how patient data, often large and sensitive,
will be handled to train and test these algorithms. Protecting patient privacy is crucial
to maintain trust in the healthcare system. Moreover, there is the issue of algorithmic
biases, which can arise from the data used to train AI models. These biases could lead
to disparities in healthcare, affecting everything from diagnosis to treatment outcomes.
To tackle these ethical challenges, we need transparency in Al development, robust data
protection measures, and ongoing efforts to detect and correct algorithmic biases. It is
also vital for healthcare professionals, data scientists, ethicists, and policy makers to work
together closely to ensure that Al in cardiology is used responsibly and fairly.

3.3. Bias Risk Assessment

A significant concern in the use of Al in cardiology is the risk of bias that can affect
outcomes and interpretations. Bias can occur at several stages of the process, including data
collection and selection, algorithm construction, and result interpretation. For instance, the
input data used for training algorithms may be influenced by population characteristics,
collection methods, or human errors. Additionally, the algorithms themselves can be
affected by implicit biases embedded in the datasets or in the training process. This can
lead to distorted results or incorrect generalizations, compromising the effectiveness and
reliability of Al systems in diagnosing and treating cardiac conditions. Therefore, it is
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crucial to conduct a careful assessment of bias risk in studies utilizing artificial intelligence
in cardiology and to apply appropriate methods to minimize and manage this risk.

For a robust design of cardiovascular disease prediction based on machine learning,
it is crucial to consider the following aspects: (i) the use of stronger outcomes, such as
death, calcium arterial coronary score, or coronary stenosis; (ii) ensuring scientific and
clinical validation; (iii) adapting to multi-ethnic groups while practicing unseen Al and
(iv) amalgamating conventional, laboratory, imaging, and pharmacological biomarkers. In
the studies we analyzed from the high-quality scientific literature, all these aspects have
been assessed and accounted for.

Summary of findings from the papers reviewed:

Common themes: The integration of Al in cardiology has seen substantial growth,
particularly in addressing various cardiovascular diseases (CVDs) such as arrhythmias,
ischemia, and heart failure. Significant focus on structural heart disease, cardiomyopathies,
and ischemic heart disease, alongside emerging areas like pulmonary hypertension, in-
dicates diverse research interests. Utilization of machine learning techniques, especially
in analyzing electrocardiogram (ECG) signals and echocardiograms, highlights the im-
portance of Al in data analysis for diagnostic purposes. There is emphasis on the role
of cardiovascular imaging techniques, including ECG, echocardiography, coronary an-
giography, and cardiac MRI, as essential sources of information for Al applications in
cardiology.

Challenges: Despite advancements, some Al models exhibit low predictive values,
showing the need for further refinement and development. Ethical and legal considera-
tions regarding the safety of Al diagnostic systems, patient data privacy, and potential
overreliance on Al for diagnosis pose significant challenges.

Areas of consensus: Collaborative efforts between Al engineers and clinicians are
deemed essential for effective technological progress and innovation in medical Al Future
research directions emphasize preventive cardiology, screening, diagnosis, and treatment
of cardiovascular diseases using Al, catering to both adult and pediatric populations.

4. Conclusions

The use of artificial intelligence (AI) in the field of cardiovascular diseases represents
an emerging paradigm in modern medicine, offering significant advantages in the di-
agnosis, prognosis, and management of these conditions. From the early identification
of thromboembolism and pericarditis to the comprehensive evaluation of valvular and
ischemic diseases, Al algorithms provide an essential contribution to improving diagnostic
efficiency and clinical decision making.

In the case of thromboembolic diseases, Al algorithms demonstrate an impressive
capacity to predict the risk of thromboembolic events and assist in the precise diagnosis
of pulmonary embolisms and deep vein thromboses. By identifying subtle patterns in
electrocardiographic and medical imaging data, Al enables early detection and prompt
intervention, significantly enhancing patient management.

Regarding valvular diseases, Al offers advanced tools for assessment and treatment
planning, such as transcatheter aortic valve replacement (TAVR). Al algorithms can make
precise and reliable measurements, comparable to those performed manually by physicians,
optimizing the decision-making process and ensuring better outcomes for patients.

On the other hand, in pericardial diseases, Al facilitates diagnosis and prognosis,
providing a faster and more accurate approach to evaluating ECGs and echocardiographic
images. By identifying subtle signs and characteristic patterns, Al algorithms enable early
identification of pericarditis and pericardial effusions, contributing to improving patient
management.

Last but not least, artificial intelligence holds immense promise in revolutionizing the
management of ischemic heart disease, offering enhanced diagnostic accuracy, risk predic-
tion capabilities, and personalized treatment strategies. Its application in cardiovascular
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care signifies a paradigm shift towards more precise and tailored approaches, ultimately
improving patient outcomes and optimizing healthcare delivery.

The use of deep learning algorithms and data processing techniques contributes to
optimizing clinical decisions and improving outcomes for patients. However, rigorous
implementation and validation are essential to ensure the safety and effectiveness of these
technologies in clinical practice.
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Abbreviations

ACM arrhythmogenic cardiomyopathy

ACR acute cellular rejection

ACS acute coronary syndrome

AF atrial fibrillation

Al artificial intelligence

AI-QCT artificial intelligence-enabled quantitative coronary computed tomography
AMI acute myocardial infarction

ARVD arrhythmogenic heart disease
ATTR-CM  transthyretin amyloid cardiomyopathy
CCTA coronary computed tomography angiography
CMR cardiovascular magnetic resonance
CNN convolutional neural network

DL deep learning

DCM dilated cardiomyopathy

DECT dual-energy computed tomography
ECG electrocardiogram

FFR fractional flow reserve

HCA hierarchical

KMCk means clustering

IABP intra-aortic balloon pump

ICA invasive coronary angiography

IE infective endocarditis

LA left atrium

LAAT left atrial appendage thrombus

LCA latent class analysis

LV left ventricle

LVH left ventricular hypertrophy

MACE major adverse cardiovascular events
MAPSE mitral annular plane systolic excursion
MI myocardial infarction

ML machine learning

MLP multiple layer perceptron

MRI magnetic resonance imagining

PAP pulmonary artery pressure
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PCAT per coronary adipose tissue

PPG photoplethysmography

QCA quantitative coronary angiography
RA right atrium

RV right ventricle

STEMI ST-elevation myocardial infarction
TAVR transcatheter aortic valve replacement
TTE transthoracic echocardiography

TOE transesophageal echocardiography
TCN temporal convolutional network

XCB machine learning model based on the xgboost
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Abstract: (1) Background: The purpose of this study is to review and highlight recent advances in
diagnostic uses of artificial intelligence (Al) for cardiac diseases, in order to emphasize expected
benefits to both patients and healthcare specialists; (2) Methods: We focused on four key search
terms (Cardiac Disease, diagnosis, artificial intelligence, machine learning) across three different
databases (Pubmed, European Heart Journal, Science Direct) between 2017-2022 in order to reach
relatively more recent developments in the field. Our review was structured in order to clearly
differentiate publications according to the disease they aim to diagnose (coronary artery disease,
electrophysiological and structural heart diseases); (3) Results: Each study had different levels of
success, where declared sensitivity, specificity, precision, accuracy, area under curve and F1 scores
were reported for every article reviewed; (4) Conclusions: the number and quality of Al-assisted
cardiac disease diagnosis publications will continue to increase through each year. We believe Al-
based diagnosis should only be viewed as an additional tool assisting doctors” own judgement,
where the end goal is to provide better quality of healthcare and to make getting medical help more
affordable and more accessible, for everyone, everywhere.

Keywords: artificial intelligence; machine learning; cardiac disease; diagnosis

1. Introduction

As it is with other parts of our body, there are many things that can go wrong with
our heart. Structural heart defects at birth, lesions in blood vessels, heart valve calcification
over time, heart muscle inefficiency for various reasons and electrical signal conduction
abnormalities are all examples of cardiac diseases anyone can experience throughout
their lifetime.

The Centers for Disease Control and Prevention (CDC) statistics show that 20% of
deaths in U.S.A. were caused by cardiac diseases in 2020. This amounts to 696,962 people
and it is the leading cause of death in the country [1]. Although cardiac diseases are
much more prevalent with elderly patients, it is statistically relevant for all age groups,
depending on risk factors present in a patient’s life. Therefore, it is easy to understand the
amount of research that goes into understanding, diagnosing and treating cardiac diseases.
By extension, it is also inevitable that artificial intelligence (Al) research also crosses its
path with cardiac disease diagnosis, where earlier and non-invasive diagnosis of as many
patients as possible can be seen as the ultimate goal, saving many lives in the process.
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Artificial intelligence (Al), first elaborated by Alan Turing in 1950 [2], is the concept
of creating a digital mind that can learn, adapt, react and “think” in a similar manner as a
human being. Machine learning (ML) is a process that is closely linked to the concept of Al,
where a computer model is enabled to learn new skills and information, and as a result, it
can provide useful feedback and perform tasks where classical algorithm-based computer
programming falls short. In theory, it is possible for an Al to perform any task imaginable
as long as the ML process is sufficiently advanced and robust [3,4].

There are two main approaches to machine learning with many more under each
archetype. First is “supervised machine learning”, where a dataset is introduced to the
model with each case labelled with a class. Computer model then finds commonalities
between each case that belongs to the same class and thus “learns” to identify any new
unlabelled case as belonging to one of those classes. Supervised ML is especially useful if
the task at hand requires the input data to be sorted into predetermined classes or making
predictions. However, labelling the dataset for training requires expert knowledge and is
time consuming [5,6].

The second approach of “unsupervised machine learning” involves giving the com-
puter model all the data without telling the model which cases belong to which class, and
letting it make connections itself where it will sort cases into different classes according
to the connections it made while learning. Unsupervised ML can be extremely useful in
gaining new understanding about complex systems with many variables as it will make
clustering decisions and feature associations by itself, sometimes surprising the experts of
the field. However, database size required by an unsupervised ML model is comparatively
much larger, where sometimes building the database itself becomes an issue on its own [5,6].
Figure 1 shows the diagram of the Al and machine learning relationship.

Machine Learning

Deep Learning

Supervised
Machine Learning Un-supervised

Machine Learning

Artificial Intelligence

Figure 1. A Venn diagram visually explaining Al and machine learning relationship.

Al can become extremely useful for healthcare in the near future, as it is already
becoming so for most other industries and our everyday lives. As healthcare is becoming
more and more digitized and interconnected, productive integration of Al systems into
standard hospital care is rapidly becoming inevitable. Al can improve many aspects
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of patient care like medical imaging quality, early diagnosis, prognosis prediction, risk
stratification, patient data analysis, personalized treatments and more. For example, as
compact devices and biosensors become more available and integrated in our lives, remote
monitoring of vitals for the whole population or at least some specific risk groups will be
discussed and this will only be feasible with Al shouldering the immense volume of data
analysis necessary [7,8].

Additionally, physicians and other healthcare professionals are treating more and more
cases per day as the population grows, life expectancy increases and as technology required
to treat previously unmanageable diseases becomes more and more available. In order to
alleviate their workload, which is already much higher than many other fields of work,
and avoid related mistakes that are inevitable, Al assistance will become indispensable.
Instead of losing precious time, energy and hospital budget on tasks that can be relegated
to Al, physicians and other healthcare professionals can focus on their patients [9,10].

Purpose of this study is to review and highlight recent advances in diagnostic uses of
artificial intelligence (AI) for cardiac diseases, in order to emphasize expected benefits to
both patients and healthcare specialists, as the future of AT and machine learning (ML) is to
be integrated in all aspects of our lives, especially in medicine.

Towards that goal, we will be highlighting some noteworthy challenges relevant to this
topic like computing power limitations, data set availability in medical fields, inefficient
research targets, and some future directions like ethical/legal considerations that may arise
and the idea for a multi-national network of an integrated healthcare system.

2. Method

In this review, we focused on four key search terms (cardiac disease, diagnosis, artificial
intelligence, machine learning) across three different databases (Pubmed, European Heart
Journal, Science Direct). As per our aim, we limited our search to publications between
2017-2022 in order to reach relatively more recent developments in the field.

There were 346 results in total for original articles with keywords mentioned above,
after review articles, case reports and meta-data analysis articles were filtered out. Looking
into the content of each publication, we identified that some of the results were not related
to cardiac diseases and/or artificial intelligence. Among those that were, some of the results
were about disease/feature classification and predictive risk stratification, not diagnostic
works, further reducing the number of diagnosis relevant publications. In the end, we
identified 38 publications that are relevant to our review.

We elected to subcategorized these publications under the results section in relation to
the disease it aims to diagnose in order to provide a more comprehensive comparison and
a more coherent reading experience for readers.

A flowchart detailing the process of how relevant publications are obtained, classified
and explored can be found below.

Although machine learning methods utilized in each publication will be mentioned,
the primary focus of this review will be on medical resources utilized, diagnosed condition
and resulting success rates.

3. Results
3.1. Structural Heart Diseases

Hsiang et al. published an article in 2022 about using chest X-rays in order to identify
a left ventricular ejection fraction (LVEF) that is lower than 35%. They used 77,227 chest
X-rays to train a deep learning model and another 13,320 for testing. The area under curve
(AUCQ) for detection of LVEF < 35% was found to be 0.867. Furthermore, patients with
higher than 50% LVEF that were marked by the Al model were found to be at high risk
for developing low LVEF in the future according to currently accepted risk assessment
guidelines [11].

Salte et al. investigated the possibility of using echocardiography to automatically
measure global longitudinal strain (GLS) in 2021. A total of 200 patients were examined in
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this study and their data were used to train a deep learning ML model. The process of GLS
measurement, which was reported to be underused in clinical practices for the amount
of time it takes to perform, only took 15 s for each patient. The proposed system could
perform the measurement on 89% of the patients, where GLS was —12.0 & 4.1% for the AI
method and —13.5 4 5.3% for the reference method [12].

Bahado-Singh et al. were interested in analyzing cell-free DNA that is present in
maternal blood in order to identify fetal congenital heart defects. In 2022, they published
that by identifying altered gene pathways that result in congenital heart defects, with the
help of Al they can determine various heart defects that will develop with fetus. A total of
6 different Al systems, like random forest, support vector machine and deep learning were
used for cross validation since data set size was small (12 cases and 26 controls). Using a
combination of nucleotide markers, they achieved an AUC of 0.97, sensitivity of 98% and
specificity of 94% [13].

Cheema et al. sought to combine AI with an integrated health system where 11 hospi-
tals are, patient data-wise, interconnected. These data include lab results, demographics,
prescription information, procedure codes and more. A total of 7346 patients were iden-
tified within the health system to have either stage C or stage D heart failure (HF), and
7500 patients were chosen to be the control group as a result of their normal echocardiogra-
phy. Using a deep learning algorithm, they were able to classify each case as belonging to
one of three categories (stage C, D, healthy) with an overall accuracy of 83% compared to
75% accuracy of physician assessment [14].

Shrivastava et al. discussed how it is possible to diagnose dilated cardiomyopathy
using AI with 12-lead ECG instead of an echocardiography in their 2021 publication. In
total, 421 dilated cardiomyopathy patients and 16,025 control patients with normal LVEF
were used as the database with AUC 0.955, sensitivity of 98.8%, and specificity of 44.8%.
The negative predictive value was at 100% while positive predictive value was 1.8% where
the reported conclusion was that it is a cost-effective screening tool [15].

Kwon et al. investigated the use of ECG data in 2020 in order to diagnose mitral
regurgitation in patients. With a database of 56,670 training ECGs, 3174 internal and
10,865 external test ECGs, proposed Al model identified the P-wave and T-wave as the
high weight features. This study produced an AUC of 0.816 for internal testing and 0.877
for external testing [16].

Jentzer et al. used ECG signals in order to identify LV systolic dysfunction for ICU
patients in 2021. A study involving 5680 patients, Al was used to obtain 0.83 AUC and
overall accuracy of 76% [17].

Lee et al. published an article in 2022 about detection of cardiomyopathy in the
peripartum period using ECG signals. Utilizing a deep learning model, Al first learned
to identify LV systolic dysfunction using 122,733 ECG samples. For external validation,
271 ECGs of pregnant women were used, producing a result of AUC 0.877, sensitivity 0.833,
specificity 0.809, PPV 0.352 and NPV 0.975 [18].

Thalappillil et al. were looking to replace CT aortic annulus measurements for TAVI
procedures with Al backed echocardiography. A total of 47 patients implanted with a
new heart valve were included in this study. Comparing Al measurements with CT
measurements, there was a —4.62 to 1.26 mm difference for derived area and —4.51 to
1.45 mm for the derived perimeter value [19].

Liu et al. used ECG and transthoracic echocardiography (TTE) together in order to
diagnose pulmonary hypertension. In their 2022 work, they utilized a deep learning model
with 10-fold cross-validation neural network, taking advantage of 41,097 patient data.
Results show that AUC was 0.88 with 81.0% sensitivity and 79.6% specificity [20].

Sun et al. used 12-lead ECG and TTE in order to identify patients with <50% LVEF
in 2021. A total of 21,732 data pairs trained a CNN deep learning model, while 2530 were
used for testing. The ML model produced an overall accuracy of 73.9%, sensitivity of 69.2%,
specificity of 70.5%, positive predictive value of 70.1%, and negative predictive value of
69.9% [21].
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Thompson et al. published an article in 2019 that demonstrated valvular or congenital
heart disease diagnosis could be made using Al assisted auscultation of heart murmurs.
In the database obtained from Johns Hopkins Cardiac Auscultatory Recording Database,
they wanted to classify each case into either pathological murmur, innocent murmur or no
murmur classes. Using 3180 heart sounds, they were able to achieve 93% sensitivity, 81%
specificity and 88% accuracy [22].

Harmon et al. used 12-lead ECG in order to detect LV systolic dysfunction with a
CNN deep learning model. In total, 44,986 patients, who had an echo pair for independent
verification, were used in this study and testing phase was done with 52,870 patients. With
a 0.93 AUC, the Al model could detect EF < 35% [23].

Makimoto et al. investigated the use of auscultatory data in diagnosing severe aortic
valve stenosis in 2022. By using the sound data that were reported to be cheaper and
faster to acquire, they hoped to reduce the percentage of patients that goes undiagnosed.
Using three separate CNNs with five-fold cross-validation, they trained the Al models with
three different hospital data first separately for each location and then all data together.
Comparing each result in order to find the best ML system for the task, they later ex-
ported the system to a smart phone as an application where it achieved a 97.6% sensitivity,
94.4% specificity, 95.7% accuracy, and F1 value of 0.93. Compared with the consensus of
cardiologists, these results were 81.0%, 93.3%, 89.4% and 0.829, respectively [24].

Attia et al. sought to use a digital stethoscope in order to detect patients with low EF
in 2022. Their aim is to significantly reduce the asymptomatic low EF patient numbers that
might cause serious health issues along the line, which currently stands at a reported 8%
of population. The conceived value of this study lies at diagnosis using a relatively very
simple device that obtains 1-lead ECG signals and sound recordings. To accomplish this,
they used a CNN based ML model to classify EF < 35%, EF < 40%, EF < 50%. Results were
AUC 0.91 for EF < 35%, 0.89 for EF < 40% and 0.84 for EF < 50% [25].

Ghanayim et al. developed an electronic stethoscope which was able to record in-
frasound. They used this device to obtain heart sounds from 100 patients. Using an
undisclosed Al structure, they were able to differentiate mild or severe aortic stenosis and
no aortic stenosis classes. Their declared results in 2022 were 86% sensitivity and 100%
specificity in testing phase. Validation group scored 84% sensitivity and 92% specificity
while additional testing group had 90% sensitivity and 84% specificity [26].

Ueda et al. used chest X-rays in 2021 in order to detect aortic stenosis. Training
three different deep learning models with 10,433 chest X-rays, binary classification of
aortic stenosis positive or negative classes was prepared as output. Instead of using the
best performing DL model out of the three, all of them were used simultaneously via a
voting-based ensemble as it produced the best results. Looking at the final performance
0.83 AUC, 0.78 sensitivity, 0.71 specificity, 0.71 accuracy, 0.18 positive predictive value and
0.97 negative predictive value were achieved [27].

3.2. Electrophysiological Heart Diseases

Nakamura et al. looked into identifying premature ventricular complex (PVC) origin
locations using 12-lead ECG in 2021. They used ML with two different methods to train the
model, first of it being a support vector machine (SVM), and the second was a convolutional
neural network (CNN) in order to classify a PVC’s location of origin. They used four basic
class groups for the Al to consider, which were left, right, outflow tract and others. They
wanted to compare their ML model with electrophysiologists and another algorithm in
order to measure their success. They reported obtaining the following accuracies: SVM
0.85, CNN 0.80, electrophysiologists 0.73, and existing algorithm 0.86 [28].

Chen et al. were interested in investigating if a wearable monitoring device that can
record photoplethysmographic (PPG) data and single-channel ECG data can be used in
order to detect atrial fibrillation (AF) presence in a patient. Their 2020 publication shows
that using a deep convolutional neural network, they were able to measure wristband
PPG classification performance as 88% sensitivity, 96.41% specificity and 93.27% accuracy.
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Wristband ECG performance was 87.33%, 99.20% and 94.76%, respectively. Comparing
these results with how physicians performed, their sensitivity, specificity and accuracy
were 96.67%, 98.01%, and 97.51%, respectively [29].

Sau et al. used a CNN deep learning model in 2022 in order to distinguish between
atrial tachyarrhythmias that can be cured with a cavotricuspid isthmus ablation, namely
atrial flutter (AFL), and others atrial tachyarrhythmias. In this binary classification endeav-
our, they used 5 s 12-lead ECG recordings for each patient and achieved an accuracy of 86%
versus median electrophysiologist accuracy of 79% [30].

Joetal. used 12-lead ECG recordings of patients in 2021 in order to identify paroxysmal
supraventricular tachycardia during sinus rhythm. Using data from a total of 12,955 pa-
tients, the Deep learning ML model was trained and tested. At the end of the study,
research group was able to show results of 0.970 accuracy, 0.868 sensitivity, 0.972 specificity,
0.255 positive predictive value and 0.998 negative predictive value [31].

Chang et al. used an ML model with a recurrent neural network structure in 2021 in
order to classify 12-lead ECG data into 13 arrhythmia classes (ST-elevation MI, AF, AFL,
Atrial premature beat, ventricular bigeminy, complete heart block, ectopic atrial rhythm,
first-degree AV block, sinus rhythm, paroxsysmal SVT, second-degree AV block, sinus
tachycardia, PVC). A total of 60,537 ECG recordings from 35,981 patients were used and, as
a result, achieved a performance of 0.987 accuracy and 0.997 area under curve [32].

Au-Yeung et al. published an article in 2021 that attempted to develop a heart rhythm
monitoring and an alert system for ICU using a PhysioNet database. They utilized a
random forest classifier based supervised ML model in order to evaluate ECG, blood
pressure and PPG data and they found out that they could discriminate between eight
classes (six arrhythmias) with a sensitivity of 81.54% [33].

Lee et al. proposed a deep learning model in 2022 that can diagnose enlarged atrium
from exercise ECG recordings that can lead to AF. Using a convolutional recurrent neural
network, they were able to perform a binary categorization with an unspecified perfor-
mance [34].

Pandey et al. utilized an ensemble-based support vector machine classifier using the
arrhythmia database of MIT-BIH. Their aim was to classify ECG recordings into one of
four classes of normal rhythm or arrhythmia (SV ectopic beat, PVC, fusion) using only four
features (wavelets, high order statistics, R-R intervals, morphological features). They were
able to produce a result of 94.4% accuracy [35].

Zhu et al. published an article in 2020 where their aim was to diagnose a patient
ECG using ML. They employed a CNN ML model using 12-lead ECG data in order to
differentiate 21 rhythms (normal, sinus tachycardia, sinus bradycardia, premature atrial
contraction, atrial rhythm, atrial tachycardia, atrial flutter, atrial fibrillation, premature
junctional contraction, junctional rhythm, paroxysmal supraventricular tachycardia, prema-
ture ventricular contraction, idioventricular rhythm, ventricular tachycardia, artificial atrial
pacing rhythm, artificial ventricular pacing rhythm, left bundle branch block, first-degree
atrioventricular block, Mobitz type I second-degree atrioventricular block, Wolff-Parkinson—
White syndrome type A, and Wolff-Parkinson-White syndrome type B). Training with
135,817 ECG recordings and testing with 17,955 ECGs, they were able to outperform
most physicians with an F1 score of 0.887 compared to 0.789-0.831 mean F1 scores for
physicians [36].

3.3. Coronary Artery Disease

Otaki et al. published an article in 2022 that seeks to identify coronary artery disease
in a patient using data obtained from SPECT images. With a dataset of 3578 patients, they
trained a deep learning model where stress myocardial perfusion, wall motion, and wall
thickening map, left ventricular volume, age and sex were selected as model input features.
After integrating their system to a general-purpose clinical workstation, they obtained an
AUC of 0.83 which was significantly higher than their compared results (automatic stress
total perfusion deficit 0.73, reader diagnosis 0.65) [37].
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Braun et al. utilized a supervised ML model in order to detect clinically asymptomatic
coronary artery disease in 2020. With five lead vectorcardiography and a 595-patient
database, they achieved a sensitivity score of 90.2 4= 4.2% for female patients and 97.2 & 3.1%
for male patients, specificity of 74.4 & 9.8% and 76.1 = 8.5% for females and males, respec-
tively. Overall accuracy was 82.5 + 6.4% for female and 90.7 %+ 3.3% for male patients [38].

Zhao et al. used ECG signals in order to automatically identify ST segment elevated MI
and regain precious time lost between identification and treatment time delay. Published
in 2020, 667 ST elevated MI patient ECG data and 7571 control ECG data were used in
order to train the ML algorithm. The trained system showed AUC of 0.9954 with sensitivity
of 96.75%, specificity of 99.20%, accuracy of 99.01%, precision of 90.86% and F1 score of
0.9372 [39].

Choi et al. proposed an inventive idea in 2022 where they used an image of ECG
recordings in their dataset instead of the electronic signal recording in order to detect ST
elevated MI. Their reasoning was that a mobile phone with a camera is extremely accessible
for everyone. With an undisclosed image-based ML model, they completed the training
phase with 187 patient recordings where 96 of patients were known to be diagnosed with
ST elevated MI. The AUC of proposed ML model was 0.919 where for it was 0.843 for
emergency physicians and 0.817 for cardiologists [40].

Cho et al. used intravascular ultrasound (IVUS) images with a deep learning model in
2021 with the aim of identifying and classifying plaque characteristics present in a cardiac
blood vessel. A total of 598 IVUS image sets were used in this study with a total of three
classes, which are calcified plaque, attenuated plaque and none. The proposed model
was able to achieve attenuation sensitivity of 80%, specificity of 96%, accuracy of 93% and
calcium sensitivity of 86%, specificity of 97% and accuracy of 96%. Compared to human
performance, per-vessel analysis achieved similar results (0.95 human, 0.89 ML model),
producing these results in 7.8 s [41].

Stuckey et al. developed a supervised ML model using linear regression in 2018 in
order to assess coronary artery disease presence. They acquired phase signals from CT
for a total of 606 patients, just before the planned coronary angiography, which was used
to produce labels for the supervised training model. A total of 512 patient data points
were used for training and 94 patient data points were used for testing stage. The study
produced a result of 92% sensitivity, 62% specificity, 46% positive predictive value and
negative predictive value of 96% [42].

Cho et al. published an article in 2019, aiming to assess fractional flow reserve
(FFR) using coronary angiography. A supervised machine learning model that evaluates
intermediate lesions was built in order to classify the data into FFR > 80 or FFR < 80.
With a dataset of 1501 patients, achieved results were 78 + 4% diagnostic accuracy and
0.84 4 0.03 AUC. Out of 24 features used in ML model, 12 of them were found to be high
ranking, including segment, body surface area, distal lumen diameter, minimum lumen
diameter and length of lumen. Using only these 12 high ranking features, they were able to
achieve 81 + 1% diagnostic accuracy and 0.87 + 0.01 AUC [43].

Lee et al. predicted that they can assess coronary artery disease presence using a
treadmill exercise test (TET). In a 2021 publication, they discussed using 93 features with
five different ML models (random forest, logistic regression, support vector machine, k-
nearest neighbour, extreme gradient boosting). Among these features, exercise performance,
hemodynamics and ST-segment changes, comorbidity, smoking, Framingham risk score,
height and weight were present. Out of the five different ML models, random forest
showed the best performance, AUC of 0.74, sensitivity of 85% and false positive rate of 55%
compared to the 76.3% of conventional TET [44].

Lipkin et al. proposed that they could use coronary CT angiography (CCTA) with
Al-based quantitative CT (QCT) in order to produce a better detection rate than myocardial
perfusion imaging (MPI) for obstructive stenosis. Using a pre-built cloud based QCT
software on acquired CCTA data, they were able to outperform MPI on obstructive stenosis
detection across two classes with AI-QCT. AUC scores for stenosis > 50% showed 0.66 for
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MPI vs. 0.88 for AI-QCT, stenosis > 70% showed 0.7 for MPI vs 0.90 for AI-QCT. Publication
suggests that CCTA with AI-QCT outperforms MPI and thus it could reduce the number of
patients undergoing invasive tests and reduce healthcare costs [45].

Kurata et al. utilized coronary computed tomography-derived computational frac-
tional flow reserve (CT-FFR) in 2019 in order to detect coronary artery disease. With a
dataset of 74 patients, they employed a prototype ML model (cFFR version 3.0.0, Siemens
Healthcare, Tokyo, Japan) comparing CCTA and CT-FFR performance. Obtained results
show that FFR < 0.8 CT-FFR had AUC of 0.907 where CTA stenosis > 50% had 0.595 and
stenosis > 70% had 0.603. CT-FFR had an analysis time of 16.4 4= 7.5 min [46].

Tang et al. used CCTA derived FER in 2019 in order to detect lesion-specific ischemia.
They adopted an ML algorithm called cFFRy, and obtained CT-FFR values from 136 pa-
tients across four healthcare centers. Invasive FFR measurements were used as reference.
Study revealed that cFFRy, had 0.85 sensitivity, 0.94 specificity and 0.90 accuracy versus
0.95 sensitivity, 0.28 specificity and 0.55 accuracy for CCTA [47].

Choi et al. published an article in 2021 where they compare coronary artery disease
assessments made by an Al assisted CCTA with level 3 expert CCTA readers. In this multi-
center international study, patient history data (BMI, age, sex, smoking history, diabetes,
etc) were combined with a deep convolutional neural network Al (Cleerly) labelled CCTA
images in order to estimate stenosis percentage, plaque volume, composition and presence
of high-risk plaque. Results of this 232-patient study showed 99.7% accuracy, 90.9% sensi-
tivity, 99.8% specificity, 93.3% positive predictive value and 99.9% negative predictive value
for stenosis > 70%. When stenosis > 50% is considered, 94.8% accuracy, 80.0% sensitivity,
97.0% specificity, 80.0% positive predictive value and 97.0% negative predictive value was
shown. When the expert reader comparison was performed for maximal diameter stenosis
per vessel, —0.8% mean difference was found and for per patient comparison —2.3% mean
difference was found. Reportedly, these excellent results show that the time-consuming
expert reader evaluations could be processed much more quickly and cost-effectively by an
AT [48].

Table 1 shows the detailed information about the outcomes of the reviewed publica-
tions which are applied for the diagnosis of the selected diseases with Al models and their
performance summary.

Table 1. Method and performance summary of reviewed publications.

Authors Year Disease Data Source ]lﬁ ;;E;Ee Reported Results (Accuracy, Sensitivity,
(etal) Diagnosed Notho dg Specificity, PPV, NPV, AUC, F1)
Hsiang [11] 2022 Low EF Chest X-ray Liff\g\g 0.867

. . Deep GLS for: AI —12.0 = 4.1%,
Salte [12] 2021 LV dysfunction Echocardiography Leamning Reference —13.5 -+ 5.3%
. Fetal
Bahado-Singh >, congenital CellfreeDNA  RESVM 98%  94% 097
[13] DL
heart defects
Cheema [14] 2022  Heart Failure IHS Data Lgfﬁg\g 83%
Shrivastava ) Dilated Car- ECG N/A 98.8% 44.8% 1.8% 100% 0.955
[15] diomyopathy
Kwon [16] 2020 Mitral ECG N/A 0.816
Regurgitation
Jentzer [17] 2021 LV dysfunction ECG N/A 76% 0.83
Lee [18] 2022 LV dysfunction ECG L;fo\fng 0.833  0.809 0352 0975 0877
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Table 1. Cont.

Authors Year Disease Data Source II: :f_ﬂ;ﬁe Reported Results (Accuracy, Sensitivity,
(et al.) Diagnosed 8 Specificity, PPV, NPV, AUC, F1)
Method
Thalappillil Aortic . —4.62 to 1.26 mm difference for derived area and
[19] 2020 Annulus Size Echocardiography N/A —4.51 to 1.45 mm for derived perimeter value
Pulmonar Cross
Liu [20] 2022 4 ECG, TTE Validation 81%  79.6% 0.88
Hypertension DL
Sun [21] 2021 Low EF ECG, TTE CNN ];)eep 73.9% 69.2% 70.50% 70.1% 69.9%
Learning
Valvular, Digital o o o
Thompson [22] 2019 congenital Stethoscope N/A 88%  93% 81%
Harmon [23] 2022 LV dysfunction ECG CNN Deep 093
Learning
. . Digital CNN Cross o o o
Makimoto [24] 2022 AV Stenosis Stethoscope Validation 95.7% 97.6% 94.4% 0.93
Attia[25] 2022 LowEF Digital CNN 0.89
Stethoscope
Ghanayim [26] 2022 AV Stenosis Digital N/A 84%  92%
Stethoscope
Deep
Ueda [27] 2021 AV Stenosis Chest X-ray Learning 0.71 0.78 0.71 018 097 0.83
Ensemble
Nakamura [28] 2021 PVC Origin ECG SVM,CNN  0.85
Chen [29] 2020 AF I-Tead BCG, CNNDeep o350 ggor  9641%
PPG Learning
Sau [30] 2022 AFL/SVT ECG N/A 86%
Jo [31] 2001 Parcxisymal Sinus ECG Deep 097 0868 0972 0255 0.998
SVT Learning
Chang[32] 2021  Arrhythmia ECG Reﬁgent 0987 0.997
Au-Yeung [33] 2021  Arrhythmia ECG, BP, PPG R;;‘i‘;i“ 81.54%
Lee [34] 2022 AF Exercise ECG Deep N/A
Learning
. Ensemble
Pandey [35] 2020 Arrhythmia ECG 94.4%
SVM
Zhu [36] 2020 Arrhythmia ECG CNN 0.887
Otaki [37] 2022 CAD SPECT Deep 0.83
Learning
Braun [38] 2020 CAD VCG Supigfsed 82.5% 90.20% 74.4%
Zhao [39] 2020 ST elevated MI ECG N/A 99.01% 96.75% 99.2% 0.995 0.937
Choi [40] 2022 ST elevated MI ECG Image N/A 0.919
Deep 0, () 0,
Cho [41] 2021 Plaque Type IVUS Leaming 6% 6%  97%
Stuckey [42] 2018 CAD CT Supi/rlfsed N2%  62% 46%  96%
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Table 1. Cont.

Machine

Authors Year Disease Data Source Learning Reported Results (Accuracy, Sensitivity,
(etal.) Diagnosed Method Specificity, PPV, NPV, AUC, F1)
C. Angiography  Supervised o
Cho [43] 2019 CAD FFR ML 81% 0.87
RE SVM,
Lee [44] 2021 CAD Treadmill Test LR, K-NN, 85% 0.74
EGB
Lipkin [45] 2022 CAD AICCTA N/A 0.88
Kurata [46] 2019 CAD CT FFR N/A 0.907
Tang [47] 2019 CAD CCTA FFR N/A 09 08 094
Choi [48] 2021 CAD AICCTA CNNDeep g4 609, 8% 97%  80%  97%
Learning

4. Discussion

As it is evident from the number of articles reviewed above, overall publication of
machine learning-related healthcare diagnosis research has been multiplicatively growing
each year. By the same token, there is a good amount of research performed on structural
heart diseases and especially on coronary artery disease. However, relatively, there are
significantly less electrophysiology-based Al research publications on medical journal
databases. Figure 2 shows the flowchart of the method design of this paper. The selected
papers are limited to the years between 2017 and 2022. Figure 3 shows the yearly pub-
lished heart-related AI/ML studies increased exponentially on Science Direct, Pubmed and
European Heart Journal.

Similarly, a striking amount of machine learning research is being carried out that is
focused on using echocardiograms and especially so with ECG signals. It is natural that one
of the most useful pieces of data gathering tools in cardiology, ECG, is used as input in ML
and especially in electrophysiology. However, usefulness of other forms of data, we believe,
should not be underestimated. Hospitals with integrated patient health record systems
have the ability to provide researchers with an immense amount of lab data containing
a multitude of metabolic measurements, as well as patient profile and history records
which is usually critical to how cardiologists normally perform their patient care routines.
Although there are some studies that utilize these opportunities, we believe it has nowhere
near reached its full capacity. On a similar note, the same is true for medical imaging as
well, since one of the most routinely performed imaging tests is coronary angiography and
there should be a well of untapped potential in that metaphorical alley.

It is clear that when looking at machine learning techniques, deep learning approach
variations are much more preferred in general as opposed to classical single hidden layer
supervised ML or unsupervised ML models. Convolutional neural networks, recurrent neu-
ral networks and cross-validation seems to be popular according to publications relevant
to this review.

Overall level of success for reviewed Al diagnosis systems seems to indicate that
they achieved noteworthy improvements on similar previous works or they are fresh and
innovative ideas with a good starting performance. In some works, although negative
predictive values were high, positive predictive values were comparatively very low, which
indicates a need for further development and refinement.
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Accessed Databases
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Figure 2. Flowchart of method design for this review.
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Figure 3. A bar chart showing the number of heart related AI/ML publications on Science Direct,
Pubmed and European Heart Journal through years.

In our opinion, however, one of the most important factors of true success in modern
technology research is being slightly overlooked. We believe that a stronger collaboration
between doctors and Al engineers should be present. Any research team of engineers
should have at least a few specialists that they consult and, similarly, any research hospital
interested in AI technology should employ the skills of engineers more often. It is not
useful for a remarkable ML model, from a technical stand point, to be created and yet end
up not being used because it does not realistically fulfil a need in healthcare. In order to
create profound technological advancements, we believe, experts in the field of healthcare
should identify the areas to work on and then engineers can direct their research efforts
accordingly in order to build innovative support systems that are desperately needed.
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Finally, we wanted to briefly raise questions about some ethical and legal consid-
erations. First of all, what safeguards should be put in place in order to protect patient
confidentiality since AI will be able to reach all data of all patients? What should we do
about early risk assessments when the Al can tell us that a patient might be diagnosed
with an illness in 5-10 years time? Which organization decides that an Al diagnosis system
is deemed safe to use for patients; individual hospitals or governments? Who should be
investigated when a malpractice case is brought up that involves an Al; doctors, hospitals,
tech companies or engineers? Finally, what happens if doctors become, in two generations
time for example, overly reliant on Al for diagnosis and their own judgement standards
get lowered, or how can we prevent such an occurrence? At some point, we believe these
questions will need to be answered.

5. Conclusions

The future of diagnostic artificial intelligence looks very promising, especially for
diagnosis of cardiac diseases. Each year there are more and better research publications in
Al and machine learning. Every new publication gets us one step closer to improving our
current diagnostic tools and systems, providing us with a powerful ally in researching new
approaches to understanding disease mechanisms and innovating new treatments for them.
However, there are some ethical and legal considerations, as mentioned in discussions
section, that will need to be seriously debated by all parties involved in the near future.

As it has been for decades before, contemporary computing power available in order
to facilitate ML is one of the most obvious and important limitations for Al in our time.
Sophisticated ML models that could be designed, and datasets that could be much larger
and much more detailed would result in better overall performance. However, they cannot
be employed unless there are sufficient strides in making the commercially available
computing power on the market on par with the requirements of Al researchers.

It is also important to note that predictions and classifications made by Al models
are only as strong as the dataset quality and selected feature reliability. Therefore, it is
paramount for any Al system to be tested rigorously before being implemented. Another
issue is that medical data are much harder to acquire compared to other fields. This is a
considerable limitation since machine learning in general uses large amounts of data to
train a model. Deep learning, a very promising subset of ML, is especially affected by this
limitation since it has to utilize massive data sets in order to learn in a way that is a closer
approximation to how humans learn.

Despite this limitation, there are a decent number of publicly available datasets like
“CardioNet” by Ahn et al. [49], “Cardiovascular Disease dataset” from Kaggle [50] and
“Heart Disease Data Set” from UCI Machine Learning Repository [51] to give a few exam-
ples, which somewhat alleviates this problem at least for now. On the other hand, since
more sophisticated ML methods tend to require exponentially larger and more detailed
datasets, in order to achieve the full future potential of Al assisted diagnosis, a much more
comprehensive and meticulous solution needs to be implemented. This is the point where,
we believe, the need for a standardized multi-national network of integrated healthcare
system arises.

Apart from some of the obvious benefits of using previously performed tests from
a hospital in order to reliably and easily get healthcare services from another hospital,
the amount of data that can be obtained with such a system would be profound for Al
researchers. Digitized medical imaging data, lab results, patient information and medical
background, resulting diagnosis and short/long term prognosis would be obtainable for
each patient, of course excluding patient identifier data, which means that any dataset that
could be needed for any research can be extracted from this emergent database. This type
of undertaking, however, would bring a new set of issues to be handled by international
organizations where they would need to enforce ethical conduct and patient privacy,
mediate a common data format, facilitate data sharing infrastructure and provide end
user training.
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In the end, we believe Al based diagnosis will not, and should not aim to, replace
specialists and their roles in healthcare. ML technology should be an additional tool
assisting doctors” own judgement, save them and other healthcare professionals time on
mundane and repeated tasks. Additionally, medical emergencies may benefit greatly from
streamlined and fast decision-making processes where Al provides a lot of information to
doctors with little data. Most importantly, Al end goal should be to provide better quality of
healthcare, reduce hospital and administration costs to make getting medical help cheaper
and more accessible, for everyone, everywhere.
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Abbreviations
Abbreviations used in this article are listed below in alphabetical order.

AF Atrial fibrillation
AFL Atrial flutter

Al Artificial intelligence
AUC  Area under curve
AV Aortic valve

AV Atrioventricular
BMI Body mass index

BP Blood pressure

CAD  Coronary artery disease

CCTA  Coronary computerized tomography angiography
CDC  Centers for Disease Control and Prevention

CNN  Convolutional neural network

CT Computerized tomography

DL Deep learning

ECG Electrocardiogram

EF Ejection Fraction
EGB Extreme gradient boosting
FFR Fractional flow reserve

GLS Global longitudinal strain
HF Heart failure

ICU Intensive care unit

IHS Integrated healthcare system
IVUS  Intravascular ultrasound
K-NN  K-nearest neighbor

LR Logistic regression

LV Left ventricule

LVEF  Left ventricular ejection fraction
MI Myocardial infarction

ML Machine learning
MPI Myocardial perfusion imaging
NN Neural network
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NPV Negative predictive value
PPG Photoplethysmographic

PPV Positive predictive value

PVC Premature ventricular complex

QCT Quantitative computerized tomography

RF Random forest

SPECT  Single photon emission computerized tomography
SV Supraventricular

SVM Support vector machine

SVT Supraventricular tachycardia

TAVI Transcatheter aortic valve implantation

TET Treadmill exercise test

TTE Transthoracic echocardiography
VCG Vectorcardiography
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Abstract: The application of artificial intelligence (Al) in diagnostic imaging has gained significant
interest in recent years, particularly in lung cancer detection. This systematic review aims to assess
the accuracy of machine learning (ML) AI algorithms in lung cancer detection, identify the ML
architectures currently in use, and evaluate the clinical relevance of these diagnostic imaging methods.
A systematic search of PubMed, Web of Science, Cochrane, and Scopus databases was conducted
in February 2023, encompassing the literature published up until December 2022. The review
included nine studies, comprising five case—control studies, three retrospective cohort studies, and
one prospective cohort study. Various ML architectures were analyzed, including artificial neural
network (ANN), entropy degradation method (EDM), probabilistic neural network (PNN), support
vector machine (SVM), partially observable Markov decision process (POMDP), and random forest
neural network (RENN). The ML architectures demonstrated promising results in detecting and
classifying lung cancer across different lesion types. The sensitivity of the ML algorithms ranged from
0.81 to 0.99, while the specificity varied from 0.46 to 1.00. The accuracy of the ML algorithms ranged
from 77.8% to 100%. The Al architectures were successful in differentiating between malignant
and benign lesions and detecting small-cell lung cancer (SCLC) and non-small-cell lung cancer
(NSCLC). This systematic review highlights the potential of ML Al architectures in the detection and
classification of lung cancer, with varying levels of diagnostic accuracy. Further studies are needed
to optimize and validate these Al algorithms, as well as to determine their clinical relevance and
applicability in routine practice.

Keywords: artificial intelligence; lung cancer; machine learning; diagnostic imaging
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1. Introduction

Lung cancer accounts for the biggest proportion of mortality resulting from malignancy
on the globe [1-3]. The majority of patients diagnosed with lung cancer are already in the
advanced stages of the disease, which results in a dismal outlook for their future [4,5]. In
addition to the advanced stages of diagnosis, the variability of imaging characteristics and
histology of lung cancer makes it difficult for doctors to decide which treatment approach
will be most effective for both curative and palliative purposes [6].

The imaging characteristics of lung cancer may range from a single microscopic
nodule to a ground-glass opacity, several nodules, pleural effusion, lung collapse, and
multiple opacities, of which simple and small lesions are exceedingly difficult to detect [7].
Histopathological characteristics include adenocarcinoma, squamous cell carcinoma, small-
cell carcinoma, and a wide variety of other less common histological forms by each sub-
group [8]. The clinical stage, histology, and genetic aspects of lung cancer all play a signifi-
cant role in determining the treatment choices available. Nowadays, with the advancement
of precision medicine, medical practitioners are required to compile a list of all the patient’s
characteristics and gather oncological decision-making teams before making a determina-
tion about whether or not to commence chemotherapy, targeted therapy, immunotherapy,
and/or any combination of these treatments along with surgery or radiotherapy [9].

In clinical practice, the issue of whether or not the condition should be treated arises on
a daily basis. One of the main goals is to identify a model for the detection, categorization,
or prediction of lung cancer, although the medical, scientific understanding of the disease
is based on the results of clinical tests and the experiences of medical professionals [10].
An important amount of time and energy is consumed for reviewing imaging studies,
pathology slides, and reviewing patient documents in order to establish an appropriate
diagnosis and identify the most appropriate therapy choices. A reliable prediction and
classification model would make the whole process much easier to handle, the role of
artificial intelligence (AI) being debatable since the most recent advancement of equipment
and software [11].

Artificial intelligence (Al) is a broad term that can be difficult to define, but its applica-
tions may involve making predictions or classifications based on previously collected data,
such as X-rays, computed tomography (CT), and magnetic resonance imaging (MRI) [12].
The primary components consist of a dataset that is used for training, a pretreatment
technique, an algorithm that is used to construct the prediction model, and a pretrained
model that is used to expedite the pace at which models are built and inherit past experi-
ence [13]. Al built its own logical method to recognize images quickly in order to fulfill its
goal of acquiring information swiftly and without any gaps. Computer-aided detection
(CAD) systems are neural networks backed by machine learning (ML) algorithms designed
to mimic brain-like decisions used in order to ascertain the location of the target site in
clinical images. The lesion areas may be marked by Al-based detection techniques, which
also helps to eliminate observational oversights [14]. ML algorithms have been proven to
facilitate diagnostic medical imaging by differentiating between bronchioles, lung wall, and
parenchyma in a clear manner, all while indicating lesions that are abnormal in comparison
to the healthy lung zones, helping clinicians to determine alterations with a low threshold
for errors [15,16]. Computer-aided diagnostic methods, on the other hand, have given
emphasis on identifying nodules as benign or malignant, even for dimensions that go lower
than 3 mm in size [17].

In the 21st century, artificial intelligence has been more connected to human life, and
this tendency can also be seen throughout all fields of medicine. In oncology, particularly
for lung cancer, the goal of Al is to provide individualized solutions for each individual
patient by taking into account the tumor’s texture, character, stage, and invasion region [18].
Because of the many existing subtypes, lung cancer is the ideal subject for the use of
Al A significant number of studies have indicated the application’s potential use in the
identification of lung nodules, as well as diagnostic applications in histology, disease risk
stratification, the creation of drugs, and even the prediction of prognosis. Therefore, this
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systematic review is primarily focused on analyzing and assessing the diagnostic accuracy
of existing machine learning AI architectures in the detection and classification of lung
cancer, thus providing a comprehensive evaluation of the current state of AI applications
in this field.

2. Materials and Methods
2.1. Review Protocol

This systematic review was conducted in February 2023, utilizing four online databases:
PubMed, Web of Science, Cochrane, and Scopus. The review encompassed the literature
published up until December 2022. The investigation covered the following medical subject

”ou ”ou

heading (MeSH) [19] keywords: “lung cancer”, “pulmonary nodule”, “pulmonary cancer”,

i A

“lung neoplasms”, “thoracic neoplasms”, “Al”, “artificial intelligence”, “machine learning”,
“cancer screening”, “neural network”, and “diagnostic imaging”. The search was restricted
to English-language journal articles.

The study used a structured and systematic search strategy in compliance with the
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [20]
criteria and the International Prospective Register of Systematic Reviews (PROSPERO) [21]
guidelines. All pertinent scientific papers examining the accuracy of machine learning Al
algorithms in lung cancer detection were incorporated into the analysis. This systematic
review was registered on the Open Science Framework (OSF) platform [22].

The primary objective of this systematic review was to address the following research
questions:

- What is the accuracy of machine learning Al algorithms in lung cancer detection?
- What machine learning architectures are currently in use?
- What is the clinical relevance of these diagnostic imaging methods?

2.2. Data Extraction

The main sources of information for the gathered material included the text, tables,
figures, and additional web resources present in the articles. The initial stage of the selec-
tion process involved the elimination of duplicate submissions, followed by a thorough
examination of each abstract and, ultimately, a complete review of the entire text. Addi-
tionally, the reference lists of the collected papers were meticulously inspected to identify
relevant content.

In the context of our review, we considered the following variables to be considered
for reporting: (1) study characteristics: study number and author, country of the study,
the year of study development, study design, and quality assessment; (2) summary of
findings: number of patients, Al architecture, the reference group for the ML architec-
ture, and type of lesions identified; (3) performance of the ML architecture: total positive,
total negative, false positive, false negative value, and the type of images used for test-
ing; (4) other particularities of the ML architecture: sensitivity, specificity, accuracy, and
study particularities.

We included studies involving adults who were screened for lung cancer incidentally
or by screening. The index evaluations included machine learning Al algorithms for an-
alyzing medical images for lung cancer detection. The ML architectures considered for
inclusion in the study comprised neural networks and CADs that are built on machine
learning models [23,24]. The ML algorithms used radiological parameters to determine
the presence of lung cancer and classify the nodules. We excluded the studies employ-
ing phantom, histopathology, or microscopic images, non-imaging modalities, and those
investigating the accuracy of image segmentation without the augmentation of machine
learning architectures. Similarly, studies that assessed other Al algorithms, such as deep
learning methods, were excluded in order to allow for a proper standardization of ML
algorithms. Other excluded studies were those that assessed other forms of pulmonary
disease. Commentaries, editorials, abstract-only assessments, and critiques were also not
included in this systematic review. Estimates of diagnostic accuracy, such as true negative
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(TN), true positive (TP), false negative (FN), and false positive (FP), or sufficient information
from which estimates could be computed were required for inclusion.

The diagnostic test accuracy (DTA) measurements comprised sensitivity and specificity,
which showed the proportion of individuals with the target condition who had positive
test findings and the percentage of those without the disease who had negative test results,
respectively. A diagnostic test that was both sensitive and specific was considered to

be ideal.

2.3. Study Selection and Quality Assessment

The preliminary search results yielded a total of 5894 articles, out of which 517 were
identified as duplicates. After excluding 5062 papers based on their abstracts, 315 full-text
articles were assessed for eligibility. Ultimately, nine articles were selected for inclusion in
the systematic review, as presented in Figure 1. Based on the Study Quality Assessment
Tools provided by the National Heart, Lung, and Blood Institute (NHLBI) [25], two inves-
tigators independently evaluated the published material and documented their findings.
These tools are tailored to specific study designs, enabling the detection of methodological
or design concerns.

\
= Records identified from
o electronic databases: Records excluded before
‘g PubMed (n = 1794) » screening based on title and
= Scopus (n = 1351) abstract:
t Web of Science (n = 1580) (n=5062)
3 Cochrane (n = 1169)
TOTAL (n = 5894)
—
)
Records screened Duplicate records excluded:
(n =832) > (n=517)
o
s
=
-
5 Y
_ Reports excluded through full
Records assessed for eligibility | text read:
(n=315) | -No available data (n = 37)
- Not matching inclusion criteria
(n=261)
- Non-English language (n = 8)
TOTAL (n = 306)
—
A
3 - ) .
= Studies included in the review
S (n=9)

Figure 1. PRISMA flow diagram.

For the remaining studies, the Quality Assessment Tool for Observational Cohort and
Cross-Sectional Investigations was employed. Each question within the tool received a score
of 1 point for “Yes” answers and 0 points for “No” and “Other” responses. Subsequently,
the final performance score was calculated. Accordingly, studies with scores ranging from
0 to 4 were considered to be of fair quality, those with scores between 5 and 9 were deemed
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to be of good quality, and those with a score of 10 or higher were classified as excellent
quality. To mitigate inherent biases in the included studies, two researchers were assigned
to evaluate the quality of the chosen articles. This approach minimized the risks associated
with selection bias, missing data, and measurement bias.

3. Results
3.1. Overview

Data from nine studies [26-34] were analyzed to determine the diagnostic accuracy
of machine learning Al architecture in the detection and classification of lung cancer. The
studies were conducted in various countries, including Turkey, the United States, Poland,
Pakistan, Italy, Bangladesh, and India, and were published between 2014 and 2022. The
study designs varied among the selected articles, with five case-control studies [28-31,33],
three retrospective cohort studies [26,27,34], and one prospective cohort study [32]. The
quality of the included studies ranged from excellent to fair, with one study deemed
excellent [26], three rated as good [29,30,32], and five considered fair [27,28,31,33,34].

A summary of the study characteristics is presented in Table 1. Dandil et al. [26]
conducted the earliest study in 2014, which was a retrospective cohort study in Turkey
and was the only one rated as excellent in quality. Wu et al. [27] and Kumar et al. [34]
also utilized retrospective cohort study designs conducted in the United States and India,
respectively, with both being rated as fair in quality. Chauvie et al. [32] carried out a
prospective cohort study in Italy, which was rated as good in quality. The remaining five
studies were case—control studies conducted in various countries, including Poland [28,31],
Pakistan [29], the United States [30], and Bangladesh [33]. The quality of these studies was
mixed, with two rated as good [29,30] and three considered fair [28,31,33].

Table 1. Study characteristics.

Study and Author Country Study Year Study Design Study Quality
1 [26] Dandil et al. Turkey 2014 Retrospective cohort Excellent
2 [27] Wu et al. USA 2017 Retrospective cohort Fair
3 [28] Wozniak et al. Poland 2018 Case—control Fair
4[29] Khan et al. Pakistan 2019 Case—control Good
5 [30] Petousis et al. USA 2019 Case—control Good
6 [31] Capizzi et al. Poland 2020 Case—control Fair
7 [32] Chauvie et al. Ttaly 2020 Prospective cohort Good
8 [33] Hoque et al. Bangladesh 2020 Case—control Fair
9 [34] Kumar et al. India 2022 Retrospective cohort Fair

The studies employed various machine learning architectures, including artificial neu-
ral network (ANN) [26], entropy degradation method (EDM) [27], probabilistic neural net-
work (PNN) [28,31], support vector machine (SVM) [29,33,34], partially observable Markov
decision process (POMDP) [30], and random forest neural network (RFNN) [32]. The type
of lesions analyzed in the studies included small-cell lung cancer (SCLC) [26,27], non-small-
cell lung cancer (NSCLC) [34], and comparisons of malignant and benign lesions [28-33].

The patient population in the studies ranged from as few as 32 patients [34] to as many
as 5402 patients [30]. Comparison groups varied among the studies, with some employing
microscopic analysis [26,32], expert radiologists” opinions [29,30,34], random X-rays [28,31],
and random slices from healthy lung scans [27,33] as the benchmark for assessing the Al
architecture’s performance.

The AI architectures demonstrated promising results in detecting and classifying
lung cancer across different lesion types. ANN [26], EDM [27], and SVM [34] showed
effectiveness in detecting SCLC and NSCLC, respectively, while PNN [28,31], SVM [29,33],
POMDP [30], and RENN [32] were successful in differentiating between malignant and
benign lesions, as described in Table 2.
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Table 2. Summary of findings.

Study Number of Patients AI Architecture Comparison Group Type of Lesions
1[26] Dandil et al. 47 ANN Microscopic analysis SCLC
2 [27] Wu et al. 72 EDM Random slices from healthy lung scans SCLC
. 404 for training, . .
3 [28] Wozniak et al. 100 for testing PNN Random X-rays Malignant vs. benign
4 [29] Khan et al. 84 SVM Expert radiologists Malignant vs. benign
5 [30] Petousis et al. 5402 POMDP Expert radiologists Malignant vs. benign
o 320 for training, . .
6 [31] Capizzi et al. 120 for testing PNN Random X-rays Malignant vs. benign
7 [32] Chauvie et al. 1594 RFENN Microscopic analysis Malignant vs. benign
8 [33] Hoque et al. 78 SVM Random slices from healthy lung scans Malignant vs. benign
9 [34] Kumar et al. 32 SVM Expert radiologists NSCLC

Al—artificial intelligence; ANN—artificial neural network; NR—not reported; PNN—probabilistic neural net-
work; EDM—entropy degradation method; SCLC—small-cell lung cancer; PNN—probabilistic neural network;
SVM—support vector machine; POMDP—partially observable Markov decision process; RENN—random forest
neural network; NSCLC—non-small-cell lung cancer.

3.2. Performance Evaluation

The performance analysis of the ML architectures focused on true positives (TP), true
negatives (TN), false positives (FP), and false negatives (FN) for each study, as well as the
type and number of images used for testing. The studies demonstrated varying degrees
of success in the diagnostic accuracy of ML algorithms. Dandil et al. [26] reported a high
overall accuracy, with 24 TP, 34 TN, 4 FP, and 2 FN using 128 CT scans. In contrast, Wu
et al. [27] reported a slightly higher number of false results, with 30 TP, 26 TN, 10 FP,
and 6 FN using 12 high-resolution computed tomography (HRCT) scans, each containing
100-500 slices. Wozniak et al. [28] achieved a balanced performance with 40 TP, 52 TN, 6 FP,
and 2 FN using 100 X-rays, of which 80 were from healthy individuals. Khan et al. [29]
showed high overall accuracy with 383 TP, 389 TN, 4 FP, and 10 FN using CT scans.

Petousis et al. [30] reported a relatively high number of false positives with 31 TP, 482 TN,
565 FP, and 1 FN using low-dose computed tomography (LDCT) images. Capizzi et al. [31]
demonstrated a balanced performance with 43 TP, 68 TN, 7 FP, and 2 FN using X-ray images.
Chauvie et al. [32] showed an impressive performance with 18 TP, 1573 TN, 1 FP, and 2 FN
using Lung CT Screening Reporting & Data System (RADS) images. Hoque et al. [33]
reported a high true positive rate but a low true negative rate with 71 TP, 3 TN, 3 FP, and
1 FN using CT scans. Lastly, Kumar et al. [34] achieved a high true positive rate and low
false results with 32 TP, 6 TN, 2 FP, and 2 FN using CT scans, as presented in Table 3.

Table 3. Performance of the ML architecture.

Study TP TN FP FN Images Used for Testing
1[26] Dandil et al. 24 34 4 2 128 CTs
2 [27] Wu et al. 30 26 10 6 12 HRCTs (100-500 slices)
3 [28] Wozniak et al. 40 52 6 2 100 X-rays (80 healthy)
4[29] Khan et al. 383 389 4 10 CT scans
5 [30] Petousis et al. 31 482 565 1 LDCT
6 [31] Capizzi et al. 43 68 7 2 X-rays
7 [32] Chauvie et al. 18 1573 1 2 RADS
8 [33] Hoque et al. 71 3 3 1 CT scans
9 [34] Kumar et al. 32 6 2 2 CT scans

ML—machine learning; TP—total positive; TN—total negative; FP—false positive; FN—false negative;
CT—computed tomography; HRCT—high-resolution computed tomography; LDCT—low-dose computed to-
mography; RADS—Lung CT Screening Reporting & Data System.

The findings from Table 4 provide insight into the sensitivity, specificity, accuracy, and
particularities of the machine learning architectures used in the nine studies. The sensitivity
ranged from 0.81 [34] to 0.99 [29], while the specificity varied from 0.46 [30] to 1.00 [32].
The accuracy of the ML algorithms ranged from 77.8% [27] to 100% [32].
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Table 4. Other particularities of the machine learning architectures.

Study

Sensitivity ~ Specificity Accuracy Particularities

1[26] Dandil et al.

2[27] Wu et al.

3 [28] Wozniak et al.

4[29] Khan et al.

5 [30] Petousis et al.

6 [31] Capizzi et al.

7 [32] Chauvie et al.

8 [33] Hoque et al.

9 [34] Kumar et al.

The designed CAD system provides the segmentation of nodules on the
0.92 0.89 92.3% lobes with a neural networks model of SOM and ensures classification
between benign and malignant nodules with the help of ANN.
The algorithm makes 10 false positive predictions among 36 tests and
misses 6 cases.

This method starts with the localization and extraction of the lung
nodules by computing, for each pixel of the original image, the local
0.95 0.90 92.0% variance obtaining an output image with the same size as the original

image. The PNN architecture has a lower computational complexity,

and it can detect low-contrast nodules.

The ML architecture consists of multiple phases that include image contrast

0.97 0.99 98.0% enhancement, segmentation, and optimal feature extraction, followed by
the employment of these features for training and testing of SVM.

The ML algorithm reduced the rate of false positives yet preserved a

0.97 0.46 NR high rate of true positives comparable to that of human experts and
identified lung malignancies earlier.

The algorithm can identify nodules with a diameter < 20 mm and

minimal contrast.

Given the various radiological characteristics of nodules on CT and DTS,
the lung-RADS category did not improve the diagnostic accuracy of visual
0.90 1.00 100% examination. The neural network was the only technique to achieve a high
PPV without sacrificing sensitivity, as compared with binary visual analysis,

logistic regression, and random forest algorithm.

The improved SVM model achieved higher accuracy in identifying

regions of interest in the lung area where the cancer was localized.

The SVM model achieved higher precision than KNN, naive Bayes,

and ]48 classifier, with or without SMOTE.

0.83 0.72 77.8%

0.96 0.91 92.5%

0.99 0.50 95.0%

0.81 0.82 98.8%

ML—machine learning; CAD—computer-aided diagnosis; SOM—self-organizing maps; ANN—artificial neural
network; SVM—support vector machine; NR—not reported; CT—computed tomography; DTS—digital tomosyn-
thesis; RADS—Lung CT Screening Reporting & Data System; PPV—positive predictive value; KNN—K-nearest
neighbors; SMOTE—synthetic minority oversampling technique.

Dandil et al. [26] reported a sensitivity of 0.92, a specificity of 0.89, and 92.3% accuracy.
The computer-aided diagnosis (CAD) system they designed involved a combination of
self-organizing maps (SOM) and artificial neural networks (ANN). Wu et al. [27] reported
lower sensitivity (0.83), specificity (0.72), and accuracy (77.8%) compared to Dandil et al.,
with their algorithm making 10 false positive predictions and missing 6 cases. Wozniak
et al. [28] achieved high sensitivity (0.95), specificity (0.90), and accuracy (92.0%), with
their probabilistic neural network (PNN) architecture demonstrating lower computational
complexity and the ability to detect low-contrast nodules.

Khan et al. [29] reported impressive results, with a sensitivity of 0.97, specificity of
0.99, and 98.0% accuracy. Their support vector machine (SVM) ML architecture included
image contrast enhancement, segmentation, and optimal feature extraction. Petousis
et al. [30] achieved high sensitivity (0.97) but relatively low specificity (0.46), and the
algorithm was noted to reduce the rate of false positives while maintaining a high rate of
true positives. Capizzi et al. [31] reported high sensitivity (0.96), specificity (0.91), and 92.5%
accuracy, with their algorithm capable of identifying nodules with a diameter <20 mm
and minimal contrast.

Chauvie et al. [32] achieved a sensitivity of 0.90, a specificity of 1.00, and a remarkable
100% accuracy. Their neural network was the only technique to achieve a high positive
predictive value (PPV) without sacrificing sensitivity. Hoque et al. [33] reported a high
sensitivity of 0.99 and a specificity of 0.50, with an accuracy of 95.0%. Their improved
SVM model effectively identified regions of interest in the lung area where the cancer
was localized. Lastly, Kumar et al. [34] reported a sensitivity of 0.81, a specificity of
0.82, and 98.8% accuracy. Their SVM model outperformed other classifiers, such as K-
nearest neighbors (KNN), naive Bayes, and J48, even when using the synthetic minority
oversampling technique (SMOTE).
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4. Discussion
4.1. Summary and Contributions

The present study aimed to analyze the diagnostic accuracy of machine learning
Al architectures in detecting and classifying lung cancer. Various machine learning Al
architectures have the potential to improve the diagnostic accuracy of lung cancer detection
and classification. The analyzed studies [26-34] demonstrated that Al-based methods could
be effective alternatives or supplementary tools to conventional diagnostic approaches,
such as microscopic analysis or expert radiologists’” assessments. Moreover, our results,
based on data from the nine studies conducted between 2014 and 2022, demonstrated that
Al architectures show promise in accurately detecting and classifying lung cancer across
different lesion types. These findings are consistent with previous research, which has
similarly found Al-based systems to be effective in diagnosing lung cancer [35-37].

The analysis of the data collected from the nine studies highlighted the potential
of machine learning Al architecture for detecting and classifying lung cancer. While the
study designs and quality varied, the findings demonstrated a consistent trend toward
improved diagnostic accuracy using Al-based methods. Nevertheless, the variations in
study design, patient population, Al architecture, and comparison groups highlight the
need for further research to establish the most effective Al algorithms and techniques for
lung cancer detection and classification.

Comparing and contrasting the results from the nine studies, it is evident that the ML
architectures demonstrated promising results in the detection and classification of lung
cancer, with generally high true positive and true negative rates and low false positive
and false negative rates. However, the performance varied across studies, with some
achieving higher overall accuracy than others. The studies employed various types of
imaging, including CT, HRCT, LDCT, X-rays, and RADS, indicating that ML architectures
can potentially be effective across a range of imaging modalities.

In our analysis, the performance of Al architectures varied between studies, with the
highest accuracy reported by Chauvie et al. [32] at 100% and the lowest by Wu et al. [27]
at 77.8%. These variations may be attributed to differences in study design, quality, Al
architecture, and patient populations. A possible explanation for the high accuracy achieved
by Chauvie et al. [32] is the use of a random forest neural network (RFNN) in combination
with Lung CT Screening Reporting & Data System (RADS) images, which may have
improved the detection of malignant and benign lesions.

In comparing our findings with other studies, Narshullah et al. [35] reported an overall
accuracy of 94.7% using a deep learning model for lung cancer diagnosis. This is consistent
with the high accuracy results reported by Khan et al. [29] and Kumar et al. [34] in our
analysis, both of which used support vector machine (SVM) models. Additionally, Ardila
et al. [36] found that a deep learning model outperformed expert radiologists in detecting
lung cancer, achieving an area under the curve (AUC) of 0.94 compared to 0.88 for human
experts. This supports the findings of Petousis et al. [30], who reported a high true positive
rate for their Al architecture, despite the relatively low specificity.

The selected studies were conducted in different countries and employed a range of
ML architectures, including ANN, EDM, PNN, SVM, POMDP, and RFNN. The findings
from these studies were generally promising, demonstrating the potential of Al as a tool
for lung cancer diagnosis. Our results are consistent with the growing body of evidence
that supports the use of Al for lung cancer detection and classification. For instance,
Ardila et al. reported a deep learning algorithm that achieved an area under the curve
(AUC) of 94.4% for lung cancer detection on low-dose computed tomography (LDCT)
scans [36]. Similarly, a study by Nam et al. showed that a deep-learning-based nodule
detection model had a sensitivity of 93.8% and a specificity of 87.4% [37]. These findings
indicate that Al architectures have the potential to achieve high diagnostic accuracy in lung
cancer detection.

The sensitivity and specificity of the ML architectures in our analysis ranged from
81% [34] to 99% [29] and 46% [30] to 100% [32], respectively. This variation may be
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attributed to differences in study design, data quality, and the type of ML architecture used.
For example, Chauvie et al. [32] achieved a high specificity of 1.00 and an impressive 100%
accuracy using the RENN architecture, while Petousis et al. [30] reported a relatively low
specificity of 0.46 using the POMDP architecture. These results suggest that the choice of
ML architecture may impact the diagnostic performance of Al systems.

Another study compared the diagnostic performance of two Al methods and found
that machine learning was superior to deep learning in early lung cancer detection from
medical imaging. The results of deep learning had a sensitivity of 83.7% and a specificity
of 82.6%, consistent with previous findings [38]. Deep learning requires large datasets for
optimal performance, but some studies used smaller datasets [39,40], reducing statistical
power. In cases with insufficient data, traditional machine learning was preferable for
accurately detecting lung cancer, although deep learning still held potential for clinical
applications with comparable diagnostic accuracy [41].

Deep learning algorithms have been of high interest lately, and various studies at-
tempted to determine their utility as diagnostic tools. In one study [42], the authors com-
pared a deep learning model with an SVM model, which had been widely used in disease
prediction, as well as in three of the studies included in our systematic review [29,33,34].
The SVM performed poorly on high-dimensional gene expression datasets, resulting in low
prediction accuracy. However, their deep learning model achieved higher accuracy and
AUC scores than SVM, as it could automatically learn direct interactions and nonlinear
relationships. The results confirmed deep learning’s ability to fit complex relationships
without manual intervention, suggesting its increasing importance in disease diagnosis
and potential for further development.

Wang et al. [43] utilized a deep learning model to predict EGFR mutation status in
lung adenocarcinoma using CT images. Their model achieved an accuracy of 85.4%. In
comparison to these studies that focus on deep learning Al algorithms, their findings
also show the potential of deep learning Al in lung cancer detection and classification.
However, our findings highlight the superiority of traditional ML when dealing with
smaller and insufficient datasets. In such cases, ML architectures may be more suitable for
accurately detecting lung cancer in different imaging modalities. While deep learning has
demonstrated considerable potential in clinical applications, it requires larger and high-
dimensional datasets for optimal diagnostic performance. Therefore, both deep learning
and machine learning approaches have their merits and can be complementary depending
on the available data and specific use cases.

Our findings also highlight the importance of careful evaluation and validation of AI
algorithms for lung cancer diagnosis. In some studies, the ML architectures demonstrated
high true positive rates but relatively low true negative rates [33], which may lead to
unnecessary follow-up procedures or interventions for patients with benign lesions. More-
over, the studies used various comparison groups, such as microscopic analysis, expert
radiologists’ opinions, random X-rays, and random slices from healthy lung scans, which
could influence the performance evaluation of the Al systems.

The results of this systematic review not only offer an overview of the current state of
machine learning Al architectures used in lung cancer detection, but also provide insights
for future research directions. For Al researchers and data scientists, the performance
metrics we present here could guide the selection and optimization of models in further
studies. For clinicians, understanding the capabilities of these Al tools may open up new
possibilities for early lung cancer detection and timely treatment, potentially improving
patient outcomes. Moreover, policymakers and healthcare administrators might use this
information to inform decisions about incorporating AI diagnostics into routine healthcare,
potentially reducing the workload of radiologists and pathologists and improving overall
healthcare efficiency.
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4.2. Study Limitations and Future Directions

Our study has several limitations that should be acknowledged. First, the included
studies were heterogeneous in terms of patient populations, imaging techniques, lesion
types, and ML architectures used. This heterogeneity may have affected the pooled diag-
nostic accuracy measures, limiting the generalizability of our findings. Second, the number
of studies included in our analysis was relatively small. As a result, our findings should be
interpreted with caution, and further research is needed to confirm these results. Moreover,
publication bias may have influenced our findings, as studies with positive results are more
likely to be published than those with negative results. Additionally, the quality of the
included studies varied, with some studies having a relatively small sample size or lacking
clear methodological details that may have affected the reliability of our results. Although
pooled data analysis can provide more robust and statistically significant insights, the
current variability in methodologies, Al architectures, and evaluation metrics among the
reviewed studies may limit the applicability and reliability of a pooled analysis. Finally,
our study focused on the diagnostic accuracy of Al in detecting and classifying lung cancer
but did not explore other important aspects, such as the impact of Al on clinical decision
making, patient outcomes, or cost-effectiveness.

The potential of Al for lung cancer detection and classification is evident; however,
further research is needed to optimize ML architectures and evaluate their performance in
diverse patient populations. Some future research directions should include the develop-
ment and validation of Al algorithms in large, multi-center studies that include diverse
patient populations to ensure the generalizability of the results. Another important topic
is the investigation of the optimal combination of imaging modalities, such as CT, PET,
and MRI, and their integration with Al algorithms for improved lung cancer diagnosis.
Other possible study hypotheses include the exploration of Al’s role in predicting treat-
ment response, prognosis, and patient outcomes; evaluation of the cost-effectiveness of
Al-based lung cancer diagnosis, including the potential reduction in unnecessary follow-up
procedures or interventions for patients with benign lesions; and the assessment of the
impact of Al on clinical decision making and patient—physician communication, which
may lead to better patient-centered care.

5. Conclusions

This systematic review has provided a thorough evaluation of the diagnostic accu-
racy of machine learning Al architectures in lung cancer detection and classification with
varying degrees of success, demonstrating their potential and areas for improvement. The
study designs and quality varied, while the algorithms employed included ANN, EDM,
PNN, SVM, POMDP, and RFNN. The AI architectures were effective in differentiating
malignant from benign lesions and identifying small-cell lung cancer and non-small-cell
lung cancer. Although the sensitivity, specificity, and accuracy of the Al architectures
varied, promising results were demonstrated in many cases, indicating the potential of
machine learning algorithms to improve lung cancer detection and classification. However,
further research and optimization are needed to enhance the performance and reliability of
these Al techniques in real-world settings.
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