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Preface

Applied linguistics has experienced significant growth in the domains of justice, security,

and law. The development of forensic and legal linguistics varies across legal contexts and

depends on the relationships between universities and institutions, prompting critical considerations

within applied linguistics. This Special Issue compiles pertinent contributions on the current

state of forensic and legal linguistics, documents potential outcomes and contexts of study and

collaboration, and emphasizes future challenges for the discipline. Researchers present recent

advancements, particularly those linked to contemporary cases, explore new research avenues, and

discuss the diversity of theories and methodologies employed. Various approaches—including

corpus linguistics, NLP, discourse analysis, and pragmatics—are utilized, and examining their issues

and implications from an applied perspective proves beneficial. This Special Issue encompasses

thirteen contributions analyzing oral and written texts related to forensic and legal linguistics. The

topics addressed include the analysis of legal discourse, the language of deception, comparisons

of forensic texts, corpus-assisted analysis, the language of fraud and discrimination, and legal lay

language. This Special Issue is addressed to researchers in the fields of applied linguistics, forensic

linguistics, and legal studies. It is intended for scholars interested in the intersection of linguistics

and law, justice, and cybersecurity.
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Article

A Study of a Specialised American Police Discourse Genre:
Probable Cause Affidavits

Audrey Cartron

Department of Applied Foreign Languages, Faculty of Foreign Languages and Cultures, Nantes University,
CRINI, 44000 Nantes, France; audrey.cartron@univ-nantes.fr

Abstract: This paper focuses on the analysis of a specialised American police discourse genre and is
based on a corpus of 115 probable cause affidavits. A probable cause affidavit is a sworn statement
written by American police officers to state that there is probable cause to believe the defendant
has committed (or is committing) a criminal offence and that legal action is required. After briefly
presenting the methodological framework for this study, the paper intends to show how the police
use specific linguistic, discursive and rhetorical strategies to serve a specialised purpose, which is
to present the existence of probable cause to the relevant legal authorities. The findings indicate
that officers use various discursive devices to inform but also—and perhaps more importantly—to
convince their audience by means of a chronological and structured narrative of events that follows
a prototypical three-fold internal organisation (exposition, investigation, resolution) signalled by
specific linguistic markers. Finally, the paper intends to go beyond the objective description of
events in order to highlight the assertive nature of this discourse genre and the additional rhetorical
strategies used by PCA writers. It studies the emphasis placed on the expertise of the author, as well
as the police classification of the offence and the progressive elaboration of the burden of proof.

Keywords: corpus linguistics; discourse analysis; English for Police Purposes; English for Specific
Purposes; genre analysis; move analysis; probable cause affidavit; specialised discourse

1. Introduction

Due to the multiple interactions between police forces (specialists) and other members
of society (non-specialists), English for Police Purposes (EPP) might intuitively appear less
specialised (Petit 2010, §12) than Scientific English, for example. Nevertheless, EPP can be
considered to be a specialised variety of English located at the crossroads of forensic and legal
languages, with specific linguistic (Philbin 1996; Poteet and Poteet 2000), discursive (Johnson
et al. 1993; Gaines 2011; Rock 2017) and cultural (Fielding 1994; Reiner 2000; Cartron 2023b)
characteristics that deserve to be studied in depth. Among the various approaches that can be
used to investigate specialised languages, genre analysis provides an interesting insight into the
specialisation of the discursive community and its practices, taking into account both linguistic
and extralinguistic features (Swales 1990, pp. 24–27; Beacco 2004, p. 116; Bhatia 2017, p. 6). As
far as English for Police Purposes is concerned, this specialised variety of English is characterised
by a diversity of genres, both spoken—such as police interviews, radio communications or
court testimonies—and written—police reports, manuals or codes of ethics, for instance1.

This paper focuses on the analysis of a specialised American police discourse genre
belonging to the category of police reports and is based on a corpus of 115 probable
cause affidavits (PCAs)2 written by American police officers from different police forces
(police departments, sheriff and county law enforcement agencies, as well as federal law
enforcement agencies). In the United States, police officers are required by the Fourth
Amendment of the Constitution to present probable cause and to justify that legal action
is required:

Languages 2023, 8, 259. https://doi.org/10.3390/languages8040259 https://www.mdpi.com/journal/languages1
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The right of the people to be secure in their persons, houses, papers, and effects,
against unreasonable searches and seizures, shall not be violated, and no Warrants
shall issue, but upon probable cause, supported by Oath or affirmation, and
particularly describing the place to be searched, and the persons or things to be
seized (Library of Congress n.d.).

In order to do so, officers write a probable cause affidavit3, a sworn statement to state
that there is probable cause to believe the defendant has committed (or is committing) a
criminal offence and that the facts support the claim to make an arrest, conduct a search
or seize the property (Crespo 2020, pp. 1279–80). Three different degrees of proof can be
identified in the American legal system: reasonable suspicion, probable cause, and beyond
reasonable doubt. Probable cause is the intermediate burden of proof and requires more
evidence than reasonable suspicion (Taslitz 2010, p. 146) but less than beyond reasonable
doubt. Therefore, it is an intermediate burden of proof between suspicion and certainty,
and the police must gather sufficient evidence—both qualitatively and quantitatively—to
support the hypothesis of the respondent’s guilt.

Probable cause affidavits provide a brief summary of the events and identify the main
parties involved, such as the victim(s), suspect(s) and witness(es). PCAs form a set of
textual productions with a single communicative aim: to present the facts objectively to
legal authorities (police superior, district attorney, judge or other actors in the judicial
process). Based on the police officers’ statements—as well as on other evidence and
information from the case—the competent judicial authorities can validate (or not) the
existence of probable cause; that is to say, they can determine whether there are grounds
to believe the defendant has committed (or is committing) a criminal offence. Probable
cause affidavits can be drawn up in several situations: either the individual has already
been taken into custody, and the police must show the judge that probable cause exists to
justify the legal value of the arrest, or this has not yet happened and the police must prove
probable cause in order to ask a judge to issue an arrest warrant. The document can also be
written as part of an application to a judge for a search warrant.

In the literature dealing with English for Police Purposes, several lines of enquiry
relating to the discursive practices of police officers can be identified. Studies on police
discourse tend to focus on specialised communication and practices as well as on major
police discourse genres. They mainly deal with suspect interviews (Baldwin 1993; Leo 1996;
Magid 2001; Haworth 2006; Benneworth 2009; Cartron 2023a), victim/witness interviews
(Rock 2001; Milne and Bull 2006; Dando et al. 2009), police reports (Coulthard 2002),
police calls (Tracy and Tracy 1998; Rock 2018), caution and Miranda warnings (Rock 2007;
Heydon 2013), radio communications (Glaister 2006), interactions with professionals of
related specialised fields (Johnson 2003; Charman 2013), police humour (Holdaway 1988;
Gayadeen and Phillips 2016; Cartron 2023b), and policespeak (Fox 1993; Johnson et al. 1993;
Hall 2008). However, according to the author’s knowledge, no extensive and in-depth
linguistic and discourse analysis has been conducted on the specialised American genre of
probable cause affidavits.

After describing the methodological framework on which this study is based
(Section 2), the paper provides a detailed move analysis of probable cause affidavits and
shows how police officers introduce the existence of probable cause to the relevant legal
authorities through the presentation of a chronological and structured narrative of the
events (Section 3). The article then presents additional rhetorical strategies used by PCA
authors and sheds light on the probative value of this discourse genre. It intends to go
beyond the objective description of facts in order to highlight the emphasis placed on the
expertise and reliability of the author, as well as the underlying progressive elaboration of
the burden of proof (Section 4).
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2. Materials and Methods

2.1. General Methodological Framework and Research Question

Several authors (Petit 2002; Wozniak 2011; Van der Yeught 2016; Stark 2020; Cartron
2022) have contributed to the development of a tripartite methodological protocol aimed
at proposing descriptive characterisations of specialised varieties of English (SVEs). This
three-fold protocol is based on the study of the discursive, linguistic and cultural features
of the specialised domain under study. These three approaches are complementary and
offer the possibility to present a holistic, structured and methodological description of
specialised languages. The present study focuses on a discursive approach to English for
Police Purposes and takes into account the linguistic and extralinguistic characteristics of
the specialised language under study, including the context of production, the identity of
the actors participating in the communicative event, the specific features of the specialised
field as well as the aims of the communicative event (Charaudeau 2009, p. 41). Vijay Bhatia
(1993, pp. 22–35) stresses the need to (re)place a discourse genre in situation and in context.
A probable cause affidavit, for instance, cannot be analysed without taking into account the
context in which it is produced, whether it is the immediate textual context (peritext), the
context of reception (which may be reflected in the presence of the author and the addressee
in the text, for example), the context of production (a particular offence, involving specific
actors, at a given moment), or the social and cultural context, and more specifically the
American judicial context (the concept of probable cause as specific to the United States,
the legislation in effect in the state where the alleged offence was committed, etc.).

This paper deals with the detailed study of probable cause affidavits. Following the
pioneering work of John Swales (1990), the rhetorical organisational patterns of PCAs were
studied through a detailed move analysis of the genre. This approach consists of identifying
the discursive or rhetorical units (called “moves”) that perform a specific communicative
function and serve the overall specialised purpose of the genre. In order to analyse a
representative sample of the genre under study, it was decided to gather a corpus of
authentic productions from American police officers. Two different approaches can be
considered to investigate a corpus:

“corpus-based” investigations, which are undertaken to check the researcher’s
intuition about language use, and “corpus-driven” investigations, where the
researcher approaches the corpus data with an open mind to see what patterns
emerge (Nesi 2013, p. 407).

The present study focuses on corpus-based investigations and concentrates on the following
research question: how do police officers use specific discursive, linguistic—in terms of
lexicon, phraseology and syntax—and rhetorical strategies in probable cause affidavits to
serve a specialised purpose, which is to present the existence of probable cause to competent
legal authorities? However, as it would be reductive to be limited by the rigid framework
of a starting hypothesis (Martin 1997, §18), the author remained open to other leads or
significant aspects that might emerge from the corpus during its exploration.

2.2. Overcoming the Lack of Accessibility of Sources

To study the specificities of EPP genres, it is necessary to gather authentic productions
from police officers in order to undertake detailed and targeted analyses of specialised
discourse. Indeed, the study of the discourses emitted by a given specialised community
must be based on corpora composed of primary and authentic sources (Wozniak 2019, p. 5).
However, in the field of EPP, collecting authentic materials—written and oral—produced
by professionals is not an easy task (Oxburgh et al. 2010, p. 59). Internal productions
within the professional police community can be confidential in order to guarantee the
presumption of innocence4, to protect victims and witnesses, to ensure the safety of police
officers and their families and to avoid any effect on ongoing investigations. As Brodeur
and Monjardet (2003, pp. 11–12) point out, in many countries, the legitimacy of police
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secrecy is sanctioned by law. In the United Kingdom, for instance, data protection laws
prevent many police documents from being made accessible to the general public.

In the United States, the Freedom of Information Act (1966) defends the principle of
the right to information and makes it mandatory for federal agencies to hand over their
documents to anyone who requests them. However, the legal obligation to make police
documents accessible or not depends on the legislation in each state. In some states, jour-
nalists specialised in criminal cases, legal professionals, or even ordinary citizens can send
requests for access to files on past or current cases. The Berkeley Graduate School of Jour-
nalism addresses the complex question of access to police documents in the United States
and provides an online guide listing several sources that make authentic police records
available to the public, including the American website The Smoking Gun (Grabowicz 2014).
Created in 1997, this website belongs to the American group Turner Broadcasting System,
a subsidiary of Warner Media, which runs, among others, the news channel CNN. The
website is specialised in the publication of legal documents (Carr 2008), including police
reports, arrest records and probable cause affidavits obtained through different sources:
from government and law enforcement sources, via Freedom of Information requests,
and from court files nationwide (The Smoking Gun 2020). Journalists of The Smoking Gun
investigate criminal offences, and they publish police or court documents relating to these
cases on the website5. PCAs studied in the present paper were selected from the Smoking
Gun website.

2.3. Collecting and Analysing Data

Since the objective was not to study the diachronic evolution of probable cause affi-
davits over time, a synchronic perspective was adopted, and the collection of documents
was limited to three years. Texts published on The Smoking Gun website between January
2018 and December 2020 were pre-selected. Among the 622 documents that were published,
only those belonging to the category of probable cause affidavits and exclusively those for
which it was possible to identify the date when it was written, as well as the author (or
at least the corresponding police force), were included. Documents that were incomplete
(missing pages) or unofficial (labelled “Unofficial document”, “Unofficial copy”, or “Not
certified copy”) were discarded. As the files available on the website were scanned versions
of original documents, they were in image format (.jpeg files). They were then converted
to text files (thanks to an optical character recognition software6) so that computerised
analyses could be carried out using the corpus analysis toolkit AntConc (version 3.5.8.0). In
order to make sure that the original and the converted texts were identical, each document
was carefully proofread to correct the numerous missing, misspelt or truncated words and
other typographical, linguistic or punctuation errors that were generated during conversion.
Some texts were also entered manually when the conversion tool did not provide a usable
result. These different steps led to the constitution of a corpus of 68,133 words, gather-
ing 115 probable cause affidavits from 68 different American law enforcement agencies
and from 18 different states. Although constrained by the question of the accessibility
of the sources, the size of the selected corpus seemed adequate to study the process of
specialisation at work in this specialised genre and to carry out quantitative and qualitative
analyses jointly.

In order to study the multi-faceted genre of PCAs, a modular approach (Roulet n.d.,
p. 21) has been chosen based on the idea that a genre can be considered as a system
combining various smaller parts called “modules”. The lexical module looks at lexical
units (nouns, adverbs, verbs, adjectives, pronouns) and the use of specific vocabulary or
terms. The phraseological and syntactic module studies collocations, fixed phraseological
units and, more generally, the relations between linguistic units (the use of active and
passive voices or indirect discourse, for example). The structural module covers the formal
characteristics of the genre, its internal structure (rhetorical moves) and its external structure
(paratext). The combination of these three main modules leads to the accumulation of

4
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knowledge on the specificities of the genre and, beyond that, of the specialised variety
being studied.

Several tools and methods were used to study the various elements within each
module. Firstly, careful reading and manual analyses of the selected texts were carried
out throughout the process of collecting the corpus. Specific attention was paid to the
lexical, phraseological, syntactic and structural characteristics of the genre. Detailed move
analyses were also performed by the author on five probable cause affidavits from different
US states and types of police forces. The procedure used to study discourse moves in
PCAs included understanding the overall rhetorical purpose of the texts, identifying
the different text segments as well as their function and purpose, and then studying
and coding common functional and/or semantic themes represented by the various text
segments (Kanoksilapatham 2007, p. 33). Secondly, this first-hand qualitative approach was
supplemented by more quantitative and computerised processing of the data (Banks 2016,
§33) to complete the characterisation of this discourse genre. As underlined by Budsaba
Kanoksilapatham, a corpus-based analysis allows “for more complex and generalizable
research findings, revealing linguistic patterns and frequency information that would
otherwise be too labor intensive to uncover by hand” (Kanoksilapatham 2007, p. 36).
For this study, the AntConc concordance was chosen because it offers the possibility of
easily studying the behaviour of a word in context (keywords in context feature), as well
as its distribution and place in each text of the corpus (concordance plot). It also allows
us to identify the most frequently used words in the corpus (word list) and to single out
collocations or compound terms (clusters/n-grams). Finally, some authors also advocate an
ethnographic approach to the genre, which involves the validation—or invalidation—of
analyses by a specialist in the field (Bhatia 1993, pp. 22–35). The genre of probable cause
affidavits—including their content, aim, and purpose—was thus discussed with American
(as well as some British) police officers who were interviewed between December 2019 and
March 2022. The following sections of the article describe the findings of this study on the
characterisation of probable cause affidavits.

3. Move Analysis of a Chronological and Structured Narrative of Events

3.1. A Three-Fold and Prototypical Internal Structure

The internal structure of probable cause affidavits is not fixed, but several regularities
emerge. Following John Swales’s genre analysis approach (Swales 1990), the results of the
present research indicate that PCAs generally adopt a prototypical structure characterised
by three rhetorical moves signalled by specific linguistic markers. It is organised around a
chronological narrative of the facts, and the three moves follow a prototypical narrative
structure in three acts: (1) exposition, (2) investigation, and (3) resolution/denouement.
The first move is devoted to the presentation of the initial context. After specifying the
exact date, time and location of the intervention, the police officer presents the triggering
event or inciting incident (emergency call, flagrante delicto observed during a patrol, transfer
of a file between two police units or forces . . .) and the type of offence under investiga-
tion. In the second move, the police officer sheds light on the various investigative steps
taken (such as taking statements or viewing recordings from the cameras that filmed the
scene) and the evidence collected. In the third and final move, the conclusion is made
up of the findings on the existence of probable cause and details of the arrest of the sus-
pect when applicable. Therefore, the reader is guided step by step by the author, who
presents the events in a chronological and structured manner. The breakdown of affidavit
PC_LA_WestMonroePD_20197 (Figure 1) illustrates the use of this prototypical three-stage
structure8.

The actions of the police are not always explicitly mentioned. Some affidavits present
a chronological narrative of the offence itself, with an omniscient point of view and a
focus on the actions of the suspect rather than on the investigation. However, the elements
presented in the document are similar: initial context, inciting incident, implicit presentation

5
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of the investigation, and collection of evidence. In PCAs, each move has specific linguistic
characteristics, as exemplified in the following subsections.

Figure 1. Prototypical structure of probable cause affidavits: example and breakdown of affidavit
PC_LA_WestMonroePD_2019.

3.2. Examples of Linguistic Markers for Move 1 (Exposition)

The first words of probable cause affidavits always set the facts in a precise temporal
and geographical context. The dates, times and places of police intervention are the first
elements mentioned, generally followed by the type of offence, plunging the reader in
medias res in the recounted events. This pattern is recurrent in police reports, as an American
police officer underlined:

There definitely is [a police-style of writing]. When it comes to police officers
or Detectives writing reports, sure, it’s a definite style. It’s very mechanical.
There isn’t a lot of fluff. It usually starts out on the day, date and time. So, “On
Thursday, May 4th, at about eleven ten a.m., myself, Sergeant [states his own name
and surname], on Squad 21 15 observed . . .”, then you go into whatever the story
is (date of the interview: 4 June 2020).

Move 1 of PCAs is characterised by the extensive use of contextual linguistic units
(adverbs, prepositions, prepositional phrases, verbs, etc.). For instance, the locations and
types of incidents are presented with specific recurring linguistic markers (Table 1).

Table 1. Recurrent linguistic markers in the first rhetorical move of probable cause affidavits.

Linguistic Markers Introducing the Location
of the Intervention/Incident

Linguistic Markers Introducing the Type of
Incident

responded to (40 occurrences) for/on a report of (11 occurrences)
was/were dispatched to (18) in reference to (32)

responded to (3)
was/were assigned to (2)

was/were dispatched to (2)

The contexts of the use of these markers and their distribution in PCAs indicate that
they form a linguistic specificity of the first rhetorical move. For instance, Figure 2 is

6
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a screenshot of the Concordance plot tool of AntConc, showing the distribution of the
prepositional phrase in reference to (32 occurrences) in different texts9. It demonstrates that
the item is used extensively and exclusively at the beginning of affidavits to introduce the
type of offence.

 

Figure 2. Distribution of the prepositional phrase in reference to in probable cause affidavits (AntConc,
Concordance plot).

Furthermore, Figure 3 illustrates the contexts of use of this prepositional phrase and
shows that it collocates with nouns designating generic categories of incidents. These
nouns may be legal terms given to the offence in the law (theft, battery) or, in most cases, a
much vaguer classification (disturbance, sexual offence, and even suspicious incident).

Interestingly, this initial description of the offence reflects the information given to
the police officer when they are assigned to the case and reveals their initial imprecise
knowledge of the facts when they are dispatched. The investigation then enables the
classification of the criminal offence more precisely, as it will be discussed in Section 4.2.

7
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Figure 3. Concordance lines for in reference to in PCAs (AntConc, KeyWord In Context).

3.3. Examples of Linguistic Markers for Move 2 (Investigation)

In the second move, the different steps of the investigation are precisely traced using
various temporal markers such as after, before, during, hours, later, then, time, when or
while. It shows the need for a very thorough description of the facts. The frequent use
of approximately (161 occurrences) was deemed intriguing as it seemed to contradict the
emphasis on precision specific to the writing of probable cause affidavits. However, a
study of the contexts in which this adverb of approximation was used revealed that it
often collocates with extremely specific temporal details, such as at approximately 0124 h,
paradoxically reinforcing exhaustiveness.

Moreover, law enforcement representatives talk to a wide range of people: victims,
suspects, witnesses, and other specialists (forensic experts, police colleagues present at
the crime scene or previously in charge of the case). Each protagonist is clearly identified
using categorising nouns in order to establish the agents of the various actions reported.
The significant use of defendant and victim can be highlighted, as they are the first two
most frequently used common nouns in the corpus, with 460 occurrences (rank 18) and
369 occurrences (rank 22), respectively. The regular use of the nouns officer(s) (196 times),
deputy (118), police (99), and affiant (69) can also be highlighted. Finally, third-person
pronouns are also numerous, and he, him, his, she and her are among the twenty most
frequent words in the corpus. Additionally, investigative acts carried out by the police are
also clearly identified and indicated by the use of verbs such as observed (139 occurrences),
asked (122 occurrences), made contact with (42 occurrences) or spoke to/with (43 occurrences).
To this extent, probable cause affidavits provide insight into the practices of the specialised
community. For example, the following extract from an affidavit drafted by a Florida police
officer illustrates the procedure to be followed in the event of suspected drunk driving:

Deputy S arrived on scene and assisted with demonstrating the Standardized
Field Sobriety Exercises. Deputy S explained the horizontal gaze nystagmus
exercise to the defendant and he replied he understood the instructions given.
[. . .] Deputy S asked him multiple times to only follow the tip of the pen with
his eyes and reminded him not to move his head. The defendant continued
to move his head [. . .]. Deputy S then explained and demonstrated the walk
and turn exercise to the defendant. The defendant was unable to stand in the
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heel to toe position without losing his balance [. . .]. Deputy S then explained
and demonstrated the one leg stand to the defendant. [. . .] The defendant then
stood with his feet next to each other without lifting a foot up. The defendant
was reminded to pick a foot of his choosing to complete the exercise. [. . .] The
defendant raised his foot for approximately half of a second before losing his
balance and setting his foot down. [. . .] After my investigation I determined the
defendant was under the influence of an alcoholic beverage and operating his
golf cart under the influence of alcohol (PC_FL_SumterCountySO_2020(1)).

Therefore, PCAs depict—whether explicitly or implicitly—the gestures, practices and
procedures and the day-to-day life of an American policeman in the field.

Last but not least, the extensive use of indirect discourse and reported speech verbs
can also be highlighted. Among the hundred most frequently used words of the corpus,
the following verbs were identified: stated (rank 20, 420 occurrences), advised (rank 42,
178 occurrences), said (rank 51, 155 occurrences), and told (rank 63, 123 occurrences). The
preterit stated is used frequently; it is the twentieth most used word and the second most
used verb (after was) in the corpus. It appears in 82 of the 115 texts and is frequently used
several times in the same document, as shown in Figure 4. This recurrence can be explained
by the fact that the derivative statement refers to words declared before a police officer and
intended to be produced in court.

The occurrences stated are spread throughout probable cause affidavits and signal the
use of reported speech and the presentation of information obtained during the various
interviews conducted during the investigative work. The syntactic rule provides for the
adaptation of pronouns when using indirect discourse, but some errors were identified in
the corpus, remains of an incomplete transition from direct to indirect speech, as in the
following example:

While sitting in the turning lane on Highway 27, the defendant told the victim
to get out. The defendant stated the police will find you a new home (our italics,
PC_FL_HainesCityPD_2019).

Interestingly, despite the wide variety of words belonging to the class of declarative
verbs, state, advise, say and tell are selected as priorities by affidavit writers. This lexical
preference for a restricted spectrum of verbs is corroborated by the few occurrences of
verbs with similar semantic characteristics. For example, the verbs added (1 occurrence
as a verb of declaration introducing reported speech), explained (20 occurrences), indicated
(7 occurrences), mentioned (1 occurrence) or reported (10 occurrences) are very rarely used.
Other variants are never used in the corpus, such as the verbs declared, highlighted, underlined
or pointed out. This lack of variation in the formulations seems to indicate that the facts
presented in PCAs take precedence over the form, as the writing is mostly motivated by a
concern for concision, brevity, clarity and efficiency. Moreover, this low vocabulary richness
also suggests that PCAs are very formulaic in nature. This genre is frequently written by
police officers, and, as a result, lexical choices, as well as collocations, become fixed and
routinised.
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Figure 4. Distribution of stated in PCAs (AntConc, Concordance plot).

3.4. Examples of Linguistic Markers for Move 3 (Resolution)

Move 3 concludes probable cause affidavits and presents, in a few words, the police
officer’s conclusions following the investigation they have conducted. The concluding
elements differ from one police force to another, and there are many variations in this
rhetorical move. In some documents, the author stresses that the evidence gathered
establishes the existence of probable cause. The officer indicates that all the elements are
present to observe a breach of the law and precisely designates the offence(s) committed and
the corresponding legal text(s). Certain lexical elements are specific to this rhetorical move.
The pattern <Based on [evidence], probable cause . . .> is used several times (25 occurrences),
as in the following example:

Based on the above facts, statements and physical evidence provided, your Affiant
has probable cause to believe and does believe that the above listed probable cause,
all lead to the substantiation that defendant, S, has committed a violation of the
laws of the State of Florida, to wit: Solicitation to commit 1st degree Murder,
contrary to section 777.04 (4-B), Florida Statutes and Solicitation to commit an
Occupied Burglary with a Battery, contrary to section 777.04 (4-C) (our italics,
PC_FL_BrevardCountySO_2020(1)).
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The evidence referred to in the conclusion (“the above facts, statements and physical
evidence”) are relatively vague categories with anaphoric value, as they refer to the evidence
previously referred to. In addition, at the end of the affidavit, some authors highlight
the actions taken by the police to close the case, and more specifically, the arrest of the
respondent, as shown by the last words of this probable cause affidavit:

Based on my observations on scene, I took M into custody for FSS 784.045(1A1)—
Aggravated battery for striking the victim on the head with the can of Spaghetti’s.
M was transported to St Lucie County Jail without incident. This case was Cleared by
Arrest (our italics, PC_FL_StLucieCountySO_2020(2)).

Therefore, probable cause affidavits are chronological narratives of the facts, struc-
tured in three stages, and each move of this prototypical structure serves an overarching
communicative purpose (Bhatia 1993, p. 37): to inform and guide the reader but also to
convince legal authorities of the existence of probable cause. In the course of this study of
probable cause affidavits, it became clear that the communicative aim of PCAs is not only
to present a series of facts objectively but also to model the discourse in order to serve a
specialised purpose and, more broadly, to provide usable content for the judicial process.
The last section of this article argues that police officers use specific discursive procedures
to inform, but also—and perhaps above all—to convince and persuade the reader(s) of the
guilt of the individual, and not just of its probability.

4. Additional Rhetorical Strategies: From Probability to Certainty?

4.1. The Author’s Expertise and Credibility

In police reports, discourse modelling is motivated by the underlying desire to con-
vince the reader of the veracity of the facts presented. As in academic genres studied by
Ken Hyland (2005, pp. 173–74), police reports are written with the aim of persuading
the reader by using various rhetorical techniques, including the credible representation of
themselves, their actions and the events observed:

[A]cademics [are] not simply producing texts that plausibly represent an external
reality, but also as using language to acknowledge, construct and negotiate social
relations. Writers seek to offer a credible representation of themselves and their
work [and] controlling the level of personality in a text becomes central to building
a convincing argument. Put succinctly, every successful academic text displays
the writer’s awareness of both its readers and its consequences (Hyland 2005,
pp. 173–74).

In PCAs, the expertise of the author is sometimes explicitly presented. In some police
forces, affidavits begin with an introductory paragraph that briefly describes the officer’s
career: number of years of service, skills acquired during various training courses, types
of cases handled, etc. In the State of California, this introductory paragraph is informally
referred to as the “hero sheet”:

The way that we write our affidavits in the State of California usually starts with
what we jokingly refer to as the hero sheet. We explain to the judge who we are,
and when we’re forming our affidavit, we refer to ourselves, the person that is
swearing to the facts and circumstances that we’re in this affidavit, as we are
seeking this search warrant. We refer to ourselves as the affiant, or sometimes
people will pronounce it as affiant. So, in that hero sheet section of the affidavit
at the beginning I explain my training and experience, because later on in the
affidavit I’m going to ask the judge to take my expert opinion into account when
I sum up the meaning of all those facts and circumstances, and what they mean
as I lay out the basis for probable cause (Richardson 2018).

Several examples of this explicit presentation of the author’s expert status were found
in the PCA corpus, as shown by the following extracts from a police officer in North Dakota
and from an FBI agent:

11



Languages 2023, 8, 259

I Detective J, attest to the following: That I am a trained and licensed Peace Officer
with 9 years of experience with jurisdiction to enforce state law in city of Bismarck,
Burleigh County, North Dakota. In 2009, I successfully completed Military Police
Academy for the United States Marine Corps in Fort Leonard Wood, MO. In 2010,
I attended the Devils Lake Regional Police Academy and was hired by the Mandan
Police Department in 2010. In 2013, I was hired by Bismarck Police Department
and currently work as an Investigator in the Investigation Section. I have attended
The Basic Course of Criminal Investigation by BCI, The Reid Investigator Interview
and Advance Interrogation and Evidence Based Interrogation by the CTK Group. I
have attended the National Fire Academy and taken Fire Investigation Essentials to
Origin and Cause. I have over 1300 h of Law Enforcement related training (our italics,
PC_ND_BismarckPD_2019).

I am a Special Agent with the Federal Bureau of Investigation (FBI) within the United
States Department of Justice and have been so employed since March 2000. I
primarily work in the Minneapolis, Minnesota division. Prior to my employment with
the FBI, I served as an Indiana State Trooper for approximately 3 years. As a Trooper my
duties included criminal investigation, traffic offenses, and gaming regulation. During
my tenure with the FBI, I have actively participated in investigations, including violent
crimes in Indian County and international terrorism. Since 2009, I have been the
Minneapolis Division Weapons of Mass Destruction Coordinator and have experience
investigating explosives. I have a Bachelor’s Degree from Indiana University (our
italics, PC_FBI_2020).

Various elements are mentioned, including the author’s status, training institution(s),
number of years of experience, previous places of practice, current assignment and various
training courses received. This accumulation actively contributes to the construction of the
author as a credible expert in the field of law enforcement. To a certain extent, the facts
relating to the offence subsequently stated are difficult to contest because they are backed
up by credentials and in-depth professional expertise. In PCAs, police officers elaborate
and structure narratives by utilising the “rhetorics of reality” and, more specifically, the
“reality production kit” evoked by Alexa Hepburn (2003, p. 181). For instance, the authors
foster category entitlement by “construct[ing] [their] talk as coming from a category that
is credible or knowledgeable in a way that is relevant to the claim” (ibid.). Additionally,
expertise is recognised by the courts as they rely on the training and experience of police
officers to assess probable cause:

[T]he [Supreme] Court has been reasonably consistent in explicitly stating, or at
least assuming, that a police officer’s training and experience help support the
existence of probable cause and reasonable suspicion. And the lower courts have
followed suit (Kinports 2010, pp. 752–54).

In order to establish the existence of probable cause, police officers must rely on their
expertise and knowledge regarding legal definitions of offences, well-known local criminal
characters, different types of modus operandi, various investigative approaches and interview
techniques (South Carolina Law Enforcement ETV Training Program 1976b, pp. 19–20).
Thanks to their specialised knowledge, police officers can, for example, interpret certain
facts or statements made by defendants:

Shortly thereafter, an explosion is audible in the video and R repeatedly yelled
“good shot my boy” and “Fuck 12.” I know from my training and experience that the
term “Fuck 12” is a derogatory phrase often directed at law enforcement officers
(our italics, PC_FBI_2020).

I spoke with Z. Z said he does use “dabs”. I know from my training and experience
that dabs is a commonly used name for hashish oil (our italics, PC_ND_MandanPD_2018).

In these two extracts, the authors use their police knowledge to explain the two terms
to the lay reader(s) in order to secure the understanding of the meaning of these statements
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used by defendants (a pejorative expression to refer to the police in the first example and
the designation of illegal drugs in the second one).

Moreover, the authors’ credibility and seriousness and their status as a bearer of truth
are also enhanced by the fact that they officially take an oath and declare on their honour
the truthfulness of the narrated events. PCAs are sworn statements made in writing before
a competent authority (notary public, deputy clerk of the court, assistant state attorney,
magistrate or certified officer). This is indicated by the words Before me in the sentences
“Before Me, the undersigned authority, personally appeared [name of police officer] . . .” or
“Subscribed and sworn to (or affirmed) before me” at the beginning or end of documents.
When signing an affidavit or sworn statement, the police officer solemnly declares that the
stated facts are true. This is reflected in the use of frequently used fixed phraseology such
as “The undersigned certifies and swears that . . .” or “I swear that the above statement is
correct and true to the best of my knowledge and belief”. In the event of perjury—lying
or giving false evidence—police officers are liable to severe penalties, including dismissal,
redundancy or imprisonment. John Michael Callahan, deputy sheriff for Plymouth County
(Massachusetts) and former NCIS and FBI special agent, outlines the consequences of
deliberate misrepresentation and omission in affidavits drafted by American officers:

Carlos Luna, a Boston Police Department (BPD) Detective, obtained a search
warrant for a residence based upon his sworn affidavit. Luna’s affidavit claimed
he received information from an informant that illegal drug activity was occurring
at that residence. Luna and other officers went to the residence to execute the
warrant. During a forced entry, shots were fired from inside the residence and an
officer was killed. Albert Lewin was charged with murder of the officer. During
legal proceedings that followed, Lewin’s lawyer moved for disclosure of Luna’s
confidential informant. The judge granted the motion, but the prosecution was
unable to produce the informant. As a result, the trial judge dismissed the Lewin
indictment. Detective Luna submitted a new affidavit in an effort to obtain
reinstatement of the charges against Lewin. Luna admitted to making substantial
material misstatements in his search warrant affidavit including the facts that
he attributed to his informant. The case against Lewin was reinstated by the
Massachusetts Supreme Judicial Court, but Lewin was later found not guilty
of the officer’s murder at trial. Detective Luna was subsequently charged and
convicted of perjury and filing false police reports (Callahan 2019).

The authors’ specialised knowledge, their position within the specialised community
and the action of oath-taking are elements that guarantee and reinforce the seriousness
and reliability of the facts narrated in probable cause affidavits. Additionally, the expertise
and credibility of the authors also legitimise the signposting work they perform when
classifying the offence, thus laying the foundations of the judicial process.

4.2. Signposting and Classification of the Offence

When they look at the documents in a case file, actors involved in the judicial system
must be able to quickly identify the type of case presented and, in particular, the category
of the offence. Therefore, the police carry out an operation of signposting, which consists of
classifying the case in one (or more) specific category(ies) of criminal offence(s). This initial
classification conditions the reception of the text as a whole, as it orients the case towards a
defined legal framework and, consequently, towards the nature of the expected evidence.
To follow the metaphor of the railroad switch on a railway, the author of a probable cause
affidavit drives the case in the direction of one or more common law precedents and directs
it towards legal lines of final destination that have been determined over the decades by
case law: “legislators codify offences ex ante, and [. . .] police and prosecutors confine their
collective attention to the catalogue of what has already been defined as criminal” (Bowers
2014, p. 997). By classifying the offence, American police officers attempt to insert the
facts into the wider context of the legal system. In order to do so, the police specifically
name the offences that were committed and refer to the corresponding legislation. This
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aspect is illustrated by the use of specific legal terminology and, more precisely, fixed
phraseological units both in the peritext (Figure 5, example 1) and in the body of the text
(Figure 5, example 2).

Figure 5. Classification of the case by the police in PCAs.

Therefore, the type of criminal offence(s) is clearly stated. It can easily be identified
by a reader who is unfamiliar with the case, as the terms used by the authors reflect how
offences are referred to in legal texts: child abuse without great harm and aggravated assault
with a deadly weapon without the intention to kill (example 1 above), a solicitation to commit
first-degree murder and solicitation to commit an occupied burglary with a battery (example 2).

As pointed out in Section 3.2, the first designation of the offence in probable cause
affidavits is not always based on a precise classification because the account reflects the im-
precise initial knowledge of the facts available to the police officer when assigned to the case.
The investigation then enables the classification of the criminal offence more precisely, and
this progression is sometimes perceptible. For example, the relatively vague reference to a
sexual offence at the beginning of affidavit PC_FL_ClermontPD_2020 is then classified more
narrowly when the police officer uses precise legal terms: Lewd or Lascivious Exhibition in Vi-
olation of Florida State Statute 800.04 7(a)1. Similarly, in PC_OK_RogersCountySO_2018, the
first reference to the offence is having sex with a pony, and it then becomes Indecent Exposure
and Bestiality because the incident is associated with a specific and defined legal framework.
Therefore, good knowledge of common law precedents and legal texts is an essential pre-
requisite for the authors. Police officers need to be familiar with existing legal frameworks,
but they also need to continually update their knowledge because the definitions given
to offences in legislative texts may evolve insofar as adaptations and modifications are
necessary when a particular context arises. For example, the COVID-19 pandemic led to
the implementation of new legislation (lockdowns, various bans and restrictions, border
closures, etc.). In this context, an individual who deliberately coughed on a shop assistant
(to protest against social distancing measures) was detained for aggravated assault:

Based on the verbal/Written statements obtained on scene, Deputy C charged
C with aggravated assault, given C intentionally and unlawfully threatened, by
word or act, (coughing on) to do violence to P. At the time the threat was made
(during the COVID-19 pandemic), C appeared to have the ability to carry out the
threat, by active coughing on P. C’s threat created in the mind of P a well-founded
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fear that the violence was about to take place, and assault was made either with
a deadly weapon or with a fully formed conscious intent to commit a felony
(PC_FL_VolusiaCountySO_2020).

Finally, the police officers’ classification of the offence is not always definitive, as
it may be re-classified later in the judicial process in light of the evidence provided by
investigations. Therefore, the communicative aim at work in PCAs is to construct a mod-
elled discourse that can be correctly interpreted within a given context of jurisdictional
precedents. Police officers’ operation of signposting is reflected not only in the initial
classification of the offence but also in the progressive construction of the burden of proof.

4.3. The Progressive Elaboration of the Burden of Proof

In PCAs, the burden of proof is built up through the accumulation of evidence. Police
officers select from the wide range of information they receive and give priority to the
decisive, even incriminating elements: “Probable cause is built like a stack of blocks—by
piling one fact indicating guilt on top of another” (South Carolina Law Enforcement ETV
Training Program 1976a, p. 9). The combination of verbal and physical evidence reinforces
the probative force of the elements presented by the author. Additionally, writers of
probable cause affidavits also diversify and multiply the sources of information: statements
from the victim(s) and witness(es), interviews with suspects, evidence gathered by peers
(police officers, scientific experts . . .), observations made at the scene of the incident, video-
surveillance, etc. The progressive elaboration of the burden of proof is illustrated by the
following PCA, in which a police officer interviews the victim and collects verbal and
physical evidence:

I asked N to explain to me what happened. N stated that he was bagging B’s groceries
and B got upset because he didn’t like the way he was putting his chips into the
bags. N stated after the groceries were bagged and the bill was paid B started
to walk away. B then turned around and approached him and stated “Do you
have a problem with me, because I have a problem with you”. N then thinking
that B was joking with him stated “do you?”. [. . .] Then B quickly moved in
N’s direction and grabbed N by the throat/neck area and pushed him back
against the register. [. . .] N then showed me where B placed his hand around
his neck/throat. I did observe there to be a dark red area to N’s neck/throat. The area
did look as it was turning to bruising. I did photograph this as evidence. [. . .] I asked N
to provide me a written statement of the incident, which he agreed to. This incident
was caught on the store video system. I reviewed the footage and did find that B in fact
did grab/strike N in the throat area and pushed him up against the register (our italics,
PC_PA_FairviewTownshipPD_2019).

This extract exemplifies the use of two discursive and rhetorical strategies from the
“reality production kit” (Hepburn 2003, p. 181). Corroboration and consensus (narrative
corroborated by a witness/the victim), as well as active voicing (quotations to present
supporting views), are used by the author to construct their arguments. In some cases
(as in the above example from PC_PA_FairviewTownshipPD_2019), the reader can easily
reconstruct the dialogue with one or several interlocutor(s). However, on many occasions
in the corpus, the role of the enunciator disappears in order to place the emphasis on
the collected statements and their content. The different steps of the investigation then
become implicit:

J stated P came into the office with regards to questions about the property. P
started talking about a football game which led to a conversation about Collin
Kaepernick. Conversation became heated and P became confrontational and
threatening towards J (PC_FL_PortStLuciePD_2018(1)).

In such cases, discourse is modelled so that the questions asked by the investigators
disappear in order to give primacy to the statements and evidence. Some affidavits are even
characterised by a disappearance of the officers’ actions in order to encourage the reader to
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concentrate on the description of the facts relating to a breach of the law. This rhetorical
strategy leads to the production of affidavits centred almost exclusively on account of the
suspect’s actions during the commission of the offence. This focus is adopted by various
documents, including PC_UT_LaytonPD_2019:

On 11/7/19 a male later identified as V ordered food from McDonald’s inside
of Layton Wal-Mart at anonymous-address. V then left with his food. V was
wearing a dark blue sweater and blue jeans. V later returned to McDonald’s
and went behind the front registers into the employee area where customers are
not allowed. V then proceeded to assault an employee at the register with his
fists hitting the employee in the face. V then walked further back in the business
into the kitchen area and assaulted another employee with his fists hitting the
employee in the face as well. V then is heard saying you got my order wrong.
The event was captured on surveillance cameras. V was identified by another
officer on the Davis Crime Bulletin (PC_UT_LaytonPD_2019).

This affidavit mainly presents the facts that occurred and the temporality of the
investigation disappears in favour of the temporality of the offence. As a result, readers of
the affidavit, that is to say, outsiders who were not present at the scene, cannot measure the
way in which the police officer guided, or even influenced, the exchange and the type of
evidence gathered (Komter 2001, p. 368).

To put it in a nutshell, the aim of PCAs is to convince the competent judicial authorities
to validate the existence of probable cause. In order to do so, police officers provide a
modelled narrative of the facts and of police actions. As in most of the reports they write,
police officers are not required to explicitly present a subjective analysis of the facts, and the
aim is to convince by recounting events and presenting them following specific discourse
conventions. Therefore, when writing police reports, police officers are part of a hybrid
temporality because they are looking both to the past—events that have taken place—and
to the future, as the documents will then be used in the judicial process and the future
reception of the text by the reader(s) needs to be taken into account.

5. Conclusions

To conclude, when drafting probable cause affidavits, the police must gather sufficient
evidence—both qualitatively and quantitatively—to justify the existence of probable cause
and, ultimately, to support the hypothesis of the respondent’s guilt.

Each move of the three-act prototypical structure of PCA described in Section 3.1 is
meant to serve this mechanism. Indeed, the chronological and structured narrative of events
is designed to persuade readers by presenting the facts in a logical, rational and coherent
way. Move 1 (presentation of the context) places the case in a specific time and place,
and the triggering event exposes a problematic situation that justifies police intervention.
The second move (presentation of the investigation) enables legal authorities to assess
the quality and quantity of the gathered evidence. Finally, in the last rhetorical move, the
author evokes the details of police actions conditioned by the existence of probable cause
(the arrest or the application for a warrant) and the resolution of the case. By rationally
presenting a logical sequence of events (as in a demonstration), the author uses logos, one
of the three rhetorical modes of persuasion defined by Aristotle—along with ethos and
pathos—in his work Rhetoric (Chiron 2007). Logos, or persuasion through discourse, consists
in showing that something is true or appears to be true, and this is precisely the aim of
police officers when they present the details of the case in a coherent, chronological and
structured narrative.

Furthermore, it can be argued that the shift from probability to certainty is also
reinforced by the emphasis placed on the expertise and credibility of the author. This
rhetorical strategy, referred to by Aristotle as ethos, is related to persuasion by character and
consists in making the speaker worthy of belief through discourse. PCA authors present
themselves as credible experts in the field of law enforcement, taking an oath before a
competent authority and putting forward the specialised knowledge they acquired through
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training and experience. Last but not least, the facts stated in probable cause affidavits
participate in the initial classification of the offence, which can have a long-lasting impact
on the case, and the burden of proof is progressively built. Once again, contrary to what the
term probable suggests, there is no room for probability, doubt or uncertainty in probable
cause affidavits, as the narrative does not highlight the probable dimension of the narrated
facts but rather posits their veracity.

The present paper intends to contribute to characterising a barely-studied specialised
language—English for Police Purposes—by providing an extensive and in-depth analysis
of probable cause affidavits. It sheds light on the underlying communicative goal, as well
as on the rhetorical moves and strategies that define this discourse genre, thus allowing
a better understanding of the linguistic conventions and practices of American police
professionals. It is hoped that these findings will be of interest to practitioners but also
teachers and learners of police English, as well as to researchers characterising specialised
varieties of English. Several lines of enquiry regarding police discourse remain open for
future research, such as detailed and comparative studies of corresponding or related
documents written by law enforcement officers from other English-speaking countries
or in-depth analyses of other EPP genres (both spoken and written). Police language
constitutes a promising and multi-faceted object of study that remains, for the time being, a
relatively uncharted research territory in the ESP community.
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Notes

1 For a detailed typology of discursive genres in English for Police Purposes, see Cartron (2022, pp. 173–96).
2 The term probable cause affidavit dominates, but it can vary depending on the police forces. Several designations have been

identified: affidavit of (or for) probable cause, affidavit for an arrest warrant, arrest affidavit, charging affidavit, complaint affidavit, probable
cause affidavit, probable cause letter, and probable cause statement (or statement of probable cause). Despite the variety of names used to
designate this type of specialised text (affidavit, statement, or letter), their content and purpose remain identical.

3 Affidavit is a term borrowed from the medieval Latin affidavit, third person singular of the perfect indicative of affidare, which
means “to declare under oath”.

4 The presumption of innocence is based on the principle that a person is innocent until proven guilty.
5 The Smoking Gun website is famous for proving, in 2008, that an article in the Los Angeles Times entitled “An Attack on Tupac

Shakur Launched a Hip-Hop War” was based on false documents, which led the newspaper to withdraw the article and publish
an official apology (Rainey 2008).

6 The optical recognition software is available online at https://ocr.space (accessed on 8 February 2021).
7 To efficiently analyse the collected documents and be able to easily identify the sources of studied items, a file was created for

each text, and a standardised naming system was elaborated. The files were named as follows: PC[for probable cause]_[US Postal
Service code for the state, for instance, LA for Louisiana]_[Police force]_[Year]. To indicate the police force, abbreviations were
used, such as PD for a Police Department, SO for a Sheriff’s Office, or FBI for the Federal Bureau of Investigation.

8 Names, addresses, and personal details were redacted to follow the ethical guidelines and policy of the journal.
9 The Concordance plot tool of AntConc shows where a search word or expression is located in the texts. The length of the text is

represented by the width of the blue bar, and each hit is indicated as a vertical line within the bar.
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Abstract: The popularisation of legal knowledge is a critical issue for equal access to law and justice.
Legal discourse has been justly criticised for its obscure terminology and convoluted phrasing, which
notably led to the Plain Language Movement in English-speaking countries. In Canada, the concept
of Plain Language has been applied to French since the 1980s due to the official policy of bilingualism,
while the concept has only been recently discussed in France. In this paper, we examine the impact of
Plain Language rewriting on legal phraseology in French popularisation contexts. The first aim of our
study is to see if plain texts published in France contain more traces of legal phraseology than French
Canadian texts. Our second objective is to determine if a ‘phraseology of plain language’ can be
identified across genres and languages. To do this, we compare two corpora of expert-to-expert legal
texts written in French—made up, respectively, of legislative texts published in France and judicial
texts published by the Supreme Court of Canada—with two corpora of texts that are claimed to have
been written in Plain French Language for a non-expert readership—texts that guide laypersons
through legal and administrative processes in France and summaries of decisions by the Supreme
Court of Canada. Using n-grams, we extract and discuss the patterns that emerge from the corpora. In
particular, our analyses rely on the concept of ‘lexico–grammatical patterns’, defined as the minimal
unit of meaningful text made up of recurrent sequences of lexical and grammatical items. We then
identify a sample of recurring lexico–grammatical patterns and their discursive functions.

Keywords: legal French; plain French; plain language; popularisation; phraseology

1. Introduction

Plain Language (PL) is an attempt to encourage official institutions and other organi-
sations to communicate with laypeople using accessible, clear, user-friendly language. The
PL movement first gained momentum in the 1970s and 1980s in English-speaking countries:
notably, in the United Kingdom, Australia, and New Zealand and then the United States
and Canada (Asprey 2004). The initial domain of application for PL was legal and judicial
contexts, such as the drafting of contracts and statutes, but the concept has since spread
to other areas, such as public administration and medicine. PL differs from more formal
language schemes (such as Basic English, Controlled Language, and so on) in that it corre-
sponds to a nebulous series of stylistic preferences rather than an explicitly defined set of
re-writing rules or vocabulary. The guidelines for PL include negative advice (avoid the pas-
sive, do not use rare or specialised terms, avoid complex verbs and complex prepositions,
etc.) as well as more positive recommendations (use shorter sentences, prefer direct expres-
sions, address the reader as ‘you’, etc.) (Cutts 2008; Williams 2004). Notwithstanding a lack
of formal definition, PL has attained a high degree of official recognition in various English-
speaking countries and has been implemented in both expert-to-expert communication (as
in statutes) (Williams 2004, 2015) and expert-to-non-expert communication.
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Many studies have been devoted to discussing the implementation of PL (Williams
2015, 2022) or its reception in various legal settings in English-speaking countries, including
the United Kingdom and New Zealand (Masson and Waldron 1994; Rossetti et al. 2020).
There has also been research from the point of view of discourse analysis that looks at
popularisation and the dissemination of legal knowledge. In this paper, we focus on the
popularisation of legal knowledge, defined by Engberg et al. (2018) as the recontextual-
isation of legal knowledge from contexts that exhibit a form of power asymmetry to a
new non-expert context, with the intent of adapting the presentation of knowledge to
the audience (Engberg et al. (2018) [our paraphrase]). As can be seen in this volume,
numerous authors have investigated popularisation of the law carried out by legal in-
stitutions in various languages such as English (Cacchiani et al. 2018; Turnbull 2018),
German (Luttermann, and Engberg 2018) and French (Preite 2016, 2018), while others have
examined popularisation in non-institutional contexts through various media, including
studies of YouTube videos used by expert lawyers (Cavalieri et al. 2018), children’s books
(Diani 2018) or teaching applications of TV shows in legal English classes (Dąbrowski 2017).
Our paper follows on from research on popularisation produced by legal institutions, as it
focuses on legal information texts published by the French government and Plain Language
Summaries of judgements published by the Supreme Court of Canada. Both genres are
intended for a non-specialised audience, and to the best of our knowledge, these genres
have seldom been compared.

Generally speaking, the concept of PL is less well established outside the English-
speaking world, and there have consequently been far fewer studies on PL or on the
principles of clear language, especially in languages such as French. However, it is notable
that the principles of PL have been widely adopted and implemented in Canada, and there-
fore also in the French-speaking parts of Canada, as part of bilingual language policy under
the name Langue Claire et Simple (Simple and Clear Language). Various legal professions
(barristers) and institutions (the Supreme Court of Canada) now claim to use PL in Canada
(Asprey 2004). In contrast, the concept of PL is not as well-developed in France, and it has
not achieved the same level of institutional recognition. One reason for this may be that
relations between French citizens and the administration (Service Public) are notoriously
difficult. This has been argued by both linguists (Collette et al. 2002) and independent
observers, who have pointed out the complexity of legal and administrative procedures
for French users of the law (des Droits 2019). Thus, although there have been attempts
to implement the principles of PL in some contexts, it strikes us that there is generally
still a considerable gap between the user-friendly discourse adopted by ‘public-facing’
organisations in many English-speaking contexts and the highly elaborate ‘techno-heavy’
style of French official discourse.

These general observations lead us to test two assumptions in this paper. In the first
instance, we set out to test the hypothesis that French texts from France (FR FRA) are ‘less
simplified’ than comparable texts from English-speaking countries (EN UK, EN NZ, etc.).
This hypothesis was tested and partly confirmed in Bouyé (2022). In this paper, we test the
related hypothesis that Canadian-French texts (FR CAN) are ‘more simplified’ than their
European French counterparts (FR FRA). By ‘more or less simplified’, we are not talking
about a single quantifiable characteristic, but rather, we are talking about two different
configurations that can be identified systematically in two types of discourse (expert legal
texts vs. plain legal texts). More specifically, abundant research has established that
legal language is characterised by a ’highly nominal’ style (Crystal and Davy 1969)—one
of the characteristics that legal French shares with English, amongst other languages—
along with Latin and Latinate terms, set formulae, a formal register, complex syntax
due to a high degree of subordination, and the use of complex prepositional phrases
(Galonnier 1997). One of our objectives is to examine the impact of the reconfiguration
of legal knowledge on certain syntactic and stylistic features, including nominal and
prepositional forms, as PL guidelines often encourage the use of verbal rather than nominal
forms (Plain English Campaign 2022).
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In the remaining sections of this paper, we explore these questions quantitatively and
through the prism of phraseology. Several analysts have examined the phraseology of legal
language, with a number of studies looking at regular expressions and lexical bundles
in English (Biel 2017; Breeze 2017; Goźdź Roszkowski and Pontrandolfo 2013; Goźdź-
Roszkowski and Pontrandolfo 2017). However, fewer studies have been conducted on the
phraseology of PL in French. What we mean by ‘the phraseology of plain language’ is
simply the typical wordings (routine formulae, extended collocations, lexico–grammatical
patterns, etc.) that can be seen as statistically significant in one type of text (popularized
texts, mediated knowledge, etc.) when compared to other types of text. More specifically,
our concept of ‘phraseology’ corresponds to recurring sequences of lexico–grammatical se-
quences that operate as whole semantic units and serve a regular discourse function within
a specific type of discourse or genre, a notion we have explored elsewhere (Bouyé and
Gledhill 2019). Thus, in popularised legal texts, it is possible to identify recurrent sequences
of this type (This is called . . . Dans un délai de) and to associate these sequences with specific
discourse functions. These discourse functions include referential functions, i.e., sequences
that refer to participants or elements of the legal process, as well as metatextual functions,
such as sequences that define a term or direct the reader towards another part of the text
or towards another text. In one of the first studies of this type (Bouyé and Gledhill 2019),
we attempted to set out some characteristics of PL phraseology in English and French
using n-grams. In this paper, we return to the concept of the ‘lexico–grammatical pattern’
(LxGr) in order to examine whether there is such a phenomenon as the ‘phraseology of
simplification’. In order to grasp the implications of this, it is important to provide a
more formal account of LxGr patterns. We define LxGr patterns (Gledhill et al. 2017) as
recurrent sequences of lexical items (‘collocations’) that correspond to regular grammatical
structures1 and that have a recognisable frame of reference or discourse function. Thus,
each LxGr pattern corresponds to a ‘minimal meaningful unit of text’. Unlike n-grams and
other fixed sequences, LxGr patterns are productive and potentially discontinuous. The
simplest forms of LxGr patterns are routine formulae or ‘speech acts’ (such as greetings,
warnings, official pronouncements, etc.) (Gledhill et al. 2017).

In addition to our hypotheses regarding Plain Language in legal discourse, in this
paper we also examine a number of more general research questions regarding LxGr
patterns. In particular: what is the smallest possible sequence of items (n-gram) that
corresponds to an LxGr pattern (i.e., a meaningful unit of text)? Furthermore, given a
random selection of n-grams, is it possible to predict the discourse function for that LxGr
(e.g., definition, procedure, explanation, evaluation, etc.)?

Returning more specifically to the topic of Plain Language in French, this paper
considers the following research questions:

• Are there characteristic LxGr patterns in legal texts (i.e., in non-plain legal texts)?
• Are there traces of such patterns in PL texts?
• Similarly, are there characteristic LxGr patterns of PL in administrative discourse?
• More specifically, is it possible to establish a difference between generic phraseology

(belonging to several ‘genres’) and specific phraseology (patterns that are ‘unique’ or
at least more salient in one genre as opposed to all the others)?

We propose to answer these questions in the following sections. Section 2 introduces
our data and corpus tools. Sections 3 and 4 present, analyse and discuss the results obtained
from our data.

2. Materials and Methods

2.1. Data

The textual data used in this study are based on two French-language corpora: one
consisting of popularisation texts destined for non-expert law users, entitled PLAIN, and
the second, entitled LEX, made up of expert-to-expert written legal genres. Each of these
corpora is subdivided into two subcorpora.
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Concerning the PLAIN corpus, as mentioned above, this paper focuses on the popular-
isation of legal knowledge in French published by two government institutions. Turnbull
(2018) distinguishes between ‘popularisation’, defined as the recontextualisation of in-
formation with the aim of broadening the reader’s general knowledge, and ‘knowledge
mediation’, in which information is transferred with the aim of allowing readers to take
action performatively and thus to ‘empower’ themselves. The two popularisation gen-
res represented here can be said to be instances of both mediation and popularisation
as they relate directly to citizens’ access to justice (accès au droit et à la justice) and public
understanding of rights (connaître et faire valoir ses droits) and aim to help their readers
make sense of the decisions taken by major judicial institutions or guide them through
various legal and administrative processes. The first PLAIN subcorpus is composed of
texts published by one of the most popular public service dissemination websites in France:
Service Public. The texts are drafted and published by the governmental agency Direction
de l’information légale et administrative (DILA), which is a department of the French Prime
Minister’s Office. It is one of the main public service legal mediators in the country. This
subcorpus, entitled FR-Admin-DILA, is made up of 337 texts published between 2017
and 2019 and 466,472 word tokens. The second PLAIN subcorpus was collected from the
Canadian Supreme Court website. It is made up of 66 summaries of decisions taken by
the Canadian Supreme Court between 2017 and 2019. The small size of this corpus, which
comprises 68,025 word tokens, can be explained by the specific type of text it is made of.
The summaries, or ’Cases in Brief’, are short summaries of the Court’s judgements that
recall the facts, explain the final decision reached by the Court and explain the positions of
both the majority and dissenting opinions. This corpus is called FR-CA-Résumés.

As for the LEX corpus, it comprises FR-LAW, which contains articles and excerpts from
statutes drafted between 1967 and 2018 and which were still in force at the time the corpus
was compiled. It is representative of the legislative register and contains 5,083,750 word
tokens. The second specialised corpus, entitled CA-Judgements, is made up of judicial
texts: namely, decisions written and delivered by the Justices from the Supreme Court of
Canada published between 2017 and 2018. It contains a total of 682,294 word tokens.

2.2. Methodology

Although in this paper we are focusing on phraseology, the first step in our analysis
is to establish candidate sequences in the form of n-grams. In this case, we are interested
in n-grams that identify parts of speech (POS) rather than just lexical forms. To identify
salient POS-grams, we use the n-gram function of the concordance software Sketch Engine.
Part-of-speech tags (not words) are used as attributes in order to extract not only major
lexical bundles but also possibly salient syntactic regularities that could characterise our
corpora. POS-grams allow us to capture the most salient grammatical constructions that
may be candidate forms for more ‘recognisable’ LxGr patterns (as mentioned below, not
all n-grams are potential LxGr patterns). To extract the most salient POS-grams in these
corpora, a general reference corpus was used. This was the French Web Corpus (Sketch
Engine) 2017, which is part of the TenTen family, a set of corpora obtained through web-
crawling (Jakubíček et al. 2013) that contains a variety of text types, including news texts.
We consider the French TenTen to be a general reference corpus. It must be noted that
although this reference corpus contains more than four billion word tokens, only the first
million word tokens in the corpus are used when computing the frequency on Sketch
Engine. Key POS-gram candidates were identified based on Sketch Engine’s keyness score
feature, which uses the ‘simple math method’ (Kilgarriff 2009) to identify key words or
key n-grams based on the normalised frequency of the word or n-gram in the focus corpus
in relation to its normalised frequency in the reference corpus and includes a smoothing
parameter. For each subcorpus, POS-grams with a keyness score above 100 were marked
as LxGr-candidates. This means they were found to be at least a hundred times more
frequent in the subcorpora than in the French TenTen reference corpus. To ensure that the
selected patterns were over-represented in the legal or plain legal corpora as compared to
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the reference corpus, chi-square tests were performed for each dataset using R. This point
also applies to the other results we mention in Section 4 of this paper.

The n-gram function with POS tags as attributes returned a list of POS tag sequences
that had to be converted back into readable POS patterns or lexical bundles. The analysis
of concordances for each candidate POS-gram thus had to be carried out to identify LxGr
patterns and their functions. Many POS-gram sequences with very high keyness scores
corresponded to noise, i.e., they referred to numbers, prices or abbreviations in the various
corpora. Others corresponded to parts of larger LxGr patterns. It was therefore necessary to
consider POS-grams using contextual analysis and concordances. In Section 3, we present
some POS-grams and patterns that were both highly recurring and interesting in terms of
their rhetorical functions. This explains why some of our corpora have more distinctive
patterns than others. As mentioned above, we do not attempt to make a simple distinction
between ‘specialised’ and ‘popularised’ phraseology, but we are attempting to identify
the typical patterns that emerge in comparable corpora, which can be characterised as
expert-oriented (‘specialised’) and non-expert oriented (‘popularised’). In the following
discussion, we see examples of salient phraseology that can be identified as typical (in a
statistical sense) in one corpus and atypical (or absent) in the other or can be observed as
occurring in both corpora. This does not mean that we are in a position to fully characterise
the phraseology of simplified language; rather, we claim here simply that it is possible to
identify a representative sample of the most salient (outstanding, archetypical) phraseo-
logical units in our corpora, thus paving the way for a more complete analysis using other
methods (e.g., textometrics).

We then performed a qualitative analysis of salient sequences based on domain-
specific discourse functions put forward by Goźdź-Roszkowski et al. (2012). These include
the category ’legal reference bundles’: in particular, Institutional bundles, which refer
to institutions; or Terminological bundles, which refer to specialised terms. The second
category that was used to classify the POS-grams is text-oriented bundles: in particular,
Structuring bundles. The final category used by Goźdź-Roszkowski et al. (2012) is Stance-
oriented bundles, which contains Attitudinal bundles and Epistemic Stance bundles. Not
all of these categories are represented in the results below.

In the rest of this paper, we use the following typographic conventions to refer to LxGr
patterns. Lexical items are shown in italics, and each LxGr pattern is presented between
angular brackets < >. All frequencies given in Tables are relative frequencies per million
words (pmw).

3. Results

3.1. Analysis of Lexicogrammatical Patterns in Legal Texts

Table 1 shows some of the key POS-grams that were extracted from the FR-Law corpus
from France.

Table 1. Key POS-grams in FR-Law Corpus (statutes).

Pattern
Relative Frequency in

FR-Law Corpus
Relative Frequency in

General Reference Corpus
Keyness Score

<Prep + l’article + Capital letter + Number 1> 3151.6 4.8 540.8
<Prep + N masc + Prep + Det + N fem> 1545.1 64.3 1 23.6
<N + prévues/fixées + Prep + article + N> 795.3 2.5 231.8

<le cas échéant> 2 623.36 1.76
1 Translation: ‘Prep + section/article + capital letter + number’. 2 Translation: ‘if/when applicable’.

Table 2 presents the key POS-grams in the corpus of Supreme Court judgements
written in French.
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Table 2. Key POS-grams in the CA-Judgements Corpus (Supreme Court judgements).

Pattern
Relative Frequency in

CA-Judgements
Relative Frequency in General

Reference Corpus
Keyness Score

<La Cour d’appel 1> 648.2 0.4 461.5
<Prep + l’article + Num> 2 965.3 0.011 955.6
<Les juges majoritaires> 3 401.5 0.02 402.5 3

<Prep + det + N + prep + N> 612.6 3.7 129.9
1 Translation: ‘Prep + section/article + number’. 2 Translation: ‘the Court of Appeal’. 3 Translation: ‘the majority’.

Some patterns found in the results are specific (unique) to the type of discourse, or
register, as can be seen when comparing the relative frequencies of these POS-grams in the
two focus corpora, where they occur several hundred or even thousand times per million
words, whereas they only appear a few times or a few dozen times in the general reference
corpus. For example, Table 2 shows two specific 3-grams from the CA-Judgements corpus:
la Cour d’Appel, which means ‘the Court of Appeal’ and les juges majoritaires, ‘the majority
judges’. Both are fragments of phrases that belong to longer Institutional bundles. These
phrases refer to central figures and institutions of the Common law system: namely, the
judges from the lower court along with the Court of Appeal, whose decision is the basis
for a case being brought before the Supreme Court. In the case of the FR-Law corpus,
one recurring pattern is le cas échéant, which means ‘if the [aforementioned] conditions are
fulfilled’. As we will see, these are key terms and phrases in legal discourse that can also be
found in PLAIN texts but with only marginal recurrence (20 pmw).

What can be noted from Tables 1 and 2, however, is that both genres share common
LxGr patterns, although with some variation. Most of these patterns correspond to what
Goźdź-Roszkowski et al. (2012) calls Textual bundles and refer to other statutes or decisions
or to other articles or sections in the same statute or judgement. These patterns are linked
to cross-referencing: a broader characteristic of legal discourse (Tiersma 2000) that can be
found in both genres (statute or Supreme Court opinion). In statutes, Bhatia (1994) calls
these Referential provisions and explains that they point intertextually to other legislative
texts or passages within the same text.

(1) <Selon l’art. 662 > du Code criminel, la personne inculpée d’une infraction qui n’a été
prouvée que partiellement peut être déclarée coupable d’une infraction moindre et incluse.
(CA-Judgements)
Section 662 of the Criminal Code provides that where a person is charged with one
offence, but only a part of that offence is proved, he or she may be convicted of a
lesser, included offence. (Official Supreme Court of Canada translation)

(2) La durée de la période prévue <à l’article L. 434-9 > est fixée à trois ans. (FR-Law)
The duration of the period is set to three years under art. L. 434-9. (Our translation)

Such patterns (using a prepositional phrase in French and a thematised phrase in
English) are pervasive in this type of expert discourse (statutes, decisions), which requires
constant references to previous decisions, statutes and legal instruments.

Another particularly interesting candidate is represented by the sequence <Prep + N
+ prep + N + prep>. This is a good LxGr candidate since it consists of a highly regular
recurring grammatical structure but also allows for a large amount of lexical variation. A
quick examination of some concordance results reveals that this pattern corresponds to a
complex prepositional sequence, i.e., a prepositional phrase that introduces another noun
phrase or prepositional phrase(s).

(3) Les présents pourvois portent <sur l’étendue de l’obligation de communication du min-
istère public en ce qui a trait aux> registres d’entretien des alcootests. (CA-Judgements)
These appeals deal with the scope of the Crown’s disclosure obligations with re-

spect to maintenance records of breathalyzer instruments. (Official translation by the
Supreme Court of Canada)
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The fact that this pattern is highly salient in our French legal corpora is significant.
The use of complex noun chains and prepositional cascades is considered a typical feature
of legal language, especially when it is in the form of complex prepositions in expressions
such as for the purpose of 2 (Bhatia 1983; Biel 2017; Coulthard et al. 2016). Even more
significantly, according to PL drafting guides in English and French, complex nominals
and prepositional chains are among those features that should be avoided by legal writers
because they purportedly contribute to the heavy nominal style (Crystal and Davy 1969)
of legal language. In addition, the packing of information in nominal or prepositional
cascades increases lexical density in texts (Halliday 1994). We discuss this pattern further
in Section 3.3 since it is also found to some extent in PLAIN texts from our corpora.

It is also interesting to note at this point that many of the patterns we have identified
above can be found within other patterns (either embedded or adjacent), as is evident in
the example below, an excerpt from the French-Law corpus, in which two patterns from
Table 1 can be identified:

(4) Tout travailleur de nuit bénéficie d’un suivi individuel régulier <de son état de santé>
<dans les conditions fixées à l’article L. 4624-1>. (French-Law corpus) Any night
worker has the right to regular health check-ups pursuant to the conditions set out
(Our translation)

The fact that patterns occur alongside or within other patterns (thus, we use the term
‘chains of pattern’ or cascades) corroborates the idea that phraseological patterns constitute
the building block of specialised discourse and here, in particular, of legislative or judicial
discourse. We now turn to the main LxGr patterns in the PLAIN corpus.

3.2. Analysis of Lexicogrammatical Patterns in PLAIN French Texts
3.2.1. In the European French Admin Corpus

The key POS-grams in the French administrative corpus addressing law users cor-
respond to very specific n-grams (or lexical bundles). Table 3 shows the most frequent
patterns.

Table 3. Key LxGr patterns in French administrative texts (FR-PL-Admin).

Pattern Frequency (pmw)
Freq in General
French Corpus

Keyness Score

<Vous devez/pouvez 1 + V> 4032.4 14.3 263.3
<dans un délai de 2 + Numeral Adj + jours/mois/semaines> 568.1 0.9 297.7

<Prep + N + prep + N + prep> 508.1 3.6 111.3
<Où s’adresser ?> 3 428.7 0.02 418.7

<de quoi s’agit-il ?> 4 237.9 0.02 233.3
1 Translation: ‘You must/can’. 2 Translation: ‘Within X days/months/weeks’. 3 Translation: ‘Where can I get
help?’ 4 Translation: ‘What does this mean?’

Although many of these items are very short, we suggest that several of these se-
quences are fragments of longer LxGr patterns, which themselves constitute recognisably
meaningful units of text (according to our definition above). Many of these sequences
correspond to text-oriented patterns, framed as direct questions, which have a cohesive,
organisational function. These LxGr patterns either introduce the definition of a just-
mentioned term, as in Examples 5 and 6 below, or explain who or what institution the law
users can contact next in the legal process they are involved in. In Example 7, the question
’Who should I contact?’ is immediately followed by a sentence that gives the phone number
of the Police.

(5) <De quoi s’ agit-il ?> Le sursis simple dispense la personne condamnée de l’exécution
de la peine prononcée (peine de prison et/ou d’amende). (FR-Admin-PL)
What does this mean? Suspension with probation allows convicted individuals to
avoid a particular sentence (imprisonment or fine) (Our translation).
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(6) <De quoi s’agit-il ?> Le contrôle judiciaire est une mesure qui soumet la personne
mise en cause dans une affaire pénale à une ou plusieurs obligations, dans l’attente
de son procès. (FR-Admin-PL)
<What does this mean?> Bail is a measure that can be given, with one of more
conditions, to a person accused of a criminal offence while they wait for trial. (Our
translation)

(7) <Où s’ adresser ?> Police secours – 17 Par téléphone Composez le 17 en cas d’urgence
concernant un accident de la route, un trouble à l’ordre public ou une infraction
pénale.
Where to get help Police services – By phone – Call 17 in case of an emergency, traffic
accident, disturbing the peace or criminal offence. (Our translation) (FR-Admin-PL)

Taken as a whole, these LxGr patterns are part of what discourse analysts such as
Turnbull (2018) have called ‘conversational turns’. As such, they represent significant
structuring devices in the dissemination of legal knowledge. Drafters of legal knowledge
mediation texts imagine and anticipate the questions law users might have and use inter-
rogative sentences to structure their texts when explaining the steps of the legal procedure
or situations related to a legal right. In the case of De quoi s’agit-il ? (Example 5), we have an
explicit signal that the text is going to provide the definition of a term. As we see later on,
this structure is comparable to <il y a + N>, in which the authors interrupt their exposition
to provide an explicit metadiscoursal definition. The difference here is that <De quoi
s’agit-il?> and <Où s’adresser> both belong to oral discourse and are explicit markers of
turn-taking; whereas <Il y a X quand / lorsque> belongs to elaborate, expository discourse.

Other patterns correspond to lexical phrases that are are linked to the steps of the legal
or administrative process itself, such as the complex prepositional phrase dans un délai de + N,
which defines the time limit for legal action for law users. This highly frequent bundle,
which appears only 0.9 pmw in the general French corpus, appears to be quite specific to
the FR-Admin corpus. It is usually part of an extended LxGr pattern that contains an Actor
(usually second-person You), a verb phrase referring to some type of legal action (such as
reporting a crime or referring to an institution) and the complex prepositional phrase, which
functions as a time adjunct.

(8) À savoir : en raison des règles de prescription, vous devez déposer votre plainte pour viol
<dans un délai de 20 ans> à compter de la date des faits. (FR-PL-Admin)
Please be aware that because of the statute of limitation, you need to file a rape
complaint within twenty years. (Our translation)

(9) Si votre demande est acceptée, vous en êtes informé par courrier <dans un délai de 4 mois>.
(FR-PL-Admin)
If your request is approved, you will be notified within four months.

In Example 8, the time limit that is defined is twenty years, and the legal action is
reporting a specific felony (rape). Interestingly, this type of pattern can also be found in the
FR-Law corpus, as in the example below. Although the pattern <dans un délai de> appears
in the legislative corpus, it is about half as frequent in the specialised corpus (229.5 pmw vs.
568.1 pmw in the PLAIN FR-Admin corpus). It thus seems to be relatively more specific to
the discourse of administrative French.

(10) L’autorité administrative statue sur la demande <dans un délai de six mois> à compter du
dépôt par l’étranger du dossier complet de cette demande. (FR-Law)
The authority reviews the application within six months after the application has
been made. (Our translation)

Whereas the pattern is found in sequences wherein the reader is directly addressed in
the PL administrative texts, the legislative excerpt (Example 10) is much more impersonal,
as the subject of the verb is an abstract entity (the administrative authority).

In the specialised texts (FR-LEX, CA-Judgements), we find a number of sequences in
which the subject of the verb corresponds very often to an abstract legal or administrative
concept. In the administrative corpus, the typical subject of certain patterns corresponds
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more often to the law user (thus representing a significant re-orientation of the discourse).
This difference suggests what has been called a process of ‘personalisation’ (Turnbull 2018),
by which expert legal knowledge is reformulated for a non-expert readership.

For example, one of the most common POS-grams we find in the corpus is <Vous
devez/pouvez + V>, involving the second person vous and a modal verb expressing either
obligation (devez = must) or possibility (pouvez = can/may). The lexical verb that is in-
troduced in these contexts often expresses an administrative procedure (expressed as a
Material or Behavioural process3).

(11) <Vous devez écrire> directement au procureur de la République.
You must write to the public prosecutor directly (Our translation). (FR-Admin-PL)

(12) <Vous pouvez collecter> vous-même les preuves de ce harcèlement.
You can collect evidence of your harassment yourself (Our translation). (FR-Admin-PL)

Similarly to dans un délai de, this pattern is usually associated with various types of
legal action, albeit not as fixed in terms of the syntactic frame. The modals of both the
obligation and possibility vary according to the way in which legal dissemination texts
define the user’s legal rights and obligations. As with previous examples of reorientation,
the use of the second-person pronoun is part of the communication strategy called ’conver-
sationalization of public discourse’ (Turnbull 2018), which is performed through the use of
direct questions (as seen above) as well as first- or second-person pronouns to reformulate
highly abstract legal knowledge and to create a form of dialogue between the institution
and the non-expert readership.

3.2.2. Summary of the Canadian Plain Language Corpus

The most salient POS-grams and lexical bundles in the summaries of judgements are
presented in Table 4.

Table 4. Main LxGr patterns in French Canadian summaries.

Pattern Frequency (pmw)
Freq in General French

Corpus
Keyness Score

<La Cour d’Appel> 1 1161.2 0.4 826.2
<La Cour Suprême a + V + que> 2 450.8 1.5 183.4

<le droit/pouvoir de + V 450.8 0.3 345.4
<Les juges majoritaires ont + V + que 3> 778.7 0.16 674.4

<la Charte canadienne des droits et [libertés]> 4 220.5 0.02 2061.3
1 Translation: <The Court of Appeal>. 2 Translation: <The Supreme Court + V + that>. 3 Translation: <The
majority + V + that>. 4 Translation: <The Canadian Charter of Rights and Freedoms>

The LxGr patterns in the CA-PL-Summaries are mostly Institutional bundles, referring
to either institutions (the Court of Appeal), legal actors (judges) or to foundational legal
texts: in particular, the Canadian Charter of Rights and Freedoms, which sets out and
protects a number of rights and freedoms, as can be seen below.

(13) <La Cour d’appel> a dit partager l’opinion du premier juge. (CA-PL-Summaries)
The Court of Appeal agreed with the trial judge. (Official English version)

(14) M. Chhina a fait valoir que son traitement était illégal au regard de <la Charte canadienne
des droits et libertés>, qui fait partie de la Constitution du Canada.
Mr. Chhina said that his treatment was illegal under the Canadian Charter of Rights

and Freedoms, part of Canada’s constitution. (Official English version of the summary
by the Supreme Court of Canada)

It can be noted that several of the shorter LxGr patterns presented in Table 4 and
found in the CA-PL-Summaries are the same as those found in the CA-Judgements corpus:
namely, la Cour d’appel (’the Court of Appeal’) or an extended LxGr pattern of the type les
juges majoritaires ont + V + que (’the majority judges + V + that’). These mostly correspond
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to key terms of judicial discourse in the Common Law system, which explains why they are
used abundantly by the Supreme Court Justices in their judgements. As for the summaries,
they have both an encapsulating and explanatory function. As such, they need to explain
what the various courts involved in a case have decided and, in particular, what the majority
opinion of the judges was; hence, there are frequent references to Courts of Appeal and to
the majority judges.

What is interesting is that many of the sequences found through the analysis of POS-
grams reveal extended LxGr patterns, often corresponding to projection (expression of
engagement through indirect speech).

(15) <Les juges majoritaires ont affirmé que> la police a porté atteinte aux droits que la
Charte garantit à M. Reeves en prenant l’ordinateur sans son consentement et sans mandat.
(CA-PL-Summaries)
The majority said that the police breached Mr. Reeves’ Charter rights by taking
the computer without his consent and without a warrant. (English version of the
summary by the Supreme Court of Canada)

(16) <La Cour suprême a confirmé que>, dans une cause criminelle, le doute «raisonnable» doit
être fondé sur la preuve et non sur des conjectures.
In a criminal case, ’reasonable’ doubt should be based on evidence, not speculation,
the Supreme Court has confirmed. (English version of the summary by the Supreme
Court of Canada)

These examples appear to belong to an extended LxGr pattern for which we suggest
the following formula: <Institutional subject + Communicative process (state, confirm)
+ que (that) + Reporting clause>. This pattern is linked to a key inherent function of
the summary genre, which is to report the Supreme Court’s decisions by explaining the
opinions expressed not only by the Justices but also by the inferior courts. Some authors
discuss this in terms of ’discursive heterogeneity’ (Preite 2016), referring to the fact that
legal popularisation discourse (like all popularisation discourse) is based on a ’primary’
specialised discourse that is explicitly mentioned as a legitimising source. This is especially
true in the summaries of decisions, as the figure of the judge is at the core of the explanation
and elaboration strategies.

3.3. Focus on Phraseology: Patterns from Legal Texts Also Found in the PLAIN Corpora

We have seen a certain number of patterns that appear to be specific to certain genres
or are found in a certain type of register (legal or popularised text). We now turn to
some specific patterns that seem to be of particular interest because they are particularly
representative of legalese, and they can also be found in PLAIN legal texts from our corpus.

3.3.1. Il y a (There Is/There Are)

The first pattern we want to focus on is the existential or presentational structure Il y
a, which is usually translated as There is/are. Although its keyness score is not extremely
high, the pattern caught the authors’ attention when analysing the data, as it is used with a
specific syntax and is associated with an extended LxGr pattern that has a specific discourse
function in the concordances in both legal and plain texts. It furthermore exhibits a higher
relative frequency across our corpora as compared to the reference corpus (respectively: FR-
Law 125.9 pmw; FR-Judgements 109.3 pmw; FR-Admin-PL: 132.9 pmw vs. FrenchTenTen
34.11 pmw). Some examples of this pattern and its use are set out in Figures 1 and 2.
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Figure 1. Concordances of presentational structure <Il y a + NG (term)> in French specialized
legal texts.

Figure 2. Concordances of presentational structure <Il y a + NG (term)> in French PLAIN texts.

In the excerpts from FR-Law and CA-Judgements shown in Figure 1, this pattern is
used to define a legal term or the conditions for a legal term to be established, especially
a crime or felony. Similarly, in the excerpts from FR-Law and CA-Judgements shown in
Figure 2, a similar pattern is used to specify and define a legal term. In the figures, the
existential structure "il y a" is shown in black, while the term is presented red and the
conjunction introducing a conditional clause or definition is in purple font. Significantly,
this is always a term that has just been mentioned in the immediate co-text. Grammatically
speaking, the indefinite article is always elided in this construction (before the term), which
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is unusual in French: hence, our choice to our focus on this structure. This particular feature
allows us to draw up a formula for the LxGr pattern as a whole: <[term in preceding
discourse] ... il y a + [Ø] + [name of the term] // conditional clause + definition>. Finally,
a notable difference in the corpora is that in the PL texts, the clause that introduces the
definition or conditions for the crime or felony is quand (when) or si (if), while the legal
texts contain its more formal alternative lorsque.

The structure Il y a + [Ø article] + definition happens to be used in other popularisa-
tion/dissemination discourses: for example, medical popularisation. The example below is
an excerpt from the French National Health Service website explaining the signs of cardiac
arrest, and it introduces the term using the same <il y a + [Ø]> construction.

(17) <Il y a arrêt cardiaque si> : la victime perd connaissance, tombe et ne réagit pas quand on lui
parle ou qu’on la stimule
It is a case of cardiac arrest if the victim is unconscious, falls or shows no reaction
when talked to or stimulated (our translation).

Other types of dissemination discourse that use this pattern include promotional
discourse or game rules. It appears to be specific to elaboration strategies and definitions
of terms in French.

3.3.2. Prepositional Cascades

The second pattern we now turn to is often found in specialised legal texts and is
especially highly frequent in the FR-Law corpus, although the CA-Judgements corpus
also contains some examples as well as variations on the same type of structure. The
pattern in question can be seen as an expanded version of the complex prepositional chains
mentioned in Section 3.1, as it is composed of a chain of three prepositional phrases. What
is surprising is that this highly complex structure can also be found routinely in the texts
from the PLAIN corpus. Table 5 displays the frequency (pmw) of this POS-gram in the
specialised corpora and their simplified versions as well as an example from each corpus.

Table 5. A salient POS-gram across corpora: Prepositional cascades <Prep + N + prep + N + prep>.

Corpus Relative Frequency (pmw) Example

FR-LAW 7150 Sont exonérés <de droits de mutation par> décès le conjoint survivant et le
partenaire lié au défunt par un pacte civil de solidarité.

FR-Admin-PL 5702 Faire un recours préalable auprès de la MSA <par courrier de préférence en>
recommandé avec avis de réception

CA-Judgements 2015 Les juges ordonnent fréquemment à des individus, <à titre de condition à leur
mise en liberté sous caution>, d’éviter tout contact avec l’alcool et les drogues.

CA-Summaries 1502 Dans un tel cas, l’accusé peut interjeter appel de la déclaration <de culpabilité
pour meurtre au > deuxième degré

What stands out in this table is that, first, the prepositional cascades <Prep + N + prep
+ N + prep> are particularly prominent not only in the FR-LAW corpus, with a frequency of
7150 pmw, but also in the FR-Admin-PL, with 5702 pmw. Although this is half as frequent
in the CA-PL-summaries than in the CA-Judgements corpus, it is also statistically salient
in the judicial dissemination corpus. This result suggests that the syntactic complexity
that characterises legal language (Bhatia 1983), even after simplification to address a lay
audience, still percolates into the plain texts under study. We discuss our results in the
following section.

4. Discussion

The results of our phraseological exploration of legal French are consistent with
other phraseological studies of legal language in other languages and contexts, as they
underline the highly intertextual and syntactically complex nature of legal French in both
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subcorpora. Our results also suggest differences in the two genres represented here, as the
use of complex prepositions and prepositional cascades appears to be more frequent in
the legislative FR-Law than in judicial discourse, represented by CA-Judgements, a result
which is also consistent with previous research on legal phraseology in other languages,
such as Spanish (Pontrandolfo 2021). Of course, the fact that the two legal subcorpora come
from different countries, France and Canada, might also account for this difference in the
frequency of these prepositional structures, as legal phrasemes are ’bound to a particular
legal system’ and the results should therefore be interpreted with caution (Pontrandolfo
2023). Future research on comparable judicial and legislative corpora in both European-
French and French-Canadian would be necessary to examine whether the difference is
genre-based or culture-based.

Concerning the PLAIN corpus, our preliminary results show that there are traces of
legal phraseology in both dissemination corpora (that is to say, in the Canadian French
corpus and the European French corpus). This becomes particularly clear in the case of
projecting/reporting structures and complex prepositional chains. This leads us to suggest
that the simplification of legal phraseology in French, though evident in both PLAIN
corpora, is only achieved to a limited extent: an observation that is consistent with previous
findings (Rossetti et al. 2020). There are, however, some LxGr patterns that appear to be
characteristic of plain legal French, especially for certain genres. We note the very high
frequency of lexical bundles like De quoi s’agit-il? (’What is it?’) or Où s’adresser in the
FR-Admin-PL corpus, as illustrated again by the example below in which both patterns
create a dialogical structure in a text that is explaining what to do in case of harassment.

(18) <De quoi s’ agit-il ?> Le harcèlement est le fait de tenir des propos ou d’avoir des comporte-
ments répétés ayant pour but ou effet une dégradation des conditions de vie de la victime. (. . . )
<Où s’adresser ?> La victime peut porter plainte contre le ou les auteurs du harcèlement.
(FR-Admin-PL)
What is it? Harassment is defined as repeated words of behaviours that aim at or
result in the deterioration of the victim’s living conditions. (. . . ) Where to get help

The victim can complain about the person(s) that are harassing them.

In our preceding analysis, we have seen lexical patterns that either serve to ‘struc-
ture’ the text (Halliday’s textual metafunction), to introduce specialised terms (the ’Il y a’
construction) or draw the law users’ attention to specific points in the text. Thus, we can
characterise the overall strategy in the FR-DILA corpus as an attempt to provide readers
with heuristic guidance—helping them to navigate around administrative procedures
rather than setting out a ‘boiled down’ or simplified version of these procedures.

In the PL summaries from the Supreme Court of Canada, the communicative strategy
is quite different: these texts are structured by references to the central figure—the judge—
and the judicial institutions, which include the Supreme Court as well as the lower courts
of appeal. Structurally, the core phraseology of this genre is oriented towards reporting
clauses or to expansions (explanations), both of which involve extensive use of subordinate
and embedded clauses. This can be seen in the example below.

(19) Selon les juges majoritaires, cela surcharge le système judiciaire,qui consacre plus
d’argent à essayer de faire en sorte que des gens pauvres paient leur suramende qu’il
en obtiendrait de ceux-ci. <Les juges majoritaires ont> fait observer <qu>’une peine
est plus efficace si elle est adaptée à la personne.
The majority said this also burdened the justice system,which spent more trying to
get poor people to pay the surcharge than it would ever get back. The majority noted

that a sentence works bestif it is made for the individual. (Official English version)

One of the notable differences between the two PLAIN corpora is their types of
syntactic complexity. Our preliminary analysis suggests that the Fr-PL-Admin corpus
is characterised by more nominal complexity, i.e., by the use of prepositional cascades
and complex noun groups, while the CA-summary texts appear to contain more clausal
complexity, i.e., more subordinate clauses, especially reported speech. In this sense, the
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French administrative texts are closer to the legislative texts they are based on and are
more complex in terms of information packaging in noun and prepositional phrases. The
French Canadian corpus also exhibits more clausal complexity and is thus more ‘elaborate’
in this particular sense of clausal complexity, as can be seen in Example 19, in which we
have emphasised relative pronouns as well as binding and linking conjunctions. Generally
speaking, it might be expected that ‘simplified discourse’ will, in fact, turn out to be more
elaborate (i.e., involve more structural expansions) than the highly codified but also much
denser and compact ‘expert discourse’. Indeed, greater clausal and verbal complexity
linked to elaboration strategies and unpacking of information has also been shown in
other PL discourse: in particular, medical discourse (Gledhill et al. 2019). The results we
have set out above may also be due to the influence of the Plain Language Movement in
French-speaking Canada, whereas the concept has not been institutionalised as such in
France. If the FR-Admin corpus is closer to the FR-Law corpus, it may also be due to the fact
that some of the texts published are actually direct quotations, without any simplification,
of the original legal text, as suggested by results put forward by Bouyé (2022). Despite
these differences in communicative strategies and complexity, our findings regarding ’plain
French’ appear to be consistent with recent research on legal popularisation; as is the case
in other online lay-oriented discourse, drafters ’balance impersonal explanatory strategies
with more interpersonal and communicative strategies’ (Diani et al. 2023).

In the first section of this paper, we raised several questions about the nature and
distribution of lexico–grammatical (LxGr) patterns. Our first question related to the relative
‘size’ of n-grams (What is the smallest sequence possible or useful to identify meaningful
LxGr patterns?). In the data analysis above, we have demonstrated that it is often possible
to analyse short n-grams as longer stretches of meaningful text that often correspond to
specific discourse functions. The primary example here is the very short sequence Il y a,
which on its own can only be seen as a short verbal group in French. Out of context, this
sequence is so ubiquitous in French that it tells us very little, but once we begin to look at
the corpus data, Il y a turns out to be a very distinctive definitional routine in both of the
main FR corpora we analysed here.

Regarding our more general questions, it is useful to deal with each of them in turn:

(1) Is it possible to assign a discourse function to random n-grams, assuming that these
sequences have been found to be salient in one of the subcorpora? Here, we have
demonstrated this as a principle, although we have clearly not shown this positively
across a wide range of data.

(2) Is it possible to identify characteristic LxGr patterns in legal texts (i.e., in non-plain
legal texts)? This has been demonstrated using various examples, such as complex
nominal groups/prepositonal phrases (Section 3.1).

(3) Is it possible to identify characteristic LxGr patterns of PL in administrative discourse?
This has also been demonstrated in relation to turn-taking sequences and procedural
constructions, among other examples (Section 3.2).

(4) Is it possible to establish a difference between generic phraseology (belonging to
several ‘genres’) and specific phraseology (patterns that are ‘unique’ or at least more
salient in one genre as opposed to all the others)? We have shown that certain
constructions (such as the projection structures of reported speech) are ‘generic’ and
occur as significant LxGr patterns in all of the corpora we have analysed here. This
is especially evident in the two specialised corpora, in which LxGr patterns related
to cross-referencing pervade both judicial and legislative corpora. Despite obvious
macro-textual differences, the FR-Law and CA-Judgements corpora can be identified
as belonging to the legal register as a whole; this is, notably, based on the ‘generic’
patterns related to cross-referencing, one of the features that gives legal language its
characteristic ’legal flavour’ (Maley 1994). Regarding specific LxGr patterns, we have
identified a significant sample of these, among the most recognisable ones being the
multiple prepositional phrase pattern (associated with FR Law and CA-Judgements)
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as well as the Il y a definitional pattern (specific to the LEX corpus by use of the
conjunction lorsque or to the PLAIN corpus by use of the subordinators quand/si).

5. Conclusions

In this paper, we have tried to characterise the phraseology of two legal genres and
of two types of legal popularisation texts in French from France and from Canada. Our
results suggest that salient n-grams and LxGr patterns can be identified in both legal
French and PL discourse. Some patterns appear to be generic patterns, i.e., they are
linked to the legal register as a whole, while others are specific to a genre or text type.
In particular, our findings contribute to the characterisation of administrative and legal
dissemination in French as phraseological patterns linked to knowledge recontextualisation
and elaboration. Traces of highly complex phraseological patterns from legal language can
be found in both PLAIN corpora, although they are more salient in European French texts,
suggesting that these are more complex (in the sense of ’lexico–grammatically elaborate’)
than Canadian French texts. There are probably deep-rooted cultural reasons for this (higher
expectations placed on French-speaking users of the law/public services, the relatively
recent emergence of the plain language movement in France, differences in legal culture as
well as practice . . . ).

Further research is needed to confirm the preliminary observations set out in this
article. Possible research perspectives include designing a survey to measure the com-
prehensibility of plain legal French by obtaining readability measures (self-paced reading
or eye-tracking) from ad hoc tasks targetting specific features in legal texts: for example,
complex prepositional phrases or passives.

Author Contributions: Conceptualisation, M.B. and C.G.; methodology and analysis C.G.; validation,
M.B. and C.G.; formal analysis, M.B. and C.G.; investigation, M.B. and C.G.; resources, M.B.; data
curation, M.B. and C.G.; writing—original draft preparation, M.B. and C.G.; writing—review and
editing, C.G.; supervision, C.G.; project administration, M.B. All authors have read and agreed to the
published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Publicly available datasets were analysed in this study. These data can
be found here: https://www.scc-csc.ca/case-dossier/cb/index-fra.aspx accessed on 2 November 2023;
https://www.service-public.fr/ accessed on 2 November 2023; https://www.legifrance.gouv.fr/ ac-
cessed on 2 November 2023.

Acknowledgments: The authors would like to thank the anonymous reviewers and coordinators of
this issue.

Conflicts of Interest: The authors declare no conflicts of interest.

Abbreviations

The following abbreviations are used in this manuscript:

det Determiner
LxGr Lexico–Grammatical Pattern
N Noun
NP Noun Phrase
Num Number
PL Plain Language
pmw Per Million Words
Prep Preposition
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Notes

1 i.e., ‘constructions’ in Goldberg’s 1985 sense of the term, such as the passive, the resultative, etc.
2 Complex prepositions involve the embedding of one prepositional phrase within another (such as for the purpose of this section).

Sometimes, these structures undergo lexicalisation in which the first prepositional group functions as a single preposition
(Biel et al. 2015).

3 The terms in capital letters relating to Transitivity in the Systemic Functional Linguistics model are borrowed from (Halliday and
Matthiessen 2013).
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Abstract: There is little linguistic research on the structure of judicial opinions from a discourse
analysis perspective. There are, however, many professional resources about writing judicial opinions.
This paper contributes to genre theory and linguistics of languages for specific purposes by proposing
a role for professional writing advice. We also construct a typology of macrostructures proposed by
professionals and compare them to the move structure of authentic judicial opinions. Our results show
that, in terms of large discourse units, professional resources and move analysis seem to converge.
Professional resources, however, do not describe the variation that may be observed in authentic
documents. In this way, corpora of professional advice may contribute to a deeper understanding of
how a discourse community represents its own genres.

Keywords: genre theory; move analysis; English for Specific Purposes; legal English; case law;
annotation; corpus linguistics

1. Introduction

“Does exploring the structure of opinions have any use?” (Leubsdorf 2002). In this
article, we propose that it does. We agree that students of English for Legal Purposes (ELP)
and legal professionals must have “at least an implicit understanding of this structure by
learning to read an opinion as an opinion, rather than as some other kind of composition”
(Leubsdorf 2002, p. 447). We also believe that linguistic analysis of these crucial documents
is necessary for linguistics and for society. This paper is a first step toward these applied
linguistic issues.

We are interested in judicial opinions in a common law system, and, in particular, in the
decisions of the appellate and Supreme courts in the American judicial system. Regulators
in the American federal and state systems do not advocate a universal format or structure.
Kahn (2016, p. 5) reminds us that “it is not written anywhere that the court must issue an
opinion; there are no rules requiring an opinion to take a certain form”, making this type of
communication “an unexpectedly complicated and subtle genre” (Leubsdorf 2002, p. 451).
Its complexity leads to a need for guidance in the legal community of practice. Hafner
(2014), for example, has pointed out that novice lawyers (students) aspire to demonstrate
their writing expertise in a specific professional legal genre by adapting the codes and
rhetorical choices made by experts in the discourse community. Vance (2011) argues that
the legal community of practice, both professional and academic, has attempted to bring
guidelines to opinion writing, with recommendations in textbooks for professionals and in
the creation of legal writing courses for students preparing for a career as a clerk and then
a judge.

Nevertheless, few sources of professional advice cited deal with aspects of structuring
and organizing information in an opinion (Vance 2011). Instead, they deal with issues of
professional ethics and the context in which clerks and judges operate. When the sources
do address the writing process, they deal mostly with issues of personal style (with an
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emphasis on “Plain English” recommendations), editing, or formatting. Hartig and Lu
(2014, p. 88) summarize the issue as follows: “the majority of textbooks currently available
on professional legal writing are not grounded in research-based descriptions of the genres
that students are expected to produce”.

The exceptions to the aforementioned trend of focusing on lower-level language mat-
ters are rare. Maley (1985), writing from a legal perspective, made a pioneering prototype
for opinion structure based on his analysis of a single judgment. He claimed that the generic
elements of opinions followed the FIRCO structure: “Facts, F, an account of events and/or
the relevant history of the case; Issues, I, either of fact or of law; Reasoning, R; Conclusion,
C, the principle or rule declared applicable for the instant case, and Order or Finding, O”
(Maley 1985, p. 160). Bhatia (1993), writing from a discourse analysis perspective, depicts a
similar overall structure, but emphasizes the interaction between legally significant facts
and applicable law when reaching legal conclusions in judgments. Cheng and Sin (2007)
and Gozdz-Roszkowski (2020) adopt Swalesian move analysis (Swales 1990). The former
compares American judicial opinions to Chinese opinions and finds the following moves:
heading, summary, facts and issues in dispute, arguments/discussion, decision/conclusion.
The latter studies the structure of judges’ justifications in the written decisions of the Polish
Constitutional Tribunal, finding the following moves: object of constitutional review and
constitutional issue, evaluating the admissibility of application based on pre-established
criteria, reconstructing standards of review, evaluating the (non)compliance of a normative
act with the Constitution, and evaluating the effect of ruling. From a natural language
processing perspective, Kalamkar et al. (2022) identify and annotate for twelve rhetorical
roles in a corpus of Indian judicial opinions: preamble, facts, ruling by lower court, is-
sues, argument by petitioner, argument by respondent, analysis, statute, precedent relied,
precedent not relied, ratio of the decision, ruling by present court, and one neutral category.

Given these different types of literature, we ask three research questions: (1) what
structure for judicial decisions do professional manuals about writing opinions propose?;
(2) how does the structure of judicial decisions in a corpus annotated using Swalesian theory
compare to the prescriptive descriptions found in professional manuals?; and (3) how is
the professional literature integrated into genre theory?

This paper is structured as follows: first, we review the literature about genre theory
and move analysis, about the general role of expert advice in genre theory, and about legal
writing manuals more specifically; second, we present our methodology for analyzing a set
of legal writing manuals and for annotating a sample of judicial decisions with Swalesian
discourse analysis. We then compare the results of our analyses of the manuals and the
corpus. We discuss our results in light of the literature, and we conclude.

2. Materials and Methods

2.1. Theoretical Framework
2.1.1. Genre Theory

Before examining sources of professional advice about how to write a judicial opinion,
we survey the literature on writing from the genre analysis perspective. Much of this litera-
ture was originally motivated by attempts to teach composition in humanities programs or
writing skills in the framework of language acquisition or language for specific purposes.
Genre is a useful concept for teaching writing because it covers expectations about the form
and content of an instance of communication, especially written communication. While
genre has long been an object of reflection in studies of rhetoric and of literature, genre
theory as a framework for analyzing language used in professional context developed more
recently in what have been known as the Australian school, the American school, and the
school related to language for specific purposes (LSP) to which Swalesian analysis belongs.

Each school places a different weight on the social or communicative function and on
structure in its definition of genre. New Rhetoric, the American school, which renewed
interest in classical approaches to rhetoric while introducing concepts from social sciences
and pragmatics, emphasizes the functional nature of genres over the formal aspects (Miller
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1984). Miller (1984) also famously defined genres as a “social action” in the title of her article.
Miller (1984, p. 159) states that genres are “typified rhetorical actions based in recurrent
situations”. Second, in systemic functional linguistics, the Australian school, there is also
a focus on function, but it additionally highlights the importance of structure in defining
genre as “staged goal-oriented social process” (Martin 2009). Third, in an LSP perspective,
Swales (1990, p. 58) defines genre as “a class of communicative events, the members of
which share some set of communicative purposes. [. . .] These purposes are recognized by
the expert members of the parent discourse community and thereby constitute the rationale
for the genre. This rationale shapes the schematic structure of the discourse”. Swales’
definition focuses more clearly on structure as related to community expectations and is
the most widely used genre framework. Legal language is also more prone to respect a
given structure because of the risk of litigation if documents are deemed not to conform to
standards (Hiltunen 2012). For this reason, we adopt a Swalesian approach to studying the
structure of judicial opinions.

Swalesian discourse analysis (Swales 1990, 2004; Moreno and Swales 2018) allows
for studying genre at a meso level, between the whole document level and the lexico-
grammatical level. Swales (1990) developed the framework in order to teach students
of English for academic purposes (EAP) to learn the smaller units involved in creating a
research article. The units defined by Swalesian analysis are called moves and steps. Moves
are more abstract units, defined as “discoursal or rhetorical units performing coherent
communicative functions in texts” (Swales 2004, pp. 228–29). Steps are concrete in that they
are “text fragments” (Moreno and Swales 2018, p. 40) that “primarily function to achieve
the purpose of the move” (Connor et al. 2007, p. 24) to which they belong.

Move analysis provides a framework for studying how language interacts with social
expectations in a community of experts at multiple levels of genre analysis. Researchers
carrying out move analysis have highlighted that the analysis cannot uniquely rely on a
corpus of specialized documents, but implies interaction with the professional community
itself (Tarone et al. 1998). For this reason, Swalesian move analysis has integrated feedback
from these experts in three ways (Moreno and Swales 2018). First, before undertaking
a move analysis in a given professional field, professionals may be surveyed about the
types of documents that are crucial to their work. Second, experts may be asked to provide
examples of typical documents for a given genre. Third, experts may interact with analysts
to validate the final annotation schemes proposed (Moreno and Swales 2018, p. 41) “given
their deeper knowledge of the text subject matter and their stronger intuitions regarding
the typical rhetorical structure and language used in good papers in their fields”. However,
given that most of the literature using move analysis is published on research articles
and, as such, the role of researcher and professional is not clearly distinguished, there is
little research on how professional advice for producing written documents is treated in
genre theory.

2.1.2. The Role of Expert Literature in Genre Theory

In short, we ask what role genre theory has reserved for expert advice in the form of
manuals and articles rather than more spontaneous consultation of experts. As a pioneer
in the analysis of legal discourse genres, Bhatia suggested that the study of legal genres
should include a review of the related literature, and in particular professional literature
(Bhatia 1993). However, increasing access to corpora of authentic legal documents has
brought corpus-based studies on discourse to the forefront of genre studies. Our review of
the scientific literature indicates that a comparison of professional literature to authentic
corpora is lacking in English for Legal Purposes.

On one hand, existing literature focuses instead on what genre theory can bring to
professionals in terms of instruction materials (Tribble 2009). This is, however, almost
exclusively for students learning English for Academic Purposes (EAP). In this context,
Tribble (2009) identifies three different traditions that EAP teachers use to teach writing to
their learners. Particularly, Tribble (2009) identifies the “Social/Genre” tradition, which
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features analyzing texts and discourse of a specific genre through its structural and lexico-
grammatical elements (move analysis). On the other hand, as pointed out by Hyland (2012):
“unlike much of the academic writing research, however, a great deal of professional writing
research has been motivated less by pedagogical concerns than by the desire to gain an
understanding of how people communicate effectively and strategically in organizations”
(Hyland 2012, p. 104). In other words, other than EAP, research results coming from genre
theory are not directly informing professionals about writing; professional writing advice,
in turn, is not generally informing genre theory, with the exception of research writing.
Concerning research writing, Norman (2003) questioned the instructions found in scientific-
style manuals, in particular the instructions recommending a uniform terminology to
designate constant entities in the same text. His study of a corpus of authentic documents
concluded that these instructions were respected. Yang and Pan (2023), again based on a
corpus of authentic documents, determined that the recommendations concerning the use
of informal elements in writing generally corresponded to writers’ practices.

The rift, with few exceptions, between professional writing advice and academic
studies of specialized discourse is contradictory in the light of the importance of the
concept of discourse community (Tribble 2015, p. 442) in genre theory. One of the scholars
who adopts this term, Swales (1990, 2016), reminds us of the social nature of a discourse
community, within which certain groups create or influence their own discursive practices
as they develop conventions that meet their communication needs. Disciplinary experts
are the most influential and attempt to direct communication to what they perceive as the
needs of the discourse community. In return, novice members of the discourse community
develop their writing expertise through their interaction with competent participants of
the same community. Bhatia (2004, p. 165) highlights the high degree of interrelation
between genre knowledge and what he defines as professional expertise, and asserts that
the former “seems to be the key to pragmatic success in the use of language in wide-ranging
professional contexts”. In this way, it is through the concept of discourse community that
expert advice about genre production is integrated into the definition of a particular genre
and, by extension, into the notion of genre itself.

However, none of the literature, in the American context, has attempted to compare
the extensive advice given about legal writing, and, in particular, the writing of judicial
opinions, to actual legal documents. This is perhaps because of the singular place that
writing and written documents have in law. While it is assumed that the foundations of
professional writing, be it letters, emails, reports, or formal speeches, are learned during
secondary and higher education, it cannot be assumed that students know how to write a
brief or a judicial opinion without specific training. The singularity of these genres, their
importance, and their complexity has led to a corpus of professional advice on legal writing
that has yet to be fully incorporated into genre theory. We survey some of the characteristics
of this literature in the following section.

2.1.3. Manuals

Manuals and professional articles, as argued in the previous section, can be viewed
as a part of specialized communication, written by professional experts for professional
novices with the objective of sharing their genre knowledge of the judicial opinion. Since
their pragmatic aim is to ‘tell how to do’ in the course of a succession of obligatory or
optional steps, they can be classified as procedural or instructional texts. Adam (2001)
identifies several non-exclusive subsets under this umbrella name:

• Regulatory texts, which aim to regulate the behavior of one or more individuals;
• Programmer texts, where a speaker–programmer who is competent in a domain

transfers their know-how to a reader–actor through the description of a process to
be executed;

• Instructional–prescriptive texts that directly prompt action;
• The injunctive–instructional texts, similar to the previous ones in that they set up

injunctive instructions;
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• Advisory texts;
• Receipt texts.

According to Aouladomar and Saint-Dizier (2005), procedural texts use arguments
based on the principles of rhetoric to convince the addressee to perform the prescribed
actions. These texts, therefore, appeal to concepts of logic, but also to the emotions of
their readers.

To sum up our literature review, we find three gaps in the literature about specialized
genres, especially legal genres. First, the role of professional advice in the form of manuals
is not well-defined in genre analysis. Second, there is no summary, neither in the legal
nor in the linguistic literature about the overall structure proposed by the manuals and
professional articles. Thirdly, a comparison between professional writing resources and an
academic study of American judicial opinions is lacking. We propose a methodology for
answering these questions in the following section.

2.2. Methodology
2.2.1. Manuals

For the analysis, we selected eleven different sources, based on their relevance and
accessibility. Out of the 45 resources for judicial writing presented by Vance (2011), we
collected those that were either available online or in French libraries. We then excluded the
sources that did not provide recommendations or information on the actual or advisable
structure of judicial opinions. In the end, seven resources presented by Vance (2011)
were integrated into our analysis. These include two journal articles, two manuals for
professionals, and three books addressing issues of legal writing and opinion writing.
Besides Vance’s (2011) sources, our own review of the existing literature about judicial
writing led us to analyze three additional documents: three books intended to facilitate
lawyers’ understanding of judges’ opinions. The sources we analyzed mostly concern
appellate opinions in the US judicial system, although some of them are more general
and include district court opinions, while one of them is more specific and addresses the
question of Supreme Court opinions. Table 1, below, offers an overview of the sources and
a more detailed description of manuals and articles reviewed can be found in Appendix A:

Table 1. Overview of the judicial manuals under study.

Reference
Descriptive

/Prescriptive
Target Audience Level of Detail Author’s Expertise

(Douglas 1983) “How To Write a
Concise Opinion” Prescriptive Judges Low Judge

(Federal Judicial Center 2020) Law
Clerk Handbook Prescriptive Law clerks Low Judges (judicial agency)

(Klein 1995) “Opinion Writing
Assistance Involving Law Clerks:

What I Tell Them”
Prescriptive Law clerks Low Judge

(McKinney 2014) Reading Like
a Lawyer Descriptive Students

/lawyers Low Scholar

(van Geel 2009) Understanding
Supreme Court Opinions Descriptive Students

/lawyers Low Scholar

(Armstrong and Terrell 2009)
Thinking Like a Writer: A Lawyer’s

Guide to Effective Writing and
Editing

Prescriptive Lawyers Low Scholars

(Federal Judicial Center 2013)
Judicial Writing Manual Prescriptive Judges High Judges (judicial agency)
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Table 1. Cont.

Reference
Descriptive

/Prescriptive
Target Audience Level of Detail Author’s Expertise

(Aldisert et al. 2009) “Opinion
Writing and Opinion Readers” Prescriptive Judges/law clerks High Judge

(Aldisert 2012) Opinion Writing Prescriptive Judges/law clerks High Judge

(Sheppard 2008) “The ‘Write’ Way:
A Judicial Clerk’s Guide for

Writing for the Court”

Descriptive
/prescriptive

Students
/lawyers High Scholar

(Leubsdorf 2002) “The Structure of
Judicial Opinions” Descriptive Students

/lawyers High Scholar

As mentioned in our introduction, our purpose is to compare the move structure
of judicial opinions to the structure that is described and recommended in the resources
created by the legal community. However, legal professionals do not describe legal opin-
ions in terms of moves. The nature of the structure and linguistic observations put forth
by the legal community about the communicative features of judicial opinions is hetero-
genic. Therefore, we will not refer to the categories established in our exploration of the
professional literature as moves or steps. Instead, we use the term macro-divisions; these
are defined using 1–5 below. We establish an inventory of potential macro-divisions as
described by the resources about judicial opinion writing.

To establish this inventory, we used the following methodology:

1. In the manuals, we identified sections that indicate a description of the outline, the
format, or the structure that opinions usually have or should have;

2. Within these sections, each specific feature described in at least one of the sources was
then considered a potential macro-division of a judicial opinion;

3. After examining all the resources, we then counted the number of occurrences of a
potential macro-division;

4. Additionally, we found lower level divisions inside the macro-divisions identified
in phase 2 of our methodology. For example, some of the sources simply propose
that opinions include a section in which the court justifies the final decision without
giving details about its content. Others provide details about the stages involved in
the justification (see Figure A1 for examples);

5. Before presenting the results of this exploration, we classified our sources according to
different analytic criteria: descriptive/prescriptive, author’s expertise, target audience,
and level of detail.

Our overview of the sources led us to classify the macro-division into different groups.
First, we carried out an analysis of the macro-divisions that we found in sources with a
low level of detail and then to those found in sources with a high level of detail. Sources
with a low level of detail offer only very brief descriptions of the communicative features
that should make up a judicial opinion, usually in one page or even less for the whole
account of the structure of a judicial opinion. Sources with a high level detail offer longer
descriptions of the divisions, usually, more than three pages. When a macro-division was
present in all or virtually all the sources of a group, we also provided the position in which
their author said they appear or should appear in a judicial opinion. One exception was
the source “The Structure of Judicial Opinions”, which does not explicitly state the order of
appearance of the opinion’s main elements.

The authors’ expertise criterion seemed to correlate with the descriptive/prescriptive
criterion. For this reason, we then compared the macro-divisions of the source group Judges
vs. the group Scholar. This distinction reflects the possible different views towards the
structure of the judicial opinion within the legal community.
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2.2.2. Move Analysis

The move analysis was carried out on a sample corpus of Supreme Court of the United
States (SCOTUS) majority opinions. We describe the two phases of annotations and the
construction of a representative corpus in the following paragraphs.

The annotation took place in two phases. In the first phase, we based our methodology
on Moreno and Swales’s (2018) move analysis of the discussion section of research articles.
In this, steps are annotated based on functional rather than formal criteria: “A step is a text
fragment containing ‘new propositional meaning’ from which a specific communicative
function can be inferred ‘at a low level of generalization by a competent reader of the
genre’” (Moreno and Swales 2018, p. 49). As per its linguistic instantiation, “[a] step can
be realised by a proposition, a proposition complex or an even larger fragment of text”.
(Moreno and Swales 2018, p. 48). However, because the annotations are part of a larger
project (Lexhnology ANR-22-CE38-0004) that includes machine learning, we first had to
impose a clear and coherent segmentation based on formal units. We chose the unit of a
grammatical sentence. We assigned a communicative function, a step, to each unit.

For the annotation itself, we used the free annotation software Taguette (Rampin
and Rampin 2018) to carry out an exploratory study of 5 historical landmark opinions
in SCOTUS case law (see Appendix B). We annotated a shared version of each opinion.
This phase resulted in more than 100 steps for the 5 opinions. Following Moreno and
Swales (2018), we also proposed 10 prototypical moves (see Figure A3 in Appendix B)
based on observations of patterns in some of the opinions, on the manuals, and on how we
thought the moves should logically be constituted. We especially focused on transitions
that signaled the openings and closings.

We then decided to test the moves and steps from the first phase on a more represen-
tative corpus of SCOTUS majority opinions. The corpus was constructed by consortium
partners in Lexhnology (see Acknowledgements for details). We used the SCOTUS Opin-
ions (Fiddler 2020) corpus available online. SCOTUS Opinions was itself taken from the
website Court Listener (CourtListener 2024) and enriched with metadata about the cases.
As majority opinions are long and the annotation process is complicated, we wanted to
create a sample corpus with the smallest number of opinions that would optimize represen-
tativity in terms of date, length, and theme. We, therefore, created a representative corpus
for the majority opinions from 1945 to 2020 using two criteria: the justice listed as author
of the majority opinion and theme. Author was chosen because this variable covers the
variation linked to date and length of the opinions. As for the themes, they were constructed
with a K-means clustering algorithm (K = 18) using term frequency * inverse document
frequency. This process allowed us to group our data into thematic homogeneous groups,
resulting in 18 different themes. Finally, we chose a threshold of the first 4 most productive
justices for each theme, as this gave us the best representativity for the smallest number of
opinions. The total number of opinions in the sample corpus was 18.

This representative corpus was used in the second phase of annotation. We tagged
the full sample of 18 opinions described in the preceding paragraph. Each opinion was
annotated separately by one of the authors of this article without consultation. After each
opinion was annotated, we then discussed each segment to resolve differences in annotation.
At the end of this process, we reduced the initial list of more than 100 steps to 34 steps (see
Figure A4 in Appendix B). These were validated by an external legal expert. All 18 opinions
were reannotated with the final set of annotations. The current Cohen’s Kappa for the
annotation scheme and process is 0.66, which indicates that we have achieved a good
level of coherence when we annotate the same opinion separately. In terms of distribution,
Figure 1 below shows the percentage of annotation agreement between the two annotators
on the left. On the right, Figure 1 shows how frequently an annotation appears. To give
a few examples, some annotations, such as granting certiorari are infrequent because they
appear only once in each opinion; however, they contain fixed language and are easy to
identify. Other annotations, such as recalling a SCOTUS opinion, appear frequently, but
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are more difficult to identify because they are more closely related to other interpretation
annotations, such as stating the Court’s reasoning.

Figure 1. Percentage of annotator agreement according to frequency of individual annotation.

The frequency of appearance per annotation was obtained by counting the number of
occurrences of each annotation for each annotator. We then harmonized these results by
averaging the appearance frequencies per annotation for each annotator. The annotator
agreement per annotation was obtained by counting the number of times both annotators
had chosen to annotate the same segment with the annotation in question. This number
was then divided by the number of occurrences of the annotation by each annotator. We
then harmonized these results by averaging the annotator agreements per annotation and
per annotator.

Importantly, the prototypical moves identified in the first annotation phase did not
appear in the representative sample. This points to wide variation of SCOTUS opinions in
terms of larger discourse units. We plan to investigate the move level of macro-divisions in
a later study using machine learning to identify regular patterns of steps. For this paper,
however, our corpus-based study focused on the steps that were manually annotated. This
choice is in line with the methodology proposed by Moreno and Swales (2018, p. 44), who
conclude after reviewing the move analysis literature that “steps may be better indicators of
shared psychological realities than moves and that annotating [. . .] sections for their steps
before conceptualising the moves might help us to arrive at a clearer picture of what is
happening [. . .]”. In our methodology, the steps were then compared to the macro-divisions
found in the expert literature.

3. Results

3.1. Manuals

A summary of our analyses of the manuals is presented in Figures A1 and A2 (see
Appendix A), which indicate each source in the left-hand column, the presence or absence
of the rhetorical divisions identified from that same source or from others included in
our scope of research. Figure A1 separates the sources that evoke the structure of judicial
decisions in detail from those that do not enter into detail. Figure A2 separates sources
written by judges from those written by academics.

The figures show that five macro-divisions are found in almost all the sources analyzed:

• Introduction/Orientation Paragraph(s);
• Facts;
• Issues to be decided/legal questions;
• Justification of the decision of the court;
• Final action taken by the reviewing court.

In particular, for sources with a low level of detail, these divisions are sometimes the
only structure cited by the experts. For example, Justice Charles Douglas (1983, pp. 4–6)
describes them as the “five constituent parts of an opinion”, without developing their
content further other than in a few sentences about the introduction, which he describes as
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follows: “the nature of the action and how it got to the appellate court”. These divisions
echo the FIRCO structure proposed by Maley (1985). However, our observations highlight
the almost systematic presence of a section introducing the opinions. In addition, we note
that while the concluding part of the opinions (‘Final action taken by the reviewing court’)
seems to omit the letter O of Maley’s model, in reality, when we look at sources that are
more generous in their descriptions or recommendations, we notice that the announcement
of the judgment is often followed by instructions to the lower courts, particularly when the
case is remanded. This shows a fit with the FIRCO model.

Thus, according to legal professionals, the five main divisions seem to represent the
backbone of any judicial decision. This also echoes the Greco-Roman model of the art of
persuasive rhetoric presented by Aldisert (2012):

• Exordium, i.e., the introduction that presents the major questions of the case (How?
What? Who? When? Where?);

• Divisio, or the announcement of the division of the case according to the legal issues
to be discussed;

• Narratio, the recounting of the facts of the case;
• Confirmatio, i.e., the presentation of evidence to analyze the parties’ arguments on the

points of law;
• Peroratio, the final legal conclusion of the case.

According to Aldisert et al., “these five parts form the structure of every well written
opinion. Each is absolutely essential” (Aldisert et al. 2009, p. 24). As these parts are found
in almost all the sources analyzed, we were also able to compare their order of appearance
in the texts according to their authors. This analysis is of interest only for the intermediate
parts, but it shows that there is no consensus on the question of presenting facts before
legal issues. Indeed, excluding Leubsdorf’s (2002) article, for which the order of divisions is
omitted, facts are presented before legal issues in half the sources observed. This quotation
from Aldisert et al. (2009) may shed some light on divergent points of view: “The statement
of issues usually should precede the narration of the facts. [...] This does not mean that
the statement of issues must always precede the statement of facts in the final draft of the
opinion. That may depend on style” (Aldisert et al. 2009, p. 28).

This is, therefore, a matter of personal preference, and may also depend on the type
of case. In some highly procedural cases, the facts in dispute are the very problem to be
solved. Thus, some authors do not attribute a formal rule to this question, and speak of
conventions that evolve over time. For McKinney (2014, p. 23), the presentation of legal
issues must take place “someplace in the opinion”. Within the lower level divisions, only
the introduction/orientation paragraphs and justification of the decision of the Court sections
are the subject of significant clarification regarding their content. The legal professionals
emphasize the role of the introductory paragraphs in setting the scene, focusing above all
on the presentation of the parties and the procedural elements that led to the trial before
the adjudicating court. Most authors also emphasize the introductory section’s function of
anticipating information, which they believe should announce the legal issue and the final
judgment before they are repeated later in the opinion.

The justification section, on the other hand, contains few elements, according to the
sources studied, which indicate that the section must apply the law to the facts. It should
be noted, however, that the high-level sources systematically include an assessment and
then a rejection of the losing party’s claims and arguments in the present case.

Finally, a comparison of the sources written by judges and those written by scholars
reveals that they differ above all in the introduction. Judges attach greater importance to
this part, and, thus, recommend that the parties to the case be precisely identified. The
anticipatory function of the introduction is also widely emphasized by the judges, who
clearly distinguish themselves from the scholars by recommending that both the legal
problem and the final judgment be announced in the very first lines of the opinion.
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3.2. Move Analysis

As compared to the analysis of manuals, the move analysis shows that SCOTUS
opinions vary widely in their structure. We grouped the 34 finalized step annotations (see
Appendix B, Figure A4) into the categories shown in Figure 2 (below). It is important to
emphasize that the categories are not moves, but a classification of types of steps: indeed,
we believe that moves are situated at an intermediate level between the step-level and the
category-level. Other differences also exist. The categories legal question(s) and legal sources
are thematic rather than communicative. They are, thus, likely to appear throughout the text,
interspersed amongst steps pertaining to another category. Furthermore, a third category,
which is metadiscursive (announcing function), contains only one step and also appears
throughout the text. The three remaining categories represent broad communicative
functions. They are analogous to sections of research articles, i.e., introduction, literature,
methods, etc. These are broad and very long sections that are generally considered to be at a
higher level of discourse than moves in Swalesian analysis.

Figure 2. Categorization of steps.

The typology includes five larger categories:
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1. Setting the scene: the Court’s decisions usually consist of introductory paragraphs
that serve to introduce the case to the reader. They, therefore, contain elements relating
to the nature of the parties, their claims in the case, the material facts concerning
them, and the course of the proceedings that led the Court to rule on the case as
final jurisdiction;

2. Legal questions: the indication of the legal issue to be resolved by the Court generally
comes at the end of the setting of the case. However, we have placed it in a separate
category, since we have found that it can also be stated several times in the opinion,
sometimes in ways that broaden or narrow the issue;

3. Legal sources: we have also placed sources of law in a separate category. Indeed, many
sources of law, whether case law, legislation, or the Constitution, appear throughout
the opinions. Sometimes, the judges clearly highlight a section in their opinion that
describes the sources of law that will be discussed in the analysis section. However,
whenever sources of law are evoked in support of the judges’ arguments, we consider
that they should be associated with the rhetorical functions of the analysis section;

4. Analysis: this category corresponds to the heart of SCOTUS opinions. It is generally
the longest, beginning after the expository part and ending before the statement
of the final decision. The text is argumentative in nature, and includes the Court’s
justification in response to the parties’ arguments;

5. Resolution: this section reports on the resolution of the legal problem of the case by
stating the final decision, following the argument of the majority. If the final judgment
is mandatory, it may sometimes be accompanied by instructions for the lower courts
and/or considerations of the impact of the decision on civil society.

In terms of the overall order in which the steps appear, some appear in a relatively
fixed position in the text. In general, steps that appear in the category setting the scene appear
first, followed by those in the analysis, and finally, resolution. Other steps, however, appear
throughout the opinion. These include the metadiscursive step announcing function, the
issue, and the steps related to dealing with other sources. Crucially, the largest number of
steps relate to the analysis of the justices. They also represent the largest part of the opinions.

The annotation process and final annotation scheme make it clear that the macro-
divisions proposed by the manuals and professional articles are not on the same level as
steps. Overall, the macro-divisions proposed by professionals are based on long-standing
rhetorical divisions that are larger than steps. Nor are they moves, as moves had not yet
emerged from the representative sample corpus. This is because there is wide variation
in how the steps appear in opinions in the sample corpus. We also did not find clear
transitions that would open and close moves in the sample corpus. We discuss our findings
in detail in the following section.

4. Discussion

Our study contributes to the conversation about the role of expert advice in language
for specific purposes. We structure this discussion around our three research questions,
starting from the most concrete and moving to the more theoretical.

4.1. The Structure of Judicial Decisions According to Professional Manuals

The macro-divisions in the manuals include introduction, facts, issues, reasoning, and
final decision. These divisions are similar to the divisions observed by some researchers,
such as Bhatia (1993). According to Aldisert (2009), this organization is highly influenced
by classical rhetoric studies.

4.2. Comparison of Professional Manuals and Authentic Documents

We also investigate how the content of professional manuals compares with authentic
documents. These questions are relatively new to the disciplinary framework of legal
English, despite Bhatia’s (1993) earlier recommendations to carry out such comparisons.
While this study is the first to adopt Bhatia’s (1993) suggestions for legal English, such a
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comparison exists in other specialized domains at a microlevel, as shown by the studies
of Norman (2003) and Yang and Pan (2023) who found that expert advice was coherent
with what was found in authentic scientific writing. As compared to the studies mentioned,
we study a higher level of discourse and legal language. In our study of judicial opinions,
the divisions we observe in prescriptions or descriptions in professional writing advice
sometimes also correspond to those in the corpus of judicial opinions. In our corpus, we
observe categories of steps that are similar to the five categories identified in the majority
of manuals: setting the scene in our corpus study is similar to introduction in the manuals;
analysis is similar to reasoning; and resolution is similar to final decision. These sections
generally appear in the same order, in the professional manuals, academic research (Bhatia
1993; Kalamkar et al. 2022), and in our corpus study. Furthermore, issue is identified in all
of these studies. Our study shows, however, that this division does not always appear in
the same place.

One major difference in our corpus study is that we carry out an analysis at a lower
level of discourse. At step level, for example, we find a variety of text fragments related to
dealing with different “sources of discourse”. This level of precision is not found in most
manuals. The manuals, therefore, do not include the wide range of units and discourse
strategies used to build the legal opinions, for example the variety of steps in the analysis
category identified during our move analysis. In addition, the manuals present judicial
opinions as having a stable structure. In a similar vein, the recommendations set out in the
manuals are deliberately vague.

Legal professionals’ effort to link the Aristotelian rhetorical model to the structure of
opinions may be aimed at demonstrating continuity with accepted models of persuasion.
According to this reasoning, accepted models may be legitimately reproduced and, as a
consequence, are generally observed in legal opinions. In addition, by arguing that opinion
writing is based on ancient and immutable rhetorical principles, legal professionals may
avoid giving the impression that legal decisions are arbitrary.

The findings of this study, however, contradict the representation of SCOTUS opinions
as uniform and stable. Instead, they suggest that the structure of SCOTUS opinions is
highly variable. For example, no moves can currently be constructed from the steps because
full annotation will be necessary to recognize, possibly with the help of machine learning,
patterns of steps. This variation may be explained by the fact that there is no ready-made
answer to justify a legal decision in the United States. The legal cases handled by American
courts are highly diverse, and this diversity of legal facts necessarily calls for a tailor-made
response from judges. It can also be seen as a desire to leave the field of interpretation open.
According to Black et al. (2016), SCOTUS justices alter their opinion writing to improve
compliance and to increase the general public’s acceptance of their decisions. The same
idea of strategic writing can be applied to communicative structure.

In sum, what characterizes SCOTUS decisions is the relative freedom to deploy ar-
guments to achieve varying communicative purposes. A highly elaborate and standard
framework for opinion-writing would reduce this freedom, especially because all American
justices and judges do not necessarily adhere to the same school of legal theory or target the
same audience members. SCOTUS opinions, for example, may be different from the opin-
ions of lower appellate courts because SCOTUS opinions are covered by the press. SCOTUS
justices also tend to have a distinct style, which may introduce even more variation into the
structure of the opinions.

4.3. Contributions to Move Analysis and Genre Theory

Our study contributes nuances to move analysis and genre theory. We find that the
divisions we observe in the opinions are more cyclical than moves in scientific articles.
Discourse in case law is based on constructing logical arguments using different sources of
discourse. Scientific articles, on the contrary, construct a more linear argument that clearly
‘moves’ in one direction. The popularity of the model developed by Swales lies in its ability
to account for discursive configurations inherent to a given genre. These configurations are
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not immutable, however, and when they are applicable, which is not always the case (see
Maswana et al. (2015) in the hard sciences, and Lu et al. (2021) for the social sciences), they
can be modified according to the needs of the writer.

Our corpus-based study of macro-divisions in SCOTUS opinions reveals that linear
progression does not always match how judges write opinions. At the step level, we found
cyclical movements based on interdiscursivity and intertextuality. Indeed, to support their
arguments, judges often call on external sources of law, on their own discourse set out
earlier in the judgment, or on the arguments of the losing party in order to reject them. This
intermingling of external sources of discourse tends to disrupt the communicative unity
of the judges’ argument and the linear trajectory of the discourse’s main thread. In some
cases, such as Baldwin v. Reese (2004), the cyclical dimension of the discourse is explicitly
present, as seen in Figure 3.

Figure 3. Example of cyclical distribution of Analysis steps in Baldwin v. Reese (2004).

Finally, we contribute to genre analysis by questioning the role of expert advice in
studying genre. Our literature review and our studies show that (1) expert advice does not
completely deviate from the structure of authentic corpora; (2) when there are a number of
sources of expert advice, such as about opinion writing, they tend to converge; (3) expert
advice tends to present a simplified representation of the documents described. For exam-
ple, the variation we observe in the structure of SCOTUS opinions is not addressed in the
manuals; (4) this may be motivated by the desire to give non-members of the discourse
community the impression that the production of judicial opinions is unified and, thus, con-
trolled, whereas, in practice, the lack of constraints about opinion writing give justices large
margins of freedom to adopt variable patterns of justification; (5) expert advice in opinion
writing tends to integrate traditions from larger persuasive language, such as Greco-Roman
models; (6) expert advice on language should be a more prevalent object of study for
linguistics and language for specific purposes. While this discourse does not represent
the complexity of authentic corpora, collections of expert advice contribute to a discourse
community’s auto representation, which contributes nuance to genre analysis. They are also
sources for studying interaction between a given specialized language and less specialized
language, as the references to Greco-Roman rhetoric show in legal argumentation.

5. Conclusions

This study contributes to a richer vision of specialized genres and language, in which
expert advice is both an additional source of information about specialized discourse and
an object of study itself. Much research remains to be done, both on legal expert advice
and on the opinions itself. One future perspective for genre research that our findings
highlight is the representation of genres by their own discourse communities. In the case of
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SCOTUS majority opinions, this aspect may be further researched once the annotation of
the full corpus has been achieved. The full annotation will allow for a closer observation
of trends of step organization and move construction. Interviews with American judges
and other legal professionals may allow for comparing current perceptions of the discourse
community about the structure of majority opinions with their actual structure. Future
studies may include investigating courses about writing or reading judicial opinions. For
the time being, however, the present study points to the complimentary information that
may be found by analyzing both the professional literature about majority opinions and
our corpus of SCOTUS opinions.
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Appendix A

• Aldisert (2012) and Aldisert et al. (2009): two of the sources are written by judge
Ruggero J. Aldisert. At the time of publication, he was an appellate judge in the U.S.
Court of Appeals for the Third Circuit. The first source is a monograph entitled Opinion
Writing (Aldisert 2012). It provides guidance for professionals who aim to learn or
to perfect their opinion writing. The second source by Aldisert is an article entitled
“Opinion Writing and Opinion Readers” (Aldisert et al. 2009). It draws on the topics
presented in the second edition of Opinion Writing “while specifically highlighting the
relationship between opinion writing and opinion readers” (Aldisert et al. 2009, p. 4).
These two sources offer the most detailed description of the structure of an opinion
in terms of macro-divisions. Opinion Writing has an entire section dedicated to the
“Anatomy of an Opinion”, while “Opinion Writing and Opinion Readers” intends to
“dissect the ideal structure of an opinion” (Aldisert et al. 2009, p. 4). These sources,
thus, adopt a prescriptive view towards the professional community of judges and
law clerks. They are based on the author’s 30-year experience as an appellate judge.

• Douglas (1983): “How to write a concise opinion” (Douglas 1983) is a short article
written by appellate judge Charles G. Douglas. It was published in the Judges Journal,
suggesting a readership composed of a majority of judges. It adopts a very prescriptive
view on how judges should write their opinion in order to reduce its length.

• Federal Judicial Center (2013, 2020): the handbooks Law Clerk Handbook and Judicial
Writing Manual are comparable in that they are intended as manuals for professionals.
Both are written by the same judicial agency, the Federal Judicial Center. They provide
an overview of legal professionals’ specific duties with a chapter focusing on research
and legal writing. These two sources are prescriptive and provide the same type
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of guidance. Judicial Writing Manual, however, offers a more detailed view of the
structure that an opinion should have.

• Klein (1995): “Opinion Writing Assistance Involving Law Clerks” is an article written
by judge Richard B. Klein. It specifically addresses law clerks and recommends
guidelines to improve their opinion writing. These recommendations are drawn from
Klein’s own experience as a judge, as they “fit his personal style” (Klein 1995, p. 7).
The article is relatively detailed and comments on lower levels of language as well.

• Sheppard (2008): “The ‘Write’ Way: A Judicial Clerk’s Guide to Writing for the Court”
is an article written by Jennifer Sheppard and published in the University of Baltimore
Law Review. Jennifer Sheppard is an Assistant Law Professor at Mercer University
School of Law. She addresses law clerks and law students and offers a fairly detailed
approach to writing an opinion. Her article is both descriptive and prescriptive as
regards to format. She presents excerpts from actual opinions and guidelines to clerks,
based on what an opinion generally includes. Her description is not, however, informed
by an identified corpus of opinions. Importantly, she states that “the format of an
opinion may vary depending on the court or the case itself” (Sheppard 2008, p. 79).

• Armstrong and Terrell (2009): Thinking like a Writer: a Lawyer’s guide to effective writing
and editing has only a short section about judicial opinion writing. The rest of the book
presents a large set of principles and tips that lawyers should use to improve their
legal writing in general. These same principles are used to describe “the structure of
a simple opinion” (Armstrong and Terrell 2009, p. 259). The description of macro-
divisions is based on what the authors, drawing on their experience, consider logical
and coherent for a judicial opinion.

• van Geel (2009): Understanding Supreme Court Opinions is a book intended for law
students. Its author, T.R. Van Geel (professor of law and political science), says that
it should supplement their constitutional casebook material. The audience can also
include lawyers who wish to improve their understanding of SCOTUS opinions. The
book adopts a descriptive approach. The organizational structure is referred to in
terms of the most typical elements shared among Court’s opinions.

• McKinney (2014): The book Reading Like a Lawyer was written by the law professor
Ruth Ann McKinney. As the title suggests, its target audience is lawyers who want to
improve their strategies for reading case law. The book includes a brief description
of the structure of a judicial opinion, based on “conventions that have evolved over
time” (McKinney 2014, p. 23). No further detail about the macro-divisions is given.

• Leubsdorf (2002): “The Structure of Judicial Opinions” takes a linguistic perspective
when describing judicial opinions. This distinguishes the long article from the other
sources studied in this article. Its author, law professor John Leubsdorf, describes
these documents being examples of a complex genre that intertwines different voices
and stories. Although it includes the main elements of an opinion in detail, the piece
does not explicitly state how the information is organized within these elements, nor
does Leubsdorf present the order in which law students or lawyers are expected
to encounter the information within the main elements. Like most of the profes-
sional sources, Leubsdorf’s analysis relies on his own practice and experience as a
law practitioner.
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Appendix B

 
Figure A3. Ten prototypical moves from first phase of annotation.

 

Figure A4. Final set of step annotations after the second phase of annotation.

References

Adam, Jean-Michel. 2001. Types de textes ou genres de discours? Comment classer les textes qui disent de et comment faire? Langages
35: 10–27. [CrossRef]

Aldisert, Ruggero J. 2009. Opinion Writing, 2nd ed. Bloomington: AuthorHouse.
Aldisert, Ruggero J. 2012. Opinion Writing, 3rd ed. Durham: Carolina Academic Press.

53



Languages 2024, 9, 119

Aldisert, Ruggero J., Meehan Rasch, and Matthew P. Bartlett. 2009. Opinion Writing and Opinion Readers. Cardozo Law Review 31: 43.
Aouladomar, Farida, and Patrick Saint-Dizier. 2005. Towards Generating Procedural Texts: An Exploration of Their Rhetorical and

Argumentative Structure. Paper present at the Tenth European Workshop on Natural Language Generation (ENLG-05), Aberdeen,
UK, August 8–10.

Armstrong, Stephen V., and Timothy P. Terrell. 2009. Thinking Like a Writer: A Lawyer’s Guide to Writing and Editing, 3rd ed. New York:
Practsising Law Institute.

Baldwin v. Reese. 2004. 541 US 27. Washington, DC: U.S. Supreme Court Center.
Bhatia, Vijay K. 1993. Analysing Genre: Language Use in Professional Settings. London: Longman.
Bhatia, Vijay K. 2004. Worlds of Written Discourse: A Genre-Based View. London: Bloomsbury Academic.
Black, Ryan C., Ryan J. Owens, Justin Wedeking, and Patrick C. Wohlfarth. 2016. U.S. Supreme Court Opinions and Their Audiences.

Cambridge: Cambridge University Press.
Cheng, Le, and King-kui Sin. 2007. Contrastive Analysis of Chinese and American Court Judgments. In Language and the Law:

International Outlooks. Edited by Krzysztof Kredens and Stanislaw Goźdź-Roszkowski. Berlin: Peter Lang, pp. 325–56. Available
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Abstract: This applied linguistics study on the lay discourse about legal language analyses online
public reactions to a court decision in the Sarah Halimi case, a French Jewish woman killed by her
neighbour in Paris in 2017. This study draws on discourse analysis with a focus on semantics analysis
and dialogism theory to delve into how legal discourse is disseminated in forums and undergoes
semantic redefinition through users’ language practices of legal notion in their own discourses.
Thus, the aim of this study is not to develop linguistics theories but to use linguistics to explore
the relationship between (1) the public representation and perception of this murder case in three
forums and (2) the politico-legal response to decisions about a lack of criminal responsibility. The
latter remains a sensitive topic in several countries, and several criminal justice reforms are revised or
implemented with close observation of public reaction. This analysis highlights the linguistic markers
revealing emotional discourse and a polymorphous expression of a lack of confidence in the justice
system and legal actors, emphasising issues in comprehending justice and the work of psychiatrists
and highlighting a gap between expectations and the actual delivery of justice. This study also shows
that the linguistic strategies of non-experts are similar to those of legal experts.

Keywords: applied linguistics; language and law; criminal responsibility; penal populism; lay
discourse; online discourses; semantics; dialogism

1. Introduction

The circulation of legal discourse online has been the subject of extensive research, with
many studies examining these interactions and identifying a range of linguistic strategies.
However, most studies in this field have focused on the communication of legal experts
to non-specialists seeking legal advice or explanations (Diani 2023; Anesa 2016; Turnbull
2018a, 2018b). To illustrate this, Diani (2023) analysed the dissemination of knowledge
in English and Italian forums, with a particular focus on the utilisation of explanatory
structures, including denominations, definitions, descriptions, reformulations, paraphrases,
exemplifications and generalisations. In another study, Diani (2022) explored the discourse
on blogs specialising in law and the comments on posts. From a methodological point
of view, the study involved two key approaches: (1) contrastive and qualitative analysis
to compare posts and comments and (2) a qualitative study of a “dialogic action game”,
which they defined as “looking at blog posts and comments in terms of their speech acts
and their initiative and reactive function” (Diani 2022, p. 11).

In the context of research analysing discourse in online forums with non-expert users,
Demonceaux (2022) undertook an analysis of the dynamics of digital exchanges around
the topic of homeopathy. The author identified a trend towards a “horizontalisation of
discourse”, which enables non-experts to share their experiences with controversial subjects.
They can engage in a more egalitarian or symmetrical mode of communication. The author
additionally observed that “health discussion forums [. . .] reflect a less vertical vision of
health, opposing ‘the normativity of medical discourse, where knowledge is transmitted
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unilaterally from health professionals and medicines to the general public’” (Demonceaux
2022, online).

To the best of our knowledge, no studies have explored the linguistic and communica-
tion strategies of non-experts when speaking about legal notions yet. This paper attempts
to contribute to the existing political science and law literature on penal populism by
analysing the linguistic strategies deployed by non-experts in a non-expert online forum.
The following was mentioned by Pratt (2007, p. 12):

“Penal populism speaks to the way in which criminals and prisoners are thought
to have been favoured at the expense of crime victims in particular and the law-
abiding public in general. It feeds on expressions of anger, disenchantment and
disillusionment with the criminal justice establishment. It holds this responsible
for what seems to have been the insidious inversion of commonsensical prior-
ities: protecting the well-being and security of law-abiding ‘ordinary people’,
punishing those whose crimes jeopardize this.”

Consequently, emotions predominate over reason, as penal populism depends on and
fosters a fear of crime, portraying it as an escalating threat to society, faults the justice system
and its purported ineffectiveness and advocates for more severe punishments and stringent
measures against those who commit crimes (Boda et al. 2015). Thus, penal populism raises
questions about the intelligibility of the legal system. In a study investigating media and
sentencing within the French context, Philippe and Ouss (2016, online) conducted research
on the influence of French media, specifically examining how television broadcasts of
criminal justice events affect sentencing. The study showed that the duration of sentences
extends by three months when the verdict is delivered subsequent to crime coverage. The
lengthening of sentences is linked to the media’s attention to the crime rather than the
crime itself, and this impact diminishes rapidly. In this study, they demonstrated the impact
of news content on criminal justice decisions. Their findings revealed that sentences in
jury trials tend to be extended when there is increased coverage of crimes, while they tend
to be shortened after the reporting of judicial errors. It is noteworthy that only media
coverage related to crime and criminal justice, as opposed to coverage of other distressing
subjects, exerts an influence on sentences. Additionally, their research showed that the
timing of media coverage is crucial, with sentences being affected only by the reporting of
crimes on the day immediately preceding sentencing rather than on other days. In contrast,
they observed no discernible effect of media coverage on the sentencing decisions made
by professional judges. This highlights the pivotal influence wielded by the media on
laypeople’s court decisions. Moreover, it underscores the susceptibility of lay jurors to such
influence.

The decision to focus on non-specialist forums was made to gain insight into the
circulation of legal concepts related to lack of criminal responsibility within this particular
discursive space and to examine the ways in which they are received and discussed on
these forums.

The discourse of non-experts is observed in two types of forums: general discussion
in a video games forum with a high level of popularity among a young community
(Gauducheau and Michel 2023; Durand 2017) and others which are more focused on
politics or debates.

This article conducts a semantic analysis of forum discussions related to the Sarah
Halimi case. Its objective is to explore how the public engages with legal language in their
own discourses in online forums, particularly in the aftermath of the controversial decision
in the case. This study intends to apply linguistics to analyse the relationship between
public representation and perception of murder cases and politico-legal responses regarding
diminished responsibility. The latter remains a sensitive topic in several countries, and a
number of criminal justice reforms are revised or implemented with close observation of
public reactions and perceptions of justice (Noyon et al. 2020).
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2. Context

Sarah Halimi was a French Jewish woman killed by her neighbour, Kobili Traoré
(K.T.), in Paris in April 2017. The psychiatric assessments concluded that the murderer
committed the crime during an “acute delirious puff” against a background of heavy
cannabis consumption. His defence argued that he was suffering from a drug-induced
psychotic episode at the time of the murder. According to expert reports, Kobili Traoré
was suffering from an acute delirium linked to heavy cannabis consumption. Psychiatric
assessments led the examining magistrate’s chamber to conclude that he had lost his
discretion. The expert reports and counter-expertise clashed, creating a controversial
situation in public opinion and among certain politicians in 2019.

The Court of Cassation (the highest court in the French judiciary system), while
confirming the antisemitic nature of the crime, maintained the lack of criminal responsibility
of the murderer. This decision sparked strong reactions in France and worldwide during
the next few weeks and significant engagement on social media. Faced with these reactions,
the public prosecutor (Magistrate François Molins) admitted that “the emotion aroused by
this decision probably reveals that the current law is not appropriate”.

On the side of legal professionals, there has been a call for elucidation of the legal
framework regarding criminal liability in the event of the voluntary consumption of
psychoactive substances. This has led to a suggestion that the parliament should address
the ambiguity of the law. At the same time, following these claims, both from public
opinion and from legal professionals, the Minister of Justice announced in April 2021 a
draft law on lack of criminal responsibility. This bill aims to “fill” a “legal vacuum,” which
sparked debates within the legal sphere1.

Public opinion played a significant role in the political and judicial consequences
of this case. The issue of a lack of criminal responsibility generated a sense of injustice
within public sentiment. On the legal side, concerns arose regarding disruptions to the
judicial system, prompting the prosecutor to emphasise the importance of maintaining
strict independence. Additionally, it was stressed that any changes to the law should be
approached with caution and not implemented “in a hurry and in the heat of the moment”2.
However, public opinion is explicitly considered in political-legal texts. In fact, on 26 May
2021, the Conseil d’état (the highest administrative court) considered the draft law limiting
lack of criminal responsibility. Within this text, public opinion is recognised as one of the
aspects addressed in the bill and explicitly acknowledged by the Council of State3:

“[. . .] However, [the Conseil d’état] stresses that the exception introduced by the
draft law, which is intended to respond to the emotion aroused in public opinion
by tragic events, is more than limited in scope, as the conditions for exclusion
from lack of criminal responsibility appear to be very theoretical and proof of
the intentional element extremely difficult to provide in practice. [. . .] Some of
the provisions of the bill—those relating to lack of criminal responsibility or the
creation of a new offence to punish certain acts of violence committed against
members of the gendarmerie and police officers in particular—were decided by
the government following events that aroused great emotion in public opinion.”
(Conseil d’etat, Avis consultatif 2021)

These discourses surrounding the two court decisions in 2019 and 2021 show the
extent to which the case has aroused much emotion, many reactions and the need to explain
and change the law.

2.1. Judicial Chronology of the Case

In December 2019, K. T. was declared not criminally responsible. This decision pro-
voked strong reactions because many believed that antisemitic motives played a significant
role in the crime. The case was then referred to the Court of Cassation to push for a trial in
a criminal court.
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In April 2021, the Court of Cassation validated the previous decisions and considered
that the provisions of the current law “do not distinguish based on the origin of the mental
disorder that led to the abolition of this discernment [. . .]4”. Thus, the court confirmed the
declaration of lack of criminal responsibility and upheld the antisemitic nature of the crime.
K. T. was hospitalised in a psychiatric unit.

2.2. Criminal Responsibility and Public Opinion

According to Fovet et al. (2022), criminal responsibility “has been a core principle of
French criminal law since the early nineteenth century”. This notion stands as a pivotal
concept within the criminal sanctions applied to individuals diagnosed with mental health
disorders.

A few political and legal figures made metatextual comments in the media following
this court decision. Political reactions about “voluntary intoxication” came from all sides,
but they also came from politicians, including President Macron.

In April 2021, after the court confirmed the lack of criminal responsibility of K.T., E.
Macron commented on the decision:

In my opinion, deciding to take drugs and then becoming “mad” should not remove your
criminal responsibility. I would like the Minister of Justice to propose a change in the law
as soon as possible.5 (E. Macron, Le Figaro, April 2021)

From the same perspective, and at the same time, the Minister of Justice, Eric Dupont-
Moretti, initiated proposals to fill a legal vacuum regarding this decision.

Macron’s statement, along with that of Justice Minister Eric Dupont-Moretti, showed
the impact of public opinion on political decisions.

From the legal side, Prosecutor Molins, who had previously expressed concerns
alongside the court president, Chantal Arens, regarding politicians’ comments on the 2019
Court of Appeal decision in an official statement6, asserted that justice has fulfilled its role.
The legal proceedings have acknowledged the commission of an antisemitic crime, but on
the grounds of lack of criminal responsibility, this does not grant the court the authority to
prosecute K.T.

2.3. “Legal Vacuum” and Law Changes

As specified above, a few days after the decision, the president announced that
he wanted a law ruling out lack of criminal responsibility on the grounds of psychic or
neuropsychic disorders in cases of drug use. The political leaders in France have considered
that the law should be changed for several points. The law proposed in an accelerated
procedure in 2021 and voted on in January 2022 limits lack of criminal responsibility in cases
of mental disorders resulting from voluntary intoxication with psychoactive substances. It
includes the following measures (Clément 2022):

– Exclusion of lack of criminal responsibility in the case of voluntary intoxication;
– Exclusion of reduced criminal liability in cases of voluntary intoxication;
– Creation of voluntary intoxication offences.

For example, for the measure related to the exclusion of reduced criminal liability in
cases of voluntary intoxication, the change occurs in the second paragraph of article 122-1
of the Criminal Code. It “reduces the penalty incurred by a person whose discernment
or control of his or her actions has been impaired, but not abolished, by a psychic or
neuropsychic disorder”. Clément (2022) noted that the new article (122-1-2) of the same
code will similarly exclude from this reduced penalty anyone who voluntarily, illicitly or
manifestly excessively consumes psychoactive substances.

3. Theoretical Framework and Data

3.1. Research Questions and Data

Research questions have arisen to understand the discourse developed between media
discourse (referenced in the forum posts) and that of court decisions. The current project
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involves comprehending how the discourse from the latter, identified as a specialised form
of communication, is reformulated or used in the discussions of internet users who lack
legal expertise.

Thus, the research questions are the following: (1) How do users on forums comment
on this case? (2) What are the perceptions of various actors, including lawyers, judges and
experts? (3) How do they repurpose legal language in their discussions? How can this
analysis help with understanding non-expert discourses, their skepticism and the lack of
intelligibility?

The legal and political context following this highly controversial decision led me to
question the public discourse. I chose to analyse the discourse of internet users on three
forums which dealt with the case extensively in 2019 and 2021. The aim was to investigate
the lay discourse of the language of law, especially the processes of reformulating decisions
and legal facts, and analyse the development of opinions about what should have been
decided. Without claiming to be exhaustive or representative of online discourse on this
issue, I chose three forums (Accessed on June 2023).

Jeux-videos is a website originally dedicated to video games, but it has broadened its
focus to include debates on politics and discussions of everyday problems (Lamy 2017).
Regarding Forum-Actualite, this is a discussion forum open to “debates on politics and
sport”. As for the Forum Politique, it is presented as “a French-speaking forum dealing with
political and social issues in general. Its aim is to enable contributors to discuss all the
subjects indicated by the forum’s sub-headings, to exchange information, and to compare
ideas” (forum-politique.fr). The corpus consists of 707 posts (see Table 1). All posts have
been translated by the author of this paper from French to English. The original posts are
available in the Appendix A.

Table 1. Forums’ corpora.

Forums Posts Dates

Jeux-videos (JV1) 34 December 2019

Jeux-videos (JV2) 233 April 2021

Forum-actualité (FA) 173 June 2017–May 2021

Forum-politique (FP) 267 December 2019–April 2023

3.2. Theoretical Framework and Methods

This study draws on discourse analysis with a focus on semantics analysis and dialo-
gism theory to delve into how legal discourse is disseminated in forums and undergoes
semantic redefinition through users’ language practices of legal notion in their own dis-
courses. The objective of this applied linguistics study is to comprehend the circulation of
legal discourse on forums and how the semantic reinterpretation of legal terms by internet
users unfolds. Additionally, this study seeks to identify this phenomenon by examining the
conditions of intertextuality, specifically the reuse of discourses in different spaces. Indeed,
according to Garric and Longhi (2013, p. 65):

“Discourses do not belong to delimited zones of practice. Situated in inter-
discourse, considered a dynamic and conflictual space of circulation, they are
traversed and invested by social objects that take on meaning in the plurality
of interpretative paths in which the subject participates by assuming different
successive sociodiscursive roles.”

Thus, the circulation of discourses has an impact on the characteristics they take on
according to the modes of transmission. According to Longhi and Sarfati (2007), these “can
also give rise to argumentative manipulations”, and a “discourse can subvert the character-
istics of another type of discourse in order to take advantage of its specific characteristics”
(Garric and Longhi 2013).
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According to Rastier (2011), the semantic interpretation of words is only possible
because the terms are adjacent to each other. This means that the same term, however
specific, can have a different meaning when present in the text of a different genre. Rastier
also argued that any text placed in a corpus receives semantic determinations and can
potentially modify the meaning of each of the texts which comprise it.

The interaction between discursive universes involves semantic redefinition phenom-
ena due to the conditions under which the meanings of terms are interpreted. Depending
on the textual genre and social practices, the conditions of interpretation are reconfigured,
particularly in terms of enunciative foci. According to Rastier (2017), this is related to the
fact that the norms of discourse, genre, and style are anchored in social practices. Also,
these norms “bear witness to the impact of social practices on the texts they govern” (Rastier
2017, p. 12).

In the example of our data, we assumed that legal citations or terms, as soon as they
were transposed into forum posts, received other semantic determinations. This means
that a legal term A will have semantic features specific to the legal genre text in which it is
expressed. If this term A is transposed by a quote, such as in a forum post, then it is likely
to receive different semantic features and therefore have a different meaning due to the
context of the utterance.

In interpretive semantics, the seme (or semantic feature) is the smallest unit of meaning.
Two types of semes are identified: inherent semes and afferent contextual semes. Rastier and
Riemer (2015, p. 494) defined an “inherent seme” as an attribute having a typical value.
On the other hand, an “afferent contextual seme” is one that is activated by the linguistic
context. The meaning of a word can be “perceived” with interpretative operations such as
activation, inhibition or propagation (Rastier and Riemer 2015, p. 495).

The notion of dialogism is the second aspect which completes the theoretical frame-
work on which this study is based. The concept of dialogism finds its origins in the scholarly
contributions of the cercle de Bakhtine. According to Brès (2017), “dialogism thus consists
in the orientation of any discourse (whatever its format: speech, press article, political
discourse, scientific article, literary text, etc.) towards other discourses in the form of
an internal dialogue with them.” This perspective of dialogism makes it possible to take
account of the multiple voices which an utterance may contain by considering the point
of view of the enunciator and the different speakers who are quoted or taken up in the
forums. This perspective on dialogism, particularly the interdiscursive dialogism aspect, is
significant in understanding the dynamics of discourse and communication.

Theoretical research on penal populism is also one of the foundations of this study. In
that perspective, if penal populism is associated with disinformation and conspiracy theo-
ries, then the challenge of this analysis in legal linguistics is also to identify the discursive
mechanisms revealing mistrust of institutions, including conspiracy discourse in relation to
the political and legal systems. Many research studies have demonstrated that discussion
forums provide a conducive environment for the belief, emergence and dissemination of
conspiracy theories and disinformation (Shahsavari et al. 2020; Allington et al. 2021). It
is also a space where individuals discuss the credibility of conspiracy theories on online
forums (Bangerter et al. 2020). Also, according to Douglas et al. (2019), some conspiracy
theories can satisfy important social psychological motives. These motivations can be epis-
temic (e.g., the desire for understanding, accuracy and subjective certainty), existential (e.g.,
the desire for control and security) and social (e.g., the desire to maintain a positive image
of the self or group). The objective is to highlight through discourse analysis the issue of the
intelligibility of the legal and legislative systems and to understand the discursive strategies
used by internet users to explain, understand or express their approval or disapproval of
legal decisions. This holds significant importance for legal linguistics insofar as linguistic
analysis may reveal a semantic discontinuity and a missing interpretative link between
media discourse, which is a primary source for the public in the forums I analysed, and the
legal discourse in court decisions.
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The discussions on online forums involve participants from diverse social back-
grounds, exhibiting a wide range of expertise and knowledge levels, and researchers
in linguistics, including socio-terminologists, encourage adopting a scalar approach rather
than a binary one when examining discourse, moving away from a strict division between
specialised and lay discourse (Gaudin 2003; Vicari 2018).

Analysing public debates helps to reveal linguistic strategies which evoke emotional
responses and support for punitive measures. Hence, describing and identifying the way
certain terms and phrases relate to a penal populism narrative and how it influences
legislative and legal discourses and practices is crucial for legal linguistics. In sum, this
study seeks to identify the discursive and metadiscursive mechanisms of penal populism
in lay discussions within online forums, specifically focusing on how individuals express
their views on legal discourse by using it. The objective is to examine patterns in the way
internet users perceive judicial and political institutions, as well as legal concepts like “lack
of criminal responsibility”, through linguistic and semantic analysis.

Based on this theoretical framework, the analysis method consisted of identifying
recurring themes running through the three forums. To accomplish this, I followed the
following steps:

(1) First, observe the way in which topics are created and initiated. The objective is to
understand the motivations of these posts.

(2) Then, identify the cooccurrences of “Sarah Halimi”, “Kobili Traoré” and “justice”,
“penal responsibility” or “irresponsibility” to understand how these legal notions are
reformulated, defined and qualified.

(3) Finally, identify the cooccurrences of the various legal actors to comprehend the
perceptions of the legal and political actors.

4. Findings

What was noticed quite immediately was that topics were mostly initiated by a
reference to a media article. The internet user opens the forum topic by providing key
information and making a comment. The sequence of interactions is based on the title or
content of the article and the legal nature of the case.

4.1. Initiating Topics with Media Articles Related to the Court Decision

In the three subjects initiated in December 2019 and April 2021, the dates on which
the courts handed down their judgements, forum users began by publishing the headline
and the link to the article in all of the topics selected for the analysis. On an interdiscursive
level, legal discourse is transposed first into media discourse and then into forums. In
December 2019, the Court of Appeal confirmed K.T.’s lack of criminal responsibility and
his hospitalisation in a psychiatric unit. After the civil parties appealed to the Court of
Cassation, the latter confirmed the previous decisions in April 2021:

(1) The murder of Sarah Halimi

“We have just created the Sarah Halimi jurisprudence in our country, meaning that
anyone who suffers a delirious episode because they have taken an illegal substance that
is dangerous to their health will be exonerated from criminal liability”, he warned. [link
to a media article] (FP, 19 December 2019)

In example (1), the commenter used a quote from the family’s lawyer (Mr. Szpiner),
which they highlighted in the body of the topic as an authoritative argument to emphasise
the indignation it aroused by using the term “jurisprudence”. This term’s use underlines
the unprecedented and exceptional nature of the decision which was handed down. It is
mainly this discourse which internet users understand and use to initiate debate.

In example (2), the user repeats the first sentences of the article. In example (3), the
user explains his understanding of the article:

(2) Sarah Halimi’s murderer won’t be judged.
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On Thursday, Kobili Traoré was declared not criminally responsible at the time of the
events in 2017. On Thursday, December 19, the Paris Court of Appeal ruled that Sarah
Halimi’s murderer was not criminally responsible for the events of 2017, as reported by
Le Figaro. [. . .] [link to a media article] (JV1, 19 December 2019)

(3) No trial for SARAH HALIMI: Justice has decided

No trial for Sarah Halimi, killed by Kobili Traoré who is considered not criminally
responsible. The judges applied the law. Simply. [link to a media article] (JV2, 15 April
2021)

The identification of dialogical phenomena and the circulation of media discourse
within forums is crucial because the media serve as the primary information source and
hold authoritative sway in forums, initiating the debate. This underscores the significant
impact of the media and their discourse on internet users.

4.2. Discussing Laws and Legislative Texts
4.2.1. Discussing Lack of Criminal Responsibility and the Judge’s Decision

It is noticeable that in some posts, users defended the judge’s position and tried to
explain the points made in the article. This is the case in example (4) below:

(4) “The judge cannot distinguish what the legislator has chosen not to distinguish.”

In other words, it is the legislature’s fault for having framed the criminal law in question
too narrowly, and the judges are therefore inviting the legislature to adopt a new law
along these lines.

“The judge is the moth of the law,” said Montesquieu, and we have a perfect illustration
of that with this ruling. (JV2, 15 April 2021)

This example shows the epistemic stance of the forum user, who reformulated the
comments for a less specialised audience. As stated by Hyland (2007, pp. 268–69), “Refor-
mulation is a discourse function whereby the second unit is a restatement or elaboration of
the first in different words, to present it from a different point of view and to reinforce the
message.” The user posted part of the article on the role of the judge and legislation (quo-
tations markers) and put themself in a position to explain to future respondents how the
judicial process and legal decisions work, opening their remarks with the meta-discursive
marker “in other words” and adding a philosophical reference to support their argument.

The discussion then turned to the legitimacy and responsibility of taking drugs. In
example (5), the author of the post insists on the voluntary nature of taking drugs. In their
view, there is no reason to remove responsibility from the murderer:

(5) you take drugs with KNOWINGLY, the famous abolished discernment, whereas he follows a
religious logic in his crime, we are more on a total disinhibition than an abolishment of the
discernment (JV2, 15 April 2021)

In this example, the user sought to change the wording by using “disinhibition”. In the
same sentence, the adjective “famous” is used to express irony regarding the legal notion
and opposes it with religious logic, being associated with a supposed planned crime. This
reasoning allows them to assert that the murderer is responsible for his crime and that drug
used allowed him to disinhibit himself. Thus, the semantic of responsibility is activated.

4.2.2. Analogy with Alcohol Consumption

Several posts in the four subcorpora referred to alcohol consumption. Forum users
used this to understand and express their views on the reasoning of the courts and the law
regarding lack of criminal responsibility.

In example (6), the user argues that alcohol was considered a mitigating circumstance.
According to their understanding, the use of drugs is also a mitigating circumstance here,
just as the use of alcohol should become an aggravating circumstance:
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(6) It reminds me that drinking and driving used to be an extenuating circumstance when you
had a serious accident, then it became an aggravating circumstance, and everyone thought it
was crazy when they found out. [. . .] (JV1, 20 December 2019)

(7) (ba) no, you take drugs knowingly, so you’re responsible for what you do under the influence.
As far as I know, when you do something stupid and drunk, we punish you anyway. (hein)
(JV2, 15 April 2021)

In this example, the users mentioned shared knowledge about alcohol being an ag-
gravating circumstance. “It reminds me” and “as far as I know” introduce this shared
knowledge. In example (7), the use of “ba” and “hein”, which are locutions referring to
something obvious and commonly known, implies the epistemic stance of the user.

4.2.3. Imaginary Scenarios

In example (8), the user imagines an expeditious and lenient trial for the defendant,
who had “8.6 g of alcohol and six joints in his brain”. The defendant was therefore
“acquitted”. The author sums up their point of view with this imaginary trial, and the
analogy here shows the simplification of the author’s argument regarding K.T.’s lack of
criminal responsibility. Even if it is inaccurate to say that K.T. had been acquitted, what is
being pointed out here is that the decision is considered to be lenient towards the use of
substances which lead to serious offences:

(8) -You are accused of killing twelve pedestrians by running them over with your car. How do
you plead?
-I had 8.6 grams in my blood and six joints in my brain, your honour.
-Acquitted (JV2, 15 April 2021)

They contrast the seriousness of the circumstances (“8.6 g in my blood and six joints
in my brain”; “traffic offender kills”) with the supposed leniency of the sentence handed
down to the perpetrator (“Acquitted”; “claim they are not responsible”; “trick is done”):

(9) Tomorrow, when a traffic offender kills one person or multiple people and is driving under the
influence of drugs or alcohol, they will be able to claim that they are not responsible because
they were not themselves’ at the time of the accident and were driving unconsciously. That’s it,
the trick is done, and already the ‘justice system’ is decriminalising drug use by deeming that
the person who has taken drugs is not responsible, either for their consumption or for what
they do afterwards! (FP, 19 December 2019)

These scenarios were used by the forum users to express their disagreement with the
decision. This strategy was also used in lay-legal interaction with a different goal. The
work of Diani (2023, p. 305) defines, “Scenario, which consists in illustrating possible or
hypothetical situations, more complex events, or reactions, and taking into consideration a
broader context, to refer to the specific situation”.

The user in example (9) comments about the decriminalisation (décriminalisation) of
drug use in relation to lack of criminal responsibility. In law, decriminalisation “means
that the legislator passes a law stating that an illegal act will no longer be an offence in the
future. In other words, prohibited behavior is transformed into permitted behavior7”. By
using the term “decriminalise”, the user extrapolates the decision of the Cour de Cassation,
claiming that it is a question of decriminalising drug use. This argument assigns the
semantic features of laxism and permissive to the term “justice”.

4.2.4. Irony and Conspiracy

There are several posts with ironic content in the JV1 and JV2 forums. Irony is an
argumentative process and “can be considered a pivotal strategy, positioned somewhere
between discourse destruction and refutation. Irony ridicules a speech that pretends to be
dominant or hegemonic, by implicitly referring to some contextually available irrefutable
rebutting evidence” (Plantin 2021, online).
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In examples (10) and (11), the authors use irony to simplify the facts and disapprove
of the decision. This is even more obvious in example (12), stating “breaking the law [...]
nullifies the crime”, which serves to emphasise the paradox of the decision:

(10) So he had the right to murder her after taking pot (JV2, 15 April 2021)
Answer to (10)

(11) yes, breaking the law by taking drugs and then killing someone under the influence of said
drugs cancels out the crime (JV2, 15 April 2021)

Conspiracy theories also featured prominently in the four subcorpora. The examples
below show that the author thinks that K.T. is being favoured because he is Muslim. Also,
in comment (12), the user uses “you-know-who” for designation but without naming who
or what is involved, though this was possibly understood by other users. This is also a
strategy to prevent the message from being deleted by moderators:

(12) There’s been a lot of this “criminally irresponsible” stuff lately. It’s the new term for you-know-
who (JV1, 19 December 2019)

(13) What’s becoming very alarming in France is that more and more criminals are being judged
irresponsible—all they have to do is shout “allah what’s-his-name” and that’s it, you’re
mentally deficient (which, in a way, is not wrong) (FA, 20 December 2019)

(14) [...] The same firm that defended the leftist Cedric Herou, who smuggled illegal immigrants in
defiance of the law [. . .] Politicized justice system. Progressive, pro-immigration, left-wing
lawyer (obviously) [...] (FA, 19 April 2021)

In example (13), there is a similar allusion to the fact that clemency is granted to
Muslims. According to the user, “they have to shout “Allah whatever” and that’s it, you’re
mentally deficient”. In example (14), the user comments that lawyers are manipulated, and
everything is then allowed, evoking the idea of laxism.

These elements come close to conspiracy theories about immigration and the com-
plicity of the left (Makouar 2022) because of Kobili Traoré’s foreign background and the
anti-Semitic motive.

4.3. Discourse on the Perception of Justice and Psychiatric Experts

The perception of justice is an element which runs through our four subcorpora. The
justice system and those involved in it are sometimes viewed negatively. In example (15),
psychiatrists are described as “sick” and unprofessional because they base their decisions
on their “thoughts” and not on facts:

(15) Justice in France is becoming increasingly ridiculous. Well, there are sick people called
psychiatrists who spout off their ‘analyses’ based on what they think they know and the judges
who go along with it. (FP, 19 December 2019)

In example (16), the user has a similar opinion, saying that too much confidence
is placed in psychiatric assessments and implicitly comparing psychiatric hospitals and
prisons. However, some comments put these opinions into perspective (17). The user
explains that the French justice system is poor in law and financially (“It applies badly voted
laws”) and does what it can with the resources at hand:

(16) That’s the truth, unfortunately. In my opinion, too much importance has been given to
psychiatric assessments. The guy will probably spend the rest of his life in a psych ward, but
it’s still a bit disgusting (JV2, 15 April 2021)

(17) The French justice system does its job as best it can.
It applies badly voted laws, being the poorest justice system in Europe (JV1).

4.4. Discussing the Perception of Psychiatric Hospitals and Prison Environments

As previously mentioned, the notion of incarceration is strongly associated with the
idea of justice. Without incarceration in prison, even if the murderer must undergo several
years of psychiatric care, prison remains the only solution which ensures a sense of security
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and justice. This narrative suggests that psychiatric hospitals are places of “leisure”. This
can be observed in example (18), where it is associated with “Club Med8”:

(18) You’ve watched too much “One Flew Over the Cuckoo’s Nest”, and the drug overdoses and
lobotomies are over. The psych ward has become a branch of Club Med. (FP, 19 December 2019)

Thus, the semantic features of pleasure and wellness are propagated to prison, sug-
gesting there are comfortable places and activating a resentment of injustice. The comments
also suggest that confinement and punishment should be definitive, with no way back.
This can be observed in example (19), where the internet user associates bad psychiatric
assessments with a “tragedy” which happened before and argues that security for the
society depends on the lifelong incarceration of K.T.:

(19) What you don’t want to understand is that there are already precedents for releases validated
by psychiatrists that have led to real tragedy, so in truth, we’re mainly worried about the
omnipotence of psychiatrists over this kind of decision. If I’m guaranteed that his condition is
not compatible with life in society and that he’s therefore locked up for life despite a possible
recovery, then I’m all for it. (JV2, 15 April 2021)

(20) He will not be incarcerated but will be interned in a unit for dangerous patients for life and
put on heavy treatment with no contact with normal individuals. Personally, I would prefer
prison or death... (FA, 20 December 2019)

Also, some users tempered this narrative on punishment and tried to explain what
happens when people are interned in psychiatric wards (20).

5. Discussion and Conclusions

Drawing on the theoretical framework of dialogism and interpretative semantics, this
qualitative analysis of the corpus has highlighted the ways non-expert discourse attempts to
understand, explain and refute the decision rendered, being directly linked to the question
of lack of criminal responsibility. The linguistic mechanisms revealed that internet users
have employed various strategies to express their opinions. Some of them are similar to
explanatory structures used by legal experts in forums dedicated to legal advice, such
as reformulation, denomination and scenarios (Anesa 2016; Diani 2023). This study also
revealed that forum initiators primarily rely on media texts to open discussions, engaging
in a dialogical process. The media served as a key information source within the forums
analysed in this paper.

Research showed that court rulings frequently draw substantial media attention and
are subject to diverse interpretations by internet users. In criminal cases, as exemplified by
Salas (2021, online), public sentiment can be shaped by a punitive inclination, especially
when mass media intensifies public anger while still maintaining an attachment to a
humane approach to penalties. The confluence of a criminal news event, political discourse,
mass media coverage and the absence of alternative perspectives tends to foster a punitive
reaction. For Salas, this is where misinformation and the dissemination of preconceived
notions find fertile ground, such as in claims that the death penalty can effectively reduce
crime. This is what we observed in the corpus, in addition to the use of conspiratorial
discourse. Thus, the impact of the media and a limited comprehension of the justice system
by laypeople contribute to the emergence of penal populism. This phenomenon is marked
by a discourse of mistrust of the justice and political systems, as well as the propagation of
conspiracy theories suggesting that criminals receive special treatment to the detriment of
victims.

Salas (2021, online) discussed a duality of media and legal scenes as well as a narrative
war which intensifies, especially with the development and virality of social media. The
topic and comments take on dimensions of controversial discourse and conspiracy. Indeed,
a significant portion of the comments opposed the court’s decision, using irony and refor-
mulation, reusing discourses of legal professionals or politicians to change denomination
and employing conspiracy discourses, imaginary scenarios or analogies to convey their
understanding and refute the court’s arguments. Discussions on forums revealed a lack of
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confidence in the justice system, highlighting a gap between expectations and the actual
delivery of justice. Internet users emphasised issues in comprehending justice and the
work of psychiatrists.

What is particularly intriguing is the issue of the connection between the legal decision
and the concept of “doing justice”. There appeared to be a notable disparity between the
expectations of public opinion and the perception of achieving justice for the victim. For
many internet users, imprisonment was seen as the sole means to fulfill this objective.
Justice was often conflated with punishment, prompting questions about the actual efficacy
of imposed sentences.

As Pratt (2007, p. 173) pointed out, emotions and feelings of insecurity often take over
when a criminal case breaks in the media. This ties in with Salas’s (2021, online) analysis of
public reaction and its relationship with the media. This issue is highly topical. Recently,
in France, a criminal case (Affaire Lola) was widely reported in the media, which led the
Minister of Justice Dupond-Moretti to intervene publicly. He voiced strong criticism of
media coverage regarding this case on a French TV show (Touche Pas à Mon Poste, presented
by Cyril Hanouna) and highlighted the temporal disconnect between the media and the
justice system, saying that “[t]here is no room for populism when dealing with a tragedy
like this [...] We must respect the rules that have taken thousands of years to develop”9.
Thus, the issue of penal populism is becoming increasingly important, and we can assume
that there is a significant degree of radicalism in the discourse on the punishment to be
meted out.

By using semantics and dialogical theories, this study explored the political, legal,
legislative and public opinion contexts of controversial court decisions. It is a first step
towards a broader understanding of lay discourse, its engagement with public opinion
and the role and influence which such discourse might play in the political and legal
contexts. This study highlighted the linguistic features of lay discourse, demonstrating
how the combination of linguistic approaches can identify the characteristics of non-expert
discourse on the one hand and enhance the intelligibility of legal systems and discourse on
the other. In other words, the applied approach and methods of linguistics could contribute
to the development of more comprehensible discourse and provide key information for
non-experts to understand legal issues and discourse.

The results may have several implications: pedagogical (law students), institutional
or in the media (legal fact-checking). Salas (2021, online) argued that greater familiarity
with the criminal justice system tends to correlate with reduced punitive attitudes among
individuals. Furthermore, a deeper understanding of case particulars often leads views on
punitiveness to align more closely with legal assessments. Through semantic analysis, the
study identified discursive mechanisms associated with the difficulties in understanding
legal language, the simplification of the legal system and its discourse and the sentiments
of injustice linked to the concept of lack of criminal responsibility. Regarding this legal
notion and its cooccurrences, the translation of the posts from French to English was not
easy to achieve, especially for the term “irresponsabilité pénale”, translated to “lack of
criminal responsibility”. Also, terms such as “jurisprudence” or “decriminalizing” were
not easy to translate because of the differences of jurisdiction in different countries. The
work in progress involves collecting media articles, tweets and forum posts during court
rulings, aiming to identify phenomena of the circulation of legal texts or concepts to better
understand the issues of the shared meaning of legal discourses when they circulate in
other spheres and discursive genres. Methodologically, corpus linguistics can be employed
to unveil perceptions of the justice system by analysing cooccurrences and understanding
the extent to which discourse may be polarised for an issue.
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Appendix A. Original Comments in French (without Emojis)

(1) Meurtre de Sarah Halimi

“On vient de créer dans notre pays une jurisprudence Sarah Halimi, c’est à dire
que toute personne qui sera atteinte d’une bouffée délirante parce qu’elle aura pris une
substance illicite et dangereuse pour la santé se verra exonérée de responsabilité pénale”,
a-t-il mis en garde.

https://www.bfmtv.com/police-justice/meurtre-de-sarah-halimi-pas-de-proces-pour-
le-suspect-juge-penalement-irresponsable-1827329.html (FP, posted on 19 December 2019)

(2) Le meurtrier de Sarah Halimi ne sera pas jugé

Kobili Traoré a été déclaré, ce jeudi, pénalement irresponsable au moment des faits,
en 2017. Ce jeudi 19 décembre, la cour d’appel de Paris a jugé que le meurtrier de Sarah
Halimi était pénalement irresponsable des faits, en 2017, rapporte notamment Le Figaro.
[. . .]

https://www.valeursactuelles.com/faits-divers/le-meurtrier-de-sarah-halimi-ne-sera-
pas-juge (JV1, posted on 19 December 2019)

(3) Pas de PROCÈS pour Sarah HALIMI: la JUSTICE a TRANCHÉ –

Pas de procès pour Sarah Halimi tué par Kobili Traoré considéré comme irresponsable
pénalement. Les juges ont appliqué le droit. Tout simplement.

https://www.lemonde.fr/societe/article/2021/04/14/mort-de-sarah-halimi-la-cour-
de-cassation-confirme-l-irresponsabilite-de-son-meurtrier-qui-ne-sera-pas-juge_6076764_
3224.html (JV2, posted on 15 April 2021)

(4) “Le juge ne peut distinguer là où le législateur a choisi de ne pas distinguer”.

Sous-entendu, c’est de la faute du pouvoir législatif d’avoir enfermé le texte pénal en
question trop restrictivement et les juges invite donc ce dernier a adopté une nouvelle loi
en ce sens.

Le juge est la bouche de la Loi disait Montesquieu et l’on a une illustration parfaite
avec cet arrêt.

(5) tu consommes de la drogue en CONNAISSANCE DE CAUSE, le fameux discerne-
ment aboli alors qu’il suit une logique religieuse dans son crime on est plus sur une
désinhibition totale qu’un abolissement du discernement (JV2, posted on 15 April
2021).

(6) Ça me fait penser qu’avant l’alcool au volant était une circonstance atténuante quand
on avait un grave accident, puis c’est devenu une circonstance aggravante, and tout le
monde trouve ça dingue quand il l’apprenne Là c’est pareil pour ce meurtre, sauf que
y’a que la justice qui trouve ça normal de dédouané un meurtrier drogué au moment
des faits, peut être qu’un jours la loi sera inversé comme pour l’alcool au volant (JV1,
posted on 20 December 2019).

(7) ba non tu consomme de la drogue en connaissance de cause tu es donc responsable
des actes que tu commets sous l’influence de la drogue. quand tu fais des connerie
completement bourré a ce que je sache on te punit quand meme hein (JV2, posted on
15 April 2021).

(8) Vous êtes accusés d’avoir tués douze piétons en les écrasant avec votre voiture, que
plaidez-vous ?
J’avais 8.6 grammes dans le sang et six joints dans le cerveau, votre honneur
Acquitté

(9) [. . .] Demain, lorsqu’un criminel de la route aura tué une ou plusieurs personnes, and
qu’il avait pris le volant drogué ou alcoolisé, il pourra prétendre ne pas être respon-
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sable car il n’était pas “lui même” au moment des faits et qu’il avait pris le volant
inconsciemment. Voilà, le tour est fait, déjà la “justice” dépénalise la consommation
de drogue en estimant que celui qui en a consommé n’est pas responsable, ni de sa
consommation ni de ce qu’il fait après !

(10) Donc il avait le droit de l’assassiner après avoir consommé du shit (JV2, posted on 15
April 2021).

(11) oui enfreindre la loi en consommant de la drogue puis tuer quelqu’un sous l’influence
de ladite drogue annule le crime (JV2, posted on 15 April 2021).

(12) ça commence à faire beaucoup ces derniers temps ces “pénalement irresponsable”.
C’est le nouveau terme pour vous savez qui ? (JV1, posted on 19 December 2019)

(13) ce qui devient très alarmant en France c’est que de plus en plus de criminels sont
jugés irresponsables ils suffit qu’ils gueulent allah machin et ça y est ,tu es déficient
mental (ce qui ,quelque part n’est pas faux) (FA, posted on 20 December 2019).

(14) Le même cabinet qui a défendu le gauchiste Cedric Herou, passeur de clandestins,
au mépris de la loi (mais c’est GI qui a été dans le collimateur parce que ces jeunes
voulaient faire respecter la loi). Justice pourave politisée. Avocat progressiste, pro
immigration, de gauche (évidemment, sinon).

(15) La justice en France devient de plus en plus ridicule. Bon, il y a les malades appelés
psychiatres qui débitent leurs “analyses” sur fondement de leur pensée de savoir et
des juges qui marchent dans la combine. [. . .] (FP, posted on 19 December 2019).

(16) Exact c’est malheureusement la vérité, on a donné trop d’importance aux expertises
psychiatriques à mon avis. Après le type passera sûrement sa vie en hôpital psy mais
bon c’est quand même un peu dégoûtant (JV2, posted on 15 April 2021).

(17) La justice française fait son travail comme elle le peut. Elle applique des lois mal
votées, en étant la justice la plus pauvre d’Europe (JV1, posted on 20 December 2019).

(18) Toi t’as trop regardé “vol au dessus d’un nid de coucou”, les surdoses de came et les
lobotomies c’est fini. L’asile de dingue c’est devenu une succursale du Club Med (FP,
posted on 19 December 2019).

(19) [..] Ce que tu veut pas comprendre c’est que y’a déjà des précédents de libération
validé par des psychiatres qui on mené à de véritables drame donc en vérité on
s’inquiète surtout de la toute puissance de psy sur ce genre de décisions. . .moi si on
me garantit que son état est pas compatible avec la vie en société et que du coup on
l’interne à vie malgré une possible guérison alors je veut bien. [. . .] (1) (JV2, posted on
15 April 2021).

(20) Il ne sera pas incarcéré mais sera interné en unité de patients dangereux a vie, mis
sous traitement lourd sans contact avec des individus normaux. personnellement, je
préfèrerais la prison ou la mort... (FA, posted on 20 December 2019).

French-to-English translations in this article are by the author of this paper.

Notes

1 «Responsabilité pénale: l’ordre des avocats du barreau de paris s’oppose à un projet de loi fourre-tout, bâti dans la précipitation»,
20 October 2021, Available online: https://www.avocatparis.org/actualites/responsabilite-penale-lordre-des-avocats-du-
barreau-de-paris-soppose-un-projet-de-loi, (accessed on 10 July 2024).

2 See https://www.lemonde.fr/societe/article/2021/04/24/francois-molins-rien-ne-permet-d-affirmer-que-la-justice-serait-
laxiste_6077883_3224.html, (accessed on 10 July 2024).

3 See https://www.conseil-etat.fr/avis-consultatifs/derniers-avis-rendus/au-gouvernement/avis-sur-un-projet-de-loi-relatif-
a-la-responsabilite-penale-et-a-la-securite-interieure, (accessed on 10 July 2024).

4 See https://www.village-justice.com/articles/affaire-halimi-traore-pas-distinction-possible-selon-origine-trouble-psychique,
38890.html, (accessed on 10 July 2024).

5 See https://www.europe1.fr/politique/pas-de-proces-pour-laffaire-sarah-halimi-macron-dit-souhaiter-un-changement-de-
loi-4039480, (accessed on 10 July 2024).

6 “The President of the Court of Cassation and the Prosecutor General of the Court of Cassation recall that the independence of
the judiciary system, of which the President of the Republic is the guarantor, is an essential condition for the functioning of
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democracy. The magistrates of the Court of Cassation must be able to examine the appeals brought before them calmly and
independently.” (Communiqué de la Cour de cassation, 27 January 2020).

7 See https://www.lessurligneurs.eu/depenalisation-decriminalisation-penalisation-etc-explications, (accessed on 10 July 2024).
8 Club Med is a French travel and tourism operator, specialising in the provision of all-inclusive holidays.
9 See, https://www.lemonde.fr/societe/article/2023/01/23/face-a-la-montee-du-populisme-judiciaire-le-monde-de-la-justice-

inquiet_6158965_3224.html, (accessed on 10 July 2024).
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Abstract: It has been argued in forensic science that the empirical validation of a forensic inference
system or methodology should be performed by replicating the conditions of the case under investi-
gation and using data relevant to the case. This study demonstrates that the above requirement for
validation is also critical in forensic text comparison (FTC); otherwise, the trier-of-fact may be misled
for their final decision. Two sets of simulated experiments are performed: one fulfilling the above
validation requirement and the other overlooking it, using mismatch in topics as a case study. Likeli-
hood ratios (LRs) are calculated via a Dirichlet-multinomial model, followed by logistic-regression
calibration. The derived LRs are assessed by means of the log-likelihood-ratio cost, and they are
visualized using Tippett plots. Following the experimental results, this paper also attempts to describe
some of the essential research required in FTC by highlighting some central issues and challenges
unique to textual evidence. Any deliberations on these issues and challenges will contribute to
making a scientifically defensible and demonstrably reliable FTC available.

Keywords: forensic text comparison; likelihood ratio; validation; mismatch in topics; casework
conditions; relevant data

1. Introduction

1.1. Background and Aims

There is increasing agreement that a scientific approach to the analysis and interpreta-
tion of forensic evidence should consist of the following key elements (Meuwly et al. 2017;
Morrison 2014, 2022):

1. The use of quantitative measurements
2. The use of statistical models
3. The use of the likelihood-ratio (LR) framework
4. Empirical validation of the method/system

These elements, it is argued, contribute towards the development of approaches that
are transparent, reproducible, and intrinsically resistant to cognitive bias.

Forensic linguistic analysis (Coulthard and Johnson 2010; Coulthard et al. 2017) has
been employed for analyzing documents as forensic evidence1 to infer the source of a
questioned document (Grant 2007, 2010; McMenamin 2001, 2002). Indeed, this has been
crucial in solving several cases; see e.g., Coulthard et al. (2017). However, analyses based
on an expert linguist’s opinion have been criticized for lacking validation (Juola 2021).
Even where textual evidence is measured quantitatively and analyzed statistically, the
interpretation of the analysis has rarely been based on the LR framework (c.f., Ishihara
2017, 2021, 2023; Ishihara and Carne 2022; Nini 2023).

The lack of validation has been a serious drawback of forensic linguistic approaches to
authorship attribution. However, there is a growing acknowledgment of the importance of
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validation in this field (Ainsworth and Juola 2019; Grant 2022; Juola 2021); This acknowl-
edgment is fully endorsed. That being said, to the best of our knowledge, the community
has not started thinking in depth as to what empirical validation obliges us to do. Looking
at other areas of forensic science, there is already some degree of consensus on how em-
pirical variation should be implemented (Forensic Science Regulator 2021; Morrison 2022;
Morrison et al. 2021; President’s Council of Advisors on Science and Technology (U.S.) 2016).
In forensic science more broadly, two main requirements2 for empirical validation are:

• Requirement 1: reflecting the conditions of the case under investigation;
• Requirement 2: using relevant data to the case.

The current study stresses that these requirements are also important in the analysis
of forensic authorship evidence. This is demonstrated by comparing the results of the
two competing types of experiments, one satisfying the above requirements and the other
disregarding them.

The LR framework is employed in this study. LRs are calculated using a statistical
model from the quantitatively measured properties of documents.

Real forensic texts have a mismatch or mismatches in topics, so this is the casework
condition for which we will select relevant data. Amongst other factors, mismatch in topics
is typically considered a challenging factor in authorship analysis (Kestemont et al. 2020;
Kestemont et al. 2018). Cross-topic or cross-domain comparison is an adverse condition
often used in the authorship attribution/verification challenges organized by PAN.3

Following the experimental results, this paper also describes future research neces-
sary for forensic text comparison (FTC)4 by highlighting some crucial issues and chal-
lenges unique to the validation of textual evidence. These include (1) determining specific
casework conditions and mismatch types that require validation; (2) determining what
constitutes relevant data; and (3) the quality and quantity of data required for validation.

1.2. Likelihood-Ratio Framework

The LR framework has long been argued to be the logically and legally correct ap-
proach for evaluating forensic evidence (Aitken and Taroni 2004; Good 1991; Robertson
et al. 2016) and it has received growing support from the relevant scientific and professional
associations (Aitken et al. 2010; Association of Forensic Science Providers 2009; Ballantyne
et al. 2017; Forensic Science Regulator 2021; Kafadar et al. 2019; Willis et al. 2015). In the
United Kingdom, for instance, the LR framework will need to be deployed in all of the
main forensic science disciplines by October 2026 (Forensic Science Regulator 2021).

An LR is a quantitative statement of the strength of evidence (Aitken et al. 2010), as
expressed in Equation (1).

LR =
p
(
E
∣∣Hp

)
p(E|Hd)

(1)

In Equation (1), the LR is equal to the probability (p) of the given evidence (E) assuming
that the prosecution hypothesis (Hp) is true, divided by the probability of the same evidence
assuming that the defense hypothesis (Hd) is true. The two probabilities can also be
interpreted, respectively, as similarity (how similar the samples are) and typicality (how
distinctive this similarity is). In the context of FTC, the typical Hp is that “the source-
questioned and source-known documents were produced by the same author” or “the
defendant produced the source-questioned document”. The typical Hd is that “the source-
questioned and source-known documents were produced by different individuals” or “the
defendant did not produce the source-questioned document”.

If the two probabilities are the same, then the LR = 1. If, however, p
(
E
∣∣Hp

)
is larger

than p(E|Hd), then the LR will be larger than one and this means that there is support for
Hp. If, instead, p(E|Hd) is larger than p

(
E
∣∣Hp

)
, then an LR < 1 will indicate that there is

more support for Hd (Evett et al. 2000; Robertson et al. 2016). The further away from one,
the more strongly the LR supports either of the competing hypotheses. An LR of ten, for
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example, should be interpreted as the evidence being ten times more likely to be observed
assuming the Hp being true than assuming the Hd being true.

The belief of the trier-of-fact regarding the hypotheses was possibly formed by previ-
ously presented evidence, and logically it should be updated by the LR. In a layperson’s
term, that is, the belief of the decision maker regarding the suspect being guilty or not
changes as a new piece of evidence is presented to them. This process is formally expressed
in Equation (2).

p
(

Hp
)

p(Hd)︸ ︷︷ ︸
prior odds

× p
(
E
∣∣Hp

)
p(E|Hd)︸ ︷︷ ︸

LR

=
p
(

Hp
∣∣E)

p(Hd|E)︸ ︷︷ ︸
posterior odds

(2)

Equation (2) is the so-called odds form of Bayes’ Theorem. It states that the multiplica-
tion of the prior odds and the LR equates to the posterior odds. The prior odds is the belief of
the trier-of-fact with respect to the probability of the Hp or Hd being true, before the LR of
a new piece of evidence is presented. The posterior odds quantifies the up-to-date belief of
the trier-of-fact after the LR of the new evidence is presented.

As Equation (2) shows, calculation of the posterior odds requires both the prior odds
and the LR. Thus, it is logically impossible for a forensic scientist to compute the posterior
odds during their evidential analysis because they are not in the position of knowing the
trier-of-fact’s belief. It is legally inappropriate for the forensic practitioner to present the
posterior odds because the posterior odds concerns the ultimate issue of the suspect being
guilty or not (Lynch and McNally 2003). If they do so, the forensic scientist deviates from
their authority.

1.3. Complexity of Textual Evidence

Besides linguistic-communicative contents, various other pieces of information are
encoded in texts. These may include information about (1) the authorship; (2) the social
group or community the author belongs to; (3) the communicative situations under which
the text was composed, and so on (McMenamin 2002). Every author or individual has their
own ‘idiolect’: a distinctive individuating way of speaking and writing (McMenamin 2002).
This concept of idiolect is fully compatible with modern theories of language processing in
cognitive psychology and cognitive linguistics, as explained in Nini (2023).

The ‘group-level’ information that is associated with texts can be collated for the
purpose of author profiling (Koppel et al. 2002; López-Monroy et al. 2015). The group-level
information may include: the gender, age, ethnicity, and social-economical background of
the author.

The writing style of each individual may vary depending on communicative situations
that may be a function of internal and external factors. Some examples are the genre, topic,
and level of formality of the texts; the emotional state of the author; and the recipient of
the text.

As a result, a text is a reflection of the complex nature of human activities. As in-
troduced in Section 1.1, we only focus on topic as a source of mismatch. However, topic
is only one of many potential factors that influence individuals’ writing styles. Thus, in
real casework, the mismatch between the documents under comparison is highly variable;
consequently, it is highly case specific. This point is further discussed in Section 7.

2. Database and Setting up Mismatches in Topics

Taking up the problem of mismatched topics between the source-questioned and
source-known documents as a case study, this study demonstrates that validation experi-
ments should be performed by (1) reflecting the conditions of the case under investigation
and (2) using data relevant to the case.
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2.1. Database

The Amazon Authorship Verification Corpus (AAVC) http://bit.ly/1OjFRhJ (accessed
on 30 September 2020) (Halvani et al. 2017) was used in this study. The AAVC contains
reviews on Amazon products submitted by 3227 authors. As can be seen from Figure 1
which shows the number of reviews contributed by the authors, five or more reviews were
collected from the majority of reviewers included in the AAVC. Altogether 21,347 reviews
are included in the AAVC.

Figure 1. Number of reviews (documents) contributed by authors.

The reviews are classified into 17 different categories as presented in Figure 2. In the
AAVC, each review is equalized to 4 kB, which is approximately 700–800 words in length.

Figure 2. The 17 review categories of the AAVC and their numbers of reviews. The categories that
have the most reviews (top eight) are indicated by a black rectangle.

These reviews and the categories of the AAVC are referred to from now on as “docu-
ments” and “topics”, respectively.

The AAVC is a widely recognized corpus specifically designed for authorship verifi-
cation studies, as evidenced by its utilization in various studies (Boenninghoff et al. 2019;
Halvani et al. 2020; Ishihara 2023; Rivera-Soto et al. 2021). Certain aspects of the data,
such as genre and document length, are well-controlled. However, there are uncontrolled
variables that may bear relevance to the outcomes of the current study. For instance, there
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is no control over the input device used by reviewers (e.g., mobile device or computer)
(Murthy et al. 2015), the English variety employed, or whether writing assistance functions
such as automatic spelling and grammar checkers have been activated. All of these factors
are likely to influence the writing style of individuals. Furthermore, the corpus may include
some fake reviews, as the same user ID might be used by multiple reviewers, and con-
versely, the same reviewer may use multiple user IDs. Nonetheless, considering realistic
forensic conditions, it is practically impossible to exert complete control over the data.
Multiple corpora are often employed in authorship studies, investigating the robustness
of systems across a variety of data. To the best of our knowledge, no peculiar behavior of
the AAVC has been reported in any studies, ascertaining the quality of the corpus to the
appropriate extent.

The topic categories employed in the AAVC appear to be somewhat arbitrary, with
certain topics seemingly not situated at the same hierarchical level; for instance, “Cell
Phones and Accessories” could be considered a subcategory of “Electronics”. Partially
owing to overlaps across some topics, Section 2.2 will illustrate that documents belonging
to certain topics exhibit similar patterns of distribution. Nevertheless, Section 2.2 also
reveals that documents in some topics showcase unique distributional patterns distinct
from other topics, and these topics are utilized for simulating topic mismatches.

2.2. Distributional Patterns of Documents Belonging to Different Topics

In order to show the similarities (or differences) between documents and topics,
documents belonging to the top eight most frequent topics, which are indicated by a
rectangle in Figure 2, are plotted in a two-dimensional space using t-distributed stochastic
neighbor embedding (T-SNE)5 (van der Maaten and Hinton 2008) in Figure 3. Prior to
the T-SNE, each document was vectorized via a transformer-based large language model,
BERT6 (Devlin et al. 2019). Vectorization or word embedding is the process of converting
texts to numerical vectors, which are high in dimension. In this way, each document
is holistically represented in a semantically deep manner. Yet, it is difficult to visualize
the high-dimensional data. T-SNE allows the visualization of high-dimensional data by
reducing the dimension in a non-linear manner. T-SNE is a commonly used dimension
reduction technique in which the text data are represented with word embeddings. This is
because T-SNE is known to preserve the local and global relationships of data even after
dimension reduction (van der Maaten and Hinton 2008). Thus, Figure 3 is considered to
effectively depict the actual differences and similarities between the documents included
in the different topics.

In Figure 3, each point represents a separate document. The distances between the
points reflect the degrees of similarity or difference between the corresponding documents.
Some topics have more points than others, reflecting the different numbers of documents
included in the topics7 (see Figure 2). A red-filled circle in each plot indicates the centroid
(the mean T-SNE values of Dimensions 1 and 2) of the documents belonging to the topic.

The documents belonging to the eight different topics display some unique distribu-
tional patterns; e.g., some topics show a similar distributional pattern to each other while
other topics display their own unique patterns. The documents categorized into “Office
Products”, “Electronics”, “Home and Kitchen”, and “Health and Personal Care” are similar
to each other in that they are most widely distributed in the space; consequently, they exten-
sively overlap each other. That is, there are a wide variety of documents included in these
topics. The similarity of these four topics can also be seen from the fact that the centroids
are all located in the middle of the plots. The documents in the “Beauty”, “Grocery and
Gourmet Food”, “Movies and TV”, and “Cellphones and Accessories” topics are more
locally distributed and their areas of concentrations are rather different. In particular, the
documents in the “Beauty” and “Movie and TV” topics are most clustered in different areas;
as a result, the centroids appear in different locations. That is, those documents belonging
to each of the “Beauty” and “Movie and TV” topics are less diverse within each topic, but
they are largely different from each other.
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Beauty O ce Products Electronics 

   
Grocery and Gourmet Food Movie and TV Home and Kitchen 

   
Health and Personal Care Cell Phones and Accessories  

 

Figure 3. T-SNE plots of the documents belonging to the eight topics indicated in Figure 2. The
underlined topics are used for simulating the mismatches in topics. The red-filled circle in each plot
shows the centroid of the documents belonging to the topic. x-axis = Dimension 1; y-axis = Dimension 2.

Primarily focusing on the overall distances between documents belonging to different
topics, mismatches in topics were simulated in Section 2.3, varying in the degree of dis-
tance. Specifically, in these simulated mismatches, the degree of distance between the two
centroids differs. Figure 3 illustrates that, in addition to the centroids’ locations, documents
classified under different topics display diverse distributional patterns, with some being
more dispersed or clustered than others. These distinctive distributional patterns may
influence the experimental results, including LR values. However, the consideration of
these patterns was limited primarily due to the difficulties associated with simulation.

2.3. Simulating Mismatch in Topics

Judging from the distributional patterns that can be observed from Figure 3 for the
eight topics, the following three cross-topic settings were used for the experiments, to-
gether with paired documents that were randomly selected without considering their topic
categories (Any-topics).

• Cross-topic 1: “Beauty” vs. “Movie and TV”
• Cross-topic 2: “Grocery and Gourmet Food” vs. “Cell Phones and Accessories”
• Cross-topic 3: “Home and Kitchen” vs. “Electronics”
• Any-topics: Any-topic vs. Any-topic

Cross-topics 1, 2, and 3 display different degrees of dissimilarity between the paired
topics, which are visually observable in Figure 4.
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Figure 4. Combined T-SNE plots for Cross-topics 1 (Panel a), 2 (Panel b), and 3 (Panel c), respectively.
Black-filled circles in each panel show the centroids of the paired topics.

The documents classified as “Beauty” or “Movie and TV” (Cross-topic 1) show the
greatest distances between the documents of the topics (see Figure 4a) in their distributions.
The centroids of the documents for each topic, indicated by the black points, are far apart
in Figure 4a. It can be foreseen that this large gap observed in Cross-topic 1 will make the
FTC challenging. On the other hand, the documents classified as “Home and Kitchen” and
“Electronics” (Cross-topic 3) heavily overlap each other in their distributions (see Figure 4c);
the centroids are very closely located to each other, so it is likely that this FTC will be less
challenging than for Cross-topic 1. Cross-topic 2 is somewhat in-between Cross-topic 1 and
Cross-topic 3 in terms of the degree of overlap between the documents belonging to the
“Grocery and Gourmet Food” and “Cell Phones and Accessories” topics.

The documents belonging to the “Any-topics” category were randomly selected from
the AAVC.

Altogether, 1776 same-author (SA) and 1776 different-author (DA) pairs of documents
were generated for each of the four settings given in the bullets above, and they were
further partitioned into six mutually exclusive batches for cross-validation experiments.
That is, 296 (=1776 ÷ 6) SA and 296 (=1776 ÷ 6) DA unique comparisons are included
in each batch of the four settings. Refer to Section 3.1 for detailed information on data
partitioning and the utilization of these batches in the experiments.

As can be seen from Figure 2, the number of documents included in each of the
selected six topics is different; thus, the maximum numbers of paired documents for SA
comparisons are also different between the three Cross-topics. The number of possible SA

78



Languages 2024, 9, 47

comparisons is 1776 for Cross-topic 2, and this is the smallest out of the three Cross-topics.
Thus, the number of the SA comparisons is equalized to 1776 also for Cross-topics 1 and
3 by a random selection. The number of DA comparisons is also matched with that of
SA comparisons. 1776 DA comparisons were randomly selected from all possible DA
comparisons in such a way that each of the 1776 DA comparisons has a unique combination
of authors.

Focusing on the mismatch in topics, two simulated experiments (Experiments 1 and 2)
were prepared with the described subsets of the AAVC. Experiments 1 and 2 focus on
Requirements 1 and 2, respectively. Experiments 1 and 2 each further include two types of
experiments: one fulfilling the requirement and the other overlooking it. Detailed structures
of the experiments will be described in Section 4.

3. Calculating Likelihood Ratios: Pipeline

After representing each document as a vector comprising a set of features, calculating
an LR for a pair of documents under comparison (e.g., source-questioned and source-
known documents) is a two-stage process consisting of the score-calculation stage and the
calibration stage. The pipeline for calculating LRs is shown in Figure 5 for validation of the
FTC system.

Figure 5. Schematic illustration of the process for likelihood ratio calculations.

Details of the partitioned databases and the stages of the pipeline are provided in the
following sub-sections.

3.1. Database Partitioning

As can be seen from Figure 5, three mutually exclusive databases are necessary for
validating the performance of the LR-based FTC system. They are the Test, Reference, and
Calibration databases. Using two independent batches (out of six) at a time for each of the
Test, Reference, and Calibration databases, six cross-validation experiments are possible as
shown in Table 1.

Table 1. Use of the batches for the Test, Reference, and Calibration databases.

Experiments Test Reference Calibration

Experiment 1 Batch 1, Batch 2 Batch 3, Batch 4 Batch 5, Batch 6
Experiment 2 Batch 2, Batch 3 Batch 4, Batch 5 Batch 6, Batch 1
Experiment 3 Batch 3, Batch 4 Batch 5, Batch 6 Batch 1, Batch 2
Experiment 4 Batch 4, Batch 5 Batch 6, Batch 1 Batch 2, Batch 3
Experiment 5 Batch 5, Batch 6 Batch 1, Batch 2 Batch 3, Batch 4
Experiment 6 Batch 6, Batch 1 Batch 2, Batch 3 Batch 4, Batch 5
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The SA and DA comparisons included in the Test database are used for assessing the
performance of the FTC system. In the first stage of the pipeline given in Figure 5 (the
score-calculation stage), a score is estimated for each comparison generated from the Test
database, considering the similarity between the documents under comparison as well as
the typicality of them. For assessing typicality, the necessary statistical information was
obtained from the Reference database.

As two batches are used for each database in each of the six cross-validation exper-
iments, 592 (=296 × 2) SA scores and 592 (=296 × 2) DA scores are obtained for each
experiment. These 592 SA scores and 592 DA scores from the Test database are converted
to LRs at the following stage of calibration. Scores are also calculated for the SA and DA
comparisons from the Calibration database; that is, 592 SA and 592 DA scores for each
experiment. These scores from the Calibration database are used to convert the scores
of the Test database to LRs. For the explication of score calculation and calibration, see
Sections 3.3 and 3.4, respectively.

3.2. Tokenization and Representation

Each document was word-tokenized using the token() function of the quanteda R
library (Benoit et al. 2018); the default settings were applied. Note that this tokenizer
recognizes punctuation marks (e.g., ‘?’, ‘!’, and ‘.’) and special characters (e.g., ‘$’, ‘&’,
and ‘%’) as independent words; thus, they constitute tokens by themselves. No stemming
algorithm is applied. Upper and lower cases are treated separately; that is, ‘book’ and ‘Book’
are treated as separate words. It is known that the use of upper/lower case characters is
fairly idiosyncratic (Zhang et al. 2014).

Each document of the AAVC is bag-of-words modelled with the 140 most frequent
tokens appearing in the entire corpus, which are listed in Table A1 of Appendix A. The
reader can verify that these are common words, being used regardless of topics. Obvious
topic-specific words start appearing if the list of words is further extended.

An example the bag-of-words model is given in Example 1.

Example 1. Document =
{

T1
21

,
T2
19

,
T3
13

, · · · ,
T139

0
,
T140

1

}
.

The top 15 tokens are shown in Table 2 along with their occurrences. That is, these
15 tokens constitute the first 15 items of the bag-of-words feature vector: from T1 to T15
for Example 1. As could be expected, many of the tokens included in Table 2 are function
words and punctuation marks.

Table 2. Occurrences of the 15 most frequent tokens in the entire AAVC.

Rank Token Occurrences

1 . 829,646
2 the 678,218
3 “ (open) 651,324
4 ” (close) 439,226
5 I 426,411
6 and 424,477
7 a 401,828
8 to 275,859
9 it 275,463
10 of 267,951
11 is 182,605
12 for 174,646
13 that 173,641
14 in 170,556
15 this 133,056
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Many stylometric features have been developed to quantify writing style. Stamatatos
(2009) classifies stylometric features into the five different categories of ‘lexical’, ‘character’,
‘syntactic’, ‘semantic’, and ‘application-specific’ and summarizes their pros and cons. It
may be that different features have different degrees of tolerance to different types of
mismatches. Thus, different features should be selectively used according to the casework
conditions. However, it is not an easy task to unravel the relationships between them.
Partly because of this, it is a common practice for the cross-domain authorship verification
systems built on traditional feature engineering to use an ensemble of different feature
types (Kestemont et al. 2020; Kestemont et al. 2021).

3.3. Score Calculation

The bag-of-words model consists of token counts, so the measured values are dis-
crete. As such, the Dirichlet-multinomial statistical model was used to calculate scores.
The effectiveness and appropriateness of the model for authorship-textual evidence has
been demonstrated in Ishihara (2023). The formula for calculating a score for the source-
questioned (X) and source-known (Y) documents with the Dirichlet-multinomial model is
given in Equation (A1) of Appendix A. In essence, taking into account the discrete nature
of the measured feature values, the model evaluates the similarity between X and Y and
their typicality against the samples included in the Reference database, calculating a score.
With the level of typicality held constant, the more similar X and Y are, the higher the score
will be. Conversely, for an identical level of similarity, the more typical X and Y are, the
smaller the score will become.

3.4. Calibration

The score obtained at the score-calculation stage for a pair of documents is LR-like
in that it reveals the degree of similarity between the documents while considering the
typicality with respect to the relevant population. However, if the Dirichlet-multinomial
statistical model does not return well-calibrated outputs, they cannot be interpreted as LRs.
In fact, this is often the case.8 This point is illustrated in Figure 6 using the distributions of
imaginary SA and DA scores/LRs.

Figure 6. Schematic illustration of the concept of calibration. SA and DA are the example outputs of
a system for same-author and different-author comparisons, respectively; (a,b) are uncalibrated and
calibrated systems, respectively. PDF—Probability density function.
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In Figure 6a, the neutral point that optimally separates the DA and SA comparisons
(the vertical dashed line of Figure 6a), is not aligned with a log10 value of 0, which is the
neutral point in the LR framework. In such a case, the calculated value cannot be translated
as the strength of the evidence. Thus, it is customarily called a ‘score’ (uncalibrated LR).
Figure 6b is an example case of a calibrated system.

The scores (uncalibrated LRs) need to be calibrated or converted to LRs. Logistic
regression is the standard method for this conversion (Morrison 2013). In other words, the
scores of the Calibration database are used to train logistic regression for calibration.

Calibration is integral to the LR framework, as raw scores can be misleading until
converted to LRs. Readers are encouraged to explore (Morrison 2013, 2018; Ramos and
Gonzalez-Rodriguez 2013; Ramos et al. 2021) for a deeper understanding of the significance
of calibration in evaluating evidential strength.

4. Experimental Design: Reflecting Casework Conditions and Using Relevant Data

Regarding the two requirements (Requirements 1 and 2) for validation stated in
Section 1.1, two experiments (Experiments 1 and 2) were designed under cross-topic
conditions. In the experiments, Cross-topic 1 is assumed to be the casework condition
in which the source-questioned text is written on “Beauty” and the source-known text is
written on “Movie and TV”. Readers will recall (Section 2.2) that Cross-topic 1 has a high
degree of topic mismatch. In order to conduct validation under the casework conditions
with the relevant data, the validation experiment should be performed with the databases
having pairs of documents reflecting the same mismatch in topics as Cross-topic 1. Figure 7
elucidates this.

Figure 7. Example illustrating validation under the same conditions as the casework with the
relevant data.

Sections 4.1 and 4.2 explain how Experiments 1 and 2 were set up, respectively. Exper-
iment 1 considers Requirement 1 for validation, and Experiment 2 considers Requirement 2
for relevant data.

4.1. Experiment 1: Fulfilling or Not Fulfilling Casework Conditions

If the casework condition illustrated in Figure 7 were to be ignored, the validation
experiment would be performed using Cross-topic 2, Cross-topic 3, or Any-topic. This is
summarized in Table 3.
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Table 3. Conditions of Experiment 1.

Test Reference Calibration

Under casework condition Cross-topic 1 Cross-topic 1 Cross-topic 1

Not under casework condition Cross-topic 2 Cross-topic 2 Cross-topic 2
Not under casework condition Cross-topic 3 Cross-topic 3 Cross-topic 3
Not under casework condition Any-topic Any-topic Any-topic

The results of the validation experiments carried out under the conditions specified in
Table 3 are presented and compared in Section 6.1.

4.2. Experiment 2: Using or Not Using Relevant Data

If data relevant to the case were not used for calculating the LR for the source-
questioned and source-known documents under investigation, what would happen to the
LR value? This question is the basis of Experiment 2. As such, in Experiment 2, validation
experiments were carried out with the Reference and Calibration databases, which do not
share the same type of topic mismatch as the Test database (Cross-topic 1). Table 4 includes
the conditions used in Experiment 2.

Table 4. Conditions of Experiment 2.

Test Reference Calibration

Using the relevant data Cross-topic 1 Cross-topic 1 Cross-topic 1

Not using the relevant data Cross-topic 1 Cross-topic 2 Cross-topic 2
Not using the relevant data Cross-topic 1 Cross-topic 3 Cross-topic 3
Not using the relevant data Cross-topic 1 Any-topic Any-topic

The results of the validation experiments carried out under the conditions specified in
Table 4 are presented and compared in Section 6.2.

5. Assessment

The performance of a source-identification system is commonly assessed in terms of
its identification accuracy and/or identification error rate. Metrics such as precision, recall,
and equal error rate are typical in this context. However, these metrics are not appropriate
for evaluating LR-based inference systems (Morrison 2011, p. 93). These metrics are based
on the binary decision of whether the identification is correct or not, which is implicitly
tied to the ultimate issue of the suspect being deemed guilty or not guilty. As explained
in Section 1.2, forensic scientists should refrain from making references to this matter.
Furthermore, these metrics fail to capture the gradient nature of LRs; they do not take into
account the actual strength inherent in these ratios.

The performance of the FTC system was assessed by means of the log-likelihood-ratio
cost (Cllr), which was first proposed by Brümmer and du Preez (2006). It serves as the
conventional assessment metric for LR-based inference systems. The Cllr is described in
detail in van Leeuwen and Brümmer (2007) and Ramos and Gonzalez-Rodriguez (2013).
Equation (A2) of Appendix A is for calculating Cllr. An example of the Cllr calculation is
also provided in Appendix A.

In the calculation of Cllr, each LR value attracts a certain cost.9 In general, the contrary-
to-fact LRs; i.e., LR < 1 for SA comparisons and LR > 1 for DA comparisons, are assigned
far more substantial costs than the consistent-with-fact LRs; i.e., LR > 1 for SA comparisons
and LR < 1 for DA comparisons. For contrary-to-fact LRs, the cost increases as they are
farther away from unity. For consistent-with-fact LRs, the cost increases as they become
closer to unity. The Cllr is the overall average of the costs calculated for all LRs of a given
experiment. See Appendix C.2 of Morrison et al. (2021) for the different cost functions of
the consistent-with-fact and contrary-to-fact LRs.
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The Cllr is a metric assessing the overall performance of an LR-based system. The
Cllr consists of two metrics that assess the discrimination performance and calibration
performance of the system, respectively. They are called discrimination loss (Cmin

llr ) and
calibration loss (Ccal

llr ). The Cmin
llr is obtained by calculating the Cllr for the optimized LRs

via the non-parametric pool-adjacent-violators algorithm. The difference between Cmin
llr

and Cllr is Ccal
llr ; i.e., Cllr = Cmin

llr + Ccal
llr . If we consider the cases presented in Figure 6 as

examples for Cllr, Cmin
llr , and Ccal

llr , the discriminating potential of the system in Figure 6a
and that in Figure 6b are the same. In other words, the Cmin

llr values for both are identical.
The distinction lies in their Ccal

llr values, where the Ccal
llr value of Figure 6a should be higher

than that of Figure 6b. Consequently, the overall Cllr will be higher for Figure 6a than for
Figure 6b.

More detailed descriptions of these metrics can be found in Brümmer and du Preez
(2006), Drygajlo et al. (2015) and in Meuwly et al. (2017).

A Cllr less than one means that the system provides useful information for discriminat-
ing between authors. The lower the Cllr value, therefore, the better the system performance.
This holds true for both Cmin

llr and Cllr, concerning the system’s discrimination and calibra-
tion performances.

The derived LRs are visualized by means of Tippett plots. A description of Tippett
plots is given in Section 6.2., in which the LRs of some experiments are presented.

6. Results

The results of Experiments 1 and 2 are separately presented in Sections 6.1 and 6.2.
The reader is reminded that in each experiment, six cross-validated experiments were
performed separately for each of the four conditions specified in Table 3 (Experiment 1)
and Table 4 (Experiment 2), and also that Cross-topic 1, which has a large topic mismatch,
is presumed to be the casework condition in which the source-questioned text is written on
“Beauty” and the source-known text is written on “Movie and TV”.

6.1. Experiment 1

In Figure 8, the maximum, mean and minimum Cllr values of the six experiments are
plotted for the four conditions given in Table 3. Please recall that the lower in Cllr, the better
the performance.

Figure 8. The maximum (max), mean, and minimum (min) Cllr values of the six cross-validated
experiments are plotted for each of the four experimental conditions specified in Table 3.

Regarding the degree of mismatch in topics that was described in Section 2.3, the
experiment with Cross-topic 1, which matches the casework condition, yielded the worst
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performance result (mean Cllr = 0.78085) while the experiment with Cross-topic 3 yielded
the best (mean Cllr = 0.52785). The experiments with Cross-topic 2 (mean Cllr = 0.65643)
and Any-topic (mean Cllr = 0.64412) came somewhere in-between Cross-topics 1 and
3. It appears that the FTC system provides some useful information regardless of the
experimental conditions; the Cllr values are all smaller than one. However, fact-finders
would be led to believe that the performance of the FTC system is better than it actually is if
they were informed with the validation result that does not match the casework condition;
namely, Cross-topics 2 and 3 and Any-topic. Obviously, the opposite instance is equally
likely in which an FTC system is judged to be worse than it actually is.

One may think it sensible to validate the system under less-constrained or more-
inclusive heterogeneous conditions. However, the experimental result with Any-topic
demonstrated that this was not appropriate, since the FTC system clearly performed
differently from the experiment that was conducted under the same condition as the
casework condition.

The performance of the FTC system is further analyzed by looking into its discrim-
ination and calibration costs independently. The Cmin

llr and Ccal
llr are plotted one by one in

Panels (a) and (b) of Figure 9 for the same experimental conditions listed in Table 3.

 

Figure 9. The maximum (max), mean, and minimum (min) Cmin
llr (Panel a) and Ccal

llr (Panel b) values
of the six cross-validated experiments are plotted for the four experimental conditions specified
in Table 3.

The differences in discrimination performance (measured in Cmin
llr ) observed in Figure 9a

between the four conditions is parallel to the differences in overall performance (measured
in Cllr) observed in Figure 8 between the same four conditions. That is, the discrimination
between the SA and DA documents is more challenging for one cross-topic type than
another. The difficulty is in the descending order of Cross-topic 1, Cross-topic 2, and
Cross-topic 3. The discrimination performance of Any-topic is marginally better than that
of Cross-topic 2.

The Ccal
llr values charted in Figure 9b are all close to zero and they are similar to each

other; note that the range of the y-axis is very narrow between 0.02 and 0.09. That is to
say, the resultant LRs are all well-calibrated. However, it appears that Any-topic (mean
Ccal

llr = 0.05766) underperforms the other Cross-topic types in calibration performance. The
calibration performances of Cross-topics 1, 2 and 3 are virtually the same (mean Ccal

llr is
0.03839 for Cross-topic 1; 0.03664 for Cross-topic 2; and 0.04126 for Cross-topic 3). As
explained in Section 2.3, paired documents belonging to Any-topic were randomly selected
from the entire database, which allows large variability between the batches. This could
be a possible reason for the marginally larger Ccal

llr values for Any-topic. However, this
warrants further investigation.
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6.2. Experiment 2

The maximum, mean and minimum Cllr values of the six experiments are plotted
separately in Figure 10 for each of the four conditions specified in Table 4.

 

Figure 10. The maximum (max), mean, and minimum (min) Cllr values of the six cross-validated
experiments are plotted for each of the four experimental conditions specified in Table 4. The red
horizontal-dashed line indicates Cllr = 1.

The experimental results given in Figure 10 clearly show that it is detrimental to
calculate LRs with data that is irrelevant to the case. The Cllr values can go beyond one, i.e.,
the system is not providing useful information for the case. The degree of deterioration
in performance depends on the Cross-topic types used for Reference and Calibration
databases. Cross-topic 3, which has the greatest difference from Cross-topic 1 (compare
Figures 4a and 4c), caused more substantial impediment in performance in comparison
to Cross-topic 2. It is also interesting to see that the use of Any-topic for Reference and
Calibration databases, which may be considered the most generic dataset reflecting the
overall characteristics of the entire database, also brought about a decline in performance, as
the Cllr values can go over one. The results included in Figure 10 well demonstrate the risk
of using irrelevant data, i.e., the degree of topic mismatch is not comparable between Test
and Reference/Calibration databases for calculating LRs. This may result in jeopardizing
the genuine value of the evidence.

In order to further investigate the cause of the deterioration in overall performance
(measured in Cllr), the Cmin

llr and Ccal
llr are plotted in Figure 11 in the same manner as in

Figure 9. Panels (a) and (b) are for the Cmin
llr and Ccal

llr , respectively.
Panel (a) of Figure 11 shows that the discrimination performance evaluated by Cmin

llr
is effectively the same across all of the experimental conditions (Cmin

llr mean: 0.74246 for
Cross-topic 1; 0.73786 for Cross-topic 2; 0.73618 for Cross-topic 3; and 0.74102 for Any-topic).
That is, as far as the discriminating power is concerned, the degree of mismatch in topics
does not result in any sizable difference in discriminability. The discriminating power of the
system remains unchanged before and after calibration, i.e., the Cmin

llr value does not change
before and after calibration. Since the Calibration database does not cause variability, and
the Test database is fixed to Cross-topic 1, only the Reference database plays a role in the
variability of the Cmin

llr values across the four experimental conditions. The results given
in Figure 11a imply that not using the relevant data for the Reference database does not
have an apparently negative impact on the discriminability of the system. This point will
be discussed further after the results of Ccal

llr are presented below.
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Figure 11. The maximum (max), mean, and minimum (min) Cmin
llr (Panel a) and Ccal

llr (Panel b)
values of the six cross-validated experiments are plotted for each of the four experimental conditions
specified in Table 4.

Panel (b) of Figure 11, which presents the Ccal
llr values for the four experimental con-

ditions, undoubtedly shows that not using the relevant data considerably impairs the
calibration performance. It is interesting to see that the variability of the calibration per-
formance is far smaller for the matched experiment (Cross-topic 1) than for the other
mismatched experiments. Note that the maximum, mean, and minimum Ccal

llr values are
very close to each other for the matched experiment (Cross-topic 1). This means that the use
of the relevant data is also beneficial in terms of the stability of the calibration performance.

The Tippett plots included in Figure 12 are for the LRs of the four experimental
conditions described in Table 4. Note that the LRs of the six cross-validated experiments
are pooled together for Figure 12. The deterioration in calibration described for Figure 11b
can be visually observed from Figure 12.

Tippett plots, which are also called empirical cumulative probability distributions,
show the magnitude of the derived LRs simultaneously for the same-source (e.g., SA)
and different-source (e.g., DA) comparisons. In Tippett plots (see Figure 12), the y-axis
values of the red curves give the proportion of SA comparisons with log10LR values smaller
than or equal to the corresponding value on the x-axis. The y-axis values of the blue
curves give the proportion of DA comparisons with log10LR values bigger than or equal
to the corresponding value on the x-axis. Generally speaking, a Tippett plot in which the
two curves are further apart and in which the crossing-point of the two curves is lower
signifies a better performance. Provided that the system is well-calibrated, the LRs above
the intersection of the two curves are consistent-with-fact LRs and the LRs below the
intersection are contrary-to-fact LRs. In general, the greater the consistent-with-fact LRs
are, the better, whereas the smaller the contrary-to-fact LRs are, the better.

The high Ccal
llr values of the mismatched experiments with Cross-topic 2 (mean

Ccal
llr = 0.19037), Cross-topic 3 (mean Ccal

llr = 0.55395), and Any-topic (mean Ccal
llr = 0.23789)

show that the resultant LRs are not well-calibrated. The crossing-points of the two curves
given in Figure 12b–d, (see the arrows given in Figure 12) deviate from the neutral value of
log10LR = 0, further demonstrating poor calibration.
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Figure 12. Tippett plots of the LRs derived for the four experimental conditions specified in Table 4.
Red curves—SA log10LRs; blue curves—DA log10LRs. Arrows indicate that the crossing-point of the
two curves is not aligned with unity. Note that some log10LR values go beyond the range given in
the x-axis.

The consistent-with-fact LRs are conservative in magnitude for the matched experi-
ment with Cross-topic 1 (see Figure 12a), keeping the magnitude approximately within
log10LR = ±3. The magnitude of the contrary-to-fact LRs is also constrained approximately
within log10LR = ±2; this is a good outcome. In the mismatched experiments, although the
magnitude of the consistent-with-fact LRs is greater than that of the matched experiment, the
magnitude of the contrary-to-fact LRs is also unfavorably enhanced (see Figure 12b–d). That is,
the LRs derived with irrelevant data (see Figure 12b–d) are at great risk of being overestimated.
This overestimation can be exacerbated if the system is not calibrated (see Figure 12b–d).

Figure 11 indicates that the deterioration in overall performance (measured in Cllr) is
mainly due to the deterioration in calibration performance (measured in Ccal

llr ), and that
using irrelevant data, i.e., Cross-topics 2 and 3 and Any-topic in the Reference database,
has minimal bearing on the discrimination performance.

Using simulated FTC data, Ishihara (2020) showed that performance degradation/
deterioration caused by the limitation of available data was mainly attributed to poor
calibration rather than to the poor discriminability potential; near-optimal discrimination
performance can be achieved with samples from as few as 40–60 authors. Furthermore, in
his forensic voice comparison (FVC) study investigating the impact of sample size on the
performance of an FVC system, Hughes (2017) reported that the system performance was
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most sensitive to the number of speakers included in the Test and Calibration databases.
The performance was not particularly influenced by the number of reference speakers.
Although Ishihara’s and Hughes’ studies focus on the amount of data as a factor in the
system performance, more specifically, the number of sources from which samples are
collected, their results equally indicate that the calibration performance is more sensitive to
the sample size than is the discrimination performance.

In the current study, the quantity of the data included in each database is sizable:
592 SA and 592 DA comparison for each experiment. Thus, unlike for Ishihara (2020) and
Hughes (2017), the degraded aspect of data in the present study is not the quantity but
the quality; namely, the degree of topic mismatch between Test and Reference/Calibration
databases. It is conjectured that any adverse conditions in data, quantity, or quality, tend
to do more harm on the calibration performance than the discrimination performance.
However, this requires further investigation.

7. Summary and Discussion

Focusing on the mismatch in topics between the source-questioned and source-known
documents, the present study showed how the trier-of-fact could be misled if the validation
were NOT carried out:

• under conditions reflecting those of the case under investigation, and
• using data relevant to the case.

This study empirically demonstrated that the importance of the above requirements
for validation is true for FTC.10

Although the necessity of validation for the admissibility of authorship evidence in
court is well acknowledged in the community (Ainsworth and Juola 2019; Grant 2022; Juola
2021), to the best of our knowledge, the importance of the above requirements has never
been explicitly stated in relevant authorship studies. This may be because it is rather obvious.
However, we would like to emphasize the importance of the above validation requirements
in this paper because forensic practitioners may think that they need to use heterogenous
corpora in order to make up for the lack of specific corpora; for example, not having enough
time to create a customized one, or thinking that the validation of any source-inference
systems should be conducted by simultaneously covering a wide variety of conditions;
for example, various types of mismatches should be considered. The inclusion of diverse
conditions for validation is assumedly a legitimate way of understanding how well the
system generally works. However, it does not necessarily mean that the same system works
equally well for each specific situation; i.e., the unique condition of a given casework.

If one is working on a case in which the authorship of a given text is disputed and it is a
hand-written text, the forensic expert would surely not use social media texts to validate the
system with which the authorship analysis is performed. Likewise, they would not use the
social media samples as the Reference and Calibration databases in order to calculate an LR
for the hand-written text evidence. This analogy goes beyond the use of the same medium for
validation and applies to various factors that influence one’s own way of writing.

This study focused on the mismatch in topics as a case study to demonstrate the
importance of validation. Topic is a vague term, and the concept is not necessarily categori-
cal; thus, it is a challenging task to classify documents into different topics/genres. One
document may consist of multiple topics and each topic may be composed of multiple
sub-topics. Making matters worse, as pointed out in Section 1.3, topic is only one of many
other factors that possibly shape individuals’ writing styles. Thus, in real casework, the
level of mismatch between the documents to be compared is highly variable and case
specific, and databases replicating the case conditions may need to be built from scratch if
suitable sources are not available. As such, it is sensible to ask what casework conditions
need to be rigorously considered during validation and what other conditions can be
overlooked, and these questions need to be pursued in the relevant academic community.
These questions are inexorably related to the meaning of relevance. What are the relevant
data (e.g., same/similar topics and medium) and relevant population (e.g., non-native use
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of a language; same assumed sex as the offender for some languages) (Hicks et al. 2017;
Hughes and Foulkes 2015; Morrison et al. 2016)?

Computational authorship analysis has made huge progress over the last decade, and
related work demonstrated that some sources of variability can be tolerated to a good extent
by the systems compared to a decade ago. As the technology advances, fewer factors may
become relevant to consider for validation. Authorship analysis can never be performed
under perfectly controlled conditions because two documents are never composed under
the exact same settings. Despite this inherent difficulty, authorship analysis has been
successful. This leads to the conjecture that some external factors that are considered to be
sources of variability can be well suppressed by the systems or that the magnitude of the
impact caused by these factors may not be as substantial as feared in some cases.

Nevertheless, it is clear that the community of forensic authorship analysis needs to col-
laboratively attend to the issues surrounding validation, and to come up with a consensus,
perhaps in the form of validation protocols or guidelines, regardless of the FTC approaches
to be used. Although it is impossible to avoid some subjective judgement regarding the
sufficiency of the reflectiveness of the casework conditions and the representativeness of the
data relevant to the case (Morrison et al. 2021), validation guidelines and protocols should
be prepared following the results of empirical studies. In fact, we are in a good position in
this regard as there are already some guidelines and protocols for us to learn from; some
of them are generic (Willis et al. 2015), and others are area-specific (Drygajlo et al. 2015;
Morrison et al. 2021; Ramos et al. 2017) or approach-specific (Meuwly et al. 2017).

There are some possible ways of dealing with the issues surrounding the mismatches.
One is to look for stylometric features that are robust to the mismatches (Halvani et al. 2020;
Menon and Choi 2011), for example limiting the features to those that are claimed to be
topic-agnostic (Halvani and Graner 2021; Halvani et al. 2020). Another is to build statistical
models that can predict and compensate for the issues arising from the mismatches (Daumé
2009; Daumé and Marcu 2006; Kestemont et al. 2018).

Besides these approaches, an engineering approach is assumed to be possible; e.g., the
relevant data are algorithmically selected and compiled considering the similarities to the
source-questioned and source-known documents (Morrison et al. 2012) or they may even
be synthesized using text-generation technologies (Brown et al. 2020). Nevertheless, these
demand further empirical explorations.

The present study only considered one statistical model (Ishihara 2023) but there are
other algorithms that might be more robust to mismatches, for example, methods designed
for authorship verification that contain random variations in their algorithms (Kocher and
Savoy 2017; Koppel and Schler 2004). Another avenue of future study is the application
of a deep-learning approach to FTC. A preliminary LR-based FTC study using stylistic
embedding reported promising results (Ishihara et al. 2022).

As briefly mentioned above, applying validation to FTC in a manner that reflects
the casework conditions and uses relevant data most likely requires it to be performed
independently for each case because each case is unique. This further necessitates custom-
collected data for each casework. Given this need, unless an appropriate database already
exists, the sample size—vis-à-vis both the length of a document and the number of authors
documents are collected from—is an immediate issue as it is unlikely to be possible to
collect an appropriate amount of data due to various constraints in a forensically realistic
scenario. System performance is sensitive to insufficient data, in particular the number of
sources from which samples are being collected, both in terms of its accuracy and reliability
(Hughes 2017; Ishihara 2020). Thus, extended work is also required to assess the potential
tradeoffs between the robustness of FTC systems and the data size,11 given the limitations of
time and resources in FTC casework. Fully Bayesian methods whereby the LRs are subject
to shrinkage depending on the degree of uncertainty (Brümmer and Swart 2014) would be
a possible solution to the issues of sample size. That is, following Bayesian logic, the LR
value should be closer to unity with smaller samples as the uncertainty will be higher.
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8. Conclusions

This paper endeavored to demonstrate the application of validation procedures in
FTC, in line with the general requirements stipulated in forensic science more broadly. By
doing so, this study also highlighted some crucial issues and challenges unique to textual
evidence while deliberating on some possible avenues for solutions to these. Any research
on these issues and challenges will contribute to making a scientifically defensible and
demonstrably reliable FTC method available. This will further enable forensic scientists
to perform the analysis of text evidence accurately, reliably, and in a legally admissible
manner, while improving the transparency and efficacy of legal proceedings. For this, we
need to capitalize on the accumulated knowledge and skills in both forensic science and
forensic linguistics.
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Appendix A

Table A1. The 140 tokens used for the bag-of-words model.
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The formula for calculating a score for the source-questioned (X = {x1, x2, · · · , xk}) and
source-known (Y = {y1, y2, · · · , yk}) documents with the Dirichlet-multinomial model is given
in Equation (A1), in which B(·) is a multinomial beta function and A = {α1, α2, · · · , αk} is a
parameter set for the Dirichlet distribution. The index k is 140.

score =
B(A)B(A + X + Y)
B(A + X)B(A + Y)

(A1)

The parameters of the Dirichlet model (A = {α1, α2, · · · , αk}) were estimated using
the Reference database with the maximum likelihood estimation. A derivational process
from Equation (1) to Equation (A1) is explicated in Ishihara (2023).

Equation (A2) is for calculating Cllr.

Cllr =
1
2

(
1

NSA

NSA

∑
i

log2

(
1 +

1
LRSAi

)
+

1
NDA

NDA

∑
j

log2

(
1 + LRDAj

))
(A2)

In Equation (A2), LRSAi and LRDAj are the linear LR values corresponding to SA
and DA comparisons, respectively, and NSA and NDA are the numbers of the SA and DA
comparisons, respectively.

For example, linear LR values of 10 and 100 for DA comparisons are contrary-to-fact
LR values. The latter strongly supports the contrary hypothesis more than the former;
thus, the latter should be more severely penalized than the former in terms of Cllr. In
fact, the cost for the latter, 6.65821 (= log2(1 + 100)), is higher than that for the former,
3.4534 (= log2(1 + 10)).

Notes

1 There are various types of forensic evidence, such as DNA, fingerprints, and voice analysis. The corresponding verification
systems demonstrate varying degrees of accuracy for each. Authorship evidence is likely to be considered less accurate compared
to other types within the biometric menagerie (Doddington et al. 1998; Yager and Dunstone 2008).

2 There is an argument suggesting that these requirements may not be uniformly applicable to all forensic-analysis methods with
equal success (Kirchhüebel et al. 2023). It is proposed that a customized approach to method validation is necessary, contingent
upon the specific analysis methods.

3 https://pan.webis.de/clef19/pan19-web/authorship-attribution.html (accessed on 3 February 2021).
4 Instead of more common terms such as ‘forensic authorship attribution’, ‘forensic authorship verification’, and ‘forensic authorship

analysis’, the term ‘forensic text comparison’ is used in this study. This is to emphasize that the task of the forensic scientist is to
compare the texts concerned and calculate an LR for them in order to assist the trier-of-fact’s decision on the case.

5 T-SNE is a statistical method for mapping high-dimensional data to a two- or three-dimensional space. It was performed with the
T-SNE function of Python ‘sklearn’ library with ‘random_state = 123’ and ‘perplexity = 50’.

6 More specifically ‘bert-base-uncased’ was used as the pre-trained model with ‘max_position_embedding = 1024’; ‘max_length =
1024’; and ‘padding = max_length’.

7 T-SNE is non-deterministic. Therefore, the T-SNE plots were generated multiple times, both with and without normalizing the
document number. However, the result is essentially the same regardless of the normalization.

8 If the output of the Dirichlet-multinomial system is well-calibrated, it is an LR, not a score. Thus, it does not need to be converted
to an LR at the calibration stage.

9 This is true as long as the LR is greater than zero and smaller than infinity.
10 It is important to note that the present paper covers only the validation of FTC systems or systems based on quantitative

measurements. There are other forms of validation when not quantifying features (Mayring 2020).
11 Some authors of the present paper, who are also FTC caseworkers, are often given a large amount of texts written by the defendant

for FTC analyses. Thus, the amount of data in today’s cases could be huge, leading to the opposite problem of having too much
data. However, when it comes to the data for the use of validation, e.g., Test, Reference, and Calibration data, it could still be a
challenging task to collect an adequate amount of data from a sufficient number of authors.
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Abstract: Taking as points of departure modern pragmatic theory and the information-theoretic view
of communication offered by Levinson, this paper re-defines the notion of “genre” as a primarily
top-down functioning kind of pre-existing, conventionalized package deal in construing meaning. As
a consequence, this paper argues for relativizing the role of code (langue), given information in favor
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1. Scope of the Paper: Between Law, Discourse, and Information Theory

How can we know so much, given that we know so little?
How can we know so little, given that we know so much?
This paper tries to deal with theoretical concerns raised by the near-ubiquitous notion

of “genre”, with a special, but not exclusive, interest in its application to law.1 Being a
functionally, language-externally and socially motivated phenomenon, discussions of the
concept tend to be triggered by language—external developments, such as the rise of new
media (Giltrow and Stein 2009; Anesa and Engberg 2023), generating new demands on
knowledge management in new domains. Law, although intimately related to language,
is such an external societal, cultural phenomenon, organized in genres. Law is an insti-
tutional and societal context characterized, if not defined, by a functionally coherent, but
linguistically diverse landscape of genres. As a theoretically oriented paper, the concern
here is not with a practical, functional analysis of specific genres, but it may have bearing
on how and why such analyses are conducted.

The second source of theoretical interest in the concept of genre is found in Levinson’s
recent paper on the “dark matter” of pragmatics (Levinson 2024). Levinson argues that
communication—especially human, linguistic communication—needed to develop strate-
gies for coping with informational “bottlenecks”, in particular, ones that enforce affordable
strategies of redundancy to enable communication to take place in a narrow tunnel of
capacity and time. I will argue that the concept of genre is one such strategy, evolutionarily
evolved, and which is part of what Levinson would call the “known dark matter” in
communication (On the other side of “known dark matter” is the “unknown dark matter”
of pragmatics: the vast array of strategies we know must exist, but which are yet com-
pletely unknown). Among these strategies, the signal carried by linguistic forms has been
overvalued, while the role of other, non-verbal information has gone largely unappreciated.

Law is an area that tends to be dominated by a “folk” ideology of language that sees
the linguistic surface information as the main source of signal information. So, the third
major theoretical angle of approach in this paper is through the ongoing debates about
“meaning making” in modern, essentially neo-Gricean pragmatics, with its conception of an
extraction or construction of meaning in a staged logical order that essentially involves the
adduction of non-linguistically given knowledge at several stages. It is this non-linguistic
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knowledge that is the focus of this paper. It necessarily forms an important issue in law,
due to the assumption, prevalent in law, that the content of the law resides within texts.
But it must be asked: what is the “text”?

2. Language Occurs in Texts

I claim that the primary unit of the occurrence, not of “language”, but of communica-
tion involving language, is genre. Any individual, bounded piece of discourse gains its
identity as an instantiation of a genre. Genre is a pivotal concept in the linguistic analysis
of communication in the domain of law, which is linguistically organized as a complex,
interrelated web of genres. The activities within law make continual reference to types of
genres in the law, while classifications into genres are a continual topic in the discipline
and in discourse at large (Kurzon 1997; Engberg 2013; Taboada 2004). It is therefore at
least appropriate, if not obligatory, to look at the theoretical underpinning of the concept of
genre from the vantage point of pragmatics.

While it is already well established in practical research, thanks to work by Swales
and Bhatia (cf. the survey in Artemeva and Freedman 2016), I will here try to point to more
theoretical issues, arguably those with the most salient practical consequences. One battle
cry of the earliest “textlinguistic” turn in much of European continental linguistics was
that language occurs in texts. This was a consequence of structuralism’s undue privileging
of the sentence as the base unit of analysis, itself preceded by a focus on the morpheme.
There were good reasons, then, for upscaling the explanatory domain of linguistics to a
higher unit, because the grammaticality or otherwise of a number of phenomena could not
be explained sentence-internally.

There are two competing or complementary concepts of a “text”: Text type, first,
and second, genre. Each represents a different perspective on the constitutive object of
research, depending on the point of departure. Traditionally, research started from what
“occurs” on the “surface” of language. The classic analysis is Biber’s famous study (Biber
1995, “Dimensions of Register Variation”). Following a long tradition that explains or
“accounts for” surface distributions by classification into registers, where a “functional”
explanation of differential surface distribution resorts to a “notional” concept of genres.
Biber’s perspective on the text “genre” is therefore “interpretive”. Genre is called upon as
an explanatory dimension for the formal statistical distribution of surface forms. For our
purposes, let us refer to the two basic perspectives as “form”-based and function”-based.
The former can be seen as bottom-up, and the latter, function-based, as top-down. The
former corresponds to “text type” while the latter refers to “genre”. In this view, genre is
located at the top, and the text (text type) closer to, or even at the bottom, as the linguistic
input level.

It is intuitively apparent from the above that the higher on the vertical axis the linguistic
unit, the less “autonomous” the unit is: the sources of knowledge tend to come less from
language, morphemes, form, or “code” (Lyons’ “system sentence”, Lyons 1981, p. 196)
the “higher” you go in this concept. One issue that has seemed clear for higher units
has been a much debated issue lower down, on the level of the sentence and lower: the
issue of underdeterminacy. It has always been easier to accept that not only are lower to
higher meanings increasingly determined by extra-linguistic information, but also that
there are qualitatively different types of meanings ascribed to the global text level that
are not explicable as additions of meanings that are, to a stronger extent, componentially
generated lower down. So this “basic” type of decrease in autonomy and the later-to-be
discussed notions of underdeterminacy are just two sides of the same problem.

What is the relationship between the two perspectives? Where does the researcher
start the “explanatory” journey? Top or bottom? Notice that by “direction of explaining”
we refer to the meta-decision of where to logically start.

Is there a one–one relationship between the two unit types (what I will later call the
insulationist view, § 8), as often postulated for the lower end of the scale, such that a
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linguistic form would correspond to a higher-level unit? In particular, my question is: can
genres be defined linguistically?

A famous dictum of pragmatics is that “form”, i.e., text type, “underdetermines”
function. Given this assumption, it is not possible to define genres with reference to the
occurrence of surface linguistic features. Or, to draw on Giltrow’s inverse formulation of
the same: it is not possible to define genre by surface linguistic features alone.

If evidence were needed, we could point to Giltrow’s paradigmatic analysis of a 1760
“Treaty of Peace and Friendship” between Canadian First Nations and European settlers,
where the linguistic material in the text “underdetermines” the genre. In Giltrow’s example,
the treaty is just a writ, or indeed a contract, from which certain real obligations arise, with
concrete political and financial consequences. As the graph postulates, “Form alone” does
not determine genre, bottom-up, on the level of the whole discourse.

Viewed top-down, it is well known that a genre like a contract has so many sur—
“faces”, that is to say many linguistic form possibilities, so many that there is no single
way to define it micro-linguistically. Makmillen (2007) offers another example of how, like
a chameleon, the same “text” can be read as instantiating several different genres, with
drastic political and financial consequences.

3. Genre and Indeterminacy

The concept of genre has a history characterized by an early emphasis on didactic
issues—that is, identifying genres so as to make them teachable—and on surface linguistic
features, with the concept in close competition with the notion of “register”. While per-
sisting in applied pursuits, such as the teaching of writing, the more modern theoretical
approach to genre shifts focus to “. . .a level of genre that represents those [communicative,
DS] events which have been culturally recognized” (Taboada 2004, p. 19). An indication
of the abstract knowledge nature of the concept of “genre” is also found in Giltrow (2016,
p. 220), which relativizes the traditional emphasis of research in the area of genre on lin-
guistic form and which points to the same information-theoretic argument as made by
Levinson (2024), which shifts the emphasis to a massive, but as yet underemphasized, share
of ineluctable non-linguistic information. The underdetermination of meaning by form is
sometimes an efficiency, sometimes a liability, and sometimes a resource.

More broadly, the new genre theory can make a contribution to the work on the
pragmatic problem of underdetermination. The gist is the following: spheres of activity
constitute common ground, narrowing context to a common ground of accessible assump-
tions from which interlocutors can, and do, draw inferences. But the contribution comes
at a cost for genre theory; for now, the main term to be reckoned with in genre theory is
mutual consciousness, in all the silent trepidations detected by pragmatics: assumptions
unascertainable, uneven, unstable and changeable, even when form remains unchanged
(Giltrow 2016, p. 220).

A question, of course, is what the definitional features of a genre are, if not form.
Giltrow makes several key points on this question. An acutely felt “cost” for genre theory
is the loss, absence, or radical downgrade in the status, of purportedly “objective” surface
information. An interactive view of text and genre finds little, if anything, in the morphemes
on the “surface” of a text. It thus pits itself against the “insulationist” view, that genre
knowledge is autonomous, extractable from code.

It is this fact—the very indirect or minimal access to genre from surface features—that
causes such embarrassment and bewilderment, especially for a linguistic perspective that is
used to starting from the bottom up. The tendency towards minimalism is understandable,
as surface features seem to provide something that is observable, objective, and therefore
more intersubjectively recognizable. As such, minimalist approaches are more congenial to
legal endeavors. More countable, they are attractive for computational approaches and for
lawyers in the same way. If minimalism means the provenience of only minimal knowledge
that comes from contextual, language-external sources, maximalism implies the opposite.
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A maximalist view of genre entails a cognitive view, as this external knowledge—the
common ground—must be assumed to be present somehow in our cognition. Here, we will
focus on the top-down perspective, starting with entities that are not directly observable,
entities of a more cognitive nature, manifested at the linguistic surface only very partially
and often only in traces. Yet, these cognitive entities are the prime explanatory dimension
for forms on the linguistic surface.

There seems to be something of a complaint tradition, regretting the fact of under-
determination. While there are cases of underdeterminacies (Witczak-Plisiecka 2009) that
create genuine problems for legal interpretation, the general philosophical complaint about
the lack of one-to-one correspondence between form and meaning is a type of language ide-
ology that bedevils many applications of language. Certainly, many current folk–linguistic
debates and even applied linguistic pursuits, including forensic linguistics, specifically in
the shape of the so-called “referential ideology“ (Ainsworth 2008), are still hamstrung by
their fostering of this false dilemma. Just as it is a “design feature” of language to have few
units, a multitude of realizations and expressive means, on the lower levels, so we should
expect the same on the level of genres: never a costly one–one relationship between form
and function.

The central background fact—to make an information-theoretic observation—is that
human speech encoding is relatively very slow; the actual process of phonetic articulation
is a bottleneck in a system that can otherwise run much faster. The speaker is trying to find
an economical means of invoking specific ideas in the hearer, knowing that the hearer has
exactly this expectation. Now, the solution to the bottleneck is just this: let not only the
content, but also the metalinguistic properties of the utterance (its form) carry the message.
Or, in other words, find a way to piggyback meaning on top of meaning (cf. Levinson 2000,
p. 6).

And emphasizing the necessity to find a redundancy-creating way to minimize the
infinite potentialities of extra-linguistic knowledge: “Because these inferences rule out a
number of possible states of affairs they multiply the informational load of what has been
said by a significant factor” (Levinson 2000, p. 31f).

Genre, then, is much “richer” than the text. Much more content “functions” in a text
as discourse and operates on what is there in terms of the text sentence or “what is said”
than what is represented at the surface:

1. The highly selective filtering or selection of context or knowledge from all available
knowledge: only a fraction of what could be selected is actually—and legitimately—
selected to be mutually present in the cognition of communication partners.

2. What there is in terms of surface expressions: the surface expressions themselves
have a function within that present knowledge. They are intended by the writer or
speaker to produce effects in a cognitively conceived discourse world on the receiver
side. It is therefore clear that the content side is a cognitive entity, a view on which I
will elaborate on in what follows. To a large extent, genre is internalized context, and
context is knowledge, as it is represented in our cognition and is assumed by the
speaker to be exactly there. However, “knowledge” is potentially everything that
could be represented. Restricting all possible knowledge to a relevant and cognitively
manageable, efficient amount is the salient function of genre with respect to the
information-theoretical issue emphasized by Levinson (2024).

The issue here is that interlocutors mutually assume a tiny fraction of all possible
knowledge—“mutual knowledge” by first approximation—to be present. Only the re-
stricted and evoked relative knowledge is present and represents the relevant and legitimate
“cognitive environment”, where assumed legitimacy is defined by mutual assumptions
about exactly which type of genre game is being played, and consequently which knowl-
edge is legitimately assumed to be present at any given point in the interaction. It is
an essential component of genre that this element of “legitimacy” of mutual knowledge
expectation is present. It is understood that miscalculations about mutual knowledge tend
to have a worse effect on communication than incorrect grammar, and therefore, unlike
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grammatical mistakes, the preference is always for the immediate repair of mistakes about
mutual knowledge. Mutual knowledge is linguistically reflected in linguistic forms that
indicate, e.g., definiteness and specificity in the referential-pragmatic sense, as well as in
the more general sense of the choice of more or less specific expressions with more or less
intentional content. Importantly, that the receiver access the right kind of knowledge is just
as much part of the speaker intention as the standard Gricean view of the intentionality
of speaker meanings as that which is to be recovered. On a more general level, the co-
construction of meaning is now generally recognized (Elder and Jaszczolt 2024, cf. Kuhlen
and Rahman 2023 for psycholinguistic aspects).

Two questions now arise that I consider pivotal for my approach to genre. First of
all: How can we know so little, given that we know so much? This question takes up the
problem of “efficiency” mentioned by Giltrow: reducing the vast possibilities of contextual
knowledge, in a manner that enables efficacious comprehension. The complementary
version of the question would be the following: How can we know so much, given that
we know so little? How is it that we perform such complex knowledge changes and
reorderings in our cognitive world, given that these cognitive operations are triggered by
such scant linguistic instructions? In terms of Relevance Theory, how can a faint linguistic
signal cause in the hearer such massive cognitive effects? From the scantiest linguistic
signals, interlocutors strengthen, revise, or abandon available assumptions, even though the
linguistically given information is little more than a semi- or un-consciously remembered
history of previous communicative encounters. What we have conventionally termed
“linguistic meaning” is itself highly constrained by genre.

The issue of the autonomy of a text raises exactly this issue, begging the question:
to what extent are these instructions for cognitive re-arrangements (“cognitive effects”)
due to the “linguistic meaning” of expressions and/or the knowledge types and operation
processes on which they operate?

The vulgo version, which keeps appearing in discussions of legal interpretation, of the
autonomy issue is: To what extent is the knowledge contained either in the text or in the
context? It is clear that the restricting and modulating information comes not only from
the cognitive environment but also from the co-occurring referential expressions in the
text (long known in literary studies, what literary scholar I.A. Richards colorfully called
the “interanimation of words” (Richards [1937] 1964, p. 47)—or, in legal terms: noscitur
a sociis):

According to the insulationist account the meaning of any one word that occurs
in a particular sentence is insulated against interference from the meaning of any
other word in the same sentence [. . .] Interactionism makes the contradictory
assertion: in some sentences in some languages the meaning of a word in a
sentence may be determined in part by the word’s verbal context in that sentence.
(Recanati 2003, p. 132, citing Cohen)

This co-textual aspect (co-text turned into cognitively present context during the
further linear progress of comprehension) is emphasized in its specific shape for legal
documents by Skoczen (2016). But the concrete meaning of legal documents is, in turn,
itself top-down influenced or massively co-determined by genre and the schemata and
knowledge frames called up through it.

Cognitively oriented genre theory therefore holds that genres are bounded, prepack-
aged types of knowledge, including, but not exhaustively defining linguistic surface ex-
pressions, which we can initially characterize here as propositional, componential language
knowledge or “linguistic meaning” or “code” knowledge.

It would appear, then, that the highest level of pre-packaged context and comprehen-
sion/constructing level is genre. Genre is characterized by two properties.

1. Genres are “a vast association network between utterance forms, contexts and ac-
tions” (Levinson 2024, p. 18). Here, “actions”, in terms of speech act theory, refers
to illocution types. “Utterance forms” are linguistic surface forms, elements of code.
The elements of this interpretational process accessed in a way defined by genre are
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the following:
“There are various sources of information that contribute to the main meaning con-
veyed by the speaker and recovered by the addressee. In the DS [default semantics,
D.S.] model, we identify five main sources: word meaning and sentence structure
(WS), world knowledge (WK), situation of discourse (SD), and two kinds of default
information: stereotypes and presumptions about society and culture (SC) and proper-
ties of human inferential system (IS). The latter, for example, account for the fact that
the strongest, most informative interpretation is the preferred one, such as the referen-
tial rather than attributive reading of definite descriptions, de re rather than de dicto
reading of propositional attitude reports, or the anaphoric rather than presupposing
reading of referential partial matches” (Jaszczolt 2011, p. 21).

2. The meaning total (meaning NN) of a concrete text instance of a genre (a contextually
fully interpreted instance of a “text-sentence”) is what Jaszczolt (2011) terms the
“primary meaning” or the “default meaning”. It is arrived at instantaneously and
effortlessly; Levinson indeed stresses the instantaneous speed at which “participants
actually ascribe actions to utterances” (cf. Levinson 2024, p. 16f). Although Levinson’s
focus is primarily on spoken conversation, his description of the situation holds for
processing texts as members of genres. For spoken discourse, “speech act recognition
can occur very early during the processing of an incoming turn—even within the first
syllable or two” (Levinson 2024, p. 17). Even though, as in written communication,
there are cases when communicants take time to reflect, in spoken situations, there is
simply no time to deliberately figure out what action is intended.
Even so, the cardinal phenomenon persists that utterances are instantaneously pro-
cessed. It would seem, then, that the choice of “actions” is either extremely limited at
any point of processing, or indeed pre-determined, so that no further decisions and
only “very intensive cognitive reasoning” (Levinson 2024, p. 18) are required. Integral
parts of genres are, in the van Dijk-ian sense, their “superstructures”: types and
conventionalized functional parts, often in a conventional sequenced order. Classic ex-
amples might include the hero’s narrative and the argumentative essay. The existence
of genre is therefore an essential part of the “efficiency” aspect of processing language.
In Kahneman’s (2012, p. 20) neuro-psychological metaphor, genre is part of our “Sys-
tem 1”. Kahneman writes the following: “System 1 operates automatically and quickly,
with little or no effort and no sense of voluntary control”. It is a fully automated,
fast way of thinking that, in its default mode of operation, does not require special
mental effort. This way of thinking is against “System 2”, which takes up significant
mental space by requiring special and conscious processing effort. As Kahneman
(2012, p. 21) again writes, “System 2 allocates attention to the effortful mental activities
that demand it, including complex computations. [. . .] The automatic operations of
System 1 generate surprisingly complex patterns of ideas, but only the slower System
2 can construct thoughts in an orderly series of steps”.

4. Genre as Abstract Entities

It has been argued, in culturalist, Foucaultian discussions of language and law, that
there is an even higher abstract level of genre knowledge. Such discussions treat cultural
knowledge as largely packaged in terms of disciplines of knowledge, as organized in
societal domains, such as sciences, religion, literature, and law—in their own non-technical
sense, as genre.

Legal scholars are well aware that their field is, or can be viewed as, a genre. (FN 1) Law,
though it deals with “society” and human experience, involves distinct forms (particular
legal texts, specific practices, procedures, language, categories, etc.) that distinguish its
manner of representing and processing such experience. The idea that law, as genre, is
somehow distinct from, yet related to its surroundings has often been channeled through
theoretical claims about the relations between (sometimes only vaguely defined) “law” and
“society”. These analyses have preoccupied scholars for a long time now, and when they
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involve causal claims, they are debates about the level of independence of genres from
extra-linguistic determination.

Rosenberg refers to the fundamental legal–internal controversy over whether law is
externally conditioned (culturally/sociologically) or is a matter of law-internal rules and
dogmatics. While we cannot pursue the question here let us note that the issue—whether
genre is a self-contained system or one that is determined externally—is relevant to the
question of text-type vs. genre. Can or should we consider texts products of system-internal
rules or as genre, with massive external determination and interaction?

Not only is the dichotomy repeated within the domain of law, but the fact that legal genres
are—like any genre—determined externally also appears to speak to a non-positivistic stance.

Abstraction away from the level of texts is taken one step further by Rosenberg, in a
historical analysis of advertising:

Law, understood as a dynamic part of cultural negotiation rather than a prede-
fined profession, discipline or institutional setting, became implicated in direct-
ing the system of advertising in the different media, defining approaches for
analysing and understanding it, and determining its boundaries. Ultimately, by
performing boundary work law shaped the status of advertising, which this book
shows to have emerged as deeply conflicted: legal means constituted advertising
as a legitimate and indeed indispensable system of modern life, but also as a
disparaged, ridiculed and criticized one, considered suspect in epistemological
and aesthetic terms. (Rosenberg 2022, p. 10)

In Rosenberg’s approach, the very domain of law as such is, at its highest level of
existence, elevated to an abstract context of process and procedurality, far away from any
level of componentiality. But law is, as with all elements of what can define a genre, deter-
minative of top-down processes of meaning building. It is also, in Levinson’s conceptual
grid, part of the known, not even of the known unknown.

Abstraction of genre from surface forms makes any instantiation of genre much more
than the sum of its surface forms. In turn, part of a discourse or discourse types receive
their function.

A narrative receives its function, and the rules of the game for handling and inter-
preting it, from a larger genre configuration (like law) in which it is embedded. The raw,
functionally uninterpreted narrative is an ineffectual concept. A literary environment and
a judicial environment—or any other number of environments, for that matter—would
each make different things out of the same surface narrative. A similar case are acts that
only together make sense as a mobbing episode (Stein 2022), both for the analyst as well as
for the awareness of the victim, who as a rule do not interpret constituent acts as part of a
larger negative communicative scheme.

It is, in addition, a further instantiation of the phenomenon that genres can be orga-
nized in hierarchical form, such as is obviously the case in phenomena like harassment,
where a partial process of negative actions receive their super-summative function through
being part of a larger abstract unit “harassment” (Guillén-Nieto 2024).

We will perhaps cease to refer to this effect as a problem if we take into account what
Bhatia has repeatedly referred to as the way the genres in a domain like law (or genre
in Rosenberg’s sense) are intertextually and interdiscursively appropriated (Bhatia 2023,
p. 159).

I will argue, therefore, that the reductional redundancies of knowledge as in System no.
1 are definitional for genre. The question remains: how do we reduce the globally possible
knowledge types to a level that is cognitively manageable in terms of mental/psycho-ling
processing capacities? Such reduction occurs on all hierarchical levels of discourse, on
the level at which knowledge is called upon, as much as on the constraining of which
knowledge to invoke at the level of the domain, or—in the Rosenbergian sense—at the level
of genre. It would seem we must assume that these knowledge types are variously present
and salient to different degrees, as manifested by their surface treatment as definite or not.
But it is exactly this mechanism of moving knowledge into local saliency, and only that and
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no other knowledge or entities, that is the achievement of genre. So a genre is an n-tuple
of very different types of knowledge involving selected types of games and actions with
cultural and social knowledge (whether that is, for example, conversation or legal statute) as
well as processing strategies. Linguistic expressions, including their meaning and reference
potentials, as with specific linguistic meanings, receive their specific functions through
top-down processes, even at the earliest stages of proposition creation. Even the first “pre-
selections”, on the way from system to text sentence, are pragmatically determined and
thereby determined genre-wise. Beyond the now well-researched micro-linguistic surface
forms, so often studied in connection with Register studies, the following is a selection
of—in the widest sense—processing conventions or pragmatic conventions associated with
different genres, such as the following: rules of interpretation, presumptions about how
to process, discourse rules and conversational rules. It is a specific sub-selection of these
knowledge types that defines a genre and constrains our processes of meaning making.

Taking a statute as an illustrative example, part of the package deal of statute as a
genre are interpretive principles like the following:

• literalist presumption
• parole evidence rule
• surplusage rule
• four corners rule
• legal canons of interpretation

Walton et al. (2021) described the types of knowledge that are presumed to be called
on in resolving a concrete legal case and which provide arguments in the legal case:

1. Structural presumption (a presumption related to the “structure” of a legal text or sys-
tem) (Argument of economy): “Legal texts normally have no redundant expressions”.

2. Linguistic, specific presumption (Systems argument): “By ‘control,’ the statute means
control in the sense that the tenant has permitted access to the premises”.

3. Linguistic, generic presumption (Natural meaning argument): “Implicit in the terms
“household member” or “guest” is that access to the premises has been granted by
the tenant”.

4. Structural presumption (Historical argument): “In Memphis Housing Authority
v. Thompson, the Tennessee Supreme Court noted that the statute, and the lease
provisions that were derived from the statute, refer to four separate categories of
people: (1) the resident; (2) household members; and (3) guests or (4) other persons
under the resident’s control”.

5. Pragmatic presumption (psychological argument): “In an effort to end what Congress
termed the “reign of terror” imposed by drug dealers on public housing tenants,
42 U.S.C. 11901 (1994 and Supp. IV 1998), Congress enacted Section 1437d (l) (6) in
1988 and strengthened it in 1990 and 1996. A different interpretation deprives public
housing authorities of an important tool to achieve safe and livable public housing,
and to deprive public housing tenants of protection that Congress found to be of
central importance for their security and well-being”.

5. Legal and Linguistic Knowledge as Arguments in a Legal Case

As can be seen, what is intentionally called a legitimate “contextual” genre knowledge
is an array of linguistic, pragmatic and legal knowledge far vaster than micro-linguistic
surface features and linguistic markers typical of statute or legal language. As befits a
cognitive interpretation of legal communication and interpretation, we must stress the
genre-induced rules of interpretation as a genre-determining type of intended cognitive
environment. Genre is not determined by specific selections of surface language materials.

I offer two illustrations of how global interpretive principles operate here, to demon-
strate how interpretive strategies are “switched” on (long) before we approach an utterance.
Consider, as our first example, prose fiction, with its narrated details. In this case, there is
an underlying assumption that the factors selecting, from all the globally possible details,
only a tiny fraction as worthy to be presented as stimulus for cognitive belaboring are

103



Languages 2024, 9, 333

intentionally selected by the author and will be instrumental in the progress of the story
(Chafe 1992, especially “fine-grained resolution” pp. 237–39). This presumption is one of
the uppermost determinants of comprehension and interpretation of prose fiction.

A second example can be drawn from Skoczen’s (2021) view of the implicatures
in statutes. Skoczen (2021) argues that Grice’s cooperative principles are insufficient to
make explicit what happens in legal interpretation. She postulates an additional “fixed
strategic normative framework” (Skoczen 2021, p. 4), including a dominant “strategic
maxim”, superimposed on the still functional Gricean maxims, as determinative of legal
interpretation. So, the domesticating powers of genre do include micro-linguistic means,
but they can act only in the strong company of all other kinds of more abstract genre
determinants, ranging from the “strategic” maxims to the notion of “intention”. Skoczen’s
(2021) own example is from a case of harassment, where she argues these principles are
operative alongside the problem of uptake in this genre, as well as the register factors
determining options in choice of expressions.

After all, there is already consensus that the topmost determinant of genre is “in-
tention” or “purpose”, be it in the minds of one person or of several people—a mens
rea—or a more abstract societal purpose. After all, there can be no purpose unless it is
intended by individuals, whether concretely or abstractly. The individual may not even
be consciously aware of having a purpose. Individuals may, for example, gang up and
engage in mobbing actions, resulting in “mobbing” as an incipient genre type, defined by
the purpose of jointly denigration. Or “society” (a composite of minds of individuals) may
evolve such a purpose. Over time, society might package a purpose-defined configuration
of language-system resources, pragmatic comprehension and interpretation conventions
into a complexity-reducing, automated communication package that defines genre-relative
normality expectations, such as those reflected in Horn’s I and Q baseline principles that
are part of Kahneman’s System 1.

The dualism between the linguistic surface and the non-surface pragmatic strategies
is explicitly recognized by Palermo and Visconti (2023, p. 250), who argue that genres
“are governed by diachronically stable and generally universal principles, as they relate to
general cognitive and communicative features”. For Palermo and Visconti, these features
manifest in the shape of cohesion and coherence-based elements of genre definition, while
the approach in the present paper gives clear logical and functional precedence to the
coherence, that is to say, to the pragmatic side. My privileging of the pragmatic side seems
also warranted by the inclusion of a historical perspective on the phenomenon of genre.
From history, we can see that genres come and go; sometimes their purposes become
opaque in retrospect. On the other side, genres may be in statu nascendi and on the way
to “sedimentation” (Palermo and Visconti 2023, p. 249), a process that welds the linguistic
and pragmatic elements into an unanalyzed whole to function as a composite element of
System 1.

The historicity of genre formation is strikingly demonstrated by Rosenberg, through
the application of the relativity of genre formation (“advertising-as-genre”) with respect to
historically arising purposes on an abstract societal level. In an analysis of the history of
advertising from the 19th century, Rosenberg writes the following:

As a genre, made of texts and images that dialectically forge and are forged
by changing media and audiences, advertising is not an obvious object but a
historical problem and ongoing effort of creation, in which law participates.

From the information-theoretic point of view, what is essential is that it is only the
whole package that is called into service, not discrete elements. Only then is the package
capable of solving the informational bottleneck problem, from both the production and the
comprehension side in communication. The individual modularized element contributes
little towards informational capacity and efficiency. Nor do isolated elements have explana-
tory power in a modular analytical investigation, except when seen through their relative
function within the larger genre whole.
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6. Making Meaning: Bottom Up

Having emphasized, in the preceding section, the top-down character and effect of
contextual knowledge that is “switched on” by entering the communicative game of a
specific genre, it is now time to include the bottom-up perspective in construing meaning.
After all, the default mechanism of comprehending involves the sequential processing of
sentences as they are transformed from physical inscriptions to sequences of morphemes
and constituents. Modern pragmatics has conceptualized the way meaning is built up
from, and triggered by, incoming sentences in terms of staggered processes of “meaning
making”. How this process is conceptualized is of particular relevance for the societal
domain of law, which has the construction of meaning on the basis of texts as a constitutive
linguistic basis of its activity. For this reason, some aspects of the following discussion pay
special attention to issues of legal interpretation, especially those relevant to genre-based
top-down processes. The discussion will touch on a number of theory-internal issues, for
which we can point to a rich body of literature. The interested reader is invited to consult
the survey of pragmatic linguistic theory offered by Jaszczolt (2023).

The initial template of our discussion will assume, at the beginning of meaning extrac-
tion, the availability of a “text sentence”, or a compositionally available raw proposition,
composed of language-internal morphemic, lexical information chunks, in the sense of
Lyons’ (1981, p. 196) “system sentence”, but which is made more explicit by the addition of
anaphorically given information. There would then be a first level of meaning extraction
without explicatures. Not even Recanati’s primary enrichments as they are triggered by the
componentially available “text sentence” would be needed.

Saturation is a primary pragmatic process. If the uttered sentence is ‘She is
smaller than John’s sister’, then in order to work out what is said, I must (at least)
determine to whom the speaker refers by the pronoun ‘she’ and what the relevant
relation is between John and the mentioned sister. Were saturation a secondary
pragmatic process, I would have to proceed in reverse order, i.e., to identify
what is said in order to determine those things. Beside saturation, which is
linguistically mandated (bottom-up), there are, I claim, other primary pragmatic
processes that are optional and context-driven (top-down). The paradigm case is
free enrichment, illustrated by example (1):

(1) Mary took out her key and opened the door.

In virtue of a ‘bridging inference’, we naturally understand the second conjunct as
meaning that Mary opened the door with the key mentioned in the first conjunct;
yet this event is not explicitly articulated in the sentence. Insofar as the bridging
inference affects the intuitive truth conditions of the utterance, it does so as a
result of free enrichment. In typical cases, free enrichment consists of making
the interpretation of some expression in the sentence contextually more specific.
(Recanati 2003, p. 23f)

Primary processes like saturation (linguistically mandated) and free enrichment (prag-
matically mandated) are essentially automatic processes, operating below conscious aware-
ness. They are, therefore, arguably part of the speaker’s System 1, in Kahneman’s termi-
nology. Primary processes are not defeasible. These first analytic, logical steps in meaning
making result in a layer of meaning that is falsifiable, variously referred to as the proposition
“what is said” and “explicature”.

Such primary stages of meaning extraction already require access to pragmatic,
language-external knowledge. Only the initial construct of the “system-sentence” is, by
definition, a completely a-contextual and a-pragmatic, purely logical-semantic level of anal-
ysis. The recognition of this initial level of knowledge identification would, as a logically
conceived process, function as the first step in triggering the next steps. After all, if there is
not a linguistic form awaiting saturation, the later processes cannot logically happen at all.
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What is important, at this point, is the inclusion of selected elements of pragmatic
external knowledge from the very first stages of the meaning-building process in the shape
of the first inferential processes.

The proposition—in the above-described sense—is then what triggers, in an extremely
context-dependent way, further implicatures of the kind variously called “particularized”
or “conversational”. Their hallmark is that they are in this sense “postpropositional”, that
they are defeasible, and that they arise on the basis of the proposition or the explicature.

To give an example, taken from Carston and Hall (2012, p. 47f):
(1) Max: How was the party? Did it go well?
(2) Amy: There wasn’t enough drink and everyone left early.

Amy’s answer as in (2) will be freely (secondarily) enriched to yield the following explica-
ture (3), which we will at this point accept as the “proposition” or “what is said”:
(3) THERE WASN’T ENOUGH ALCOHOLIC DRINK TO SATISFY THE PEOPLE AT THE

PARTY AND SO EVERYONE WHO CAME TO THE PARTY LEFT IT EARLY.

It is only through the explicature as in (3) that the ultimate intended meaning will be
arrived at:

(4) THE PARTY DID NOT GO WELL.

Amy’s response triggers, as a post-propositional process, the conversational implica-
ture in (4). (4) is the ultimate pragmatic meaning of Amy’s answer, implicated to be so
construed by the speaker, and only vestigially related to the content of the proposition, or
even to the system sentence.

By way of another example, taken from the rich literature on the subject, consider the
following utterance in the context of the meeting of a selection committee:

Text sentence: “She has a brain”.

1. SHE HAS A HIGHLY FUNCTIONING BRAIN (explicature and proposition, what is said)
2. SHE IS THE IDEAL CANDIDATE FOR THIS POSITION (implicature)

In both examples, the (correct) implicature is the purpose of the utterance. It must
therefore be included in any realistic explanatory account of communication. The totality
of these meanings goes, since Grice, by the name of “meaning nn”.

Meaning construction departs from this level of “What is said”, finally going on to a
level of “Meaning nn” that subsumes all of the meaning effects (presumed to be) intended
by speaker and (legitimately) construed by the hearer. From an early stage, it develops
towards a final public putting-on-record that the applicant in question is the ideal candidate
for the job.

What should be clear by now is that there is a long stretch of inferential distance from
the code input (system sentence) to the final implicature. The length of the distance presents
a challenge to any account of meaning extraction in a domain like law, which operates on
its self-confidence in being able to make explicit how utterance meanings (meaning nn) are
arrived at, along a stretch of linguistic communication from forensic linguistics via police
work to subsumption and legal interpretation.

It should be said that the exposition given in the above section is embedded in the
history of the “border war” issue between semantics and pragmatics. As it happens, ever
more information in the meaning-making process was “taken over” by pragmatics, with an
endpoint in the shape of “contextualism” (Recanati 2003). For contextualism, a maximum
amount of information comes from text-external pragmatic knowledge, so that the emphasis
is on pragmatics. To stress “emphasis” does not imply that semantics are overlooked, nor
to belittle the contribution of semantics to interpretation, but to relativize it—and yet
nonetheless to emphasize that semantic understanding is arrived at by pragmatic means. It
is likely that none of the statements in the foregoing would be fully subscribed to by any
of the theory protagonists named, which is usually the case when applying categories of
theory to an applied field such as law.

Apart from the theory-internal reasons to make pragmatics the first point of departure
in making explicit the construal of meanings on all levels, it would appear that there
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is significant added value in applying pragmatic categories of analysis to the practical
conduct of law. It is very much to the credit of the ground-breaking work of Smolka and
Pirker (2016, 2018) to have shown how knowledge of the issues in this field can inform the
processes of legal interpretation and help shed unhelpful ideas and ideologies of language
still rampant in the legal professions.

7. What Is in the Text?

A standard issue in legal theory is the question of to what degree the meaning of
legal text resides or should reside “in the text”, and to what extent meaning involves
accessing contextual knowledge. The branches of this discussion go under a variety of
names, “textualism”, “intentionalism”, “originalism”, and others. It is natural that a theory
of meaning origination that has at its center the relative shares of knowledge from language
surface versus from pragmatic context should make this issue a subject of inquiry. It is
important, for reasons of its own efficacy, that the field of law defines precise points in the
meaning origination process at which extralinguistic knowledge can, or even has to be,
legitimately accessed. For pragmatics, it is axiomatic that not all meaning comes from “the
text” and certainly not from the level of the “system sentence” where linguistic meaning is
self-sufficient, pure, and pragmatically undefiled.

The phenomenon of underdetermination has been amply discussed with respect to
how it operates at the “bottom level”, i.e., where specific linguistic and syntactic structure
undergo multiple interpretability and give rise to persistent types of vagueness (Witczak-
Plisiecka 2009).

The notion of “underdeterminacy” has something of an internal history in modern
Gricean, neo-Gricean, and post-Gricean theoretical discourse (Jaszczolt 2023), which does
not concern us here. We will simply accept that there is no level or representation or
meaning derivation that is not affected by pragmatic knowledge. Pragmatic knowledge is
always present in non-linguistic knowledge mutually assumed to be present, be it through
indexicalization, reference, or modulation. The exact contribution from each domain—or
the location of the borderline between semantics and pragmatics—does not concern us
here, beyond the statement that knowledge from both sources is available at every point,
including knowledge accrued during the processing of a text.

Linguistic indeterminacy is a classic issue for language and the law. For the purposes
of law, indeterminacy is always seen as pathological, a recurrent point of crisis for legal
professionals. This conception—and practical experience of—indeterminacy is part and
parcel of language ideology in law. Of course, lawyers’ linguistic heaven would be where
the “text” is fully self-sufficient, its meaning a fully autonomous effect of surface forms. No
grueling interpretive efforts would be required. A lawyer’s heaven would be imagined as
the following:

a “paradise “where all words have a fixed, precisely ascertained meaning; where
men may express their purposes, not only with accuracy, but with fullness; and
where, if the writer has been careful, a lawyer, having a document referred to him,
may sit in his chair, inspect the text, and answer all questions without raising his
eyes. (James Bradley Thayer, cited in Tiersma (2010, p. 29))

And the law would be as follows:

a code at once so flexible and so minute, as to create for every conceivable
situation the just and fitting rule. (Solan and Tiersma 2012, p. 88)

And this would be computational linguists’ heaven, too. On the lowest level, there is a
“language”, with its inherently indeterminate features, such as—inherent dangling partici-
ples, scope ambiguities, and the like. Such cases are amply discussed in the linguistically
oriented literature on legal interpretation, where an entire case may hinge on what is called
the “ambiguity” of, say, the connectives “and” and “or”. The fact of inherent indeterminacy
has long been recognized, and the issue is a key part of any competent introduction to the
linguistics of statutes.
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If we want to interpret a statute—or any text—the first question is the following: what
is it that we “have”? The very notion that we ”have” something in the surface linguistic
forms and features of a text is already problematic enough. The title of a famous article on
literary interpretation reads as follows: “Words are all we have” (Schaub 2010, p. 185). To
law, pragmatics must retort: What exactly do we “have”?

What we “have”, once we know we are engaging with a piece of discourse in the legal
domain—let us say of a statute—is all the knowledge that resides in the genre “statute”
and the super-genre “law”, such as described in the above citation by Giltrow. We also
have higher order knowledge, such as referred to by Rosenberg. Essentially, what we have
are the genre concepts and various kinds of interpretive principles, be they obligatory or be
they moot.

It may be seen as definitional for types of legal genres that there is an asymmetry
not only in types in discourse rights (like topic determination, turn-taking, etc.), but in
terms of cognitive environments, as e.g., in depositions. Here, the presumption is that
the deposition takers do not have the same knowledge as the deposed persons, whereas
in a cross-examination, the cognitive environments likely coincide. Questions asked in
cross-examination are not intended to add to the cognitive environments of known facts.

Apart from the issue of the “richness” of the external knowledge, another issue seems
to be that these constitute prepackaged knowledge types. An occurrence of a concrete text
or discourse is always an instantiation of a type. I would even go so far as to say that you
cannot make an utterance that relies only on internal knowledge. Whenever you speak,
you invariably speak within a genre.

So there is, to start with, something like a “logical” primacy of genre. What is there
first is really not a sentence or utterance, but a genre. Genre is what we “have” first, even
before we read the first sentence or hear the first utterance.

In addition, we have to assume not only a logical primacy, but also a psycholinguisti-
cally and processing primacy. Genres these pre-existing knowledge complexes, or packages,
are available to the hearer, and assumed to be so by the speaker, before any other decoding
takes place. Before you read or listen to a text, you know what genre you are engaging with.
It is like turning on a specific light, in which you see the incoming figures. The “words”
never walk alone.

The language-using organism is not a lonely organism; she is in a lot of company
and cannot help being so. Our modeling of what happens in construing meaning should
reflect the psycholinguistic primacy of the genre. Our perspective here, as proposed by
Jaszczolt (2023), supersedes a more traditional view of meaning making, namely the so-
called “pipeline” view. The pipeline metaphor aptly characterizes meaning making as a
logically ordered sequentiality, where one step of meaning construction depends on the
availability of the former respective “lower” level. In the pipeline view, secondary processes
like implicatures are only possible after the existence of propositional explicatures, and the
latter themselves only after free enrichment processes have taken place.

Seen from the point of view of the expectations, as current in law, that the meaning is
“in the text”, the obvious question from the pipeline point of view is the following: exactly
where in the derivational stages is “in the text” located? Each derivational stage offers a
different answer, with some answers more or less attractive from the perspective of law
(cf. below).

For those who accept this logical sequentiality, with information required at any
later stage available earlier stages, the pipeline forms an elegant hypothesis for a real-
time, orderly process. If the processing perspective itself forces a concept of genre as a
psycholinguistically and informationally plausible concept, it comes at the cost of quantity–
arguability. This type of “cost”, in the sense meant by Giltrow, is a cost against the
background of what I have termed a language ideology that sees language predominantly
as surface forms. My intention with the term “ideology” is not pejorative; I appreciate
that many applied pursuits, such as computational approaches and translation, must
see language this way, of necessity. For pragmatics, however, such ideology entails the
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unscientific default expectation that all manner of content and function needs surface
signaling, which is incompatible with the arguments about informational bottlenecks
advanced by Levinson (cf. above § 2). The absence of redundancy in the shape of non-
linguistic knowledge, with all information signaled through code, would in fact make
communication impossibly unwieldy. Arguably, 80% of what functions in communication
is context, and it requires our package deals to function at all. Hence, the primacy of genre,
understood as prepackaged, subconscious knowledge types.

A lot of external knowledge is adduced at several or all stages, depending on the
nature of the genre. Where does it all come from? Does it come from a preselected range of
genre knowledge? The major determinant of selection is the relevant genre, in the broad
way we define it here. It is indeed accessed and selected in an orderly sequence, such that
if one type of knowledge is called in at one stage, then it will then require another, or next,
element of knowledge. Other elements are present the very moment genre is “switched
on”, mostly through external, situational socio-cultural knowledge. The external triggers
are contextualization cues which will affect the “modulation of lexicon, grammar, and
prosody, the very contextual frame within which it should be interpreted, a bit like a snail
that carries its own house around with it” (Levinson 2024, p. 34, referring to Gumperz’
notion of such cues).

One logical question to ask is the following: At each stage, as a different type of
knowledge is accessed, is the prior stage discarded? Is each type of knowledge, at each
sequential stage, accessed and then discarded? Is the process akin to sequentially reaching
into different drawers of a cupboard, each in turn? With so many stages involved, if
meaning making really operated in this way, then it would, again, be less efficient than we
already know to be. It would take too much processing time and exacerbate informational
bottlenecks. Processing constraints therefore force a view that different “drawers” are
made salient at different points in the process, and the end result of a “discourse”, the final
utterance “point”, is not computable by individual steps. Instead, it must have an element
of supersummativity and may even be renegotiated interactively if the genre allows, as it
does in conversations. For the time being, this supersummativity will have to remain an
element of “unknown dark matter”.

Elder and Jaszczolt (2024, p. 9f) represent an advance on earlier, more or less strictly
“pipeline” views, such as are still basic in Relevance Theory. In their “Default Semantics”,
Elder and Jasczolt explicitly acknowledge a wide range of types of external sources of
information that may be accessed selectively. Their approach ultimately results in a “flexible
functional proposition”:

The merger of information coming from different sources, through the associated
processes, then produces what are called in Default Semantics merger representation
[. . ..], which allows us to represent the composition of meaning that is arrived at
by the interactants themselves.

Importantly, what is included in the range of “external” information are not only static types
of knowledge, but also processes, including processes of interpretation and modification
of knowledge.

All types of enrichments, modulations, primary and secondary, as well as all types
of implicatures, require access at so many points in the comprehension process (and are
calculated by the speaker to be accessed by hearer) that it suggests a top-down genre
perspective. Without genre, as Levinson asks: “How does a recipient find from the forest
of possibilities just the implicatures intended within just a few hundred milliseconds?”
(Levinson 2024, p. 22). Levinson (2024) discusses the processing and information-theoretical
perspectives primarily from the point of view of spoken conversation. But all the issues
Levinson discusses apply in other kinds of language use, given some modifications for the
case of written discourse and for the handling of particularized implicatures, both of which
may involve some amount of conscious System 2 “thinking”. Hard legal interpretative
issues of course require conscious reflection, typical both for legal statutes and literary study.
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A processing perspective leads inevitably to a genre perspective: the relevant knowl-
edge types are strongly constrained and restricted in such a way that they can plausibly and
manageably be accessed at any time with minimal processing effort. So the pre-packaged
knowledge is present right from the start of processing. Here is where a classical, explicit
“pipeline” view of knowledge processing, while logically elegant, is implausible from a
psycholinguistic point of view, for reasons of strict capacity limits and speed of processing
(cf. also the argumentation in Kuhlen and Abdel Rahman).

One ramification of this psycholinguistic processing argument is the “functional
pragmatic proposition”, suggested by Jaszczolt (2021, 2023):

So, we need to go a step further. We need a unit which belongs to speakers and
addressees and reflects their conversational interaction in ‘meaning-making’. But;
moreover, it also needs to pertain to truth-conditional content as it is understood
in contextualist truth-conditional theories of meaning. For this we move to the
concept of a functional proposition. (Jaszczolt 2021)

A functional proposition is a structured proposition that reflects the composition
of the main communicated meaning. It captures the primary intended, recovered, and
partly co-constructed meaning as it is understood by interlocutors. As such, to reiterate, it
captures the primary communicative function of the utterance. This primary meaning can
be directly or indirectly communicated and may or may not correspond to the speaker’s
initial intended meaning, which is negotiated interactively. In addition, the structure of the
proposition relies on the varied, multimodal informational input in communication. That is,
it relies on information about meaning that comes from different sources in communication,
not only from the utterance itself. Rather, we communicate by immersing our utterances
in a situation that exploits socio-cultural defaults, background information (i.e., common
ground) and other information sources, as will be discussed in more detail in Section 8.

A functional proposition contains all interpretations, forces us to give up the “pipeline”
as psycholinguistically unrealistic, implausibly cumbersome. So down the drain goes, in
psycholinguistic terms, what were once thought to be the autonomous material of “what
is said”. Instead, “what is said” is now identical with the functional proposition. It is the
implicature “She is the most suitable candidate” that is actually “what is said”, an idea not
easily entertained in the legal profession.

Even with the functional proposition understood as “what is said”, it is not the case
that the sentence or utterance is prior, and that the pragmatic aspects of meaning, i.e., genre
knowledge, are then “added”, incrementally called upon, operated on either in a logical
model sequence or a real-time sequence. What is there first is genre and all knowledge, in
real, infinitesimal time.

8. Meaning Making in the Law

For theorists, at least, the pipeline view of meaning making has a strong competitor.
Yet, the classic concept of sequenced meaning building remains stimulating for linguistics
and legal linguistics. “Literal meaning” is, of course, a perennial issue in law. Conceptually,
the “literal” could be located after disambiguation: narrowing, modulation, and indexi-
calization, at the stage of the text sentence or the proposition located at the level of the
explicature. If so, it begs the question: Are scope ambiguities resolved by a principle, on the
spot? Are they resolved by a canon of interpretation rule, as part of the genre package? Or
by larger considerations of plausibility of the resulting solution, i.e., made by a process
further along the sequence?

In law, the issue of literal meaning is especially relevant for expressions like “and”
and “or” (Smolka and Pirker 2018). Do we assume one literal meaning—as Smolka and
Pirker do—and let pragmatic principles—in effect inferences—decide at a later stage in the
derivation (as explicatures?) which meanings to apply, or do we assume a proliferation of
separate langue meanings (system sentence) to be available at different points along the
derivational path?
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It turns out that the pipeline model retains some interest for the teaching of the
subject, such as the importance of “stages” in this process. Different legal interpretations
of language indeterminacy can be conceptualized as being resolved in a staged process.
In this framework, the question becomes the following: Where is the proposition located?
What part of the proposition carries a truth value? Is such a question needed for linguistic
inquiry in legal procedures? A related issue is how long earlier derivational stages are
still “available” in comprehension (Recanati 2003 and can be made explicit as a criterion in
establishing “what happened” or “what was said” in language crimes (such as hate speech,
defamation, incitement, and the like). Of course, the applicable version of “what is said”
or the “proposition” would then be the “early” one as the result of primary pragmatic
processes, as the explicature, or even text sentence, and not the functional proposition.
Recanati (2003, p. 29) explicitly points to the possibility that “derivationally earlier” stages
are in fact “skipped”, and given the fully available contextual information, a directly
functional proposition in Jaszczolt’s sense is interpreted:

An important difference between the Gricean model (according to which the
literal interpretation is processed first) and the parallel model just outlined is
this: on the parallel model it is possible for an utterance to receive a non-literal
interpretation without the literal interpretation of that utterance being ever computed.
The non-literal interpretation of the global sentence does not presuppose its
literal interpretation, contrary to what happens at the constituent level. If the non-
literal interpretation of some constituent fits the context especially well it may be
retained (and the other interpretations suppressed) before the literal interpretation
of the sentence has been computed.

So the “availability” (Recanati 2003, p. 20) of earlier derivational stages is not in every case
to be presupposed. In fact, it may have to be retro-construed as a task of Kahneman’s
System 2.

“What is said”, in the older sense of a derivationally earlier proposition, can matter a
lot in courts, especially with lawyers being so preoccupied with the “logical content” of
what is said, ascribable to words as such, as something “objective and therefore, it would
seem to all involved, demonstrable. The prosecution or defense in cases of language crime,
such as hate speech trials, runs on shallow ground when trying to base a legal strategy on
an older notion of “what was said” (Guillén-Nieto et al. 2023).

The specific language-ideological view that permeates thinking in the legal profession
is aptly characterized by Smolka and Pirker:

While international law literature puts much emphasis on interpreting a “legal
text [. . .] in such a way that a reason and a meaning can be attributed to every
word in the text” (Linderfalk 2007, p. 108, quoting Haraszti, emphasis—the notion
of word appearing to be legalese for conceptual term (Linderfalk 2007, p. 106))—
the notion of text seems not worthy of any definition altogether. This may have
to do with the fact that a text is not “available” or “readable” independent
of interpretation, in the process of which one may then be busy focusing on
utterances. The question is as follows: given that a text typically consists of a
sequence of utterances, how does this affect the interpretation process? (Smolka
and Pirker 2016, p. 30)

This, then, is the attempt to construe meanings exclusively bottom-up, as follows logically
from an assumption of a full-as-possible autonomy, as is standardly assumed to apply in
statutes of other legal discourse under the presumption of literalness.

The effect of genre is naturally also felt in the constraints it places on the meaning
of non-propositional expressions. For instance, the semantics of “whereas” in setting of
paragraphs, or the meaning of the conditional “if” in statutory regulations (Szczyrbak).
Conditionals, theticals, discourse markers, and other elements, have characteristic meanings
that are special to particular genres.
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For instance, tense change is of particular interest in forensic linguistics. In forensic
linguistics, tense change is often taken as indicative of lying, or that the statement is simply
not true. But in specific types of narrative, those same markers can have the opposite
meaning for truth evaluation. Instead, it is the absence of tense change, and the expression
of emotion at a narrative peak—an eminent structural and highly diagnostic point in a
narrative—that is indicative of lying.

The emphasis here is on what can have: genre provides the “explanation” of why we
construe this meaning rather than another. It is built on the knowledge present at whatever
point you are at in the particular genre in which you are involved.

This narrowing and specialization of meanings is just another example that raises the
question: “How can we know so little, given that we know so much?” The plethora of
meanings—the “forest of possibilities”—of words like “and”, and of grammatical forms
like tense changes, is reduced by the local type of interaction.

One would expect that move-structure marking, while being the rhetorical core of
suasive legal genres, will not be marked. How do hearers know? They are a priori willing
to interpret next sentences or utterances as next moves, depending on the connectionist
status of the sentence, as predicted by the genre. So the expectation of segmentalization, of
surface marking as a default, is misguided on the lower level. To the extent that the corpus
is computer-based, there is evidence that, due to the higher redundancy through the techni-
cality of the affordances, there is even less surface marking generally in Internet language.

An interactionist view, where meanings are also top-down co-determined, is com-
municationally adequate. What you interact with principally is genre knowledge. Genre
knowledge includes, of course, terminologies, including legal terminologies with all kinds
of vagueness, like in legal standards.

We must assume that the priority of this knowledge in logical and processing terms
also applies to, and is indeed a criticism of, the concept of a macrostructure, as it is mani-
fested in the text in the Appendix A. The implication of the formation of the macrostructure
is that it is linearly and sequentially constructed on the basis of the incoming propositions.
While this may be an elegant concept to explicate propositional meaning, it is, as I have
said, psycholinguistically and pragmatically unrealistic. On an incrementalist step-by-step
assumption of m-structure building, it is clear that it would simply take far too much time.
However, as a logical structure for thinking or teaching about meaning, it is very useful
indeed. The text in the appendix possesses both a macro-structure and super-structure, as
part of the text’s genre character: opinion text, rhetorical expressive/directive speech act.

Since functional structure is a hallmark of many genres (narrative, legal, etc.) and
part of the “switched on” cognitive environment, we cannot be surprised that explicit
structure boundary marking is also redundant. Genre knowledge makes us perceive
the sentences at the beginnings of the four paragraphs as topic sentences, enabling an
immediate expectation that what follows will be a fleshing out of the topic sentences. The
reader knows many things before even the first morpheme is decoded. Contributing to
this is a meta-relationship of a causal nature: the reason why I am saying/claiming this,
hoping to convince is that (“topical sentence”). The reason for my assumption is then the
rest of the paragraph, which is processed as giving reasons for the thesis put forward in the
topic sentence. This discourse structural fact plays out on the level of relationship between
sentences: sentence connection does not obtain between first sentences and what follows.

The text has no surface structure marking, as it is redundant for the reasons just set
out. The writer here can well afford to not mark this structural meaning on the surface.

Given the fact that a lot of “pre-propositional” pragmatic knowledge is part of what is
said, and that there is an ongoing controversy about how up or down the ”what is said”
is to be located, it seems appropriate to include all manner of knowledge functioning in
a new concept of what a “proposition” is. It is necessarily one that reflects all types of
meaning, and which is “functional” in a bounded piece of discourse, and that includes, but
not exhausts, so-called intended speaker-meaning.
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Although obsolete from a scientific point of view, it may be useful to keep the notion of
“literal meaning” as an “operational” concept for applied purposes, just like all other similar
notions, like “basic meaning”, the notion of an autonomous “text”, and so on. But, as I
have argued, it will be interesting to see how this can be profitably exploited for explicating
and elucidating the handling of meaning in a legal context.

9. Logical vs. Real-Time Ordering

As has been adumbrated here, the logical ordering in the “pipeline” view is, from a
real-time processing point, entirely implausible. What is actually there first, in real time,
is the situation and the communicative intention, present long before any proposition or
system sentence is on the table.

Even earlier ideas about meaning making, assuming that text processing and compre-
hension started with availability, first, of code information, also assumed the presence at
the prior point of non-linguistic knowledge that would enable processing of first stages in
the first place.

What is there first is the genre, not the language: this view of the primacy of genre is
compatible with the idea of a “functional” proposition in the sense meant by Jaszczolt. It is
also compatible with Recanati’s (2003) view, articulated in the following:

As I have been at pains to emphasize, the meaning of the whole is not constructed
in a purely bottom-up manner from the meanings of the parts. The meaning of the
whole is influenced by top-down, pragmatic factors, and through the meaning
of the whole the meanings of the parts are also affected. So we need a more
‘interactionist’ or even ‘Gestaltist’ approach to compositionality. (Recanati 2003,
p. 132)

Genre, with its superstructural internal redundancies, will so strictly constrain any
possible next move in a sequentially ordered type of discourse that it is unnecessary to
mark it on the surface. Indeed, offering additional signaling materiality would go against
expectations in such a constrained local environment. It is part of the interpretive schema
in this genre that such semantically conditional structures will be interpreted as conditional
in this genre. It would be a waste of signaling materiality to specially mark them on the
surface and potentially would be a violation of a communicational maxim of quantity.

This semiotic-economic interpretation accords with a more general view of the re-
lationship between surface and cognition/interpretation in genres. Following the dis-
cussion of underdetermination above, it is a well-known fact that certain genres are only
minimally defined by linguistic surface information, a phenomenon we designated as
“genre-maximalism” above and with Giltrow’s dictum that “form alone” (meaning surface,
code marking) does not define genre.

Levinson (2024, p. 30) refers to a more general principle formulated by Sacks and
Schegloff: “oversuppose and undertell”. While originally with reference to spoken conver-
sation, the principle can be taken as operant in managing any knowledge with the help
of genres. Sacks and Schegloff’s principle implies an economical procedure, achieved by
“amplifying coded content by virtue of prearranged rules of thumb or pre-packaging of
default assumptions” (Levinson 2024, p. 21)—rules and assumptions such as constitute
genres. What this amounts to is a major relativization—and, comparatively, an acute
downgrading—of the role of information supplied by code, i.e., by language. In other work,
the process has been referred to as the “de-surfacing” (Nicklaus and Stein 2022, pp. 157–77)
of analytic concepts, especially as far as the discourse level is concerned. It is a misguided
expectation that functional structure parts, as in genres with a pronounced superstructure
or conversational moves, would imply that a central information management technique as
a design feature of language could not work in the efficient way it does. Still, such beliefs
are widespread elements of ideologies of language, such those ideologies still dominant
in law.

In some genres “undertelling” seems to apply with a vengeance, especially in artistic,
or literary genres, where a minimal definition appears to have taken maximal recourse
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to non-surface definitional parameters. Just as contracts, for example, are defined by
speech-act pragmatic categories, the same is true for literature. Literature is not defined by
surface features, but by a specific type of “cooperation” with what is “in the text”, however
difficult this has been to conceptualize (cf. above). The location of this meaning level
(the proposition) may itself be specifically definitional for literature (one is tempted to say
“genre” here). Literature may in fact be a special case for extreme minimalism, as it cannot
be surface-linguistically defined even in the most limited way.

Further support for this assumption might be derived from the fact that literature can
be generated by machines like ChatGPT. It is not possible to define surface constraints
for verbal material that would be definitional for what is machine-generated or what is
human-made. It is—as is normal for modern artistic production—the interpretive act
that defines what is art. Even the nature of the type of inferential processes (like their
non-finiteness in principles, the non-availability of an end state, as in principle underlying
relevance theory) is open and non-determinate.

A similar perspective applies to the discussion whether ChatGPT in fact generates new
genres. The question is an extrapolation of the issue whether mediality is definitional for
genre boundaries. To some extent, mediality surely is definitional. The blog is a child of the
Internet (Puschmann 2010), with parentage in the form of the written diary. Arguably, the
law, as an abstract canonical body, does not change its nature and its canonical content only
by ”packaged” in different new media (Greineder and Stein 2023). Interesting questions
are nonetheless being raised for a number of legal genres relating to new genres or genre
identity in a new medial garb (Anesa and Engberg 2023).

To the extent that the notion of “intention” is part of a genre characteristic, the issue is
slightly different. The question is, instead, the following: can the recovery of the producer
intention be at the center of meaning making in ChatGPT-produced text? Given that
the producer intention (in legal theory, “intentionalism”) is an important dimension in
analyzing texts in law, what does this imply for machine-generated text, given that our
notion of intention is that it is something only a human can have? What does it imply
for different types of genres in the legal domain? What about statutes? And what about
“criminal” texts, such as those under suspicion as “hate speech” (Guillén-Nieto et al. 2023),
where a mens rea is crucial for establishing a “fact” and actionability? Hate speech itself is
arguably not a genre, although it is strongly tied to intention, and the “linguistic” (surface,
code) share of meaning determination can be less than minimal in some cases. By way
of a speculation, does “declaring it” (linguistically analyzing it as) a separate genre, tied
to contextually documentable intentions, make it easier to hold humans who have used
a machine accountable? If so, forensic linguistics would then face a very different type
of task.

After the foregoing discussion, the very notion of “genre” naturally raises some
more fundamental issues. As I have said, genre, as we understand it, is a concept from
cognitively oriented pragmatics. If “text type” considered pragmatic knowledge as a
patching-up repository of “context”, genre theory in turn considers surface information as
only residually essential, stronger idiomatically, and idiosyncratically determined. Surface
information is computed not as types, but only as tokens.

To summarize, there are several related notions of “genre”, with (in the order given)
descending degrees of “surface-relatedness”:

1. A macro-sense (Rosenbergian) in the sense of law or science being genres.
2. A slightly lower level that ties genre more specifically to activity types in specific social or

institutional situations (in the sense of Engberg, or activity types as Levinson 1992).
3. A mid-level sense (as implicitly advocated here), which would agglomeratively be

representative for the macro-level.
4. A low-level notion, closer to individual surface form-oriented notions, that often deals

with didactic considerations (how to teach genre and or about genre) and which is in a
way pre-pragmatic, like the early work on Genre by Bhatia (2023) and at which more
surface-dependent notions, such as computational work, must operate. Dorgeloh and
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Wanner (2022), for example, contribute a valid, corpus-based analysis of surface forms
together with their genre privileges of occurrence.

Generally, surface forms are epiphenomena of pragmatic parameters, types of interaction
and embeddings in situational, actional contexts. Illocution types would seem to be very
important, especially for genres that make up the world of the law in the Rosenbergian sense.

A basic determining constellation for a genre type 2 might well be a type of situation
(as part of a no 1 dimension) with its own types of illocution and specific interactive and
asymmetric discourse parameters, like a police interview. This function in turn determines
the type of “possible content” or ”possible move”. What can come after what, and with
which function, would be quite predictable and would require little if any surface marking.
Levinson (2024, p. 18) points out that sequentiality is a key indicator: “A central observation
in CA is that sequential context in a series of actions is often a powerful heuristic”.

Another direction of radical questioning would ask if it is possible to have genre
without any verbal share at all. In contrast to the so-called Sorites paradox (how many
grains do you need to minimally have to form a heap? Answer: just one) it would have to
be argued that, given the generally subordinate function of surface materials, the limiting
case would indeed have to have genre without any verbal share whatsoever, which of
course does exist and not only in the field of arts.

If this kind of argumentative radicalization of the theoretical issues is useful for
heuristic argumentation, like in any other conceptual context, it yet does not damage the
practical ineluctability and the theoretical soundness of the concept of genre. After all, you
can also ask the following: “Can you have a phone without representing a phoneme?”

The pervasive share of gradience raises the issue of the “operationalizability” of the
concept. The point can and has been raised that what is a genre cannot be “strictly” so,
with categorical yes–no boundaries. Neither can a genre be algorithmically defined, as
appears to be a precondition for the “new discreteness” postulate of much modern science.
Genre cannot be defined under the dictatorship of quantificational approaches, those giving
priority to discrete boundary scientific categories, no matter what sense it might make in
any individual case.

Many, if not all, of our linguistic categories are fuzzy and gradient, from the phoneme
all the way to concept of an NP (“nouniness”). So this cannot be used as a “principled”
objection against a gradient concept of genre.

It is perfectly true that the operationalizability issue may be an insurmountable dif-
ficulty, except for genres that do have a high degree of surface representation. It would
appear that genres in the domain of law, because of their high degree of ritualization indeed
do not offer themselves readily for analysis in terms of quantifiable surface markers. Ritu-
alization implies contextualization, and this in turn that less surface signaling is necessary.
The “lower”, and well-embedded the units are, such as conversational moves, the higher
the level or redundancy of what is possible and expected. Another feasible and common
procedure is to work with something like a first derivative or watered-down version of the
genre concept and to posit a type of phenomenon closer to a text-type as genre-akin (close
to no 4 above), making it amenable to automatic analysis; however, there are some caveats
as to a functional interpretability of statistical results and preferences in terms of genre.
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Appendix A

Note

1 I use “genre” in a broad sense that exceeds the idea of text and material and extends to practice as well. Some readers might
prefer “discourse” or “discipline”. “Discipline”, however, invokes an institutional setting that “genre” does not. Though that
setting is often present, the broader notion of genre often captures the stakes of my discussion better. Discourse, meanwhile, does
not carry the emphasis on certain stylized elements of law that interest me in this essay. (Rosenberg 2014, p. 1057).
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Abstract: Digital forensic investigations are becoming increasingly crucial in criminal investigations
and civil litigations, especially in cases of corporate espionage and intellectual property theft as
more communication occurs online via e-mail and social media. Deceptive opinion spam analysis is
an emerging field of research that aims to detect and identify fraudulent reviews, comments, and
other forms of deceptive online content. In this paper, we explore how the findings from this field
may be relevant to forensic investigation, particularly the features that capture stylistic patterns and
sentiments, which are psychologically relevant aspects of truthful and deceptive language. To assess
these features’ utility, we demonstrate the potential of our proposed approach using the real-world
dataset from the Enron Email Corpus. Our findings suggest that deceptive opinion spam analysis
may be a valuable tool for forensic investigators and legal professionals looking to identify and
analyze deceptive behavior in online communication. By incorporating these techniques into their
investigative and legal strategies, professionals can improve the accuracy and reliability of their
findings, leading to more effective and just outcomes.

Keywords: digital investigation; NLP-based forensics; deceptive opinion spam; feature engineering;
stylometry; sentiment analysis

1. Introduction

Digital communication mediums like emails and social networks are crucial tools for
sharing information and communication, but they can also be misused for criminal and
political purposes. A notable instance of this misuse was the spread of false information
during the U.S. election. Lazer et al. highlighted that “misinformation has become viral on
social media” (Lazer et al. 2018). They underscored the importance for researchers and other
relevant parties to encourage cross-disciplinary studies aimed at curbing the propagation
of misinformation and addressing the root issues it exposes. Reports and worries have
also arisen about terrorists and other criminal groups taking advantage of social media to
promote their unlawful endeavors, such as setting up discrete communication pathways to
share information (Goodman 2018). Therefore, it is not unexpected that government bodies
are closely scrutinizing these platforms or communication paths. Most existing studies
focus on creating a map of individual relationships within a communication network.
The primary goal in these methods is to pinpoint the closest associates of a known target.
These methods aim to enhance precision, recall, and/or the F1 score, often overlooking the
significance of the content within conversations or messages. As a result, these methods
can be highly specific (tailored for particular outcomes), may lack accuracy, and may not
be ideal for digital investigations (Keatinge and Keen 2020). For example, in the tragic
incident at the Gilroy Garlic Festival, the shooter had reportedly expressed his anger on
his Facebook page before the incident. This post, however, did not attract the attention of
pertinent parties until after the tragedy. This lack of attention is not surprising, given that
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the shooter was not a recognized threat on the social network, and his post might not have
been given high priority using traditional methods (Sun et al. 2021).

The example mentioned above demonstrates how written information can be em-
ployed to influence public opinion and impact the outcome of important events. There is a
field within Natural Language Processing (NLP) that concentrates on scrutinizing on a sim-
ilar phenomenon, called Deceptive Opinion Spam. Therefore, certain findings within this
field could significantly enhance our comprehension of forensic linguistic analysis. Opinion
Spam refers to reviews that are inappropriate or fraudulent, which can take on various
forms such as self-promotion of an unrelated website or blog, or deliberate review fraud
that could lead to monetary gain (Ott et al. 2011). Organizations have a strong incentive to
detect and eliminate Opinion Spam via automation. This is because the primary concern
with Opinion Spam is its influence on customer perception, particularly with regards to
reviews that inaccurately praise substandard products or criticize superior ones (Vogler and
Pearl 2020). Compared to other NLP tasks like sentiment analysis or intent detection, there
has been relatively little research on using text classification approaches to detect Opinion
Spam (Barsever et al. 2020). One can easily identify certain types of opinion spam, such
as promotional content, inquiries, or other forms of non-opinionated text (Jindal and Liu
2008). The described situations can be classified as Disruptive Opinion Spam, characterized
by irrelevant comments that are easily recognizable by the audience and pose a minimal
threat, as individuals are empowered to disregard them if they so choose (Ott et al. 2011).
When it comes to Deceptive Opinion Spam, which involves more nuanced forms of fake
content, the task of identifying it is not as simple; the reason being that these statements
are intentionally constructed to seem authentic and mislead the assessor (Ott et al. 2011).
Deceptive Opinion Spam is a type of fraudulent behavior where a malicious user creates
fictitious reviews, either positive or negative, with the intention of either boosting or dam-
aging the reputation of a business or enterprise (Barsever et al. 2020). Thus, the deliberate
intention to deceive readers in certain statements makes it challenging for human reviewers
to accurately identify such deceptive texts, resulting in a success rate that is not significantly
better than chance (Vogler and Pearl 2020). Consequently, discoveries in Deceptive Opinion
Spam could prove valuable for designing digital investigation techniques for studying
different communication channels, such as social networks. In contrast to traditional meth-
ods, the strategy that incorporates NLP techniques, particularly those used for Deceptive
Opinion Spam analysis, places emphasis on both the interaction among individuals and
the substance of the communication which may significantly improve the investigation
process (Sun et al. 2021).

The problem is commonly addressed as a task of classifying text. Text classification
systems typically consist of two key elements: a module for vectorization and a classifier.
The vectorization module is tasked with creating features from a provided text sequence,
while the classifier assigns category labels to the sequence using a set of matching fea-
tures. These features are usually categorized into lexical and syntactic groups. Lexical
features may include metrics such as total words or characters per word, as well as the
frequency of long and unique words. On the other hand, syntactic features primarily
consist of the frequency of function words or word groups, such as bag-of-words (BOW),
n-grams, or Parts-Of-Speech (POS) tagging (Brown et al. 1992). In addition to vocabulary
and sentence structure aspects, there are also methods known as lexicon containment
techniques. These techniques symbolize the presence of a term from the lexicon in a
text as a binary value, with positive indicating its existence and negative denoting its
absence (Marin et al. 2014). The lexicons for such kind of features are constructed by a
human expert (Pennebaker et al. 2001; Wilson et al. 2005) or generated automatically (Marin
et al. 2010). Several approaches suggest integrating the text’s morphological relationships
and reliant linguistic components as input vectors for the classification algorithm (Brun
and Hagege 2013). In addition to this, there are semantic vector space models which serve
to characterize each word via a real-valued vector, determined using the distance or angle
between pairs of word vectors (Sebastiani 2002). In the field of automatic fraudulent text
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detection, various approaches have been applied, mostly relying on linguistic features,
such as n-grams (Fornaciari and Poesio 2013; Mihalcea and Strapparava 2009; Ott et al.
2011), discourse structure (Rubin and Vashchilko 2012; Santos and Li 2009), semantically
related keyword lists (Burgoon et al. 2003; Pérez-Rosas et al. 2015), measures of syntactic
complexity (Pérez-Rosas et al. 2015), stylometric features (Burgoon et al. 2003), psycholog-
ically motivated keyword lists (Almela et al. 2015), and parts of speech (Fornaciari and
Poesio 2014; Li et al. 2014).

These vectorization strategies are typically utilized to examine the significance of
the features, which helps to highlight recurring patterns in the framework of fraudulent
statements that are less prevalent in truthful texts. Although this technique shows some
effectiveness, it has significant drawbacks due to the difficulty in controlling the quality of
the training set. For example, while many of the classification algorithms, trained using
this method, show acceptable performance within their specific fields, they struggle to
generalize effectively across different domains, thereby lacking resilience in adapting to
domain changes. (Krüger et al. 2017). As an illustration, a mere alteration in the polarity of
fraudulent hotel evaluations (that is, training the model on positive reviews while testing
it on negative ones) has the potential to significantly reduce the F score (Ott et al. 2013).
This observation holds when the training and the testing dataset originate from different
domains (Mihalcea and Strapparava 2009). Additionally, specific categorization models
that rely on semantic vector space models could be significantly influenced by social
or personal biases embedded in the training data. This can lead the algorithm to make
incorrect deductions. (Papakyriakopoulos et al. 2020). Furthermore, certain studies suggest
that deceptive statements differ from truthful ones more in terms of their sentiment then
other linguistic features (Newman et al. 2003). According to certain cases, the deceivers
display a more positive affect in order to mislead the audience (Zhou et al. 2004), whereas
certain instances demonstrate that deception is characterized by more words reflecting
negative emotion (Newman et al. 2003).

Based on the evidence mentioned above, it can be inferred that feature extraction
methodologies utilized in classical NLP tasks exhibit limited reliability when applied to
forensic investigations. This is primarily due to their strong association with particular
lexical elements (like n-grams and specific keywords) or linguistically abstract components
that may not be directly influenced by the style of verbal deception (such as specific parts
of speech, stylometric features, and syntactic rules) (Vogler and Pearl 2020). From this
point of view, it is more favorable to develop a novel set of features based on domain-
independent approaches like sentiment analysis or stylometric features, as it offers superior
generalization capabilities and independence from the training dataset domain.

2. Our Approach

Researchers in the forensic domain typically address investigative questions via lin-
guistic analysis, such as identifying authors of illegal activities, understanding the content
of documents, and extracting information about the timing, location, and intent of the
text (Longhi 2021). Alternatively, studies into Deceptive Opinion Spam, which focus on
fraudulent analysis, have proposed techniques for examining linguistic semantics by iden-
tifying patterns in the expression and content from a statistical standpoint. In fact, this
method aligns with a forensic science approach, combining quantitative identification and
qualitative analysis based on the analysis corpus consisting of different texts related to
criminal acts, particularly involving terrorist groups, mostly in the same manner as scholars
studying misleading discourse, but with the Ott Deceptive Opinion Spam corpus and
the Multi-Domain Deceptive corpus instead (Jakupov et al. 2022). The goal is to assist
investigators in finding stylistic similarities or exclusions between texts and potentially
their authors.

In this paper, we explore the effectiveness of a novel linguistically defined imple-
mentation of stylometric and sentiment-based features for digital investigation. We begin
by examining prior approaches to automatic fraudulent text detection, emphasizing tech-
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niques that employ linguistic features such as n-grams, which provide the best performance
within the domain. Following that, we outline the diverse corpora used to evaluate our
approach and its cross-domain performance. Next, we explore the suggested sentiment-
based features, confirming their possible significance in forensic examination within these
collections. We also investigate the stylometric features and diagnostic potential of non-
functional words, but without incorporating them into the classifier. Finally, we describe
our classification scheme, which leverages these features.

2.1. Our Contributions

Our contributions can be summarized as follows.

• Novel approach to automatic digital forensic investigation that applies sentiment-
based features;

• Comprehensive analysis of previous approaches to digital investigation, highlighting
the strengths and weaknesses of different techniques and emphasizing the importance
of linguistic features;

• Demonstration of the effectiveness of our approach using diverse corpora, showcasing
its potential for forensic analysis;

• Investigation of the diagnostic potential of non-functional words as stylometric features

The significance of our contributions towards the advancement of automated digital
forensic investigation lies in the incorporation of sentiment-based features, thereby trans-
forming the paradigm of digital investigation methodologies. It particularly emphasizes
the importance and diagnostic potential of non-functional words as stylometric features,
which are typically overlooked by researchers.

Outline

The rest of the paper is organized as follows: in Section 3, we provide an overview
of related work; in Section 4, we summarize our methodology for topic modeling and we
present and discuss the experimental results as well as the datasets used to benchmark our
approaches; finally, conclusions and discussions are provided in Sections 5 and 6.

3. Related Work

The idea of employing machine learning and deep learning methods to identify du-
bious activities in social networks has garnered general attention. For instance, Bindu et
al. introduced an unsupervised learning method that can automatically spot unusual
users in a static social network, albeit assuming that the network’s structure does not
change dynamically Bindu et al. (2017). Hassanpour et al. applied deep convolutional
neural networks for images and long short-term memory (LSTM) to pull out predictive
characteristics from Instagram’s textual data, showing the capability to pinpoint potential
substance use risk behaviors, aiding in risk evaluation and strategy formulation (Hassan-
pour et al. 2019). Tsikerdekis used machine learning to spot fraudulent accounts trying
to enter an online sub-community for prevention purposes (Tsikerdekis 2016). Ruan et
al. also used machine learning to detect hijacked accounts based on their online social
behaviors (Ruan et al. 2015). Fazil and Abulaish suggested a mixed method to detect
automated spammers on Twitter, using machine learning to examine related aspects like
community-based features (e.g., metadata, content, and interaction-based features) (Fazil
and Abulaish 2018). Cresci et al. employed machine learning to spot spammers using
digital DNA technology, with the social fingerprinting technique designed to distinguish
between spam bots and genuine accounts in both supervised and unsupervised man-
ners (Cresci et al. 2017). Other applications focused on urban crime perception utilizing
the convolutional neural network as their learning preference (Fu et al. 2018; Shams et al.
2018).

Certain studies showed the potential of focusing purely on textual data, especially in
the context of social network analysis (Ala’M et al. 2017). One example of this application
was in 2013, when Keretna et al. used a text mining tool, Stanford POS tagger, to pull out
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features from Twitter posts that could indicate a user’s specific writing style (Keretna et al.
2013). These features were then used in the creation of a learning module. Similarly, Lau et
al. used both NLP and machine learning techniques to analyze Twitter data. They found that
the Latent Dirichlet Allocation (LDA) and Support Vector Machine (SVM) methods yielded
the best results in terms of the Area Under the ROC Curve (AUC) (Lau et al. 2014). In
addition, Egele et al. developed a system to identify compromised social network accounts
by analyzing message content and other associated features (Egele et al. 2015). Anwar
and Abulaish introduced a unified social graph text mining framework for identifying
digital evidence from chat logs based on user interaction and conversation data (Anwar
and Abulaish 2014). Wang et al. treated each HTTP flow produced by mobile applications
as text and used NLP to extract text-level features. These features were then used to create
an effective malware detection model for Android viruses (Wang et al. 2017). Al-Zaidya et
al. designed a method to efficiently find relevant information within large amounts of
unstructured text data, visualizing criminal networks from documents found on a suspect’s
computer (Al-Zaidy et al. 2012). Lastly, Louis and Engelbrecht applied unsupervised
information extraction techniques to analyze text data and uncover evidence, a method
that could potentially find evidence overlooked by a simple keyword search (Louis and
Engelbrecht 2011).

Li et al. applied their findings to detect fraudulent hotel reviews, using the Ott De-
ceptive Opinion spam corpus, and obtained a score of 81.8% by capturing the overall
dissimilarities between truthful and deceptive texts (Li et al. 2014). The researchers ex-
panded upon the Sparse Additive Generative Model (SAGE), which is a Bayesian generative
model that combines both topic models and generalized additive models, and this resulted
in the creation of multifaceted latent variable models via the summation of component
vectors. Since most studies in this area focus on recognizing deceitful patterns instead
of teaching a solitary dependable classifier, the primary difficulty of the research was to
establish which characteristics have the most significant impact on each classification of a
misleading review. Additionally, it was crucial to assess how these characteristics affect
the ultimate judgment when they are paired with other attributes. SAGE is a suitable
solution for meeting these requirements because it has an additive nature, which allows
it to handle domain-specific attributes in cross-domain scenarios more effectively than
other classifiers that may struggle with this task. The authors discovered that the BOW
method was not as strong as LIWC and POS, which were modeled using SAGE. As a result,
they formulated a general principle for identifying deceptive opinion spam using these
domain-independent features. Moreover, unlike the creator of the corpus (Ott et al. 2011),
they identified the lack of spatial information in hotel reviews as a potential indicator for
identifying fraudulent patterns, of which the author’s findings suggest that this methodol-
ogy may not be universally appropriate since certain deceptive reviews could be authored
by experts in the field. Although the research found that the domain-independent features
were effective in identifying fake reviews with above-chance accuracy, it has also been
shown that the sparsity of these features makes it difficult to utilize non-local discourse
structures (Ren and Ji 2017); thus, the trained model may not be able to grasp the complete
semantic meaning of a document. Furthermore, based on their findings, we can identify
another significant indication of deceptive claims: the existence of sentiments. This is
because reviewers often amplify their emotions by utilizing more vocabulary related to
sentiments in their statements.

(Ren and Ji 2017) built upon earlier work by introducing a three-stage system. In the
first stage, they utilized a convolutional neural network to generate sentence representations
from word representations. This was performed by employing convolutional action, which
is commonly used to synthesize lexical n-gram information. To accomplish this step, they
employed three convolutional filters. These filters are effective at capturing the contextual
meaning of n-grams, including unigrams, bigrams, and trigrams. This approach has
previously proven successful for tasks such as sentiment classification. (Wilson et al. 2005).
Subsequently, they created a model of the semantic and discourse relations of these sentence
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vectors to build a document representation using a two-way gated recurrent neural network.
These document vectors are ultimately utilized as characteristics to train a classification
system. The authors achieved an 85.7% accuracy on the dataset created by Li et al. and
showed that neural networks can be utilized to obtain ongoing document representations
for the improved understanding of semantic features. The primary objective of this research
was to practically show the superior efficacy of neural features compared to conventional
discrete feature (like n-grams, POS, LIWC, etc.) due to their stronger generalization.
Nevertheless, the authors’ further tests showed that by combining discrete and neural
characteristics, the total precision can be enhanced. Therefore, discrete features, such as the
combination of sentiments or the use of non-functional words, continue to be a valuable
reservoir of statistical and semantic data.

(Vogler and Pearl 2020) conducted a study investigating the use of particular details
in identifying disinformation, both within a single area and across various areas. Their re-
search focused on several linguistic aspects, including n-grams, POS, syntactic complexity
metrics, syntactic configurations, lists of semantically connected keywords, stylometric
properties, keyword lists inspired by psychology, discourse configurations, and named
entities. However, they found these features to be insufficiently robust and adaptable,
especially in cases where the area may substantially differ. This is mainly because most of
these aspects heavily rely on specific lexical elements like n-grams or distinct keyword
lists. Despite the presence of complex linguistic aspects such as stylometric features, POS,
or syntactic rules, the researchers consider these to be of lesser importance because they do
not stem from the psychological basis of verbal deceit. In their research, they saw deceit as
a product of the imagination. Consequently, in addition to examining linguistic methods,
they also explored approaches influenced by psychological elements, like information
management theory (Burgoon et al. 1996), information manipulation theory (McCornack
1992), and reality monitoring and criteria-based statement analysis (Vogler and Pearl 2020).
Since more abstract linguistic cues motivated by psychology may have wider applicabil-
ity across various domains (Kleinberg et al. 2018), the authors find it beneficial to use
these indicators grounded in psychological theories of human deception. They also lean
on the research conducted by Krüger et al. which focuses on identifying subjectivity in
news articles and proposes that linguistically abstract characteristics could potentially
be more robust when used on texts from different fields (Krüger et al. 2017). For their
experiment, Vogler and Pearl employed three different datasets for the purpose of training
and evaluation, accommodating shifts in the domain, ranging from relatively subtle to
considerably extensive: the Ott Deceptive Opinion Spam Corpus (Ott et al. 2011), essays
on emotionally charged topics (Mihalcea and Strapparava 2009), and personal interview
questions (Burgoon et al. 1996). The linguistically defined specific detail features the
authors constructed for this research proved to be successful, particularly when there
were notable differences in the domains used for training and testing. These elements
were rooted in proper nouns, adjective phrases, modifiers in prepositional phrases, exact
numeral terms, and noun modifiers appearing as successive sequences. The characteristics
were derived from appropriate names, descriptive phrase clusters, prepositional phrase
changes, precise numerical terms, and noun modifiers that showed up as successive
sequences. Each attribute is depicted as the total normalized number and the average
normalized weight. The highest F score they managed to obtain was 0.91 for instances
where content remained consistent, and an F score of 0.64 for instances where there was
a significant domain transition. This suggests that the linguistically determined specific
detail attributes display a broader range of application. Even though the classifier trained
with these features showed fewer false negatives, it struggled to accurately categorize
truthful texts. The experimental results clearly indicate that a combination of n-gram and
language-specific detail features tends to be more dependable only when a false positive
carries a higher cost than a false negative. It is worth noting that features based on n-grams
might have a superior ability for semantic expansion when they are built on distributed
meaning representations like GloVe and ELMo. In their technique, however, n-gram
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features rely only on single words without considering the semantic connection among
them. This stands in stark contrast to our method, which revolves around analyzing the
semantic essence of statements by evaluating the overall sentiment.

4. Materials and Methods

4.1. Model

Stylometry is a quantitative study of literary style that employs computational distant
reading methods to analyze authorship. This approach is rooted in the fact that each
writer possesses a distinctive, identifiable, and fairly stable writing style. This unique
writing style is apparent in different writing components, including choice of words,
sentence construction, punctuation, and the use of minor function words like conjunctions,
prepositions, and articles. The fact that these function words are used unconsciously and
independent of the topic makes them especially valuable for stylometric study.

In our research, we investigate the use of stylometric analysis in identifying misinfor-
mation, concentrating on the distinctive language patterns that can distinguish between
honest and dishonest writings. Through the scrutiny of multiple stylometric aspects, our
goal was to reveal the hidden features of dishonest language and establish a trustworthy
approach for forensic investigation.

To obtain a better understanding of how lies are expressed in text, we utilized the
Burrows’ Delta method, a technique that gauges the “distance” between a text whose
authorship is uncertain and another body of work. This approach is different from others
like Kilgariff’s chi-squared, as it is specifically structured to compare an unidentified text
(or group of texts) with the signatures of numerous authors concurrently. More specifically,
the Delta technique assesses how the unidentified text and groups of texts authored by
an arbitrary number of known authors deviate from their collective average. Notably,
the Delta method assigns equal importance to every characteristic it measures, thereby
circumventing the issue of prevalent words dominating the outcomes, an issue often found
in chi-squared tests. For these reasons, the Delta Method developed by John Burrows is
typically a more efficient solution for authorship identification. We modified this method
to discern the usage of non-functional words by deceivers and ordinary internet users. As
this method extracts features that are not topic-dependent, we are able to establish a model
that is resilient to changes in the domain.

Our adaptation of Burrows’ original algorithm can be summarized as follows:

• Compile a comprehensive collection of written materials from a variable number of
categories, which we will refer to as x (such as deceptive and truthful).

• Identify the top n words that appear most often in the dataset to utilize as attributes.
• For each of these n features, calculate the share of each of the x classes’ subcorpora rep-

resented by this feature as a percentage of the total number of words. As an example,
the word “the” may represent 4.72% of the words in the deceptive’s subcorpus.

• Next, compute the average and standard deviation of these x values and adopt them
as the definitive average and standard deviation for this characteristic across the entire
body of work. Essentially, we will employ an average of the averages, rather than
determining a sole value that symbolizes the proportion of the whole body of work
represented by each term. We do this because we want to prevent a larger subsection
of the body of work from disproportionately affecting the results and establish the
standard for the body of work in a way that everything is presumed to resemble it.

• For each of the n features and x subcorpora, calculate a z score describing how far away
from the corpus norm the usage of this particular feature in this particular subcorpus
happens to be. To do this, subtract the “mean of means” for the feature from the
feature’s frequency in the subcorpus and divide the result by the feature’s standard de-
viation. Below is the z-score equation for feature i, where C(i) represents the observed
frequency, the μ represents the mean of means, and the σ, the standard deviation.
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Zi =
Ci − μi

σi
(1)

• Next, calculate identical z scores for each characteristic in the text, where the author-
ship needs to be ascertained.

• Finally, compute a delta score to compare the unidentified text with each candidate’s
subset of text. This can be performed by calculating the mean of the absolute differ-
ences between the z scores for each characteristic in both the unidentified text and
the candidate’s text subset. This process ensures that equal weight is given to each
feature, regardless of the frequency of words in the texts, preventing the top 3 or 4
features from overwhelming the others. The formula below presents the equation for
Delta, where Z(c,i) represents the z score for feature i in candidate c, and Z(t,i) denotes
the z score for feature i in the test case.

Δc = ∑
i

Zc(i)− Zt(i)
n (2)

The class, or “winning” candidate, is most likely determined by finding the one with
the least amount of difference in the score between their respective subcorpus and the test
case. This indicates the least variation in writing style, which makes it the most probable
class (either deceptive or truthful) for the text being examined.

In our methodology, we also incorporated a measure of exaggeration, consistently
applied across various domains. The fundamental idea suggests that the intensity of the
sentiment remains unchanged, irrespective of the text expressing a positive or negative
sentiment (for instance, “I love the product” and “I detest the product” indicate the same
level of sentiment, although in contrary directions). In order to examine false opinion spam,
we made use of Azure Text Analytics API1, which facilitates the analysis of the overall
sentiment and the extraction of three aspects: positive, negative, and neutral. This was
innately similar to the RGB color model, leading us to assign the values in the same way:
Negative was paired with Red, Positive with Green, and Neutral with Blue. Following this,
we displayed the pattern that began to form.

To illustrate the emotional trends in both honest and dishonest reviews, we initially
utilized color-coding derived from sentiment analysis findings. To begin, we converted
the sentiment ratings (positive, negative, and neutral) into a blue–green–red (BGR) format,
which allowed us to represent each review as a pixel. Considering that Azure Text Analytics
offers percentages for every sentiment component (e.g., 80% positive, 15% neutral, and 5%
negative), we multiplied these values by 255 to facilitate visualization. Next, we devised
auxiliary functions to convert sentiment scores into pixel format and generate an image
utilizing the BGR values.

After recognizing visual patterns, we used these figures as attributes for our categorizer.
To prevent the categorizer from making incorrect inferences by evaluating sentiments
instead of hyperbole, we initially determined the total sentiment. If the sentiment was
adverse, we exchanged the green and red channels, as hyperbole is steady for both negative
and positive sentiments. We then standardized this set of attributes, as the percentage
of neutral aspect is generally much higher than the other sentiments in most situations.
Finally, we input these features into our classifier and examined the subsequent results as
shown in Algorithm 1.
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Algorithm 1 Extract Sentiment Features

1: f eatures ← [])
2: for all items ∈ Corpus do
3: sentiment ← mean(item.sentiments)
4: aspectpos, aspectneg, aspectneut ← item.sentiments
5: if sentiment == Positive then
6: f eaturer ← aspectneg ∗ 255
7: f eatureg ← aspectpos ∗ 255
8: f eatureb ← aspectneut ∗ 255
9: else

10: f eaturer ← aspectpos ∗ 255
11: f eatureg ← aspectneg ∗ 255
12: f eatureb ← aspectneut ∗ 255
13: end if
14: f eature ← ( f eaturer, f eatureg, f eatureb)
15: f eature ← normalize( f eature)
16: f eatures ← f eature
17: end for

4.2. Data

Our initial approach involved examining labeled fraudulent reviews in order to train
the model. One of the first large-scale, publicly available datasets for the research in
this domain is Ott Deceptive Opinion Spam corpus (Ott et al. 2011), composed of 400
truthful and 400 gold-standard deceptive reviews. In order to obtain deceptive reviews of
high quality via Amazon Mechanical Turk, a set of 400 Human-Intelligence Tasks (HITs)
were created and distributed among 20 selected hotels. To ensure uniqueness, only one
submission per Turker was allowed. To obtain truthful reviews, the authors gathered
6977 reviews from the 20 most popular Chicago hotels on Trip Advisor. Despite the dataset,
the authors have discovered that detecting deception is a challenge for human judges, as
most of them performed poorly.

To prevent our model from identifying inaccurate features that are related to the
domain rather than deceptive cues, we augmented our training dataset with cross-domain
data. For cross-domain investigation, we applied a dataset consisting of hotel, restaurant,
and doctor reviews (Li et al. 2014) obtained from various sources, including TripAdvisor and
Amazon. The deceptive reviews were primarily procured from two sources: professional
content writers and participants from Amazon Mechanical Turk. This approach allowed
the researchers to capture the nuances of deceptive opinions generated by both skilled and
amateur writers. To ensure the quality and authenticity of truthful reviews, the authors
relied on reviews with a high number of helpful votes from other users. This criterion
established a baseline of credibility for the truthful reviews in the dataset. Furthermore,
the dataset included reviews with varying sentiment polarities (positive and negative) to
account for the sentiment intensity and exaggeration aspects in deceptive opinion spam.

Following the model’s training, we opted to assess its usefulness in forensic inves-
tigations by evaluating it on real-world email data. Email serves as a crucial means of
communication within most businesses, facilitating internal dialogue between staff mem-
bers and external communication with the broader world. Consequently, it offers a wealth
of data that could potentially highlight issues. However, this brings up the issue of privacy,
as the majority of employees would not be comfortable knowing their employer has access
to their emails. Therefore, it is critical to adopt methods to manage this issue that are as
non-invasive as possible. This is also beneficial to the organization, as implementing a
system that literally “reads” employees’ emails could prove to be excessively costly.

Theories of deceptive behavior, fraud, or conspiracy suggest that changes in language
use can signal elements such as feelings of guilt or self-awareness regarding the deceit, as
well as a reduction in complexity to ease the consistency of repetition and lessen the mental
load of fabricating a false narrative (Keila and Skillicorn 2005). The potential presence
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of some form of monitoring may also lead to an excessive simplicity in messages, as the
senders strive to avoid detection. This simplicity could, in itself, become a telltale sign. It
is also probable that messages exchanged between collaborators will contain abnormal
content, given that they are discussing actions that are unusual within their context.

The Enron email dataset was made publicly available in 2002 by the Federal Energy
Regulatory Commission (FERC). This dataset consists of real-world emails that were sent
and received by ex-Enron employees. The dataset contains 517,431 emails from the mail
folders of 150 ex-Enron employees, including top executives such as Kenneth Lay and
Jeffrey Skilling. While most of the communication in the dataset is mundane, some emails
from executives who are currently being prosecuted suggest the presence of deceptive
practices. The emails contain information such as sender and receiver email addresses, date,
time, subject, body, and text, but do not include attachments. This dataset is widely used for
research purposes and was compiled by Cohen at Carnegie Mellon University. We initiated
a preprocessing phase to polish the dataset, which involved eliminating redundant entries,
junk emails, unsuccessful and blank emails, along with punctuation symbols (essential
for applying sentiment analysis). This purification process resulted in a remaining total
of 47,468 emails, all of which were either dispatched or obtained by 166 previous Enron
employees. Among these employees, 25 were marked as “criminals”, a term denoting those
who were supposedly involved in fraudulent acts.

5. Results

At first, we analyzed a group of deceptive reviews which consisted of the Ott Deceptive
Opinion Spam Corpus and the cross-domain corpus of reviews for hotels, restaurants, and
doctors curated by Li et al. Our aim was to confirm that the use of non-essential words
remained consistent across various domains. The combined dataset was divided into a 25%
test set and a 75% training set, and the training set was used to evaluate the accuracy of
correct identification. The results of the negative deceptive test indicated a delta score of
1.3815 for deceptive and 1.8281 for truthful, while the negative truthful test had a delta
score of 1.4276 for deceptive and 1.0704 for truthful. As for the positive tests, the deceptive
test had a delta score of 1.4003 for deceptive and 1.8459 for truthful, whereas the truthful
test had a delta score of 2.9074 for deceptive and 2.2098 for truthful. Overall, the model
accurately detected 65% of deceptive texts and 68% of truthful texts, taking into account
both positive and negative cases.

The study primarily investigated the stylometric characteristics and potential use-
fulness of non-functional words, but decided not to include them in the classifier due to
the inherent methodological limitation that necessitates analyzing the entire corpus for
vectorizing individual statements. However, the results uncovered interesting patterns that
require further exploration and may be potentially applied to forensic investigation.

After exploring the fraudulent reviews, we focused on extracting sentiment-based
features. To observe emotional trends in truthful and deceptive reviews, we colored the
reviews using a blue–green–red (BGR) format based on their sentiment scores (positive,
negative, and neutral). This allowed us to depict each review as a pixel, with blue indicating
neutral sentiment, green representing positive sentiment, and red signifying negative
sentiment. To convert the sentiment scores into pixel format and create an image from the
BGR values, we developed support functions. Each image showcased 400 pixels (20 × 20),
symbolizing 400 reviews.

We created images for different categories of reviews, such as deceptive positive,
deceptive negative, truthful positive, and truthful negative, and compared their visual
patterns. The analysis showed that fake negative reviews had a brighter appearance with
less green spots, whereas fake positive reviews had more vibrant colors with fewer red
spots. This suggests that there is an element of exaggeration and insincere praise in deceitful
reviews. Conversely, truthful reviews appeared to be more authentic and impartial in their
emotional tone.
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In order to achieve a consistent color that conveys deception, we took all the pixels
in the images and computed their average values across three color channels: blue, green,
and red. Afterward, we combined the channels to create a single color that symbolizes the
mean sentiment of the dishonest reviews, as shown in Figure 1.

According to the study, negative reviews that were truthful appeared to be less red in
color than negative reviews that were deceptive. On the other hand, positive reviews that
were fake appeared to be greener than positive reviews that were truthful. This indicates
that deceptive reviews tend to contain more exaggerated expressions of sentiment, which
can be represented through the use of color.

Figure 1. Deceptive datasets: colorized sentiments.

With this in mind, we trained multiple classifiers with features extracted using Algo-
rithm 1. The training was conducted with the Ott Deceptive Opinion Spam dataset, while
the Li et al. cross-domain dataset was used for testing. Once we identified the optimal
model, we applied it to the Enron email corpus.

In order to ensure that the input features used in a machine learning model have a
consistent scale or distribution, we applied different normalization techniques such as
MaxAbsScaler, StandardScaler Wrapper, and Sparse Normalizer in our experiment. We
chose AUC Weighted as the primary metric to assess the performance of our models. AUC
Weighted was selected because it is capable of measuring the classifier’s performance across
varying thresholds, while also considering the potential class imbalance present in the
cross-domain dataset. This guarantees a more reliable and strong evaluation of the model’s
ability to differentiate truthful and deceptive opinions.

Table 1 clearly indicates that the classifier’s performance is consistent, signifying that
the features are robust even in cross-domain situations. It should be emphasized that the
merged dataset encompasses various fields and includes both favorable and unfavorable
evaluations. This implies that the suggested characteristics can proficiently endure changes
in the sentiment as well.

Table 1. Classifiers utilizing sentiment-based features

Algorithm Normalizer AUC Weighted

Light GBM Sparse Normalizer 0.67
Random Forest Sparse Normalizer 0.68

Light GBM Standard Scaler Wrapper 0.68
Light GBM Max Abs Scaler 0.69

Random Forest Max Abs Scaler 0.69
Random Forest Standard Scaler Wrapper 0.70

Logistic Regression Standard Scaler Wrapper 0.71
Extreme RandomTrees Max Abs Scaler 0.73

Light GBM Standard Scaler Wrapper 0.74
Extreme Random Trees Max AbsScaler 0.74

While there is a reduction in accuracy compared to related work, we can still achieve
relatively high and stable results, which is more important since it reduces the risk of
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overfitting. Our progress in this area is leading us towards developing a universal method
for detecting deception, rather than creating a classifier that is only suitable for a particular
dataset. This approach proves to be more effective in identifying instances of deception on
the internet.

The model trained on the deceptive training set was finally applied to the Enron email
dataset, including mails from high-ranking executives like Kenneth Lay (ex-Chairman
and CEO) and Jeffrey Skilling (ex-CEO). Although the majority of the communication
is innocuous and uneventful, the emails of several executives who are currently facing
prosecution are included in the dataset, suggesting that evidence of deception could
potentially be found within the data. We cross-referenced the name list on the website to
confirm the authenticity of the email and determine whether it is misleading. Our model
was able to obtain the F1 score of 0.43, but due to the dataset being imbalanced, with only
25 out of 166 employees being identified as criminals, our evaluation of the model takes
into account some level of uncertainty.

In order to comprehend how our model can be applied in practical scenarios, we
assessed its performance against other top-performing models such as SIIMCO (Taha and
Yoo 2016) and LogAnalysis (Ferrara et al. 2014), despite them not being rooted in NLP. These
methods were devised by building an extensive graph detailing the suspected individuals’
connections, with those particularly active in the communication network frequently being
strongly implicated as criminals. For example, “employee 57”, who exchanged 3247 and
847 emails, respectively, was identified as a criminal as per both existing techniques, or in
other words, a true negative.

Upon examining Table 2, it is clear that our approach yields a lower F1 score and
precision rate. This disparity can be attributed to several factors.

Firstly, our classifier was trained exclusively on online reviews, excluding emails or
any other communication types involving two or more parties. This specificity could affect
the textual patterns we can detect. As a result, it would be beneficial to enrich our training
set with anonymized conversation data.

Secondly, our preprocessing stage overlooked the removal of email signatures and con-
versation history. This oversight could distort the analysis results, as the response may not
be deceptive itself, but it could contain traces of a previous deceptive email. Consequently,
we must refine our text preprocessing pipeline and integrate a layout analysis to distinguish
the message body from the metadata, such as signatures or conversation history.

Lastly, the level of exaggeration, which is commonplace in online reviews, may not
translate accurately to the corporate communication realm. Therefore, we should consider
introducing a variable exaggeration level that adapts to the specific domain.

Table 2. Performance of SIIMCO and LogAnalysis: A comparative summary.

Approach F1 Score Precision Recall

LogAnalysis 0.51 0.49 0.53
SIIMCO 0.59 0.58 0.60

Our proposed approach 0.43 0.26 1

6. Discussion

Current state-of-the-art models, based on common features like n-grams or embed-
dings, have demonstrated their effectiveness within specific domains, with improvements
achieved when combined with other features. However, cross-domain performance
tends to decrease as content differences between training and testing datasets increase.
The utilization of more abstract linguistic features, such as syntax-based features and
psychologically motivated categories, has shown to enhance cross-domain deception
detection performance.

Our method has been shown to be effective in detecting deception in various deceptive
reviews. Stylometric analysis, which focuses on unique linguistic patterns in writing, has
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demonstrated promise in uncovering the underlying characteristics of deceptive language.
Sentiment analysis and visualization techniques have also been explored to identify patterns
in deceptive and truthful reviews. Converting sentiment scores into color formats and
generating images to represent reviews allows for visual comparison and insights into
exaggeration levels present in online communication.

However, for better performance on email data, like the Enron dataset, one alternative
approach we could have used is a transductive method, specifically by employing topic
modeling, such as the LDA model, on the entire dataset. Moreover, we would recommend
evaluating the model using a 5 × 2 Nested Cross Validation method. This involves splitting
the preprocessed dataset into five folds, with each fold potentially being chosen as the test
set, while the remaining four are used for a 2-fold validation. The training set should then
be used to train the classifier, with each generator building a group of classifiers for each
possible number of topics from zero up to the number given by the LDA, with the smallest
perplexity. The validation set should be used to test these classifiers in terms of precision,
recall, and F1 score. Only the best classifiers for each metric should be recommended to the
investigator and evaluated in the test set.

To sum up, the insights gained from studying the linguistic and psychological aspects
of deception can be leveraged to improve existing tools used by investigators and legal
professionals tasked with identifying deceptive behavior in online communication. By
providing these individuals with a deeper understanding of the subtle markers that indicate
deception, they may be better equipped to assess the credibility of information and make
informed decisions in high-stakes situations.

7. Conclusions

The results of our study have significant implications for cross-domain approaches in
the future and we have specific suggestions. Firstly, it should be expected that there will be
a decline in classification performance when transitioning from within-domain to cross-
domain detection, regardless of the approach used. Our study has investigated specific
details in this regard, but they are unable to completely negate this drop in performance.
Therefore, if possible, it is recommended to use training data that is closely related to the
testing data in terms of domain, with a closer match being preferable.

However, when this is not feasible, and the training content differs significantly from
the test content, it is important to weigh the tradeoff between false negatives and false
positives. If false negatives are a greater concern, relying solely on linguistically defined
specific details can be advantageous. On the other hand, if false positives are the greater
concern, it is preferable to use a combination of n-gram and linguistically defined specific
detail features.

Our study draws on insights from prior deception detection methods, including both
within-domain and cross-domain approaches, to identify linguistically defined sentiment
and stylometric features that can effectively be applied for forensic investigation across
domains under specific circumstances. These features are particularly useful when there
are significant content differences between training and test sets, as well as when the cost
of false negatives is greater than that of false positives. We anticipate that future research
will use these findings to improve general-purpose forensic investigation strategies.

In essence, the advancements made in the field of Deceptive Opinion Spam detection
not only hold the potential to improve trust and transparency in online communications,
but also contribute to the broader domains of online threat investigation. As research in
this area continues to evolve, it is crucial that the knowledge and methodologies developed
are shared and adapted across disciplines, thereby maximizing their impact and benefit to
society as a whole.
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Abbreviations

The following abbreviations are used in this manuscript:

NLP Natural Language Processing
BOW Bag of Words
POS Part of Speech
LSTM Long Short-Term Memory Networks
DNA Deoxyribonucleic Acid
LDA Latent Dirichlet Allocation
SVM Support Vector Machine
FERC Federal Energy Regulatory Commission
ROC Rate of Change
AUC Area under the ROC Curve
HTTP Hypertext Transfer Protocol
SAGE Sparse Additive Generative Model
LIWC Linguistic Inquiry and Word Count
GloVe Global Vectors for Word Representation
ELMo Embeddings from Language Model

Note

1 https://learn.microsoft.com/en-us/azure/cognitive-services/language-service/sentiment-opinion-mining/overview, accessed
on 21 September 2023.
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Abstract: This paper investigates the multimodal manifestations of denial in US legal contexts, in
the English language, by analyzing police interviews and cross-examinations. The research uses
a 13-h corpus of video recordings portraying five male suspects, aged 20–44, eventually charged
and convicted of femicide. We deploy techniques from conversation analysis, multimodal analysis,
and speech processing, using tools like ELAN, Praat, WebMAUS, and Python libraries to transcribe,
annotate, and analyze audio–video data. This exploratory study identifies several recurring patterns
in prosodic and gestural cues associated with denial. In particular, our results indicate a prototypical
multimodal denial characterized by a predominant gestural component: head positioning (neutral or
lowered) and head shaking. This gestural expression is frequently repeated and can also function
independently as a nonverbal marker of denial. Denial is also often accompanied by open-hand
gestures, sitting upright posture, and a certain degree of vagueness in speech. Furthermore, our
findings suggest that the expression of denial often involves a reduction in pitch and intensity
following the confession or indictment. The analysis of pauses before denial instances reveals that a
greater number of pauses typically occurs after incrimination. Overall, this study shows that there
is an interesting interplay between verbal and nonverbal features of denial in legal interactions,
underscoring the need for further analysis.

Keywords: denial; multimodality; forensic linguistics

1. Introduction

Negation represents a fundamental aspect of human language that is rooted in cogni-
tive processes. The expression of negation begins in early childhood (Morris 2003) and, as
Horn (2010) claims, it is an essential device of the communicative system, since it furnishes
speakers with the tools for denial, contradiction, misrepresentation, deception, and irony.
Abandoning the simplistic view of negation as a mere binary operator that assigns truth
values, recent research has described negation as a complex cognitive, linguistic, and logical
device displaying complex syntactic, semantic, and pragmatic properties and functions
(Prieto and Espinal 2020).

Indeed, languages possess morphological, syntactic, and semantic mechanisms that
allow speakers to express negation verbally. In face-to-face communication, verbal expres-
sions of negation are frequently supplemented by nonverbal cues, such as prosody (e.g.,
intensity, pitch, etc.) and gestural behavior (e.g., hand gestures, shoulder shrugs, etc.).
These nonverbal devices can also operate independently as, for instance, head shaking is
associated with negation in certain cultural and linguistic contexts.

The evolution of negation spans from the basic act of refusal, a communicative be-
havior that is already present in early stages of language development and is shared with
animals, to a sophisticated range of conceptually grounded uses exclusive to human beings.
Actually, negation serves a variety of communicative purposes, including the expression
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of falsity, absence, non-existence, denial, rejection, and correction (Vandamme 1972). In
this respect, Roitman (2017) refines the perspective by asserting that linguistic negation
encompasses three primary meanings: non-existence, rejection, and denial.

The scope of this paper is to examine one of these three specific functions, namely
‘denial’. We will focus on the distinctive realizations of denial analyzed from a multimodal
perspective (i.e., gestures and prosody). Pragmatic aspects, such as how suspects refer
to victims during denial instances, are also briefly considered, though not with the same
systematic approach we conducted for the analysis of prosody and gestures.

Before looking at denial through the lens of multimodality, it is necessary to situate it
within the broader context of negation. Hummer et al.’s (1993) study indicates that, from
a developmental point of view, denial emerges later than other functions of negation, as
it needs the simultaneous representation of two mental models: one reflecting the true
state of the world and one reflecting its false counterpart. Equally significant is the study
by Ripley (2020) that asserts that denying a certain claim involves performing an act that
introduces new information, namely that the claim is ruled out. More broadly, van der
Sandt (1991) defines denial as a means of objecting to utterances produced by previous
speakers. In this paper, we use the term ‘denial’ to refer to a speech act encompassing
verbal and/or nonverbal elements employed by a speaker to object to or correct the form,
content, presuppositions, and implicatures of an utterance (Combei 2023).

This operationalization of denial allows us to examine how denial is encoded
multimodally—through prosody and bodily conduct—and how this has been investi-
gated in the literature. First of all, an important contribution to the study of multimodal
denial is Harrison’s (2018) monograph which argues that negation has clear grammatical
and gestural manifestations and that there are regularities between the two elements in hu-
man communication. On a similar note, Bressem and Müller’s (2017) study on multimodal
patterns of negation indicates that recurrent gestures display a fixed form–meaning pairing.
It has also been mentioned that multimodality can influence the speech act of denial and
their associated belief statuses (Combei 2023). Moreover, the review by Prieto and Espinal
(2020) indicates that denial is expressed through various prosodic and gestural features
across natural languages, mentioning, in particular, the use of high tones in tonal languages
and pitch accentual prominence in intonational languages.

Equally interesting are the studies that explore denial as a deception mechanism from
a multimodal perspective, including more recent attempts to automatically detect it. One of
the first large-scale multimodal studies on deception is the work by Buller and Aune (1987).
They investigate how deceivers manage nonverbal cues to convey nonimmediacy and
create a positive image, while simultaneously revealing signs of arousal and negative affect.
Buller and Aune’s (1987) research, involving 130 participants, claims that deceivers display
nonimmediacy and arousal but fail to project a positive image. Additionally, the study
indicates that deception cues are influenced by relational history and exhibit significant
variability over time. Deceivers also appear to actively regulate their nonverbal behavior,
attempting to suppress signs of arousal and negative affect.

A study by Vrij et al. (1996) explores how liars are often unaware that they reduce
their movements during deception. Their research aims to determine how deceivers might
respond if informed about this rigidity and how factors like tension, behavioral control, and
cognitive effort relate to deception. In their experiment, subjects participated in two inter-
views: one truthful and one deceptive. In the information-present condition, participants
were informed beforehand that deception typically involves decreased movement, while
the information-absent condition provided no such insight. The findings show that, despite
participants believing they increase their movements while lying, they actually exhibit a
decrease. Interestingly, informing deceivers about deceptive behavior has no impact on
their movements. The authors claim that the decrease is linked to efforts by deceivers to
control their behavior and cognitive load, rather than the tension they feel.
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Moving to NLP approaches, Soldner et al. (2019) note that deception frequently oc-
curs in everyday conversations, yet conversational dialogues remain underexplored in
the field of automatic deception detection. To fill this gap, their paper focuses on detect-
ing multimodal deceptive cues in conversational settings. They introduce a multimodal
dataset featuring deceptive conversations from the Box of Lies game on The Tonight Show
Starring Jimmy Fallon, where participants attempt to discern whether their opponent’s
object descriptions are truthful. The authors annotate various multimodal communication
behaviors, including facial expressions and linguistic cues, and derive several features
from these annotations. Initial classification experiments yield promising results, signifi-
cantly outperforming both random and human baselines, with an accuracy of up to 69% in
differentiating between deceptive and truthful behaviors.

Similarly, Jaiswal et al. (2016) present a data-driven approach for automatic deception
detection using audio–video data from real-life trials in legal contexts, focusing, among
other things, on visual and verbal cues of denial. They employ OpenFace for facial action
unit recognition to analyze witnesses’ facial movements during questioning, and OpenS-
mile to study acoustic patterns. Additionally, the authors conduct a lexical analysis of the
spoken words, focusing on pauses and breaks, and feed this data into a Support Vector
Machine for deception prediction. They also explore a method that fuses visual and lexical
cues through string-based matching. While human judgment accuracy ranged from 53% to
60%, their automated system achieved an average accuracy of 78.95%, with higher accuracy
in truth videos (81.10%) than in deceptive ones (76.80%).

As the brief literature review above suggests, previous research has demonstrated
that gestures play a significant role in shaping and emphasizing denials, functioning as
complementary elements to verbal negation (Harrison 2009). To sum up the overview
presented in this section, the multimodal characteristics associated with denials include,
among others, head shaking, finger shaking, and palm-down hand gestures (Kendon 2002,
2004; Harrison 2010).

Building upon the research outlined above, this paper seeks to examine the multi-
modality of denial exhibited in English-language discourse within legal settings in the
United States, with a specific focus on individuals accused of femicide (and eventually
found guilty). We expect to identify distinctive and systematic patterns of prosodic and
gestural features that characterize denials in these specific contexts. The findings of this
exploratory analysis may contribute not only to improving our understanding of denial as
a linguistic phenomenon, but also to uncovering how it is conveyed through a combination
of verbal and nonverbal cues in legal contexts.

The rest of this paper is structured as follows: Section 2 presents the aims, motivations,
and scope of the study; Section 3 explains the corpus and methodology; Section 4 outlines
the results; and Section 5 provides a discussion of the findings, addresses the limitations of
this study, and offers concluding remarks and future directions for our work.

2. Motivations and Aims

This paper presents a qualitative study that is part of a broader research endeavor
exploring the multimodal dimension of denial within the legal sphere across the United
States. A portion of this larger project, focusing on different data and excluding prosodic
analysis, has already been published in Combei (2023). To validate and build upon the
findings of the previous study, the present work examines gestural as well as prosodic
discursive strategies used by femicide suspects to deny their involvement in crimes during
post-crime interactions, such as police interrogations and cross-examinations in courtroom
proceedings. The analysis of the suspects’ discourse may, in fact, uncover the complex ways
in which gendered violence is implicated in denial. This section will explain the rationale
of examining the linguistic phenomenon of denial in this specific context, the importance
of adopting a multimodal approach in this investigation, and what we aim to achieve with
this study.
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We concentrate on a specific legal context in which denials of involvement in femicide
are uttered, namely situations where the suspect is acquainted with the victim. For the
purposes of this paper, femicide is understood as “the killing of women and girls because
of their gender” (United Nations 2013, p. 2), as was defined on the International Day for
the Elimination of Violence against Women and the Vienna Declaration on Femicide. It
should be stressed that femicide differs from general homicide as it is characterized by
a disproportionate prevalence of intimate partner violence, familial abuse, and power
imbalances (e.g., at home, at work) between victims and perpetrators.

This research centers on the discourse of suspects of femicide precisely because of their
close relationship with the victims. We focus on suspects that know the victim well because
they may deploy denial strategies that reflect the complex nature of their relationship
with the victim (e.g., not admitting or trivializing the severity of the crime, deflecting
responsibility, and shifting blame). More generally, analyzing the discourses of this kind
of suspect may enhance our understanding of the dynamics of gendered violence and the
ways in which such crimes are contested or minimized.

As mentioned above, our study adopts a multimodal perspective on denial, an aspect
typically overlooked in forensic linguistics. The term ‘multimodality’ is used here in
accordance with its understanding within the field of conversation analysis and following
Mondada’s (2016, p. 338) definition as “the various resources mobilized by participants
for organizing their action—such as gesture, gaze, facial expressions, body postures, body
movements, and also prosody, lexis, and grammar”.

As Wang (2024, p. 163) notes, research on legal discourse from a multimodal perspec-
tive remains limited, and while gesture studies are advancing in theory and methodology,
empirical research in forensic linguistics is still scarce, especially in the area of examining
stance in legal discourse through gestures. Some notable exceptions that consider multi-
modality in analyzing discourse within legal contexts are the studies by Gregory Matoesian.
For example, Matoesian and Gilbert (2016) illustrate the importance of multimodal and
material actions that accompany speech, showing how attorneys use hand movements,
physical objects, and verbal communication to emphasize key pieces of evidence for the
jury. The authors also provide a theoretical framework explaining how beat gestures and
material objects align with speech to enhance rhythm and highlight points of evidential
significance, while also evoking semantic imagery.

The scarcity of multimodal research on legal language is likely attributable to the
complexity and time-consuming nature of such analyses, which add to the challenges
inherent in investigating legal discourse and content in general. In particular, multimodal
analysis of spoken legal language requires the transcription and annotation of a wide range
of features, including overlaps, pauses, hesitations, and bodily conduct. In addition, each
of these features must be categorized into various classes, each comprising multiple levels
(see Section 3 for an example).

Even though we acknowledge the challenges inherent in multimodal analysis, we
believe that a close examination of nonverbal features offers a more comprehensive un-
derstanding of denial within legal interactions, such as those between suspects and law
enforcement. In this regard, we follow Matoesian (2010, p. 541), who asserts that ver-
bal and nonverbal elements function as “co-expressive semiotic partners—as multimodal
resources—in utterance construction and the production of meaning”. Indeed, the mul-
timodal analysis of discourses produced within legal settings may be useful to better
outline the suspects’ profiles. With this in mind, our study investigates denial, aiming to
describe how suspects negotiate credibility through multimodal resources as well as verbal
strategies, before and after a confession or indictment. To this end, the following research
question guides our exploratory research: How do suspects of femicide deny allegations?
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3. Data and Methods

3.1. Materials

Due to the inherent sensitivity of the data, forensic linguistics corpus collection, storage,
access, and distribution are often restricted by privacy legislation (Larner 2019). The ease
of access to police recording of custodial interrogations or court data varies from country
to country, contingent on the stringency of the pertinent data protection laws. In general,
however, building and storing a corpus of forensic data is challenging. For instance, the
jurisdictions of Italy and Great Britain impose strict limitations on the accessibility of
this type of data (Petyko et al. 2022). As regards the United States, the issue appears
to some extent less complex, even though the audio–video recording process and data
availability may vary in scope and by state (Bang et al. 2018). A large quantity of forensic
multimedia data, such as police interviews, interrogations, cross-examinations, and trials,
useful for linguistic analysis can be accessed via online platforms like YouTube. For these
reasons it was decided to work with a corpus of multimedia data from North America, in
English, and freely retrievable from online sources. The intent was to be able to retrieve an
easily accessible dataset that would allow for a focused study of the gestures and prosody
of denial.

The entire corpus comprises ten videos sourced from websites and open-access
YouTube channels, including Fifth Estate, Red Circle Interrogations and Confessions, Law
& Crime Trial Network, and Macon Telegraph Archive1. Five North American suspects, aged
20–44, and accused of femicide are portrayed in the videos; all of them were eventually
deemed guilty and convicted. In each instance, the perpetrator was either a close family
member or had a close and/or intimate relationship with the victim (husband, boyfriend,
or son-in-law). In addition to the accusation of femicide, all the suspects denied the charges
on several occasions, some even during and after the trial, appealing the jury verdicts. Four
of the suspects were recorded during police interviews. In one case, a suspect was recorded
during cross-examination while his trial was in progress.

Initially, the decision to examine denial in two distinct legal contexts (police interviews
and cross-examinations in courtroom proceedings) was driven by the goal of conducting
a comparative analysis. This comparison was intended to explore how denial functions
under different questioning situations. However, as the study progressed, we encountered
significant challenges in gathering data from courtroom proceedings, which are scarce, or
are not available as high-quality recordings. Given the exploratory nature of our study and
its qualitative focus, we adapted our approach. Despite the imbalance in the corpus, we
chose to retain the available cross-examination data, recognizing their value in contributing
to our understanding of the denial phenomenon, even with a smaller sample size.

The corpus comprises a total of 10,655 tokens, corresponding to a duration of over
thirteen hours of audio–video material. The duration and number of tokens in each video
were determined by data availability and are, thus, independent of the research design
and methodologies implemented. The audio quality of the videos is satisfactory, generally
allowing automatic speech processing and analysis of the data. In terms of image quality,
some of the data are less satisfactory, and this was reflected in some results (see Section 4).
Even if all the videos were recorded in color, in some cases the image resolution was
insufficient for the analysis of certain parameters, such as the subtle and swift movement
of the eyes and eyebrows. Moreover, although the videos are publicly accessible, all
identifying information, including names, sensitive details, and geographic references,
were redacted, anonymized, or renamed.

3.2. Methods

The corpus data were used to pursue the examination of gestural manifestations of
denial and the analysis of prosody associated with it, before and after the incrimination
or admission of guilt. Some aspects related to the pragmatics of referencing the victim
and the crime were annotated as comments. The data were processed in accordance
with these research directions, so the implementation of distinct procedures was needed.
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These steps are summarized below, and each of them is discussed in greater detail in the
following paragraphs.

To obtain audio data useful for the analysis of prosodic cues, the .mp4 video files were
converted to .wav files using VLC Media Player and Audacity2. The resulting audio files
were divided into approximately 10-min samples to facilitate the forced alignment process,
the .TextGrid creation, and the automatic annotation of pauses through an Automatic
Speech Recognition (ASR) pipeline, provided by WebMAUS Services (Kisler et al. 2017).

The pipeline outputted ninety-nine .TextGrid files corresponding to each .wav file
considered. Subsequently, a Python script was employed to automatically identify and
extract the number and the duration of each pause. The Python script produced Excel
spreadsheets, which were used to store the values related to the pauses. The manually
extracted information from the .TextGrid files using Praat (Boersma 2001) regarded pitch
and intensity. Manual pitch and intensity analysis was preferred in this case, due to
the inherent error susceptibility of automated approaches, particularly when considering
the quality of the data at hand. The output of the ASR allowed us to use the automatic
transcription of the speech as a base for examining the verbal dimension of denial.

As concerns gestural resources, the .mp4 files were processed directly, having been
previously annotated with ELAN software3. An annotation scheme was designed and
implemented using ELAN, with multiple tiers allocated to distinct components of gestural
manifestation. Each audio–video track was the object of complex annotation and analysis,
with the focus on the conversational turns of the suspect (the process is detailed below).

3.3. Gestures: ELAN and the Annotation Scheme

This study employed ELAN for gestural annotation. A custom annotation scheme
was developed to categorize bodily conduct across multiple tiers. Each tier corresponded
to a distinct, predefined element created with the controlled vocabulary feature on ELAN.
The MIT Boston Speech Communication Group’s ‘Gesture Coding Manual’4 was chosen
as the annotation scheme for hand gestures. The other features were annotated using
the annotation scheme detailed in Combei (2023). We also considered the Linguistic
Annotation System for Gesture (LASG), proposed by Bressem et al. (2013) for the annotation
of our data. Although well-structured and articulated, we decided not to adopt this
annotation scheme because it was too refined, and it took into account some linguistic
parameters that were outside the scope of this research (such as syntactic or semantic
aspects). At the same time, to the best of our knowledge, LASG lacked annotation patterns
for other bodily parameters considered in our study (e.g., head movement, eyebrows, etc.).
However, we acknowledge the fact that it would be useful to use LASG for a different, more
complex gestural annotation, both to verify the goodness of the scheme we adopted and
to explore parameters of multimodality that could not be included in this research. Since
this qualitative study relied on a single annotator, future work should involve multiple
annotators to measure inter-annotator agreement.

For the purposes of this research, any movement, shape, or orientation expressed by
the suspects when uttering a denial act was considered to be a relevant gesture. The types
of gestures of interest were restricted to those of the hands (especially their shape and
positioning), the head and its movements, the direction of the gaze, the micro-movements
of the eyebrows (when analyzable), and the posture during interrogations with police
officers or cross-examinations in court. The annotation scheme was designed with six main
tiers, each of which was associated with a specific gesture parameter:

1. ‘Suspect HG’ (hand gesture): describes the shape of the suspect’s hand gesture while
he is uttering the speech act of denial;

2. ‘Suspect Gaze’: describes the suspect’s gaze direction while he is uttering the speech
act of denial;

3. ‘Suspect Eyebrows’: describes the suspect’s movement of the eyebrows while he is
uttering the speech act of denial;
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4. ‘Suspect Head’: describes the movement of the suspect’s head while he is uttering the
speech act of denial;

5. ‘Suspect Posture’: describes the suspect’s body position while uttering the speech act
of denial;

6. ‘Handedness’ (dependent tier of the parent tier ‘Suspect HG’): specifies whether one
hand or both hands were used to execute the annotated gesture.

Diverging from the annotation scheme developed by Combei (2023), we did not
include the ‘legs’ feature. Due to current resource constraints, we focused our efforts on the
upper body and hand movements, ensuring a more in-depth examination of these areas for
our research. In fact, we updated the ELAN controlled vocabulary for all of the intra- and
inter-suspect recurring movements and positions that were not portrayed in the ‘Gesture
Coding Manual’ (such as ‘arms crossing’, ‘counting’, ‘measurement’, ‘pinch’).

Furthermore, a tier named ‘Suspect’ was added for each video to collect the verbal
transcript of the suspects’ speech (statements). This was used for transcribing their verbal
expressions of denial. A tier for comments was also included on the annotation, which was
used to highlight relevant elements or findings that went beyond the established labels and
annotation scheme. Observations regarding the pragmatics of the suspects’ discourses (in
particular the way victims and crimes were referenced by the suspects) were also indicated
in the comments tier. In order to ensure consistency and facilitate comparison between
suspects, the same annotation scheme was used for all videos.

3.4. Prosody

Regarding the prosody of denial, Praat was employed as a tool for speech processing
and analysis. Praat functionalities for pitch and intensity analysis were exploited to extract
statistic descriptors related to prosodic parameters inherent to the episodes of denial uttered
by the suspects. First of all, the intensity was normalized across all videos. Then, minimum,
maximum, and average values of pitch and intensity were manually extracted for each in-
stance of denial. To extract these values, we defined the boundaries of each ‘denial’ instance
based on the discursive unit of the suspect. In particular, we considered the discursive
unit to be the utterance in which the denial—whether verbal and/or gestural—occurred,
extending up to the next pause in the interaction. This approach guaranteed that each
denial was analyzed within its immediate context, capturing the correct communicative
intent of the suspect.

In terms of speech processing and annotation, Praat was also used to control the
pipeline output and check the automatic annotation of pauses. The algorithm’s accuracy in
identifying the start and end of each pause was evaluated qualitatively and manual inter-
vention was used to correct segment boundaries when necessary. Two primary categories of
errors were identified. In the first case, the algorithm failed to accurately identify the onset
and conclusion of spoken sequences, resulting in the misclassification of longer segments as
pauses. In the second case, the error was more nuanced, involving the inclusion of vowels
within the pause segment because the phonation was not correctly captured. All these
issues were corrected manually.

4. Results

The research findings will be organized as follows: Section 4.1. will provide a general
overview of the analysis with some information regarding the multimodal annotation, the
pauses, and some pragmatic observations. Then, Sections 4.2 and 4.3 will be dedicated to
gestural and prosodic analysis, respectively.

4.1. General Overview

Table 1 provides a summary of some general results derived from both automatic (i.e.,
pauses) and manual (i.e., verbal denial) feature annotation. The number of pauses reported
for each video depends on the length of the file. The count includes pauses of all types:
from those occurring within the same conversational turn to those occurring between
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the conversational turns of the suspect and the police officer/lawyer/judge. Thus, we
considered both ‘pre’-response pauses occurring before the suspect’s reply to the official’s
question and ‘post’-response pauses that occur while awaiting the next question or the
completion of the suspect’s response. In the analyses presented in Section 4.3, we only
considered pauses occurring before the suspect’s response to questions posed by police
officers and lawyers.

Table 1. General Results Statistics—Absolute Frequencies.

Suspect Videos Pauses
General
Denials

Femicide
Denials

A.B.
Video 1 3211 105 70
Video 2 2369 113 69

I.J. Video 1 786 106 75
K.L. Video 1 689 112 75
M.N. Video 1 896 55 49

O.P.

Video 1 2619 201 180
Video 2 14,109 235 202
Video 3 10,526 177 166
Video 4 1621 88 68
Video 5 6477 183 162

Total 46,710 1375 1116

Regarding the manual annotation, the fourth and the fifth columns are dedicated to
general denials and femicide denials, respectively. This distinction was introduced to ac-
count for two-fold manually performed data processing. First, all denial cases encountered
during video listening and viewing were annotated, regardless of their degree of relation to
the events closely connected to femicide episodes. Subsequently, a manual verification was
conducted on these annotations to identify denials expressed by the suspects specifically
regarding accusations of committed murder, fictitious statements about the murder weapon,
innocence in the matter, concealment of bodies, etc. The column labeled as ‘general denials’
was included in Table 1 for the purpose of comparison with the column ‘femicide denials’.
The latter regards the number of denials associated with falsehoods identified in police
interviews. This is because isolated denials strictly related to femicides, reported in the
fifth column, all turn out to be fictitious denials, intended to distort the reality and avoid a
guilty verdict.

‘Femicide denials’ were identified among the ‘general denials’ using the following
categories as selection criteria: denials related to the timeline of events (for all the events
related to the day of the murder itself), specific denials related to the murder weapon (e.g.,
gun, knife), and denials related to the harm done to the victim (e.g., physical assaults, body
concealment). This differentiation between ‘femicide denials’ and ‘general denials’ has
allowed us to distinguish more clearly between the general use of denial in the forensic
context (e.g., the suspect’s response “No” to the officer’s question “Would you like a glass
of water?”) and the use of denial for aspects strictly related to the femicides. Below are
examples for each identified category of ‘femicide denials’ to provide insight into the
observed data and how it is classified.

1. Timeline of events

a. Lawyer: Were you in the office when the woman was killed?
A.B.: No, I wasn’t in the office.

b. Police officer: So why would you call her if you were in the same house. From
ten o’clock on. We are not making it up.
I.J.: No, I’m just saying I’m not recalling this you are talking about.
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2. Murder weapon

a. Police officer: Do you have a gun?
K.L.: I’ve never touched a gun before.

b. Police officer: Did you have other experience where you just wake up and you
don’t know what happened? Like ‘I just woke up and here I am, there was a
gun and there was a knife, and drugs and I don’t know what was going on’,
you know, and I understand that.
O.P.: I’ve never touched these knives. These knives they were just there. I’ve
never—I’ve never touched them.

3. Harmed victim

a. Police officer: You know man, this is stuff we need to know to figure out what’s
going on.
M.N.: I didn’t try to, I didn’t want to, I didn’t mean to at all!

b. Police officer: So what really happened that day?
O.P.: I didn’t do anything. I didn’t hurt anybody!

An exploratory review of the transcribed and annotated data revealed some interesting
instances of pragmatic choices that align with findings in the work of Combei (2023),
providing validation of both studies. In particular, there is an almost complete absence
of direct references to the names of the victims in the discourses of the suspects. An
educated guess for this vagueness is that the suspects strategically avoid naming the victim
to deflect attention and minimize their emotional engagement as well as the consequences
of the crime.

The victims’ names occur in only three cases throughout the entire 13-h corpus. In
example (4), the victim’s name is uttered as a response to a direct and explicit question
from the police officer, in example (5), the name appears only as an appellation used in
reported speech, and finally in example (6), the name is uttered as a violent way to distance
oneself from the accusations made by the police officer. In all other instances where the
suspects mentioned the victim, they used anaphoric expressions, typically referring to the
victims with third-person singular pronouns (i.e., she or her).

4. Police officer: And what’s your wife’s name?
K.L.: Claire.

5. Police officer: And what did you do next?
O.P.: We said like “Have you talked to Jo?” I was like “No, have you talked to Jo?”

6. Police officer: O. you are under arrest for murder right now. The murder of Johanna.
O.P.: I didn’t murder Johanna! I don’t.

On the same note, another interesting pragmatic aspect is the lack of direct references
to the act and the result of killing in the suspects’ discourses. In fact, in the annotated
speech (Suspects tier), the word ‘murder’ appears only once (uttered by one suspect), while
terms like ‘death’, ‘to kill’ (0), and ‘dead’ are entirely absent from the dataset. Instead, we
frequently find generic pronouns, names, verbs, or other anaphoric expressions used to
refer to the crimes and their consequences. For instance, terms such as ‘it’ (126), ‘that’ (117),
and ‘anything’ (75) occur frequently, as expected, especially following explicit references to
the crime made by police officers. In this case, the vagueness could also be interpreted as
both a mitigation strategy (i.e., it lessens the weight of the crime) and a detachment strategy
from the victim.

4.2. Gestural Analysis

Regarding the gestural manifestation of denial, as detailed above, we annotated all
videos based on posture, hand gestures, gaze, eyebrows, and head movements. The output
of the annotation process allowed us to extract the most frequent features for various
bodily characteristics,5 namely ‘front’ for head position, ‘sitting erect’ for posture, ‘towards
other speakers’ for gaze, ‘open’ for hand gestures, and ‘both’ for handedness. It should
be mentioned that the frequency of occurrence of each type of feature is influenced by the
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different sizes of the five subcorpora; in particular, the disproportionate amount of data
annotated for the O.P. suspect skews the final count of each entry. To address this issue
and account for the specific distribution of the gestural features, information related to the
subcorpus of each suspect considered is reported in Table A1 in Appendix A.

Given the frequency of gestures and the acknowledged imbalance in our data, the
results, though interesting, should be interpreted with caution. That being said, our
findings largely point to a prototypical multimodal expression of denial, characterized
predominantly by a simple gestural apparatus involving the head either in a frontal position
or lowered downwards (presumably to obscure the gaze). Head shaking occurs parallel to
the downward head movement. This gesture occurs multiple times even autonomously,
serving as a paraverbal signal of denial without any verbal expression. Following the head
gestures, the gaze is engaged, primarily in the configuration ‘towards other speaker’ (mostly
in concordance with the head in a frontal position) or avoiding, opposing the interlocutor’s
gaze by maintaining a closed-eye configuration throughout the denial. Additionally, similar
to the ‘avoiding disposition’ that characterizes closed eyes, there is the ‘down’ configuration,
predominantly occurring with a ‘frontal’ head position.

The significant number of cases where annotation of eyebrow-related traits was not
feasible (due to the video recording quality or the angles) makes this parameter challenging
to assess. This highlights the importance of using high-quality multimedia material in
multimodality studies. The most suitable situation for annotating eyebrows was found
in the video of suspect A.B., filmed in the courtroom, where the high-quality close-up
footage allowed precise observation of facial expressions, shapes, and movements. Despite
technical issues, it is interesting to note that, in the cases where these features could
be analyzed, denial did not manifest through eyebrow movements support (‘relaxed’
featured 179 occurrences). Nevertheless, paradoxically, within this dataset the feature
‘frowning’ often occurs, denoting a very specific movement typically associated with
negative emotions.

The most common posture associated with denial is the suspect seated, often upright
(erect), and facing the interviewer. However, this posture is prevalent across the entire
corpus and is not exclusive to denial scenarios. An interesting pattern in the corpus
involves suspect O.P., who frequently adopts a forward-leaning posture, particularly after
the confession, conducting much of the interview hunched over. Since this posture is
especially traceable in the second phase of the interviews, one plausible interpretation is
that the suspect may feel increasingly pressured.

The situation concerning hand gestures is more complex. To begin with, we will focus
on the less complex findings. Our observations indicate that the majority of manual gestures
associated with denials are predominantly performed with both hands simultaneously.
It would be interesting to investigate whether this aspect is specific to the multimodality
of denials (and the forensic contexts) or if what is observed is a general trend in gestural
expression. Next, moving to more complex aspects of hand gestures, we found that the most
frequent categories for hand gestures are the forms ‘open’, ‘relaxed’, and ‘arms crossed’.
We have intentionally excluded the ‘fist’ hand gesture from what we report as prototypical
denial gestures, despite their frequency. In fact, the ‘fist’ label appears predominantly in
O.P. videos and is therefore more indicative of individual expression of denial rather than
representative of broader patterns of this phenomenon. The ‘handcuffed’ label is excluded
from our analysis because the mere presence of restrained hands does not qualify as a
gesture. Handcuffs represent a state of limitation rather than an intentional communicative
action. During the final “verdict” we traced an open-hand gesture performed with both
hands while keeping the head in a frontal position in relation to the interlocutor. This
is accompanied by a gaze mostly directed towards the interlocutor, while seated in an
upright position.
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As shown in Table A1 in Appendix A the ‘not available’ category of gestures is very
frequent as a result of A.B.’s framing in the video, which predominantly features close-up
shots that obscure the visibility of arms and hands. It is important to mention that the ‘not
available’ label applied to all types of gestures (e.g., posture, gaze, etc.) does not represent
a real feature. However, we documented instances where gestures were indistinguishable
due to video quality or subtle movement limitations in order to capture the impact of
visibility constraints on our findings.

An important point to emphasize is the difference between the gestural multimodality
of denials as it occurs before the confession or ‘turning point’6 during the police interview
and the multimodality of denials as it occurs after these relevant moments. In our dataset
there is a marked reduction in both verbal and nonverbal expression in the ‘post’-confession
phases to varying degrees among all suspects. Below is an example illustrating both the
verbal and multi-modal behavior of one suspect at two distinct moments: first, prior to
learning about their partner’s death resulting from their aggression, and subsequently,
following confirmation and subsequent charges of femicide.

As can be inferred from Figure 1, in the ‘pre’-phase, the suspect’s conversational turn
is marked by heightened gestural dynamism, complemented by generally longer and more
complex sentences. In Figure 2, however, greater heaviness and stillness is observed in
the physicality and gestures of the suspects. In the ‘post’-phase the curtailment in verbal
expression is total, as nothing is uttered verbally; head shaking is the only element through
which the suspect conveys his denial. It is interesting that the open hand shape is clearly
visible, suggesting, in this case, an attitude of non-acceptance of the facts.

 
Figure 1. M.N. Multimodal Denial (‘pre’)7.
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Figure 2. M.N. Multimodal Denial (‘post’).

4.3. Prosodic Analysis

The prosodic analysis involved extracting the values of minimum, mean, and max-
imum pitch and intensity for each speech act of denial. This manual extraction was
complemented by automatic extraction of pauses. Given the significantly large amount
of annotated data, we decided to work with the extracted values of ten sample denials
selected for each suspect (the denials with their pitch and intensity values were first stored
in an Excel spreadsheet and then randomly selected to avoid bias). All these ten samples
were selected from the subset of femicide denials. For the denials selected for each suspect,
a further internal subdivision of the total collected denials was made. Denials produced
before the confession or turning point during police interviews were distinguished from de-
nials produced after these moments. Of the ten denials selected for each suspect, five were
randomly chosen from the ‘pre-confession’ denials, while the remaining five were selected
from those produced by the suspect during ‘post-confession’. This choice is motivated by
the interest in the variation of pitch, intensity, and the number of pauses between, before,
and after the confirmation of the accusations or the suspect’s admission of guilt. This is
aimed at observing a possible systematic difference in the parameters between before and
after instances, motivated by emotional and circumstantial reasons stemming from the ex-
posure of lies and/or the formal accusation of femicide. It was assumed that there could be
variation due to the strong emotional impact that being caught lying and/or being accused
of murder entails, and that this could be found in all cases under consideration. Even if
this possibility is acknowledged, its quantification falls outside the aims of this study.

Table 2 shows the ‘pre’ and ‘post’ averages for pitch and intensity for each suspect. The
results appear to provide some responses to the research question. In particular, variation is
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observed, within the constraints of an exploratory qualitative study, regarding the intensity
and the pitch of denial expression. In two cases, it seems to be more contained regarding
pitch (K.L. and O.P.). What should be noted is that this snapshot of observations does not
seem to indicate a steady direction of variation for the parameters considered, particularly
concerning pitch. For intensity, there is a tendency towards a decrease in decibels following
the confession or turning point (and during the cross-examination phase) in four out of
the five suspects. O.P. contradicts this trend with a significant deviation and an increase
in intensity after the turning point of the interview. Regarding pitch, however, there is a
tendency towards a decrease following the confession or during the cross-examination
phase in the cases of A.B. and I.J., while for the remaining three, there is an increase in F0
within the same circumstances. It is certainly important to mention, however, that the only
case showing a significant increase in pitch is M.N., while K.L. and O.P. present a more
subtle variation in which the increase may be more due to randomness or idiosyncrasy.

Table 2. Mean of Pitch and Intensity.

Suspect
Average Pitch

(‘Pre’)
Average Pitch

(‘Post’)
Average

Intensity (‘Pre’)
Average

Intensity (‘Post’)

A.B. 123.39 Hz 119.01 Hz 69.11 dB 65.05 dB
I.J. 160.10 Hz 151.81 Hz 62.46 dB 59.57 dB

K.L. 220.70 Hz 221.53 Hz 62.69 dB 59.32 dB
M.N. 175.02 Hz 208.81 Hz 79.40 dB 62.81 dB
O.P. 174.80 Hz 176.26 Hz 69.66 dB 81.17 dB

Table 3 shows the average length of pauses calculated by ‘pre’ and ‘post’ phase, in
addition to the analysis of pitch and intensity. Regarding the average length of pauses
observed in individual suspects, it appears that there are longer pauses in the post-phase
for A.B., I.J., and M.N. Even if K.L. and O.P. do not confirm this trend, the gap between the
‘pre’ and ‘post’ phase in these two suspects is smaller than the gap observed in the other
three. The ‘pre’ and ‘post’ totals reflect the majority trend. Regardless of the length, the
number of pauses is almost equivalent in the ‘pre’ and ‘post’ phases for all five suspects.
However, this does not correspond with the distribution of pauses in the entire dataset. In
general, the number of pauses is greater in the ‘post’ phases of each suspect.

Table 3. Average Length of Pauses.

Suspect
Average Pauses Length

(‘Pre’)
Average Pauses Length (‘Post’)

A.B. 0.94 s 1.51 s
I.J. 0 s 0.69 s

K.L. 1.23 s 1.04 s
M.N. 0.56 s 3.41 s
O.P. 1.11 s 0.81 s
Total 0.77 s 1.49 s

5. Discussion, Limitations, and Conclusions

Although the exploratory nature of this qualitative study precludes the derivation of
systematic generalizations, the results and the interpretation of the data described in Section 4
highlighted the prototypical nature of both generic and feminicide-specific multimodal ex-
pressions of denial. Here, we extend the above considerations by adding some comparisons
with the relevant literature on gestures, particularly in relation to arms and hands movements.

Concerning arms, we interpret the feature ‘arms crossed’ as a gesture of closure and
separation, typically suggestive of downplaying and avoidance (Gallace et al. 2011). Therefore,
we can claim that this element functions as a mechanism to express detachment and diminish
the perceived importance of the crime in question, which is rendered as unexpected. Thus,
this could indicate an intentional effort to downplay involvement in crime-related events.
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In Figures 3 and 4 we see two examples of the ‘arms crossed’ gesture, which we
interpret as a cue of detachment from the crime under discussion. In the first case (Figure 3),
the position of the arms co-occurs with a fake statement of desperate and sad astonishment
(“I don’t know why anybody would do that”), aimed at avoiding possible allegations of
involvement. In the second example (Figure 4), the closed position with crossed arms
is also used by the suspect to detach himself from the reality of the situation. In this
particular instance, the selected image represents a frame within a ‘bump and grind’ phase
of the police interview. During this phase, the suspect assumes and maintains a defensive
position, responding to all questions posed by the police officer with a lie. More generally,
at the corpus level, this gesture appears to be associated with a defensive stance.

 

Figure 3. O.P.’s example of denial accompanied by the ‘arms crossed’ gesture.

 
Figure 4. I.J.’s example of denial accompanied by the ‘arms crossed’ gesture.
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Similarly, an ‘open’ hand gesture, in both configurations (palm up and palm down),
falls under Kendon’s (2004) classification which analyzes this type of hand shape in relation
to manual actions of stop, refusal, denial, or interruption accompanying verbal expression.
It is significant from this perspective that this specific hand shape is the most recurring
one, not only throughout the dataset of denials but also for denials specifically related
to femicides.

Two particularly illustrative examples are provided below. The ‘open’ hand gesture,
employed in both the palm-up and palm-down configurations, was used by the same
suspect to explicitly disavow any involvement with the murder weapon. In Figure 5, the
suspect’s hands, with palms facing upwards, accompany the declaration of innocence
concerning the allegation of firearm usage. The use of the hands creates a particular sense
of surrender and innocence that follows the sentence, which not only denies the use of a
firearm but also its possession (“I’ve never had a gun”).

 

Figure 5. ‘Open’ hand gesture (palm up).

Figure 6 illustrates the progression of denial. After discrediting the initial assertion
regarding contact with a firearm, the police officer asks about the location of the firearms at
the crime scene. The suspect then denies having used them, stating, “Please, don’t take it
the wrong way. I really never used it. Neither one of them.” In this instance, the suspect’s
use of the phrase “Neither one of them” accompanied by the gesture of shaking his open
hands with the palm down in front of him, serves to reinforces his denial and strengthens
his assertion that he has no connection to the murder weapon.

Then, we observed the ‘relaxed’ gesture, which to some extent resembles the ‘open’
form, occurring mostly in conjunction with other gestures. It was indeed the hand shape
most often adopted individually by the right or left hand and not in double configurations.

As previously stated, the examples confirm the assumption of the ‘relaxed’ hand shape
within a gesture made with only one of the two hands. In the case of Figure 7, the relaxed
right hand is accompanied by a gesture of nervousness (the act of scratching the back or
face) that O.P. often performs when he is in a recumbent position in relation to his actions
on the day of the crime. In Figure 8, on the other hand, the suspect’s right hand, in a relaxed
position, is accompanied by the left hand that instead expresses denial in an open position
with palm facing upward. The ‘open’ form is once more employed to convey innocence
and detachment from the facts being verbally denied, as illustrated in Figures 5 and 6.
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Figure 6. ‘Open’ hand gesture (palm down).

 

Figure 7. O.P.’s example of a ‘relaxed’ gesture.
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Figure 8. M.N.’s example of a ‘relaxed’ gesture.

Having presented and discussed our results, it is necessary to acknowledge that this
study is preliminary in nature, and it has several limitations, leaving numerous areas for
further exploration and refinement. Some of the limitations may, in fact, represent new
opportunities for development, which could be implemented in the relatively near future.

First of all, for our findings to be supported quantitatively, the study would require
a larger and more balanced corpus (e.g., the same amount of data for police interviews
and cross-examinations in courtroom proceedings). At the same time, a greater amount
of audio–visual material from suspects of femicide, as well as from people accused of
other crimes, is needed to compare the features assessed in this study with those in cases
involving different types of criminal suspects. This would provide a better picture of the
pragmatic, multimodal, and prosodic behavior of suspects, providing a more representative
and generalizable overview of how denial is expressed verbally and/or nonverbally.

From a multimodal perspective, while the annotation scheme used in this study was
sufficiently rich and complex, we believe it could be further enhanced by adding a few
new parameters. Particularly, it could be useful to add cues regarding the lower body as
well as ‘shoulder shrugs’ as a gestural feature. As reported by previous research, lower
body cues (e.g., feet and legs) are less studied compared to the upper body but they are still
relevant for the organization of social interaction (Mondada 2014). Equally interesting are
the features regarding the shoulders: including them into the annotation of denial could be
useful because the action of shoulders shrugging has been reported to signal a detachment
attempt since “[they] can work as markers of ‘dis-stance’ or disengagement, in which case
they take on an epistemic-evidential dimension” (Debras 2017, p. 24).
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Since our study did not investigate the detailed shape and execution of gestures, future
research could benefit from decomposing these gestures into finer traits, configurations,
and subtler movements. This would offer a more granular picture of the multimodality
of denial and, in more general terms, it would represent a multi-level analysis of gestures,
investigating not only the syntactic–semantic or pragmatic aspect but also the “morpholog-
ical” composition of gestures. At this stage, as outlined in the methodological section, the
inclusion of an additional annotator and calculating inter-annotator agreement would be
necessary for validation purposes.

As regards prosody and focusing particularly on the fundamental frequency parameter,
another possibility to enhance this kind of study is to carry out precise annotation of the
intonational contour of denials, to assess the possible presence of denial-specific pitch
characteristics. In this regard, Mertens’ (2014, 2020) Prosogram and Polytonia tools could
be used to automatically obtain a stylization of pitch contour as well as an automatic
labelling of pitch movements. Parallelly, following the line drawn by classical works of
Beckman and Pierrehumbert (1986) as well as Ladd (2008) on the intonational aspects of
the English language (particularly the study of pitch accents and pitch contours based
on the autosegmental-metrical theory), specific configurations could be observed, which
may also be useful for an analysis of the pragmatic use of intonational features, both in
production and perception. Moreover, once the necessary conditions for the retrieval of
the aforementioned useful data are satisfied, comparisons could be drawn with studies
on intonational contours of denials in other languages, such as Italian and other Romance
languages (D’Imperio 2002; Prieto et al. 2005). Additionally, considering both prosodic
and pragmatic aspects together, it would be interesting to complete the data on the mean
length of utterances, adding speech rate (e.g., in the form of a count of syllables produced
per second by each suspect), both overall and separately in the ‘pre’ and ‘post’ turning
point phases.

Despite the limitations discussed above, the results of our paper outline a recognizable
profile for multimodal denial. Recurrent features include a predominant gestural com-
ponent characterized by head positioning (either neutral or lowered) and head shaking.
The head shaking feature is frequently repeated and can serve independently as a nonver-
bal marker of denial. We also observed that denial is often accompanied by open-hand
gestures and a sitting (erect) posture; this posture is frequently observed in conjunction
with denial but is also common in non-denial instances throughout the corpus. A certain
degree of vagueness in speech patterns was reported as regards the way suspects refer to
the victims (i.e., they are not named explicitly). As regards prosody, our findings indicate
that expressions of denial frequently involve a reduction in pitch and intensity following a
confession or indictment. Finally, the analysis of pauses reveals that a greater number of
pauses typically occur after incrimination.

Overall, we believe that this research may contribute to future studies on the multi-
modality of denial in legal settings, and to the limited literature in forensic linguistics and
the broader academic discourse on this topic.
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Appendix A

Table A1. Multimodality Occurrences (Denials Femicides).

Body Part Annotation Whole Corpus I.J. K.L. M.N. A.B. O.P.

Head

Back 10 0 0 0 0 10
Front 467 38 41 7 50 331
Left 72 0 3 2 2 65
Nod 0 0 0 0 0 0
Right 50 0 0 2 0 48
Shake 187 10 32 35 87 23
Down 235 26 0 0 0 209

Head bent right 34 2 0 1 0 31
Head bent left 58 2 0 0 0 56
Not available 7 2 0 0 0 5

Gaze

Blink 0 0 0 0 0 0
Down 290 42 3 12 5 228

Eyerolls 0 0 0 0 0 0
Front 25 1 0 2 0 22
Left 68 0 0 0 2 66

Right 10 0 0 0 0 10
Towards other speaker 376 35 72 25 130 114

Up 3 0 1 0 2 0
Wink 0 0 0 0 0 0

Closed 381 0 0 4 0 377
Not available 29 2 0 0 0 27

Eyebrows

Both eyebrows raising 85 0 11 2 63 9
Frowning 170 0 1 3 11 155

Left eyebrow raising 7 0 1 0 6 0
Relaxed 179 0 62 23 34 60

Right eyebrow raising 23 0 0 0 23 0
Not available 643 75 0 15 0 553

Posture

Laying on the chair 156 23 1 10 0 122
Leaning forward 333 18 1 3 22 289

Moving left 4 0 0 0 0 4
Moving right 20 1 0 0 1 18

Retracting back 12 1 0 1 0 10
Sitting erect 718 52 109 0 182 375
Swivel chair 4 0 0 0 0 4
Not available 6 2 0 0 0 4
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Table A1. Cont.

Body Part Annotation Whole Corpus I.J. K.L. M.N. A.B. O.P.

Hand
Gesture

Angled 4 0 2 0 0 2
Arms crossed 197 24 0 0 21 152

Ball 1 0 1 0 0 0
Clasped 39 7 3 0 14 15

Counting 4 0 1 0 0 3
Cross 1 1 0 0 0 0
Cup 8 1 2 0 0 5

Deictic 18 2 0 0 1 15
Fist 108 0 2 8 0 98

Folded 8 7 0 0 1 0
Gun 0 0 0 0 0 0

Hands in pockets 83 26 54 0 0 3
Hole 0 0 0 0 0 0

Intertwined 19 0 0 0 1 18
Jailed 0 0 0 0 0 0
Knife 11 2 3 0 0 6
Loose 30 0 0 0 1 29

Measurement 2 0 2 0 0 0
Okay 0 0 0 0 0 0
Open 311 4 17 35 16 239

Pursued 0 0 0 0 0 0
Relaxed 151 3 10 13 11 114
Scratch 79 2 1 0 0 76

Star 5 0 0 0 0 5
Steepled 1 0 0 0 0 1

Tulip 0 0 0 0 0 0
Two 0 0 0 0 0 0
Wall 47 0 0 0 0 47

Finger closed 24 0 0 0 0 24
Pinch 26 0 0 0 0 26

Fingers touching 8 0 0 0 0 8
Drinking 1 0 0 0 0 1

Handcuffed 116 0 0 0 0 116
Writing 1 0 0 0 0 1

Key 1 0 0 0 0 1
Not available 100 5 0 0 73 22

Handedness

Both 792 70 56 37 56 573
Left 258 5 22 10 3 218

Right 276 8 22 10 7 229
Not available 74 1 0 0 69 4

Notes

1 These channels are available at the following web pages (accessed 18 July 2024): https://www.cbc.ca/news/fifthestate; https://
www.youtube.com/@Telegraph247; https://lawandcrime.com/; https://www.youtube.com/@redcircleinterrogationsand5722.

2 The software are available at the following web pages (accessed 18 July 2024): https://www.videolan.org/vlc/index.it.html;
https://www.audacityteam.org/.

3 This software is available at this web page (accessed 18 July 2024): https://archive.mpi.nl/tla/elan.
4 The MIT Boston Speech Communication Group’s ‘Gesture Coding Manual’ is available at this web page (accessed 18 July 2024):

https://speechcommunicationgroup.mit.edu/gesture/coding-manual.html.
5 With respect to eyebrow features, the ‘not available’ category was the most frequently assigned due to unsatisfactory image

quality or recording angles.
6 By ‘turning point’ we mean the moment of the police interview when the suspect’s alibi is overtly challenged or debunked. At

that point, the suspect must face the truth and decide whether to continue with his strategy or confess to the crimes.
7 In accordance with what had been stated in lines 184–186, it was resolved that the faces of suspects depicted in the video would

be obscured in deference to the right to privacy, even though the multimedia material is freely accessible online. All figures in the
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paper were processed following this methodology. To view the multimedia data in full, interested parties may request the image
from either of the paper’s authors.
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Abstract: People’s perception of forensic evidence is greatly influenced by crime TV series. The
analysis of the human voice is no exception. However, unlike fingerprints—with which fiction
and popular beliefs draw an incorrect parallel—the human voice varies according to many factors,
can be altered deliberately, and its potential uniqueness has yet to be proven. Starting with a
cursory examination of landmarks in forensic voice analysis that exemplify how the voiceprint fallacy
came about and why people think they can recognize people’s voices, we then provide a thorough
inspection of over 100 excerpts from TV series. Through this analysis, we seek to characterize the
narrative and aesthetic processes that fashion our perception of scientific evidence when it comes to
identifying somebody based on voice analysis. These processes converge to exaggerate the reliability
of forensic voice analysis. We complement our examination with plausibility ratings of a subset of
excerpts. We claim that these biased representations have led to a situation where, even today, one
of the main challenges faced by forensic voice specialists is to convince trial jurors, judges, lawyers,
and police officers that forensic voice comparison can by no means give the sort of straightforward
answers that fingerprints or DNA permit.

Keywords: forensic phonetics; speaker identification; voice comparison; TV series

1. Introduction

1.1. Background and Goals

Although firm quantitative evidence is still sparse (Eatley et al. 2018), it is often
assumed that the many popular TV shows revolving around forensic science that emerged
in the early 2000s (e.g., the various versions of the Crime Scene Investigation (CSI) franchise)
have triggered what is now known as the “CSI Effect”. To give but one example supporting
this assumption, Call et al. (2013) surveyed 60 jurors from five malicious wounding juries
in the United States. Their findings show that 95% of the jurors watched CSI, and 73%
considered that the series influenced their verdict. The CSI effect is characterized by at
least two phenomena (Eatley et al. 2018): (i) jurors in trials now tend to have unrealistic
expectations regarding the presence of scientific evidence, and (ii) when scientific evidence
is available, they are more prone to view it as infallible. This effect possibly extends beyond
the general public and is thought to affect professionals (Call et al. 2013; Trainum 2019) and
even criminals (Baranowski et al. 2018).

One of our central claims in the current article is that forensic voice analysis lends
itself particularly well to misconceptions, which are, in turn, promoted by TV crime shows.
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What is it that makes forensic voice analysis so different from other biometric evidence like
fingerprints or DNA? Firstly, instances of forensic voice analyses have been comparatively
sporadic in France: over the last 12 years, Service National de Police Scientifique (SNPS:
national police forensic department) has performed 233 such analyses, while in August 2022
only, they carried out as many as 10,000 fingerprint and 7000 DNA analyses. Consequently,
most courts have little to no experience in voice analysis, and fictional representations
may sometimes be their only available reference. Secondly, while most people have never
performed fingerprint or DNA analyses, they have constantly relied on their ears to identify
people around them. Therefore, we all have strong intuitions based on experience, and we
may have implicitly made the wrong generalization that auditory speaker identification is
reliable under all circumstances. Thirdly, the analogy with fingerprints, which is constantly
reinforced by works of fiction and the media, is deeply rooted in people’s minds to the
extent that they forget how variable and alterable voices can be.

The goal of this article is to analyze the representation of forensic voice analysis in a
set of popular TV procedurals that have been broadcast in France. We focus on English-
speaking, mainly US-based, shows since the latter are ubiquitous on French TV. We follow
a mixed-methods approach combining qualitative analyses partially inspired by the field
of visual studies with quantitative data to support our findings. A small-scale experiment
involving plausibility ratings complements the analysis. The originality of our approach is
strengthened by the diversity of the authors’ backgrounds: there are three phoneticians
and two specialists of speech processing who have been involved to varying degrees in
forensic voice analysis over the last 5 (for the relative newcomers) to 30 years. Two authors
specialize in visual studies, especially cinema and television studies, with one of them
focusing on crime TV shows. The two forensic scientists from the audio section of SNPS
are currently the only two scientists who perform forensic voice analysis in the police
force in France, and they, therefore, provide first-hand experience and knowledge. In the
fields of phonetics and voice processing, our areas of specialization cover a broad spectrum
that encompasses most (if not all) fields related to forensic audio: perceptual, acoustic,
and articulatory phonetics, automatic speech processing and recognition, and speaker
identification. The next section briefly reviews historical landmarks that illustrate the two
popular beliefs on which the article focuses: human listeners’ ability to identify people
by their voices and the idea that voices are as unique and unalterable as fingerprints (the
voiceprint fallacy). Then, we briefly describe the specific context of this study: forensic
voice analysis in France after a more thorough review of the situation at the international
level. The rest of the article shows how we collected and annotated our data, and the type
of qualitative and quantitative analyses that were performed.

1.2. Some Landmarks in Forensic Voice Analysis

About 90 years ago, Bruno Hauptmann was executed in the US for kidnapping and
murdering Charles Lindbergh’s two-year-old son (Solan and Tiersma 2003). Three years
earlier, as Lindbergh and another man were delivering the ransom to the kidnappers in a
cemetery, Lindbergh, who had remained in the car 60 to 100 m away, overheard the words
“Hey, doctor. Here, doctor, over here” spoken with a German accent. Over two years later,
Lindbergh confessed that it would be very difficult for him to recognize the man by his
voice. Then, a district attorney asked Lindbergh if he wanted to see the man who killed
his son; Hauptmann was brought in and asked to pronounce “Hey, doctor. Here, doctor,
over here”. Lindbergh said he recognized the voice he had heard in the cemetery. This case
has remained controversial and has triggered a host of research on the many limitations
of earwitness identification and voice parade methodology (see, e.g., Humble et al. 2022;
McDougall et al. 2016; Yarmey et al. 1994), starting with McGehee (1937).

Thirty years after the controversial outcome of the Lindbergh case following ques-
tionable auditory voice identification methods, science came to the rescue: in an article
entitled Voiceprint identification, Kersta (1962) suggested that one can identify people with a
spectrographic analysis of their voice, and explained that very much like “people’s finger-
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prints, voiceprint identification uses the unique features found in their utterances”. The
original voiceprint method involved the visual analysis of the overall shape of spectro-
grams of ten frequent English words. Incidentally, Kersta’s spectrograms came in two
varieties: the broadband spectrogram, which is today’s standard for phonetic description,
and a contour plot that had better amplitude resolution than the other method at that time.
Quite interestingly, contour plots are evocative of fingerprint ridge patterns, which may
have strengthened the analogy between voice and fingerprints when Kersta’s research
was published.

In 2002, Elodie Kulik was raped and murdered after being involved in what seems to
be a deliberate car accident caused by another car. Just after the crash, Elodie Kulik called
the emergency services. On the bad-quality 26-s recording of this call, during which she
realizes that the people who came to her were not here to help her, at least two male voices
can be heard. Once the first man, who had died shortly after the events, was formally
identified thanks to DNA evidence, a friend of his, Willy Bardon, was arrested as the
potential second man. Bardon was eventually sentenced to 30 years of prison in 2021. One
key aspect of this case is that some of Bardon’s friends and relatives thought they had
recognized his voice on the recording. His nephew says the voice on the recording displays
“intonations” that sound like his uncle’s. Even Bardon himself concurs: “It’s my voice, it
sounds like my voice; but I wasn’t there.” (Guiho 2020).

The Lindbergh and Kulik cases illustrate that while 90 years of research into our ability
to auditorily identify someone by their voice have furthered our understanding of the
limitations of such approaches, asking people if they can recognize someone’s voice has
remained a classic of police interviews and trial testimonies. The collective belief that
people can definitely identify others by listening to their voice is firmly established, and for
good reason: we rely on our ears to identify (or confirm the identity of) people around us
on a daily basis.

Although Kersta’s claims were soon disproven (Bolt et al. 1969), the voiceprint fallacy
has lingered ever since then. For the anecdote, even the French researchers and engineers
who worked with the Voice Identification Inc., Sound Spectrograph, model 700 (before the
generalization of personal computers for speech analysis) would borrow the English
word and call it “le voiceprint”. Note that it was only in 2007 that the International
Association for Forensic Phonetics & Acoustics passed a resolution banning the use of the
voiceprint approach.

1.3. Forensic Voice Analysis and Voice Comparison in the World Today

Forensic voice analysis involves a number of disciplines and tasks (signal processing,
acoustic and perceptual phonetics, transcription of what is being said, etc.), and a com-
prehensive state-of-the-art section is well beyond the scope of the current article (see, e.g.,
De Jong-Lendle 2022; Hudson et al. 2021; Morrison and Thompson 2017; Watt and Brown
2020). However, some basic knowledge is needed so that readers can more fully appreciate
the similarities and divergences between reality and fiction. One particular subfield that
has generated much scientific debate and constitutes perhaps the most frequent type of
analysis is voice comparison. The aim is to compare (at least) two recordings and determine
how likely it is that they were spoken by the same person. There are four different methods,
according to Morrison and Thompson (2017): auditory, spectrographic (this is equivalent to
the voiceprint technique), acoustic–phonetic, and automatic. These methods are frequently
combined, and some of these generic terms can be split into more fine-grained categories
(e.g., acoustic analysis with or without statistical modeling).

The various studies surveying international practices over the past 20 years (e.g.,
Broeders 2001; Gold and French 2011, 2019; Morrison et al. 2016) show great variation
between countries and practitioners. Some of these discrepancies stem from differences
in national legal frameworks; others are the result of practitioners’ habits and preferences.
The evolution in recent years shows a general move towards standardization and methods
that more closely match the requirements of general science. For example, the need for
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reproducible results has led to the increasing use of automatic methods: between 2011
and 2019, the percentage of forensic experts in the world who use automatic speaker
recognition systems went from 17% to over 40% (Gold and French 2019). Following the
same paradigm shift towards reinforced scientificity, more and more practitioners use the
Bayesian statistical framework and likelihood ratios in their reports rather than binary
decisions or probabilities. Awareness of potential cognitive bias is yet another sign of
the evolution of forensic science towards more controlled scientific methods (Cooper and
Meterko 2019; Gold and French 2019).

However, discrepancies remain. One particular source of variability among the
39 laboratories surveyed in Gold and French (2011) is the number of cases: it ranged
from 4 to 6000 with a mean of 506 (compare with France in Section 1.4). Another factor
affecting variation between countries is the specific legal framework and, in particular, the
admissibility of expert testimony. For instance, in the US, Federal Rule of Evidence 702
and the Daubert standard offer explicit criteria to determine admissibility (Morrison and
Thompson 2017), while some other countries do not provide such explicit guidelines.

As far as methods are concerned, and in spite of the general trend towards stan-
dardized, thoroughly tested procedures, the latest surveys, by Morrison et al. (2016) and
Gold and French (2019), illustrate that no unified methodology has emerged yet. For
instance, in Morrison et al. (2016), while the auditory acoustic phonetic method was the
preferred approach in Europe, all other possible approaches (including auditory-only and
spectrographic) were used.

Other discrepancies between countries or forensic laboratories arise from differences
in how they express their conclusions. The most frequent conclusion framework in Gold
and French (2019) is the verbal likelihood ratio. It is surprising to note that around 5%
of those surveyed still use binary conclusions (the criminal and the suspect are the same
person or not).

In a word, it would be difficult to summarize what the state of the art in forensic voice
analysis and voice comparison is because (i) practitioners’ habits and legal frameworks are
quite variable and (ii) the field encompasses many disciplines (e.g., phonetics, psychology,
denoising, automatic speaker recognition, etc.) with their own performance tests, internal
debates, etc. A recurring question that we are asked very often is how reliable automatic
systems are. A reasonable answer is that it depends on the particular conditions. The follow-
ing common sense example will illustrate this. In a white paper (Nuance Communications
2015), a company specialized in automatic voice authentication (e.g., a customer accesses
online services provided by their bank by speaking a password that is then compared to a
stored recording of this password by the customer) claims that the system can achieve 99%
accuracy. The bank stores a finite set of pre-recorded utterances, the customers were cooper-
ative when they recorded them, they probably make every effort to be as “recognizable” as
possible each time they utter their password, and to be intelligible (e.g., they probably speak
close to the telephone, at a volume that will not cause distortions, they avoid background
noises, etc.). Now consider a realistic forensic scenario: the criminal’s voice was captured
by a microphone placed at a distance, drowned in background noise, and heavily distorted.
Then, the forensic specialist organizes an interview with a suspect in order to record as
much spoken material as possible so as to collect a reliable “known” sample for voice
comparison. But the suspect will not cooperate and only provides one-word replies, or
maybe they deliberately change their voice or their accent. If we then factor in that, contrary
to the bank example, the number of “customers” is now potentially unlimited, it is easy to
understand that accuracy levels drop dramatically. Morrison and Thompson (2017) argue
convincingly that the admissibility of any approach in forensic voice analysis depends on
“whether it has been empirically tested under conditions reflecting those of the particular
case under investigation, and found to be sufficiently valid and reliable”. In other words,
reliability and performance should be assessed on a case-by-case basis.
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1.4. Forensic Voice Comparison in France

What we describe in this article applies to a particular context: French police officers,
forensic scientists, and viewers watching crime dramas shot (mainly) in the US. Background
information is, therefore, necessary to clarify the context against which our analysis has been
performed. At the time of writing this article, among the French police and gendarmerie
forces, only the audio section of SNPS—basically the two co-authors whose affiliation is
SNPS—perform forensic audio analysis and voice comparison in France. They use the
human-supervised automatic approach complemented by the acoustic–phonetic method.
No explicit criteria for the admissibility of evidence in court (like Rule 702 in the US) exist
in the French system. The conclusions of an automatic voice comparison are expressed as
a verbal likelihood ratio with an interpretative 11-point scale with five degrees reflecting
the strength of the difference between the two samples, one neutral degree, and five steps
indicating the degree of similarity between the two samples.

Through the Association Francophone de la Communication Parlée (AFCP—French
Association for Spoken Communication) and its predecessors, French academics specializ-
ing in audio voice processing and phonetics passed a motion in 1990 (and again in 1997
and 2002) warning against the weaknesses involved in trying to identify someone by their
voice given the current state of knowledge. In addition, the motion insists that academics
should not perform forensic voice comparison, and overall, academics have complied with
the injunction ever since it was accepted. This is in stark contrast to international practices:
Gold and French (2011), in their survey, had 18 voice forensic practitioners affiliated with
universities or research institutes out of their 36 respondents (the number dropped to 8 out
of 39 in Gold and French 2019).

The history of forensic voice comparison in France over the past 30 years has been
rather tumultuous (Boë 2000; Bonastre 2020). Relationships between academics, forensic
scientists from law enforcement agencies, and private labs with self-styled audio experts
have been, at times, very tense indeed. With the growing number of projects involving
audio scientists from SNPS and academic phoneticians and specialists in signal processing
over the last few years, collaborations have become fruitful, which is bound to have positive
effects on the whole field.

As noted in the Introduction, not only have cases involving speaker identification
been rare (compared to fingerprints or DNA) in France but also cases that have attracted
national media attention are few and far between. In the last 15 years or so, the following
cases can be mentioned: Benalla-Crase, Cahuzac, Chikli, etc. The iconic Chikli case has
inspired movies and documentaries (e.g., Ratliff 2022) and may, therefore, have had a great
impact on the public. Gilbert Chikli invented the CEO scam: he would call employees of
large companies, pretend he was their CEO, and have money transferred for him. He even
went so far as to pass himself off as the French Defense Minister for the same purposes.

We contend that the scarcity of cases of speaker identification that have hit the head-
lines in France, together with the low number of actual cases (relative to fingerprints or
DNA), lead to a situation where judges, lawyers, police officers, and the public are not
prepared to deal with such cases and may, therefore, rely on fictional representations.

2. Methods

2.1. Database Collection

The Springfield! Springfield! Website1—which was only accessible via the Internet
Archive when we carried out this research—contains orthographic transcriptions of the
dialogues of several thousands of English-speaking TV series and films. We manually
explored the available titles, predominantly those of the crime genre, and selected 50 series
that have been broadcast in France on non-encrypted, freely available TV channels. Our
initial database comprises 5372 episodes, totaling 26,782,309 words.

We then wrote a MATLAB script to extract concordances targeting the word “voice”,
along with 80 characters of context before and after it. The 3321 occurrences of “voice”
and their immediate lexical context were then individually inspected, and those that
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seemed to be related to forensic audio analysis, and in particular to the identification of
an individual by their voice, were kept. Some of the 160 passages we had thus identified
were excluded after viewing them because they turned out to be irrelevant to our goals.
Additionally, two shows, Drop Dead Diva and Law and Order: UK, were not accessible
through the platforms we used: Prime Video and FMovies.

In total, 106 scenes from 28 different series were thus identified and extracted as video
files. They were viewed and manually annotated based on several criteria:

• The episode, season number, and year of the first broadcast;
• Did the excerpt involve speaker identification?
• What methods were used?
• Was the analysis auditory and/or supported by visualizations of the signal?
• What type of visualizations were used;
• Was the display actually used or just decorative?
• Whether there was an explicit analogy with DNA;
• Whether there was an explicit analogy with fingerprints

Since this annotation stage was manual, we also collected more descriptive data:
portions of dialogues that caught our attention, legitimate and erroneous uses of technical
terms, and special descriptions of the graphical interfaces of signal processing programs.

The titles of the 28 TV shows with colors representing the number of episodes from
each series in the dataset are shown in Figure 1.

Figure 1. TV show title with colors indicating the number of excerpts.

Figure 2 shows the distribution of excerpts according to year. Most of them were
produced during the CSI era; the last excerpt in the dataset first aired in 2016. The earliest
scene was from an episode of The Prisoner from 1967: S01E10T21:57. In our notation, “S”
introduces the season, “E”, the episode, and “T” is followed by the time stamp correspond-
ing to the beginning of the excerpt. Excerpt duration ranges from 15 s to 3 min and 15 s,
with a mean of 59 and a standard deviation of 29 s for a total duration of 1 h and 45 min.
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Figure 2. Distribution of excerpts according to year.

The claim that the TV shows we chose to study are omnipresent on French TV is
substantiated by Figure 3. The graph shows the number of days when at least one episode
of our series was broadcast on French TV between 1 January 2022 and 4 December 2023
(704 days). We wrote a MATLAB script to search a website that stores TV listings2.

 

Figure 3. Number of days when at least one episode of the show on the x-axis was broadcast in
France between 1 January 2022 and 4 December 2023.

2.2. Plausibility Ratings

The two forensic scientists from SNPS, as well as one speech-processing specialist from
our team, rated the plausibility of 41 chosen excerpts that included visualizations of the
speech signal. The five-point scale had the following values: 1 = totally unlikely, 2 = rather
not likely, 3 = do not know, 4 = rather likely, and 5 = totally plausible. The participants
carried out the rating experiment at their own pace, in uncontrolled environments, using a
spreadsheet file. They were free to add any comment they deemed relevant.
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3. Results

3.1. Database Analysis

Table 1 offers a synoptic view of the main findings resulting from the manual annota-
tion and classification of the video excerpts in our database.

Table 1. Frequency of particular features of interest in our database.

Features of Interest Number of Excerpts (Out of 106)

Auditory identification of a speaker from an audio recording 22
Comparison of two recordings in order to identify the speaker 42

Audio signal is graphically represented 65
Superimposed waveforms 5

Comparison of two waveforms side by side 4
Decorative waveforms 27

Voice is compared to DNA 0
Voice is compared to fingerprints 3
Analysis of the speaker’s accent 7

Voice comparison (here, strictly speaking, the acoustic comparison of two recordings)
occurs in 42 excerpts. For 20 of these, the analysis takes place within the excerpt, while the
others refer to past or future analyses. Among the different types of methods, we found
22 instances of auditory analyses in which an individual is identified by their voice, with 15
of them occurring within the excerpt. The remaining cases are quite diverse; they involve
simply listening to a recording, sometimes employing signal enhancement techniques,
filtering, and source separation, particularly to analyze background noise.

An extreme case is depicted in Figure 4: at the top of panel A, the signal comes from
one speaker’s voice, at the bottom is the voice of another speaker, and between them, the
two perfectly identical waveforms are being overlaid in the middle panel of the interface,
resulting in a perfect overlap in panel B, with the description: “MATCH 99.675%”. All the
authors of the current paper agree that this is unrealistic because (i) no matter how hard
one may try to produce two identical versions of an utterance, the minute variations in air
pressure that are reflected in the waveform are well beyond his or her control, leading to
different waveforms, (ii) software would normally output likelihood ratios rather than raw
percentages, and (iii) the human eye cannot detect speaker-specific information in such
raw representations of the signal as waveforms. In our dataset, the comparison of two
identical waveforms occurs on nine occasions: five of them have waveforms displayed side
by side, and the remaining four are superimposed. We contend that this deceptive trick is
particularly appealing because of its simplicity and its similarity with fingerprint analysis.

We found references to accents or dialects in seven episodes. For example, a voice
sample is submitted to “a beta version of Shibboleth, [. . .] an accent identifier”, a very aptly
denominated fictional software program, in NCIS: Los Angeles S02E12T39:50. In Law and
Order: New York S03E17T29:07 a 911 caller articulates his /t/ in the words battery and city as
plosives rather than the flap consonants that are much more usual in American English. The
voice expert in this excerpt regards this as an idiosyncrasy that, taken in conjunction with
other similarities, does not constitute a positive ID but a probable match. In Hawaii Five-0
(1968) S08E23T18:26, the voice specialist says she “did pick up on a couple of flat A’s and a
dropped G in the word tellin”, which leads her to conclude that the caller comes from the
South West of the United States. While these examples are not too far-fetched—automatic
accent identification in English is very accurate (Zuluaga-Gomez et al. 2023), and auditory
accent identification has sometimes been used (e.g., S. Ellis 1994), their forensic value when
it comes to identifying a single speaker is limited.
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Figure 4. The (unrealistic) classic perfect matching of two waveforms (CSI: S01E08T18:39). The
identical blue and yellow curves in (A) are gradually merging into a green one in (B).

Regarding the potential analogy of the voice with biometric data, a possible similarity
with DNA is never mentioned in our dataset. An explicit comparison with fingerprints is
present in three excerpts. In The Prisoner S01E10T21:57, Number Two explains that “Voices
are like fingerprints; no two are the same. Even if the voice is disguised, the pattern doesn’t
change”. In CSI NY S07E15T24:50, Detective Mac Taylor claims that “voice patterns are
as distinct as fingerprints”. In Law and Order: New York S14E16T29:59, a character says: “I
heard your voice on the tape. It’s like a fingerprint”. These episodes first aired in 1967,
2011, and 2013, respectively, which shows that the use of the term extends well beyond the
rejection of the concept by the academic community.

Additionally, there are three excerpts where the term “voiceprint” (with various
spellings) is displayed on software graphical user interfaces; two of them are shown in
Figure 5. Incidentally, the two screenshots bear a close resemblance to one another because
they come from episodes of the same show that came out one year apart. In addition, the
superposition of key acoustic cues is arguably reminiscent of a DNA electropherogram.
Therefore, although DNA is never mentioned explicitly as an analogy, it is evoked through
visual displays.

 

Figure 5. A visual evocative of a DNA electropherogram where “voice print” also appears.
((A) Without a trace S02E22T05:39; (B) Without a trace S01E18T29:45).

“Voiceprint” is explicitly mentioned in the dialogues of five excerpts. In Criminal Minds
S11E09T28:41, Special Agent Jennifer Jareau threatens a woman that voiceprint recognition
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will be applied to the recording of a phone call, and the woman immediately (rightly)
opposes: “that’s not foolproof”. This is the only excerpt where a character’s awareness of
the limitation of the method is clearly stated.

Familiarity with a speaker’s voice is sometimes used as a reason supporting speaker
identification: in NCIS S01E09T16:14, a man claims he recognized, without a doubt, some-
one’s voice on the answering machine because he and the caller have known each other
since they “were second lieutenants at the Basic School”. Similarly, in Castle S02E23T16:26,
“even though they wore ski masks, he recognized them by their voices because they grew up
together”. The familiarity argument is taken a step further in Criminal Minds S01E05T15:22
where, as a kidnapper on the phone wants to speak to the twin sister of the woman he
has kidnapped, Special Agent Elle Greenaway stands in, but the kidnapper says: “I know
her voice therefore I know her sister’s. Get off the phone”. It is true that the voices of
monozygotic twins tend to be more similar than those of genetically unrelated human
beings (San Segundo and Künzel 2015). In Criminal Minds S03E12T03:29, familiarity with
the voice is expected to be a robust predictor of successful identification (“the parents can
ID the voice”) and again in S04E14T19:24 (from the same show): a reproachful mother
complains: “you think I don’t know my own daughter’s voice?”. Our ability to recognize
familiar voices has been shaped by evolution, it has reached a high degree of sophistication,
and we rely on it to structure the world that surrounds us (Sidtis and Kreiman 2012). There
is also compelling evidence that the processing of familiar and unfamiliar voices is distinct
(Stevenage 2018). Therefore, in the excerpts we mentioned, scientific evidence supports, to
a certain extent, the characters’ claim that they can recognize familiar voices. But, as always
with forensic voice analysis, this ability comes with a certain error rate that becomes worse
as the sample length becomes shorter, its audio quality is more degraded (noisy or over the
phone), and it may not be robust to voice disguise.

Visual representations of the audio signal appear in 65 of our excerpts. Fifty-two
of these are (or have as their dominant plots) amplitude–time graphs, i.e., waveforms.
Five other cases show spectra or spectrograms, and for the remaining eight cases, the
display features a combination of graphs and sometimes graphs whose nature is difficult
to determine. It appears then that by far the most frequent plot is the waveform, which is,
arguably, the least informative type of signal visualization when one is interested in voice
and phonetic analysis. A small sample of visual representations of the signal, reflecting,
among other things, technological developments in the history of speech analysis on TV,
are presented in Figure 6. Panel A shows an oscilloscope that is contemporary with the
excerpt (1976); it is used here as a simple visual cue signaling that some audio signal is
being played back (very much as modern phone apps would). Panel B shows a software
program from 1993, supposedly from the “voice biometrics lab at Georgetown”, with an
“oscilloscope” (the signal dimension that it displays remains unclear) and a spectrogram.
Panel C—which is, incidentally, the third graphical interface with “voiceprint” on it—shows
a curious type of speech waveform that is reminiscent of the kind of low-bit-depth signal
of electrocardiograms. Panel D displays the state-of-the-art televisual voice analysis gear
with touchscreen capabilities and translucent colorful waves that seem to populate the
whole room.

The visualizations play various roles. In Figure 7, panel A, the flashy displays in
the background are totally independent of the ongoing analysis by the two protagonists.
Colorful curves seem to be serving a purely decorative purpose in 27 excerpts. In panel
B, what the analyst is looking at on the screen in front of him is duplicated on the huge
screens behind him. The waveforms are obviously only intended for the viewers, probably
both as a mise en scène ploy to make the passage livelier and as a way to call viewers as
witnesses.
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Figure 6. Various types of signal visualizations. (A) An oscillogram from Hawaii Five-0 (1968)
S08E23T18:26. (B) Oscilloscope and spectrogram from The X-Files S01E07T17:38. (C) A waveform
from Law and Order: Special Victims Unit S07E15T03:34. (D) Waveforms from CSI: Miami S10E08T28:51.

 

Figure 7. (A) CSI S15E18T27:40. (B) CSI NY S05E22T07:15.

3.2. Plausibility Ratings

The distributions of plausibility ratings by rater are shown in Figure 8. The two SNPS
forensic scientists in the author list appear as SNPS-1 and SNPS-2, and ACADEMIC is
one of the speech-processing specialists from the authors. All distributions are skewed
in that they tend to exhibit more low than high scores. A Kruskal–Wallis test shows a
difference in median scores among the three raters (χ2 = 6.62, p = 0.04), which, after post
hoc comparison, is due to lower scores by SNPS-2 compared to ACADEMIC. Cohen’s
κ analysis shows that only the judgments of the two SNPS members exhibit significant
consistency (SNPS-1~SNPS-2: κ = 0.307, p < 0.01; SNPS-1~ACADEMIC: κ = 0.126, p > 0.05;
SNPS-2~ACADEMIC: κ = 0.078, p > 0.05). By-rater mean ratings are ACADEMIC: 2.68,
SNPS-2: 1.98, and SNPS-1: 2.44. By-excerpt median scores show that only 8 of them score 4
or 5 (rather likely/totally plausible), while 28 score 2 or 1 (rather not likely/totally unlikely).
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Figure 8. Plausibility ratings for each rater; *: statistically significant at the p < 0.05 level.

A quick look at the raters’ comments shows that the disagreement between fiction
and reality may stem from several reasons. SNPS-1 asserts that the visual displays are
hardly ever credible. This discrepancy is particularly marked when voice comparison is
concerned, with TV series showing, e.g., flashing and superimposed waveforms while the
software used at SNPS outputs tables with likelihood ratios and unspectacular curves. Some
differences may be the result of country-dependent rules: SNPS-1 and SNPS-2 remark that
the French judicial system would not allow the recording of a person in a police interview
without the person being informed prior to the interview. For example, in Without a Trace
S02E22T31:30, as soon as the character enters the room, she declares, “I’m not sure what I
can tell you, but if you think I can help. . .”. Her words are instantly recorded, and within
the next 10 s, her voice is compared with that of an unknown caller, and the message “Voice
Print Match 100%” flashes on the computer screen. The overall feeling shared by all three
raters is that the signal processing techniques used in the excerpts are usually too good to
be true. Audio enhancement and source separation give much better results than what
one would expect in real-life situations. The time dimension is nearly always unrealistic.
While real-life forensic scientists spend long hours listening to and transcribing audio
recordings, their fictional counterparts complete the job in a split second. This is the case in
the aforementioned scene from Without a Trace. The scene in CSI S06E12T26:05 follows the
same pattern when Forensic Scientist Nick Stokes asks another scientist: “if you’ve got a
couple of minutes, I need a voice comparison”. Another recurring critique concerns the
exaggerated use of signal visualizations, as demonstrated in the previous section.

3.3. More on Aesthetics

In the context of TV shows, where visibility is key, voice analysis, as performed by
experts, pertains to the immaterial. For a viewer accustomed to seeing clues, bodies, or
bullets, visual representations of audio signals resolve the challenge posed by sound, invisible
by nature, in a medium where the image takes precedence (Chion 2003). Non-figurative
visualizations belong to a category of images commonly referred to as operational or operative
(Hoel 2018). Even when they stem from the “remediation” (Bolter and Grusin 1999) of an
older medium (such as analog audio recordings), operative images that are associated with
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automated systems are no longer designed for the human eye; they participate in a mode of
representation that depends neither on the human scale nor perspective (Hoel 2018).

In police procedural drama shows, the presence of these images emerges from a dual
discursive regime that merges belief and scientific expertise, manifesting itself in staging,
scientific discourse, and character typification (with a dark room and geeky technician).
The operative image, sometimes the main source of light, is the basis for an explanatory
exchange, where the description of processes and scientific data allows the expert to
demonstrate mastery of specialized terminology.

3.4. Specialized Terminology

One aspect that makes the selected scenes potentially more convincing is the use of
technical terms that are, at least partially, correct. In The X-Files S01E07T17:38, Special
Agent Fox Mulder, after being shown two spectrograms exhibiting a near-perfect match,
states, “He may have disguised his voice electronically, but he couldn’t alter the formants
unique to his own speech patterns”. Of course, “formants” is a technical term that refers to
frequency bands with high energy in the spectrogram. Now, as to whether one can alter
one’s formant pattern: clearly, at least the lowest three formants, those that are used to form
speech sounds, can easily be altered without the help of technology. And it is reasonable to
say that all formants can be altered electronically.

In NCIS S01E09T16:14, Forensic Specialist Abby Sciuto explains that “Ma Bell elim-
inates any frequency that’s below 400 Hz and above 3400: it allows for longer distance
transmission”. To the best of our knowledge, this is accurate, but Abby’s credibility quickly
evaporates when, seconds later, her computer screen displays perfectly matching wave-
forms that lead her to conclude that they both come from the same speaker.

In Law and Order S11E08T07:30, the forensic specialist claims that “the average grown
male has a pitch frequency of 130 Hz; a teenage boy post-puberty is about 140; this one is
at 152”. When detective Lennie Briscoe objects: “How does that make him a teenager?”
the audio specialist replies: “People go up 10 to 15 Hertz when they’re screaming”. The
reference values here do not seem far-fetched, and the audio specialist cautiously mentions
at one point that this is just an educated guess. However, these are clearly mean values,
and these reference pitch values would be of very limited use in authentic forensic contexts,
given the range of within and between-speaker variation. For example, in a study involv-
ing 100 male speakers of British English aged 18–25 years old, mean individual pitch in
spontaneous conversations ranges from about 85 Hz to about 140 Hz (Hudson et al. 2007).

From these three (and other) examples in our dataset, it appears that the technical
jargon is not necessarily used to deceive viewers but is not to be blindly trusted: both
accurate and inaccurate technical vocabulary and facts can occur within very short time
windows. As experts, the authors can scrutinize techniques and jargon with a critical eye,
but for the lay observer, discriminating between veracity and implausibility is challenging.
The fictional aspects, exacerbated by an improbable timeline and the ease with which the
unfolding of events occurs, nevertheless yield a cohesive construct to most viewers.

3.5. Lab Technicians

While technical terminology is linked to the sanctuary (a dark room illuminated
by artificial light sources), the signal analysis expert is often no ordinary individual. A
lonely IT genius navigating a parallel digital world of lavish sartorial opulence or Gothic
fashion style, a gifted musician who “hears in perfect pitch” (CSI S01E08T17:20), characters
with technical expertise handle seemingly incomprehensible waveforms, akin to gurus
conveying an enigmatic message. Figure 9 shows a sample of forensic analysts who have
eccentric behaviors or outfits. In panel A, Sherlock Holmes, who performs voice analysis
himself here, is a recovering drug addict. In panel B, Forensic Scientist Abby Sciuto mixes
gothic fashion with a formal lab coat. In C, the forensic specialist is a cliché Black American
gifted musician with the stereotypical dress code, language, and tendency to flirt; his name
says it all: Disco Placid. And in D, Penelope Garcia is yet another nonconformist analyst
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who, besides being famous for her colorful clothes and eccentric behavior, is a former
hacker who was caught by the FBI and given the choice to either spend the rest of her life
in prison or work for them.

 

Figure 9. (A) Elementary S02E15T28:57. (B) NCIS S04E19T17:28. (C) CSI S01E08T17:20. (D) Criminal
Minds S11E22T6:32.

4. Discussion

Forensic voice analysis in TV series shows great variation both in terms of techniques
(acoustic, auditory, automatic or not, etc.) and degree of plausibility. From the grotesque
perfect match between two waveforms to more moderate (and realistic) opinions and
statements, popular crime procedurals mix science and entertainment. According to Kirby
(2017), we live in the golden age of the fusion between the two, and our analysis confirms
this: scientific terminology is applied to realistic and unrealistic contexts alike; scientific-
looking waves are constrained to perform unscientific tricks, etc. Even in a recent serious
podcast entirely devoted to one of us describing his profession as a forensic voice specialist,
dramatic music effects and descriptions that are typical of detective books were used to
glamourize the story.

Speech visualization in detective series is a recurrent motif. In addition to the static
presence of more conventional items (recorders, cassette tapes, USB keys, etc.) and tradi-
tional narrative strategies (close-up shots on a silent character whose face reflects an effort
of attention), speech signal visualizations substitute a dynamic solution which gives voice
analysis a live and dramatically tangible dimension compared to simple listening. We
noted that the preferred visual representation of the speech signal is the waveform, i.e., the
amplitude-time graph, whereas it is our experience that for the analysis of speech, other
visuals, like spectrograms, are much more informative. Intuitively, we feel that waveforms
not only convey a “live” dimension thanks to their rapidly changing patterns, but they also
favor the analogy with fingerprints. And the latter is made possible because it is easy to
overlay two waveforms and let the viewer confirm that a perfect match has been found.
The main difference, which is critical here, is that viewers know what fingerprints represent;
they are figurative, i.e., they are a faithful representation of the thing they represent. Signal
visualizations, on the contrary, are the result of a conventional synesthetic transforma-
tion that non-experts may not fully understand. It is, therefore, easy to trick people into
believing that waveform matches are as robust as fingerprint matches.
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The plausibility ratings we obtained from two forensic scientists and one academic
specializing in speech processing show low values, supporting the overall lack of realism.
However, the results are just preliminary. A tentative explanation for the lack of agreement
between the academic and the two raters from SNPS is that the academic probably assessed
plausibility with respect to what speech processing techniques would allow, whereas the
SNPS colleagues evaluated plausibility against their actual professional practice. But
only a more comprehensive rating scheme, with more raters and a more detailed set of
instructions, would allow robust generalizations. In particular, the current ratings assess
the plausibility of these excerpts against forensic audio analysis in France and the French
judiciary. A panel of international forensic voice specialists would, therefore, be a useful
addition to the current study.

The reception of American fictional crime shows by French viewers warrants a few
comments. English-speaking TV series are systematically dubbed; it is impossible to
quantify how many viewers switch to the original soundtrack, and we, therefore, cannot
guarantee that they heard the exact terms we comment on in this article. A comparative
study of the French and English versions of the dialogues constitutes an interesting potential
follow-up. A remarkable by-product of dubbing is that it confirms the strong influence of
US TV series on French audiences. French judges have been annoyed at being often called
“Votre Honneur” (a calque from the English “Your Honor” that is very frequent in dubbed
versions), and policemen are reportedly irritated when someone they have just arrested
wants to make the phone call people in custody in American TV series generally make
(Villez 2005).

The discrepancy between the primary intended target—the North American
audience—and the secondary, French, viewership may have unexpected effects. Law
and Order, for example, has a very local flavor: references to real events and criminal cases
that took place in NYC are numerous, many actors from other shows have participated,
two mayors (Bloomberg and Giuliani) have appeared as themselves, etc. In short, Law and
Order has become an institution that reflects the local context (Villez 2014). French viewers
are bound to miss a number of these allusions and references, resulting in an increased
distance between the show and its audience once it has crossed the Atlantic. Le Saulnier
(2012) found that the French police officers he surveyed preferred TV crime series whose
setting was remote from their own professional setting. Such series allow them to drop
their expert judgments and enjoy an action they now regard as plausible since, e.g., they do
not specialize in the North American legal system.

As far as the CSI effect is concerned, our study does not go so far as to investigate a
potential link between people’s viewing habits and their faith in forensic evidence. Our aim
was to offer an overview of the various on-screen representations of forensic voice analysis
in order to examine what French jurors, police officers, and judges potentially have in mind
when evidence based on voice analysis is presented to them. This by no means implies that
the overstated efficiency of the techniques shown in TV series actually affects people. In
fact, Ribeiro et al. (2019) studied the link between their participants’ exposure to forensic
science on television and their beliefs about the accuracy of various types of analyses. They
did not find evidence that, as the CSI effect predicts, the more you are exposed, the more
you trust these techniques. When comparing voice analysis to other techniques, such as
DNA, toxicology, or blood pattern analysis (etc.), their participants responded that voice
analysis was among the least accurate techniques and those that involve a high proportion
of human judgment. Why this is the case is unclear to us at the moment, but perhaps we
can assume that various efforts to vulgarize forensic science and voice analysis (Gully et al.
2022; Mauriello 2020; Smith 2023) have come to fruition, and we hope the current article
will serve the same function and add to the existing body of knowledge.

Possible extensions include the collection of more recent TV shows since it appears
that we are now in the post-CSI televisual age where the deductive (and fallible) reasoning
that was typical of the pre-CSI series has been resurrected (Bull 2016). And quite logically,
a study of forensic voice analysis in French crime series would be very informative. The
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extension to the big screen would also be welcome since the various screen sizes, from
the cinema to mobile phones, do not imply the same constraints to captivate the viewers
(Beugnet 2022; J. Ellis 2006). Such studies would be all the more useful as Rafter (2007)
has noted that contemporary fiction contributes to developing, alongside professional
criminology, a “popular criminology”.

Many new challenges in forensic speaker identification and voice comparison have
emerged. Some of them are the result of recent technological advancements. For example,
voice cloning technology, which “impersonates” someone after learning this person’s
main vocal features from audio samples, yields outputs that are becoming more and more
convincing. And beyond sheer fraud detection, these new technological possibilities pose
social, ethical, and legal problems linked, among others, to intellectual property (Watt et al.
2020). Other challenges include the impact of the media, social media, and fiction and
how we, as scientists and forensic specialists, should disseminate our knowledge on voice
analysis and speaker identification. The audio experts from SNPS, among the authors,
insist that a sizeable part of their time is devoted to explaining the limitations of their work
and that, contrary to what most people think, speaker identification and voice comparison
should not be taken for granted. Now that, in recent years in France, audio specialists from
SNPS have started collaborating with the academic world, one of the challenges for the near
future is to maintain our efforts in this direction. In parallel, training new specialists and
ensuring that forensic science complies with the basic rules of general science (transparency,
peer review, replicability, etc.) are among our priorities.

5. Conclusions

The inspection of over 100 excerpts from (mostly) American TV series that portray
forensic voice analysis showed that, more often than not, fiction exaggerates the possibilities
of speech processing and the human ear. We expect that such fictional depictions favor
the persistence of the voiceprint fallacy and the false belief that humans can identify
people’s voices reliably. The constraints inherent in entertainment make the various forensic
techniques in TV crime fiction more efficient, more visual, and less time-consuming than
their real-life counterparts. Plausibility ratings of our excerpts by two forensic audio
specialists and one speech-processing researcher were very low overall. Given the relative
scarcity of criminal cases involving speaker identification and voice comparison (at least
in France), our default expectation is that the only representation that people (jurors,
lawyers, judges, police officers, forensic scientists in other fields) have in mind come
from fictional works, and TV series in particular. Here is a tentative description of the
average televisual false representation of forensic voice analysis: lay people can infallibly
recognize somebody’s voice, especially if they are familiar with the speaker. No matter
how intelligible the original audio signal is, the speaker’s voice can easily be isolated from
surrounding noises and enhanced if necessary. Televisual forensic experts, who tend to
specialize in an unrealistically wide range of scientific disciplines and whose behavior
and outfits are stereotypically eccentric, have suspects record exactly the same words as
those on the questioned sample. Then, typically, strictly identical waveforms appear on a
computer screen with a very high percentage supporting a “match” between the two voices.
Now, back to reality, we will maintain our efforts to disseminate the type of educational
content we have analyzed here, and we hope that other forensic voice specialists will use
these examples to explain to others in what ways fictional depictions of forensic voice
analysis may have biased their expectations. Beyond the study of fictional representations,
we are quite confident that the general paradigm shift towards more scientifically validated
methods in our field will increase the reliability of forensic voice analysis.
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Abstract: Fraud exists on both legitimate e-commerce platforms and illicit dark web marketplaces,
impacting both environments. Detecting fraudulent vendors proves challenging, despite clients’
reporting scams to platform administrators and specialised forums. This study introduces a method to
differentiate sellers reported as scammers from others by analysing linguistic patterns in their textual
traces collected from three distinct cryptomarkets (White House Market, DarkMarket, and Empire
Market). It distinguished between potential scammers and reputable sellers based on claims made
by Dread forum users. Vendor profiles and product descriptions were then subjected to textometric
analysis for raw text and N-gram analysis for pre-processed text. Textual statistics showed no
significant differences between profile descriptions and ads, which suggests the need to combine
language traces with transactional traces. Textometric indicators, however, were useful in identifying
unique ads in which potential scammers used longer, detailed descriptions, including purchase
rules and refund policies, to build trust. These indicators aided in choosing relevant documents for
qualitative analysis. A pronounced, albeit modest, emphasis on language related to ‘Quality and
Price’, ‘Problem Resolution, Communicationand Trust’, and ‘Shipping’ was observed. This supports
the hypothesis that scammers may more frequently provide details about transactions and delivery
issues. Selective scamming and exit scams may explain the results. Consequently, an analysis of the
temporal trajectory of vendors that sheds light on the developmental patterns of their profiles up
until their recognition as scammers can be envisaged.

Keywords: cryptomarket; fraud; scammer; language trace; forensic linguistic

1. Introduction

Illicit markets, like legal markets, have been transformed by the virtual environment,
which has altered promotional strategies, sales processes, and the sharing of evaluations
between buyers and sellers. Sellers of illicit products and services employ multiple ap-
proaches to promote their products to potential customers. Online spaces used for selling
illicit products and services can be classified into two main categories. The first is that
of dedicated sales sites created on the web in the form of online stores associated with
unique domain names and with contents managed by the spaces’ administrators. The
other category is that of collaborative platforms: online communities that are shared envi-
ronments in which sellers publish their shops or their ads in a pre-existing convergence
setting. Sellers may focus on lawful commerce or the trade of illicit goods and services on
specialised forums and cryptomarkets present on the dark web. As Martin (2013) explains,
cryptomarkets are digital marketplaces hosted on the dark web that facilitate transactions
primarily using cryptocurrencies as the medium of exchange. These marketplaces promote
user privacy and anonymity, using a combination of encryption and routing techniques
to obfuscate both the identities of the participants and their financial transactions. These
markets were initially used to sell drugs but have since diversified into selling many types
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of products, such as false identity documents and credit cards, as well as illegal services
such as hacking services.

The online activities of sellers and buyers on these platforms leave digital traces that
can be exploited to study illicit markets (Rossy and Décary-Hétu 2017). They offer a wealth
of information relevant to addressing cross-cutting questions such as ‘What substances are
available?’, ‘What is the market volume?’, ‘What are the sellers’ revenues?’, and ‘How is the
market structured?’ Regular monitoring of these spaces broadly allows for trend tracking
and for considering the use of these traces as a monitoring indicator.

Such analyses, however, require the ability to assess the relevance of the information
available on these platforms. Among the validity challenges of these indicators is the
presence of fraudsters, who can skew the analyses with sales behaviours that do not match
those of genuine sellers. A scam in this case can be described as (Jacquart et al. 2021,
p. 410) when ‘a person is interested in an item for sale on a classified ad site, contacts
the advertiser, then pays the negotiated amount to the advertiser, but never receives the
item’. Within cryptomarkets, the identification of fraudulent sellers can be facilitated in
two primary ways: directly by the platform’s administrators or through discussion forums
where customers can report dubious activities and alert fellow users (Morselli et al. 2017).

However, can fraudsters be detected by analysing the traces they leave on platforms?
Does their sales behaviour differ from that of genuine sellers? This article proposes an
approach based on the forensic analysis of language traces left by sellers in their seller
profiles and in disseminating their ads. The main hypothesis of this work is that it is
possible to distinguish reported scammers from legitimate sellers on cryptomarkets using
language traces (Renaut et al. 2017). A language trace can be defined as the remnant of an
action that alters the environment (Ribaux 2023; Roux et al. 2022), which is the writing of
an illegal or litigious text by an author and which has an informative potential not only for
its source but also for the illicit activity itself (Degeneve et al. 2022).

2. Previous Research

2.1. Digital Traces Left by Trust Mechanisms in Online Trade
2.1.1. Deceptive Practices in Cryptomarkets

Most research on the detection of deception, which is a different deviant behaviour
from fraud, has focused on the distinction between false and truthful statements, even if
both may be considered deceptive activities. Research on the production and detection of
deception typically concentrates on individuals, particularly on how they convey lies and
the extent to which others can identify those lies (Markowitz et al. 2023). Scams are ‘acts
carried out deliberately to enhance one’s gains at the cost of others’ (Christin 2013, p. 241).
Deception is used for obtaining illegal financial gain with ‘the deliberate intent to deceive
with the promise of goods, services, or other financial benefits that in fact do not exist or
that were never intended to be provided’ (Titus et al. 1995, p. 54).

Markowitz et al. (2023) emphasise that the context of a deception behaviour is pivotal,
as outlined in their extended Contextual Organization of Language and Deception (COLD)
framework. They argue that traditional deception studies often overlook the nuanced
interplay between context and communicative behaviour, leading to inconsistent findings
across different settings. By integrating three context dimensions—individual differences,
situational opportunities for deception, and interpersonal characteristics—Markowitz
et al. (2023) enhance the COLD model’s applicability to forensic settings. Their study
underscores the complexity of deception, suggesting that both the psychological dynamics
of the deceiver and the specificity of the communicative environment significantly influence
the effectiveness of deception detection strategies. This holistic approach advocates for
a more nuanced consideration of context. As Hancock et al. (2004) note, deception is
influenced by communication technologies (e.g., email, instant messaging, and telephone
systems). We thus describe here the deception schemes underlying fraud in cryptomarket
environments.
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Morselli et al. (2017) conducted a study of the management of disputes and violent
incidents in the drug segment of cryptomarkets. Drawing on Christin’s (2013) observation
that a vast majority (95%) of feedback is positive, the researchers explored the phenomenon
of scamming. Further, the study agreed with Tzanetakis et al. (2016) in pointing out a
tactic employed by some sellers of posting derogatory remarks to tarnish their competitors.
The researchers gathered scam-related data from 10 cryptomarkets and a widely visited
forum. The main areas of contention they discerned were the non-delivery of goods, lack
of communication, and inferior product quality. Qualitative analysis of forums revealed
that sellers accused of scamming are occasionally defended by peers, who urge aggrieved
buyers to exhibit patience. The inherent design and framework of cryptomarkets aim to
curb, if not eradicate, scam incidents.

In a 2020 study, Bancroft et al. (2020) analysed the drug-centric discussion forum PFM,
focusing on how reputation is quantified through a ‘Karma score’ (a form of feedback
given by fellow users) and various status indicators. The researchers outlined different
manifestations of fraud within this environment. One notable tactic is the ‘exit scam’,
wherein previously trustworthy sellers abruptly decide to deceive buyers. Additionally,
Bancroft et al. (2020) highlight the phenomenon of ‘selective scamming’ (p. 9), in which a
seller deliberately fails to dispatch a specific order and retains the payment yet remains
undetected by fulfilling all other orders as expected.

The issue of fraudulent activities on cryptomarkets seems to mirror its significance
in legal markets. Ineffective administration by market overseers has been identified as a
root cause of such deceitful activities (Christin 2013). Many researchers have emphasised
the pivotal role of discussion forums as platforms on which users share insights and
highlight potential scams. However, the methodologies for identifying potential scammers
can diverge.

2.1.2. The Informative Value of Feedback

Feedback is a pivotal element underpinning the concept of trust within online mar-
ketplaces. The essence of trust for sellers revolves around expanding their customer base.
Feedback mechanisms on digital marketplaces, including cryptomarkets, provide buyers
with tools to express their satisfaction or dissatisfaction with a transaction. As Przepi-
orka et al. (2017) explain, feedback mechanisms play a crucial role in shaping a seller’s
reputation, since they can directly impact the trajectory of subsequent transactions. Such
mechanisms usually encompass two main features: rating systems and commentaries. Rat-
ing systems can range from simple thumbs up/down and star ratings to complex scorecards
that evaluate different aspects of a transaction, such as product quality, shipping speed, and
communication efficacy. Commentaries allow for qualitative feedback, enabling buyers
to elaborate on their experiences, highlight specific strengths or concerns, and provide
context for their numerical ratings. Hypothetically, the analysis of customer feedback on
sales platforms or dedicated forums could aid in detecting a fraudster.

Pavlou and Dimoka (2006) delve into two aspects governing marketplace actors:
benevolence and credibility. While benevolence pertains to a seller’s genuine goodwill
and positive intent towards buyers, credibility revolves around the seller’s competency
and reliability in fulfilling promises (p. 383). Pavlou and Dimoka analysed 10,000 eBay
feedback comments to infer sellers’ intentions based on buyers’ perceptions. The data
came from ‘1665 completed auctions for 10 distinct products (iPod, n = 512; movie DVD,
n = 341; music CD, n = 312; Palm Pilot, n = 138; digital camera, n = 110; camcorder,
n = 92; DVD player, n = 84; monitor, n = 76) during May of 2005’ (p. 400). The analysis
revealed occasional discrepancies between the magnitude of the rating and the sentiments
of pronounced comments (especially those using terms like ‘abominable’ or ‘absolutely
fabulous’). The subsequent phase involved disseminating a survey to purchasers via email
to glean demographic information, with a total of 420 responses received. In the third phase,
a content analysis was performed on feedback comments, limiting the scope to the first
25 comments for each seller. This analysis was conducted by a team of three individuals

176



Languages 2024, 9, 235

who categorised comments into five distinct groups. The 25 comments evaluated for each
of the 420 sellers revealed that many buyers consult the comments prior to making a
purchase. Distinct patterns emerged between benevolence and credibility in the comments,
though they are not mutually exclusive. Overall, these comments offer deeper insights
into a seller’s reputation than mere ratings do. Notably, those categorised as ‘ordinary’
predominantly carried a positive sentiment.

In their research on Silk Road 1.0, Przepiorka et al. (2017) derived data specific to drug
transactions. They utilised several key indicators: total ratings received, product pricing,
pace of sales, and feedback count per product. Analysing a dataset of 3153 products, they
observed that a staggering 95.8% of ratings were perfect 5/5 scores. The researchers subse-
quently designed a model to assess how fluctuations in an individual seller’s reputation,
when juxtaposed against their mean reputation, would influence sales dynamics. Their
findings underscored a direct correlation: sellers with sterling reputations were inclined to
elevate their pricing and expedite sales, and most interestingly, the negative feedback bore
a heftier impact than its positive counterpart.

Tzanetakis et al. (2016) draw a parallel between traditional narcotics markets and those
operating on cryptomarkets. Street data, both qualitative and quantitative in nature, were
sourced from a German project. The research focused on the motivations behind individuals’
involvement in drug trafficking, narrowing down the sample to 32 individuals who were
primarily driven by monetary incentives. Data from Agora included profiles, feedback,
and forum discussions derived from four active sellers, two high-rated and two low-rated.
Within these groups, one seller offered multiple drug varieties while the other was limited
to one or two. Sales figures revealed three sellers with transaction counts ranging from
200 to 500, and one with transactions between 2000 and 3000. Trust dynamics differed
markedly between traditional and cryptomarkets, with the former emphasising safety. On
cryptomarkets, trust determinants are intrinsically tied to platform-provided metrics, such
as sales volumes, ratings, and general seller information. Ratings predominantly ranged
from four to five. Dark web forum interactions substantially foster trust, but some sellers
exploit this by leaving negative feedback to tarnish their competitors.

In their recent study, van Deursen (2021) undertook a qualitative examination of
feedback on the AlphaBay cryptomarket to investigate the repercussions of the polarity
of forum posts on the vendors’ sales and pricing. They classified feedback as ‘positive’,
‘neutral’, or ‘negative’ and found that it was often supplemented with descriptive comments.
The platform also features an embedded forum. In total, 1655 articles, inclusive of seller
details, feedback, and relevant forum content, were gathered. The determination of polarity
was achieved through sentiment analysis using a Random Forest algorithm. The findings
suggest that positive textual feedback carries more weight than ratings in influencing a
seller’s market presence. Intriguingly, and contrary to expectations, negative feedback has
a beneficial impact on sales and a more pronounced influence on pricing than positive
feedback. Among forum comments, positive ones were found to be the most impactful.

Several key observations drawn from previous research informed the direction of our
study. First, high feedback scores, though ostensibly indicative of a trustworthy seller, can
be misleading. The overwhelmingly positive ratings across various platforms underscore
the potential pitfalls of using this metric in isolation to gauge the legitimacy of sellers.
Second, forums stand out as crucial platforms where customers exchange insights and raise
alarms about dubious actors. The interactive nature of these platforms, coupled with users’
collective experiences, often results in a more accurate depiction of a seller’s reputation.
Nevertheless, the question remains: is it possible to detect a scammer based on their activity
within a cryptomarket?

2.1.3. Leveraging Language Traces to Unveil Fraud through Computational
Linguistic Analysis

We hypothesise that fraud in online settings—as a particular type of deceptive be-
haviour like lies, fake news, or rumours—can be detected based on the analysis of language
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traces that include deceptive linguistic cues. Language traces are pieces of information
used to change people’s cognition or beliefs (Addawood et al. 2019). Addawood et al.
(2019) explored the linguistic indicators of deception used by political trolls on social media
to mislead the audience about their true intentions. They highlight the vulnerability of
content-focused social media platforms to such tactics due to their reliance on asynchronous,
text-based communication. Through their analysis, they identified key linguistic cues em-
ployed by trolls, such as persuasive language, simpler and less specific language, and a
higher frequency of hashtags, tweets, and retweets. Despite the challenges of detecting
trolls due to their rarity and the resulting imbalance in classification tasks, Addawood et al.
note that troll accounts often use fewer nouns and post shorter tweets. They conclude that a
simple algorithm could mistakenly classify most accounts as non-trolls with high accuracy
but low recall.

Computational linguistics and machine learning experts have also ventured into fraud
detection, employing diverse methods to tackle the issue.

Gibbons and Turell (2008) present Egginton’s examination of an advanced fee fraud’s
linguistic framework. Drawing from a spam email he obtained, Egginton undertook
discourse analysis to discern tactics for bolstering the potential victim’s trust based on
that specific spam email. These include specificity in the email’s subject and main content,
highlighting the situation’s urgency, and using complex technical jargon.

Ott et al. (2011) present a comparative approach for detecting fake reviews on Trip
Advisor. They compare the results obtained by a panel of three human judges with those
of an automated detection algorithm. While the human panel achieved approximately
60% performance in detecting fake reviews, the automated approach reached around 89%
performance. Analysing unigrams and bigrams of words proved to be one of the most
effective methods (Ott et al. 2011).

Vidros et al. (2017) explored fraudulent online job advertisements. Utilising a corpus
of 450 deceptive and 450 genuine ads from an online platform, they applied the bag-of-
words model for vectorisation. Subsequently, they trained six distinct classifiers (‘ZeroR,
OneR, Naive’s Bayes, J48 decision trees, random forest and logistic regression’ p. 9). The
Random Forest algorithm proved the most accurate, with a 91% precision rate. Through a
linguistic and contextual analysis, the team determined that deceitful ads were generally
shorter, lacked details about job requirements and perks, and exhibited certain keyword
patterns such as ‘home’ (implying ‘work from home’). Finally, binary analysis of the
corpus showed some characteristics that can help with the distinction: ‘(a) opportunistic
career pages usually do not have a corporate logo; (b) scammers omit adding screening
questions; (c) usually mention salary information even in their title to lure candidates;
(d) skip designated job attributes (i.e., industry, function, candidate’s education level, and
experience level) used for jobs board categorisation; (e) prompt defrauded candidates to
apply in external websites, bypassing the ATS pipeline; (f) or force them to send their
resumes to their personal email addresses directly and (g) address lower educational level’
(p. 12).

Jakupov et al. (2022) employed topic modelling to discern deceptive opinion spam
among reviews on Trip Advisor, amassing a dataset of 6977 reviews. Utilising the BERTopic
module in Python, their methodology effectively identified lexical indicators of deceit
within the texts (‘Max size of N-gram dictionary: total number of rows in the n-gram
dictionary; Rho parameter: prior probability for the sparsity of topic distributions; Alpha
parameter: prior probability for the sparsity of topic weights per document; Size of the
batch: number of rows processed in chunks; Initial value of iterations used in learning
update schedule: learning rates start value, set to 0 in all the experiments; power applied
to the iteration during updates: learning stepsize; N-grams: the maximum size of the
sequences generated during hashing’) (Jakupov et al. 2022, p. 7).

Junger et al. (2023) address the gap in understanding how fraud victims and near-
victims recognise deception in real-world scenarios. The researchers analysed responses
from a victimisation survey to elucidate effective deception detection strategies used
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by individuals exposed to various types of online fraud. They revealed that 69% of
near-victims had recognised fraud through their existing knowledge of fraud tactics and
warning signs, such as inconsistencies or errors in the fraudsters’ communications. Other
detection strategies included distrust, adherence to personal security rules, and seeking
additional information. Victims and near-victims often cited past experiences and increased
awareness from media exposure as factors enhancing their ability to spot fraud. Junger
et al. emphasise that knowledge of fraud and proactive information-seeking behaviours
are the most effective defences against fraud victimisation.

Research has hinted at the potential of language analysis in discerning deceitful be-
haviours, as in the studies of deceptive opinion spam and fraudulent listings described
above. However, this approach remains largely uncharted when it comes to analysing data
from cryptomarkets. Our research seeks to bridge this knowledge gap. By employing a
forensic analysis of language traces left by sellers in both their profiles and their advertise-
ments, we developed a methodological approach that harnesses the nuances of language
to uncover deceptive patterns. We designed a refined toolset for discerning genuine sellers
from reported scammers. The fusion of linguistics and forensic science with the rich data of
cryptomarkets could provide an innovative method for vetting the authenticity of sellers,
fortifying the integrity of analyses derived from these platforms.

3. Materials and Methods

3.1. Datasets

The data used for this research were collected from three cryptomarkets: DarkMarket,
Empire Market, and White House Market (refer to Table 1), which were the major cryp-
tomarkets on the dark web at the time of the study. Initiated in January 2018 on the dark
web, Empire Market stepped in to fill the gap created by the mid-2017 closure of AlphaBay
Market and quickly rose to prominence, remaining one of the largest dark web markets
until August 2020. DarkMarket then rose to become the largest illicit dark web marketplace
of its time. It was shut down in January 2021 by an international task force coordinated
by Europol. Collection for the White House Market was performed over the period from
April 2020 to March 2021. This cryptomarket opened in February 2019 and was closed by
its creators in October 2021.

Table 1. Data collected from DarkMarket, Empire Market, and White House Market.

N of Unique Ads N of Unique Description
Crawling

Period
Nb Crawls

EM 87′543 61′346 2020.06–2020.08 8
DM 88′640 45′432 2020.07–2021.01 17

WHM 83′524 56′739 2020.04–2021.03 30

Total 259′707 163′517

With the objective of discerning reported scammers within the pool of sellers, our
research utilised the Dread forum, as guided by previous scholarly findings. Dread is a
dark web forum in operation since 2018.1 It is structured, similar to Reddit, by threads
dealing with different subjects, and users can exchange ideas, create posts, and reply to
each other within the same post. In particular, there are threads dedicated to cryptomarkets
where buyers and sellers can interact; these threads were collected, as they are also used by
users to report fraud.

We methodically retrieved threads pertaining to the trio of cryptomarkets (refer to
Table 2) and subsequently applied manual inspection of the posts to capture usernames
that were frequently reported as fraudulent by peers.

From the cryptomarket data, we extracted profiles and advertisements correspond-
ing to the identified usernames (for examples of profile and product description, see
Appendix A, Figures A1 and A2). Based on the list of usernames, derived as mentioned
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earlier, vendors were categorised as potential scammers. To respect privacy, no vendor
names have been disseminated, and no other identifying information was used during the
study. All the analyses were based on the text, and the results are presented such that no
link can be established with the virtual identity of the sellers.

Table 2. Number of posts containing ‘scam’ for every cryptomarket thread on Dread forum.

Thread Number of Posts Containing ‘Scam’

White House Market 261
Empire Market 1967

DarkMarket 678

Total 2906

3.2. The Choice of a Computational Linguistic Approach

From a forensic perspective, computational linguistics offers objectivity, reproducibil-
ity, and accuracy (Juola et al. 2006). Nevertheless, as Fobbe (2020) points out, computational
research in forensic authorship attribution lacks theoretical engagement. The assumption
that language differences inherently indicate different authors or types of authors based
on detectable characteristics should rely on robust methods. Surface structure features
dominate studies, yet they fail to capture deeper stylistic nuances. The issue lies not in
feature extraction but in the inadequacy of current style theories to explain how feature
frequency correlates with individual authorship. Nevertheless, variation in the type of
analysis we propose is not aimed at simply increasing the levels of analysis but at com-
bining the analysis of different levels of language within a communicative conception of
grammar and expression, as developed by Charaudeau (1992) in particular. We followed a
’method for decomposing the data into smaller chunks so that a larger set of variables can
be used for the discriminant analysis’ (Chaski 2005, p. 11) to fit with the forensic analysis
criteria (Roux et al. 2022), and we also took a multi-level approach to linguistics, combining
different markers that have in common the enhancement of certain communicative inten-
tions. Juola (2021) has contrasted human and computational analysis in forensic science,
noting the difficulty of establishing the validity and reliability of human-based analysis.
Juola suggests prioritising objective features like shared vocabulary, word length, N-grams,
common words, and punctuation. Longhi (2021) summarizes the tensions between the
two approaches: while qualitative stylistic approaches can be seen as too subjective, ‘much
of this criticism comes from the United States, where the admissibility of expert evidence
is determined in relation to the standards of the Daubert Criteria’ (Wright 2014, p. 19).
Thus, computational approaches are ‘considered to be more objective, empirical, replicable,
and ultimately more reliable than their stylistic counterparts’, but they can hardly give
information about theoretical aspects of linguistic variation.

3.3. Pretreatment

We employed the ‘langdetect’ Python module (accessible at https://pypi.org/project/
langdetect/, accessed on 6 November 2023) for the task of language identification. We
observed that a predominant proportion, 91.45% of genuine profiles and 91.20% of scam
profiles, were in English. We opted not to translate the non-English texts into English
for several compelling reasons. Firstly, translation inherently introduces alterations in
stylistic elements, which could compromise the authenticity and integrity of the original
text. Secondly, from a forensic perspective, modifying the original trace of a text through
translation is not desirable, as it may obscure or alter linguistic traces pivotal to our
analysis. Thirdly, stylometric comparisons across languages can be fraught with challenges.
Factors such as sentence complexity and length can vary significantly between languages,
making it difficult to draw accurate and consistent conclusions. Additionally, translation
might inadvertently introduce translator biases, further complicating the authenticity
and interpretation of the results. We deemed it crucial to preserve the original nuances
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and subtleties of each text to ensure the reliability and robustness of our computational
linguistic methods. Given that most of our sample consisted of English texts, we believed it
reasonable to filter out non-English entries to maintain uniformity in the analyses.

All profiles and advertisement descriptions were filtered to retain only the unique
texts for each seller on each of the cryptomarkets.

3.4. Analysis

We conducted a preliminary analysis of the number of distinct texts per vendor
and per cryptomarket. Then, we subjected the corpus to a comprehensive examination
utilising three distinct analytical methods: (1) textometric analysis to quantify text-based
characteristics; (2) stylometric analysis, which includes syntax analysis to dissect sentence
structures and linguistic patterns; and (3) N-gram analysis to discern overarching topics.

3.4.1. Textometric Analysis of Raw Texts

For the computational assessment of textual data, our study employed the ‘textacy’
Python module, which is accessible at https://textacy.readthedocs.io/en/latest/ (accessed
on 6 November 2023). This tool enabled us to analyse textual statistics, including the
number of characters, words, long words, unique words, and sentences. The number of
uppercase letters was also calculated. The module also allowed for the evaluation of textual
entropy, along with three readability and four diversity indices. The metrics used, along
with their detailed definitions and references, are documented online at https://textacy.
readthedocs.io/en/latest/api_reference/text_stats.html (accessed on 6 November 2023).

To assign grammatical labels to individual tokens within each corpus, we employed
the Part of Speech (POS) Tagging features of the ‘textacy’ package. Subsequently, we
computed the mean and median values of the analysed tags across all corpora per vendor.

Features such as the count of uppercase letters, readability scores, diversity indices,
and POS tagging are instrumental in stylometric analysis to differentiate and compare
authors or distinct bodies of text. These metrics are detailed alongside conventional
textometric attributes, as they were derived from the raw text with minimal pre-processing
that included only the elimination of return and tab characters. This choice allowed the
exploration of textual features directly from unmodified text (i.e., language traces as they
were left by writers).

3.4.2. Analysis of the N-Grams

The predominant words, bigrams, and trigrams of words in the lemmatised text were
extracted, as proposed by Ott et al. (2011), through the large language model of the ‘spacy’
algorithm integrated into the ‘textacy’ module. This was preceded by a comprehensive
pre-processing routine that standardised bullet points, quotation marks, and whitespace
while excluding punctuation. The frequency analysis of those N-grams allowed for the
identification of recurring topics.

3.4.3. Probabilistic Discrimination

In line with a recent paper on ChatGPT authorship discrimination (Bozza et al. 2023),
we compared the use of N-grams between reported scammers and all other vendors using a
probabilistic approach (Aitken and Taroni 2005; Taroni et al. 2022). This approach computes
the ratio of the probability of occurrence of a particular form if the vendor is labelled as a
‘scammer’ divided by the probability of occurrence of the same form for all other vendors.
This likelihood ratio (LR) score signifies the overuse of a form by one group over the other.
A value exceeding one supports the hypothesis that the behaviour is more characteristic
of the reported scammers over other vendors, while a value less than one indicates a
preference for the alternative hypothesis, suggesting that the behaviour is more typical of
all other vendors. For instance, an LR of two indicates that it is twice as probable to see the
word if the text was written by a reported scammer. Before calculating the LRs, all forms
used by less than 1% of vendors were filtered.
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4. Results

4.1. Textometric Analysis of Raw Texts

The number of unique descriptions per seller profile over the collection period differed
between reported scammers and other sellers (refer to Table 3). On DarkMarket and Empire
Market, the average number of distinct profiles increased from 1.0 to 1.6 and from 1.2 to
1.8, respectively. The rise in the White House Market was less pronounced, from 1.6 to 1.9.
The analysis of ad descriptions yielded a global ratio of 1.24 distinct texts per ad for those
classified as scams, which is notably comparable to the ratio of 1.15 calculated for non-scam
advertisements.

Table 3. Number of distinct profiles and ad descriptions for reported scammers and others on each
cryptomarket.

Reported Scammer
N Profiles > N

Distinct Descriptions

Others
N Profiles > N

Distinct Descriptions

Reported Scammer
N Ads > N Distinct

Descriptions

Others
N Ads > N Distinct

Descriptions

DarkMarket 33 > 52 809 > 813 717 > 906 33′465 > 39′645
Empire Market 83 > 153 804 > 936 2099 > 2537 43′536 > 48′767

White House Market 73 > 142 2036 > 3240 2632 > 3308 42′464 > 49′326
Total 189 > 347 3647 > 4925 5448 > 6751 119′465 > 137′272

The distributions of textual statistics showcased in Figures 1 and 2 fail to differentiate
reported scammers from other sellers in terms of their profiles or their ad descriptions.

Figure 1. Textometric analysis of profile descriptions. The chart illustrates a comparative analysis
with scam-related advertisements depicted in orange at the top, while other advertisements are
represented in grey.
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Figure 2. Textometric analysis of product descriptions. The chart illustrates a comparative analysis
with scam-related advertisements depicted in orange at the top, while other advertisements are
represented in grey.

However, the frequency distribution of word counts used by reported scammers,
particularly for unique words, exhibits a notable peak ranging from 1000 to 1500 words
and between 400 and 500 unique words which are also associated with high entropy (see
Figure 2). Indeed, these texts include lengthy descriptions that incorporate details such as
purchase rules, (non-)refund policies, delivery times, and other FAQ-related information.
In some cases, the vendor’s PGP key is provided within the message so that the buyer can
verify the seller’s identity through encrypted messaging. Overall, these messages seem to
contain a substantial amount of information aimed at maximising buyer trust. They feature
phrases like ‘we never should SCAM you and we know how it’s to get scammed’.

Additionally, a focused analysis was conducted at the peak of texts with low ‘readability-
cli’ scores. These texts primarily contain repetitions of special characters such as ‘=’, ‘-’, ‘+’,
‘*’, ‘#’, and a substantial number of emojis. Indeed, Coleman and Liau’s (1975) algorithm
relies on the number of characters instead of the number of syllables or words. By filtering
these tokens, it was possible to identify types of advertisements that maintain a low-level
readability score, which are very brief texts (3–10 words). Within this group, ‘custom listing’
(Soska and Christin 2015) and ‘tip jar’ listings were detected. Other texts contain lists of
short sentences.

As shown in Figures 3 and 4, the POS-tagging analysis of the listings and profiles did
not reveal any significant differences for sellers labelled as scammers. Principal compo-
nent analysis (PCA) conducted with every available tag revealed that the data is overall
inseparable (see Figures 3 and 4). Except for some outliers, PCA does not allow for a clear
distinction between specific groups.
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Figure 3. Result of the three-dimensional principal component analysis performed on the 66 POS-tags
(listings on the left and profiles on the right). The chart illustrates a comparative analysis with scam-
related advertisements depicted in orange at the top, while other advertisements are represented
in grey.

  
Figure 4. POS-tagging analysis of product descriptions (left) and profiles (right) with eight
tags (NN—Noun, singular or mass, NNP—Proper noun, singular, NNPS—Proper noun, plural,
JJ—Adjective, JJR—Adjective, comparative, JJS—Adjective, superlative, RB—Adverb, RBR—Adverb,
comparative, RBS—Adverb, superlative). The chart illustrates a comparative analysis with scam-
related advertisements depicted in orange at the top, while other advertisements are represented
in grey.

4.2. Analysis of the N-Grams

Figure 5 illustrates that no N-gram distinctly stands out in differentiating reported
scammers from other vendors. Indeed, an N-gram would be inherently discriminatory
if it were positioned in the top left for words specific to them and in the bottom right for
words specific to other vendors. Indeed, all the words used by more than 30% of reported
scammers have a likelihood ratio ranging between 0.9 and 1.9. Therefore, no specific word
seems to be discriminatory. Only the bigram ‘high quality’ appears to be relatively frequent,
found in 50% of listings as opposed to 37% in those of other vendors.
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Figure 5. Global overview of the analysis of N-grams. Each point represents a specific N-gram
plotted based on its usage frequency by reported scammers (Y-axis) and other vendors (X-axis).

4.2.1. Analysis of the Product’s Descriptions

Numerous words and N-grams within the dataset pertain to marketed products (see
Figures 6 and 7), while the remaining subset aligns with the lexical domain of sales. Figure 6
focuses on unigrams used by more than 30% of the reported scammers. Terms with the
highest LRs are linked to the description of the product type, which is mainly related to
drugs. Notably, most terms exhibit an LR falling within the range of 1.1 to 1.3, with none
registering below 1. This implies that except for ‘address’ (LR = 0.9), all unigrams analysed
in this context are slightly more prevalent among reported scammers. Most of these terms
are in the lexical field of shipping and sales conditions.

Quality and price: The only recurrent bigram is ‘high quality’, which is employed
by almost 50% of reported scammers; its LR of 1.4 indicates that it is only 1.4 times more
prevalent among scammers than legitimate vendors. The trigram ‘high uality product’ is
used similarly among both groups and might be a common marketing phrase used to build
confidence in the product, regardless of the vendor’s legitimacy. The percentage of reported
scammers utilising other bigrams is notably low, except for ‘lab test’ and ‘good quality’
which are also related to the ‘Quality’ topic. Additionally, the words ‘high dose’, ‘high
purity’, and ‘high THC’, which are grouped in the ‘high’ category, can also be integrated
into the lexical field of product quality.

Problem resolution, communication, and trust: The forms ‘reship policy’, ‘negative
feedback’, ‘refund policy’, and ‘refund reship’ that we decided to regroup with the negation
forms ‘doesn’t’ and ‘don’t’ share a commonality in the context of what we called ‘problem’
(i.e., problem-resolution phrases). They are terms associated with policies, procedures,
and customer service aspects, particularly in relation to the handling of disputes, returns,
and customer satisfaction. They can be indicative of a seller’s approach to handling issues
like returns (reship and refund policy), customer complaints (negative feedback), and
general terms of service or product guarantees. Communication-related trigrams such
as ‘question feel free’, ‘free to contact’, and ‘let we know’ are also quite common. Lastly,
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‘term and condition’ is also a common phrase used frequently in scams (6.5%) and other
listings (6.4%). This could be because all vendors want to establish a sense of formality and
legitimacy to increase trust.

Product-specific terms are mainly linked to drug names like ‘2cb pill’, ‘ketamine s’
(linked to the trigrams ‘ketamine s isomer’ and ‘s isomer ketamine’), ‘og kush’, ‘mg mdma’,
and ‘xtc pill’, which is not surprising given that these cryptomarkets are primarily used for
drug sales.

Overall, while certain bigrams and trigrams are used more by reported scammers,
many are also common in the overall corpus. This indicates the complexity of distinguishing
them based solely on N-gram analysis. It suggests the need for more sophisticated methods
or additional variables to accurately identify scam listings.

 

Figure 6. Likelihood ratio of unigrams in the corpus of product descriptions.

 

Figure 7. Cont.
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Figure 7. Bigram and trigram analysis of the listing corpus.

4.2.2. Analysis of the Profile Descriptions

This analysis offers insights into the linguistic patterns prevalent in the profile de-
scriptions of reported scammers. The examination of single-word usages is detailed in
Figure 8, while the analysis of bigrams and trigrams is delineated in Figure 9. These figures
collectively reveal the verbal strategies scammers employ in their profiles.

The lexical domains of shipping and sales persist consistently (see Figure 8). Most
unigrams are employed by 30–50% of reported scammers, with LRs between 1 and 1.3. This
outcome closely mirrors that obtained from the listing corpus. Notably, the term ‘order’ is
used by 84% of reported scammers but with an LR of 1.1, indicating that its usage is not
significantly higher among scammers compared to legitimate vendors. It is worth noting
that unigrams with the highest LR values (ranging from 1.55 to 1.65) are partially associated
with shipment (‘country’, ‘way’, and ‘fast’).

Quality and price: The high incidence of ‘high quality’ in scam listings indicates that
reported scammers recurrently advertise the quality of their products. However, like the
terms ‘good quality’ and ‘good price’, it is quite common in the overall corpus, potentially
diluting its effectiveness as a distinguishing feature.

Problem resolution, communication, and trust: The term ‘customer support’ has a
higher likelihood ratio, which indicates it is six times more common in reported scammers’
profiles. This suggests that scammers may prioritise establishing a facade of trust and
support to attract and reassure potential customers. The higher occurrence of ‘reship
policy’ and ‘refund policy’ in scam listings could be an effort to appear as though they
provide customer protection and service, which could lower the perceived risk. Notably,
no single trigram is overwhelmingly used, as even the most frequently trigram used by
reported scammers (‘refund or reship’) occurs in only 14.7% of listings compared to 10.2%
of non-scam listings. This suggests a subtle overlap in the language used by both groups of
sellers. Trigrams such as ‘reship or refund’ and ‘leave negative feedback’ are quite common
in scammers’ profiles. However, the difference is not stark, with ‘leave negative feedback’
appearing in 10% of scam listings versus 6.9% of clean listings. ‘Feel free’, ‘free to contact’,
and ‘customer service’ are common in both scam and other profiles. The data show that
reported scammers do not use a drastically distinct set of bigrams and trigrams compared
to other vendors.
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Shipping and time: Seller profiles contain more information than their listings about
shipping times: ‘shipping time’ (18.2%), ‘business day’ (18.2%), and ‘delivery time’ (12.9%).
This is probably in part due to the period of the collection, which was during COVID-19.
More globally reported scammers frequently use shipping-related terms. Forms like ‘track
order’, ‘post office’, ‘po box’, ‘postal code’, and ‘address format’ are associated with the
logistics of sending and receiving goods, which might emphasise the need to guide and
reassure buyers of the transaction process. Overall, scammers might strategically use
shipping-related forms to build credibility and simulate reliability in the delivery process.
Nevertheless, these terms relating to standard business operations and logistics are less
distinct and may not be reliable indicators on their own.

Figure 8. Likelihood ratio of unigrams on the corpus of profiles.

Figure 9. Cont.
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Figure 9. Bigram and trigram analysis of the profile corpus.

Order types: Mentions of ‘bulk order’ and ‘custom order’ in scam listings highlight
sellers offering deals that appear more personalised or financially beneficial.

Marketplace names: References to specific markets, such as ‘dream market’, ‘white
house’, and ‘empire market’, are used by sellers to link their current profiles with accounts
on other marketplaces.

In summary, reported scammers seem to use language that aims to build trust, em-
phasise the shipping process, and stress the quality of their products to entice potential
buyers. While some terms are more prevalent in scam listings, many are also commonly
used by all vendors, which presents a challenge for distinguishing between the two based
on language alone.

5. Discussion

What really is a scammer? The results obtained in this study might be explained by
the fundamental definition of what is referred to as a ‘scammer’ on cryptomarkets. The
initial recognition of scammers, leading to the construction of the corpus, was based on
self-regulation. The demarcation between scammers and legitimate vendors is contingent
upon user-reported allegations on the Dread forum and thus lacks assurance that the sellers
accused of perpetrating scams are unequivocally scammers. This reflects a broader issue
within online marketplaces, where accusations can be both a reflection of true miscon-
duct and a tactic in competitive sabotage, as noted in studies of online behaviour and
marketplace dynamics (Soska and Christin 2015; Morselli et al. 2017).

Furthermore, the taxonomy used for categorising these vendors fails to accommodate
the conceptual distinctions inherent in selective scamming and exit scamming (Morselli et al.
2017; Bancroft et al. 2020; Décary-Hétu et al. 2018; Morselli et al. 2017). Selective and exit
scammer vendors engage in fraudulent activities sporadically, maintaining conventional
vending practices for the remainder of their operations. Consequently, their indistinguisha-
bility from standard vendors can be attributed to this phenomenon. In the context of
selective scamming, vendors conduct most of their transactions legitimately, interspersing
them with occasional deceptive practices. In contrast, exit scammers perpetuate a facade
of normalcy in their transactions until a strategic juncture at which they abscond with
funds and vanish from the platform. Such mixed behaviour is also described by Markowitz
(2023), who notes the nuanced dynamics of deception within communication, challenging
the traditional binary categorisation of statements as purely false or truthful. This indicates
that the embedding of deceptive elements into truthful content is more complex than
previously thought, and it calls for a deeper understanding of how deceptive elements

189



Languages 2024, 9, 235

are interwoven into communications. The observation is also underscored by Hauch et al.
(2015), who found consistent, albeit small, correlations between specific language patterns
and deception.

Consequently, our analysis of textual statistics, including the numbers of characters,
words, long words, unique words, and sentences, as well as the syntactic tags, exhibited no
statistically significant divergences between the profile descriptions and advertisements.
This suggests that textual analysis alone may not be sufficient for scam detection, which
indicates a need for multimodal approaches that integrate other indicators such as the
number of sales, the number of won and lost disputes, scores, or the quantities of positive
and negative feedback. Textometric indicators, however, helped to identify peculiar ads
in which sellers created longer descriptions with more details such as purchase rules,
(non-)refund policies, and other FAQ-related information to increase trust. These indicators
thus support the selection of pertinent documents on which a qualitative analysis can
be focused.

The analysis of N-grams in both the listings and the profiles in our corpus revealed
only minor differences between reported scammers and all other vendors regarding their
content. It is also worth noting the relatively low percentages of those N-grams across
the corpus, which indicates that there is not a ‘silver bullet’ bigram or trigram that clearly
flags a listing as a scam. This could make it difficult for automatic detection systems to
rely solely on these N-grams without a significant number of false positives. Nonetheless,
one outcome of the N-gram analysis supports the differentiation: we observed an overuse
of the lexicon pertaining to the ‘Quality and Price’, ‘Problem Resolution, Communication,
and Trust’ and ‘Shipping’ topics. This suggests that scammers might offer more detailed
information about transactions and delivery, potentially alleviating customer concerns.
In these environments, where physical goods cannot be inspected before purchase, the
trustworthiness and reputation of a seller are paramount. This pattern could indicate
a strategic overcompensation, aligning with the deception strategies described in the
literature, in which scammers create narratives to build trust (Button et al. 2014; Rossy and
Ribaux 2020).

Additionally, the hypothesis that vendors adapt their descriptions in response to
accusations of scamming remains a plausible explanation for the linguistic patterns we
observed. In the context of cryptomarkets, when accusations of scamming arise, vendors
might modify their language to distance themselves from the behaviours associated with
scammers, thereby preserving or rehabilitating their reputations. Vendors accused of
scamming may strategically use language that emphasises honesty, reliability, and other
trust-building characteristics. They might also avoid certain terms that have become associ-
ated with scamming behaviours due to forum discussions or community warnings. This
raises the question of how to detect and analyse the absence of language traces. Vendors
might also employ counter-allegations or other defensive strategies in their descriptions,
directly addressing and refuting scamming accusations, which could change the linguistic
patterns observed in their profiles. Such an analysis could improve the understanding of
non-violent conflict resolution strategies used by sellers, like negotiation, avoidance, and
third-party intervention (Morselli et al. 2017).

6. Conclusion and Prospects for Subsequent Research

In conclusion, the main hypothesis—that it is possible to distinguish reported scam-
mers from legitimate sellers on cryptomarkets using language traces—is refuted by most
of the experimental results. This highlights the challenges of using linguistic analysis
alone for scam detection in those virtual settings and suggests the need to combine lan-
guage traces with transactional traces to effectively distinguish between scammers and
legitimate vendors. The difficulty of discerning behaviours based on language traces in
cryptomarkets can be regarded as a preventive argument aimed at alerting prospective
buyers to these platforms. Globally, we observed a pronounced, albeit modest, emphasis on
language related to ‘Quality and Price’, ‘Problem Resolution, Communication and Trust’,
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and ‘Shipping’. These findings led us to hypothesise that scammers may frequently provide
extensive details about transactions and delivery. This could be a strategic approach to
address customers’ potential apprehensions, aiming to establish a semblance of trust and
reliability in their operations.

Further investigations are, however, needed. A prospective avenue for subsequent
inquiry may entail refining the categorisation of vendors identified as scammers in Dread
forum posts. Subsequently, future research efforts could explore the possibility of im-
plementing a more nuanced classification schema for these vendors with the intent of
distinguishing various typologies of fraudulent behaviours. It would also be interesting
to determine whether it is possible to distinguish genuine reviews from fake ones on the
Dread forum based on linguistic traces, in order to enrich the research ground.

Our present analytical methodology encompasses the application of machine learning
classification algorithms and topic modelling, enhanced by vectorisation techniques like the
tf-idf metric. We have experimented with various classifiers, including multinomial Naive
Bayes, support vector machines, and Random Forest. Preliminary findings are revealing
intriguing aspects, particularly regarding how vendors establish communication channels
with buyers. A notable trend is the encouragement of direct contact through encrypted so-
cial media platforms such as Telegram and Wickr. These results, while promising, demand
a more thorough analysis. The disparity in the volume of documents between reported
scammers and other vendors, coupled with the necessity of categorising different types
of scammers more precisely, necessitates a cautious approach before drawing definitive
conclusions and publication.

With regard to the pre-processing applied to the texts, we made the choice to eliminate
stopwords in order to retain only the main words. However, several studies in the literature
have suggested that stopwords can be significant elements, and function words have
proved useful in previous authorship attribution studies (Arun et al. 2009). It would
therefore be interesting to analyse these stopwords in a future study to determine whether
they can discriminate between scammers and legitimate sellers.

Moreover, it was observed that a subset of seventeen profiles bore the singular de-
scription ‘banned’. This unequivocally signifies that the respective vendors associated with
these profiles have been banished from the platform. The presence of such data provides
some form of ground truth regarding the nature of these vendors. Given the longitudinal
nature of the data collection, which spanned an extended timeframe, it is feasible to trace
the trajectories of these vendors by examining the evolution of their profiles and listings
leading up to their expulsion from the platform. Consequently, we envisage an analysis of
the trajectory that could shed light on the developmental patterns of these profiles before
the vendors’ eventual banishment. Indeed, the adaptive nature of language in vendor
descriptions could reflect a complex interplay of reputation management, community inter-
action, and possibly deceptive strategies. This can be particularly revealing when combined
information is extracted from transactional traces, such as the number of sales, the number
of won and lost disputes, the score, or the quantities of positive and negative feedback.
This information may show a pattern of escalation or changes in behaviour prior to the
ban. Future research could benefit from examining these changes over time, potentially
applying longitudinal text analysis to capture the evolution of language in response to
community feedback and accusations. This would provide a richer understanding of the
dynamics at play in cryptomarket ecosystems. It might also be interesting to use a corpus
of ads and profiles from legitimate market platforms on the web to see if behaviours, and
consequently language traces, differ.
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Appendix A

 
Figure A1. Example of Vendor Profile on Empire Market.
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Figure A2. Example of Product Description on Empire Market. Each seller chooses their own layout
to highlight the information they wish to communicate to their customers.

Note

1 https://en.wikipedia.org/wiki/Dread_(forum), accessed 15 November 2022.
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Abstract: This study aims to establish a methodological framework for investigating deception in
both spoken and written language production. A foundational premise is that the production of
deceitful narratives induces a heightened cognitive load that has a discernable influence on linguistic
processes during real-time language production. This study includes meticulous analysis of spoken
and written data from two participants who told truthful and deceitful narratives. Spoken processes
were captured through audio recordings and subsequently transcribed, while written processes were
recorded using keystroke logging, resulting in final texts and corresponding linear representations of
the writing activity. By grounding our study in a linguistic approach for understanding cognitive
load indicators in language production, we demonstrate how linguistic processes, such as text
length, pauses, fluency, revisions, repetitions, and reformulations can be used to capture instances
of deception in both speaking and writing. Additionally, our findings underscore that markers of
cognitive load are likely to be more discernible and more automatically measured in the written
modality. This suggests that the collection and examination of writing processes have substantial
potential for forensic applications. By highlighting the efficacy of analyzing both spoken and written
modalities, this study provides a versatile methodological framework for studying deception during
language production, which significantly enriches the existing forensic toolkit.

Keywords: keystroke logging; forensic linguistics; fluency; disfluency; pauses; revisions; planning;
language production

1. Introduction

“To speak the truth is easy and pleasant” was Yeshua’s answer when Pontius Pilate
asked about his suspected treason towards the Roman Empire in Mikhail Bulgakov’s The
Master and Margarita. Perhaps it is easier to be truthful than it is to lie. However, being
able to lie is an important skill to develop in life, for example, to respond politely when
your mother-in-law asks you if you like her horrendous stew (Talwar 2019). Despite the
social function of some lies, there are also instances when it is important to be able to tell
if a person is lying or not, in our day-to-day lives, as well as in our legal system, where,
for example, witness accounts need to be judged for their credibility in a safe and just
way. While there have been attempts at creating a “lie detector”, so far these efforts have
not reached a reliable and safe conclusion and no single “symptom” of a lie has been
identified that can be used for diagnosing a story as deception (Ofen et al. 2017; Mann 2019;
Vrij et al. 2022).

Instead, discriminating a lie from the truth is typically contingent upon a comprehen-
sive evaluation of multiple distinct verbal and nonverbal behavioral indicators, such as
gaze cues, pulse rate, hand movements, and manifestations of nervousness, among others
(Newman et al. 2003; DePaulo et al. 2003; Vrij et al. 2010; Granhag et al. 2015). The present
methodological article sets out to contribute to the existing body of behavioral indicators.
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We suggest that the examination of linguistic processes that occur during spoken and
written language production, captured through audio and video recordings for speak-
ing and keystroke logging for writing, may offer new possibilities in forensic linguistics.
Recordings of spoken reports have previously been used in deception studies, for example,
to identify verbal cues of deception (Vrij et al. 2022), and these often combine production
cues such as hesitations with content cues such as the linguistic complexity of a message.
Complementing these verbal cues with studies and methods examining both spoken and
written real-time production will further the understanding of deception, especially with
the use of the knowledge that can be gained from the existing body of linguistic research
on language production in both speaking and writing.

As mentioned above, cues in speech are already one aspect examined in deception
studies and detection, and deception during writing has also been studied (e.g., see Banerjee
et al. 2014; Derrick et al. 2013). These studies have, however, not used the full potential
and tools provided by the last decades’ research in the area of cognitive writing processes
(Lindgren and Sullivan 2019), which has developed methodologies and informed theories
on how the writing process unfolds in real-time through the study of pauses and revisions,
for example.

Knowledge about writing in itself is essential in modern society, where writing is a
common and often necessary form of communication in a range of activities for a majority
of the population (Brandt 2015). As such, while many reports in forensic settings are spo-
ken, written reports are also becoming more and more common. For example, in a society
marked by an escalated reliance on digital platforms for diverse purposes, individuals are
increasingly prompted to report accidents, incidents, and criminal activities online. These
reports find their outlets on platforms such as the websites of national law enforcement
agencies or insurance providers. Furthermore, written narratives are employed by migra-
tion authorities and in the creation of ongoing military reports. Consequently, it becomes
conceivable to use software designed for capturing real-time text production, similar to
how spoken processes are recorded through audio and video. Recent advancements in
web-based software now afford such capabilities. Several prototypes have been developed,
with a notable example being the keystroke logging tool, CyWrite, which resembles a
customized web-based text editor that has the capacity to comprehensively capture and
later reconstruct the entire text production process (Chukharev-Hudilainen et al. 2019). The
prospect of scrutinizing real-time writing processes for forensic purposes, paralleling the
examination of real-time spoken processes, holds significant intrigue. It is important to
note, however, that this application is unlikely to function as prima facie proof of lying,
or as a reliable “lie detection”. Nevertheless, it cautiously holds the potential to identify
circumstances warranting further attention during subsequent interrogations.

When addressing lying and deception in language production, it is imperative to
acknowledge that behavioral indicators may be attributable to factors other than the
veracity of the communicated information. For instance, it is easy to imagine that in an
interrogation situation, most witnesses of a potential crime will feel an obligation to provide
accurate information and that the gravity of the situation will bring on nervousness. The
challenge lies in discerning such reactions from those exhibited by individuals who are
anxious about the detection of a lie.

But what is a lie then? Lies can take on many different forms and can even be defined
differently across languages and cultures—like whether or not the intention to lie or the
factual truth is the defining feature of a lie (Coleman and Kay 1981; Nishimura 2018). A
person can lie by omission, i.e., by leaving out important information, or they can lie by
presupposition (“Has Bambi stopped hitting Thumper?” presupposing that Bambi has
been hitting Thumper). In addition, different kinds of misleading information can be
considered lies. In the scope of this article, lying is operationalized as a person knowingly
giving false information with the intention of making the receiver of this information believe
it to be true. Deception may manifest in both spoken and written modalities, impacting
various linguistic processes, such as planning, conceptualizing, generating spoken or written text,
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monitoring, and editing, irrespective of the communicative mode employed (Flower and
Hayes 1981; Levelt 1989).

The present study forms part of a larger project entitled “Based on a true story: How
to differentiate between invented and self-experienced narratives through comparing
linguistic processes in speaking and writing.”. The project is guided by the foundational
assumption that heightened cognitive load during the process of language production,
whether in spoken or written form, is likely to exert a discernible influence on linguistic
processes (Goldman Eisler 1968; Matsuhashi 1981; McCutchen 1996). The overarching
objective of this larger project is to examine how (and if) deception influences cognitive
load during language production and to ascertain whether discerning deception is more
realizable through an examination of writing processes as opposed to spoken processes. To
achieve this goal, the initial step involves identifying and defining relevant phenomena that
can effectively capture and measure heightened cognitive load during language production
across these two different modalities.

The present study aims to accomplish this first step by establishing a versatile method-
ological framework, capable of identifying and quantifying phenomena linked to height-
ened cognitive load in both spoken and written language production. We believe such an
approach holds the potential to significantly expand the existing forensic toolkit.

1.1. Deception and Cognitive Load

The relationship between deception and increased cognitive load has been the subject
of extensive investigation in various studies. Cognitive load refers to the demand placed
on working memory resources when solving immediate tasks (Baddeley 2007; Cowan
2010). The underlying assumption is that lying is a mentally demanding task, prompting
suggestions that indicators of heightened cognitive load could be employed for deception
detection. All forms of lie detection rely on individuals perceiving deception and iden-
tifying cues (either automatically or manually) that may suggest falsehood. A myriad
of lie detection techniques has been proposed, particularly for use in interrogations and
interviews (see Walczyk et al. 2013 for a comprehensive overview). These techniques may
focus on attentional processes, aligning with the orienting response theory (Sokolov 1963),
or delve into memory processes and inhibition, in line with the parallel task set model
(Seymour 2001).

Several theoretical frameworks address deception and its relation to cognitive load.
One is the four-factor theory of deception, advanced by Zuckerman et al. (1981), which
posits that deception escalates cognitive load. Some theories include explanations as to
why deception would increase cognitive load. For instance, the interpersonal deception
theory (Buller and Burgoon 1996; Burgoon and Buller 2008) proposes that cues of decep-
tion stem from aspects of communication that remain “unmonitored” due to increased
cognitive load. Another example is the self-presentation theory (DePaulo 1992), which
outlines three cognitive phases governing behavior to appear truthful: intention to regulate
behavior, intention translated into non-verbal behavior, and self-assessment of the behavior.
Sporer and Schwandt (2006, 2007) introduced the Working Memory Model of Deception,
which builds on Baddeley’s (2007) working memory model and asserts that lying elevates
cognitive load, potentially affecting speech production among other processes. Finally, the
Activation-Decision-Construction Model (Walczyk et al. 2003, 2005, 2009) outlines a model
for deceptive responses in the context of lie detection interviews, and this model has been
expanded to account for repeated lies (2009).

These theories and models have undergone scrutiny, as exemplified by a study con-
ducted by Repke et al. (2018) that tested two models—one assuming that increased cogni-
tive load during deception would reduce linguistic complexity and another assuming that
the lie’s goal would determine the complexity of the deception. The latter model received
empirical support, indicating that liars can adjust the complexity of their falsehoods based
on their objectives. Other studies propose content analysis to assess statement credibility,
such as criteria-based content analysis (CBCA) (Vrij et al. 2000), developed to evaluate state-
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ments from individuals who have experienced abuse, as well as analyses of vividness and
spontaneity in lies versus truths (Colwell et al. 2007). These investigations have revealed
that the content of statements is, to some extent, influenced by whether a person is lying or
telling the truth, and complementing this knowledge of the content with future knowledge
about the process of deceiving would most likely be rewarding.

Similarly, Leins et al. (2012) explored the impact of different reporting modes on
deception from a forensic perspective. They discovered that, when individuals were
asked to recount the same event through spoken and pictorial modes, liars exhibited less
consistency across the two modes compared to truth-tellers. Thus, while liars can tailor
their lies to specific goals in a given context, transferring lies across different reporting
modes appears more challenging. Further investigation into this phenomenon across
various language modalities could be valuable. Additionally, Vrij et al. (2008) found that,
when asked to narrate a series of events in reverse order, both verbal and nonverbal cues
indicative of deception (e.g., filled pauses, hesitations, and leg movements) increased
among liars. Moreover, they observed an improvement in lie detection accuracy among
police officers in the reversed condition, surpassing chance levels.

Regarding heightened cognitive load during deception, reaction time studies have
been a common approach. For instance, Duran et al. (2010) reported a significant increase
in reaction time when participants were instructed to lie in response to simple yes/no
questions, a pattern consistent with numerous other studies (e.g., see Suchotzki et al. 2017
for a review of studies measuring reaction time in relation to deception). Furthermore,
Debey et al. (2012) found that, when given additional time to examine a stimulus after
being instructed to lie, participants exhibited significantly longer reaction times when lying
compared to responding truthfully.

Many studies investigating deception cues primarily focus on interview responses
or spoken language. Apart from reaction time latency, some also assess speech rate and
hesitations as verbal cues of deception. For instance, Vrij et al. (2008) examined speech rate
(calculated as the number of words divided by the length of the answer) and found that
liars had a slower speech rate than truth-tellers, along with more hesitations. A limited
number of studies have specifically looked at deception related to aspects of speaking and
writing. One example is the study by Goupil et al. (2021), who found that the speech signal
itself may be perceived as more or less honest. A few recent examples include studying
deception during written language production, with interesting findings, such as liars
engaging in more revisions and producing shorter texts (Banerjee et al. 2014). Another
result has demonstrated that, in synchronous chat settings, liars exhibit not only increased
revisions and shorter texts but also longer response times (Derrick et al. 2013). The latter
study also noted a significant age-related effect, with older participants displaying these
behaviors more prominently than younger individuals. Finally, studies have demonstrated
that writing processes can be disrupted due to background speech, especially regarding
semantic aspects, something that may be relevant for inducing increased cognitive load in
experimental settings (Sörqvist et al. 2012).

In sum, the connection between cognitive load and deception is underpinned by
theoretical models as well as empirical findings. The review of the field further highlights
that the examination of behavior during the production of language may add insights into
when and how deception occurs.

1.2. Language Production and Cognitive Load

The concept of working memory has also been influential in descriptions of language
production. Across all kinds of language production, we depend on our working memory
resources to perform tasks, such as planning what to say/write, actually expressing it,
and evaluating the result of it (McCutchen 2000; Baddeley 2007). In studies on speaking
and writing, working memory demands, or cognitive load, have been investigated through
analyses of pauses and disfluencies (cf. e.g., Goldman Eisler 1968; Matsuhashi 1981;
Spelman Miller 2006b). The underlying idea posits that, when too much information needs
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to be processed simultaneously, our limited working memory capacity becomes overloaded
with information and additional time is needed to plan for spoken and written expressions.
This often results in longer pauses and/or more frequent pausing (Spelman Miller 2006a),
alongside an increased occurrence of other expressions of disfluencies in speaking, such as
filled pauses, elongated words and word segments, and repeated words and expressions
(Goldman Eisler 1968; Clark and Wasow 1998; Heldner and Edlund 2010), and in writing,
such as deletion of word fragments, words, and expressions, additions, and substitutions,
both locally and globally.

Numerous factors may contribute to cognitive load during language production
(for examples and overviews addressing different factors influencing cognitive load see
Barkaoui 2019; Bourdin and Fayol 1994; Feng and Guo 2022; Johansson 2009; Kellogg
2008; Kellogg et al. 2016; Lively et al. 1993; Lourdes Ortega 2009; Manchón 2020; Song
and Li 2020). Existing research in this area suggests that writers’ and speakers’ linguistic
proficiency (including factors such as producing in one’s first or second/third language,
as well as overall grammatical and lexical knowledge), age, and education will influence
fluency during language production. In addition, factors such as knowledge of genre, topic,
and the amount of preparation, as well as grammatical complexity will have an impact.
Finally, contextual factors such as sleep, hunger, general comfort, distracting factors in
the current situation, etc., will sway the performance. In sum, differences in execution
at the group level are expected; for example, first-language speakers are generally more
fluent than second-language speakers, or increased age and education lead to more fluent
speaking and writing (compared to children). Apart from this, overall between-subject
findings and substantial within-subject findings can also be expected. That is, a person
does not always pause, revise (in writing), or demonstrate disfluencies (in speaking) in a
consistent way. The context will matter in this respect. For all these reasons, it is necessary
to establish an individual baseline or include a control condition in all research using the
assumed symptoms of cognitive load during language production (such as pausing and
revision) as indications of—in this case—lying.

Thus, with all things being equal, in this case, it is assumed that, when a person
engages in deceptive communication, an augmented cognitive load can be reflected in
the language production processes. As mentioned, reaction time studies on deception
have shown that both prompted and unprompted lies lead to an increase in response time
during lies (Duran et al. 2010; Debey et al. 2012; Williams et al. 2013; Walczyk et al. 2013;
Suchotzki et al. 2017; Bott and Williams 2019). Increased cognitive load during lying would
be caused by the speakers/writers having to concurrently devise what to say/write and
determine how to say/write it: organize the sequence of (in this case) narrative events,
select an appropriate syntactic structure, and choose the lexical items. Additionally, the
speakers/writers would have to actively maintain a mental representation of the truthful
version of the events and continuously decide when and how they wish to deviate from this.
All these factors add to working memory demands.

1.3. Speaking and Writing

Language production is an over-arching term for the modalities of speaking, writing,
and using sign language (which will not be addressed here). Below, we outline some
fundamental characteristics that apply to spoken and written discourses and that will
influence the behavior of speakers/writers. Here, we disregard situations such as instant
messaging or fast-written conversations, spoken conversations on the phone, or messages
in delayed mode (i.e., voice mail and voice messages), where some of the characteristics
of the modality will be less prominent. We use a contrastive focus and address the three
themes: time, receiver, and permanence.

1.3.1. Time

The difference in production speed is an essential factor for understanding how
speakers and writers distribute their resources during language production. The rate at
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which language can be produced in the two modalities is profoundly different; we speak
much faster than we write. A common estimation is that speaking (in English) allows for a
speed of 120 to 200 words per minute, corresponding to approximately 2–10 syllables or
8–15 phonemes per second (Crystal and House 1990; Schreiber and McMurray 2019), while
a proficient typist would produce 38–40 words per minute (Hayes and Chenoweth 2006).
The differences can mostly be attributed to the fact that speaking “only” requires the use
of the vocal apparatus for expression, whereas writing requires the use of some artifact,
e.g., pen and paper, keyboard, screen, etc. The writers’ mastering of the artifact and often,
the limitation of the artifact itself, introduce an intrinsic latency in the transformation from
one’s thoughts into linguistic expression (Grabowski 2008).

Finally, in the context of speaking, there are one or more listeners waiting for the
delivery of the message and they can potentially interrupt. As a result, speakers will
often experience time constraints and consequently use strategies that allow them to plan
what to say while keeping the floor. This encompasses the use of filled pauses (eh, um) to
indicate that more will come, to repeat and reformulate words and phrases, and to allocate
silent pauses within syntactic units. These strategies are typically learned very early in
life through numerous interactions and observations of spoken contexts, and speakers are
very rarely aware of this behavior. The context for writing is normally different: even in
stressful situations, writers will have comparably more time to think, generate text, and
edit it before handing it over to a reader.

1.3.2. Receiver

Another substantial distinction between the modalities is the presence or absence of
a receiver, or in other words, a listener or reader (Chafe and Danielwicz 1987; Chafe and
Tannen 1987). Speakers often rely on the listeners’ reactions to determine if, and when, more
information is required (Levelt 1989; Barker et al. 2020). Conversely, writers must anticipate
the readers’ knowledge and needs and tailor the text accordingly. This inherent uncertainty
can result in extensive revisions during and after text production (Flower and Hayes 1981;
Hayes et al. 1987). However, these revisions and alterations are usually not visible to future
readers, something that can be contrasted to the spoken context where listeners will be
aware of all modifications made during speaking. Speaking is thus described as a dialogic
activity, while writing is characterized as monologic (Linell 2009).

1.3.3. Permanence

The visibility and (relative) permanency of the written message in relation to the
fugitive nature of the spoken message is yet another factor to consider. The fleeting spoken
discourse necessitates repetition if the speakers need to reinforce certain points (Levelt 1989;
Clark 1996). The listeners can also readily discern hesitations and repetitions, phenomena
that help signal that the turn is ongoing and that the speakers want to keep the floor (Norrby
2014). Importantly, studies suggest that these disfluencies also facilitate the understanding
of the spoken message (Clark 1996; Fox Tree 2001; Fox Tree and Schrock 2002). Conversely,
when readers encounter a written text, it typically lacks visible traces of prior revisions.

The permanent condition of the written message is one contributing factor to the
higher status of written language (cf. Chafe 1994). The visible language and the delay
between the written production and the readers’ reception also lead to a strong cultural
expectation (reinforced by, e.g., the importance of writing skills posed by formal education
and schooling) that the message should be edited and perfected before being handed
over (cf. the different functions of spoken and written language outlined by, e.g., Biber
1988; Halliday 1985). The permanency is probably also a fundament for our view that
written agreements and contracts are more reliable and binding than (undocumented) oral
equivalents: it is more difficult to prove what was said than what was written. Writing
thus includes an important component of understanding that one can, and is expected to,
revise the written text before it is finished and that the revisions will be (largely) invisible to
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readers, especially for computer-written texts (Einarsson 1978). This belief would contribute
to writers’ revision behavior and how it is distributed throughout a writing session.

In summary, on the one hand, speaking is characterized by its quick, instantaneous,
and synchronous nature, with (typically) present listeners who witness the entire overt
language process and can actively contribute to the spoken message through oral and
visual feedback (e.g., nodding or asking questions). On the other hand, writing typically
unfolds more slowly, in isolation without readers present. The written message needs
to be decontextualized and is read later and (often) in a different place, which, in turn,
requires that writers anticipate what the future readers need to understand the context.
The characteristics of spoken and written discourse will influence the type of processes that
can be observed during language production in the two modalities.

1.4. Models of Language Production in Speaking and Writing

The description of spoken and written modalities outlined above have been addressed
in theoretical models attempting to identify and sequence the different processes involved
in speaking and writing. Overarching models, covering both speaking and writing are hard
to find (but see Cleland and Pickering 2006). Instead, we use some of the most seminal
models for speaking and writing to establish a terminology for the most described processes
during language production (note that the description is delimited to stage models):

Models of speech production (e.g., Fromkin 1973; Levelt 1989) distinguish between
different stages of production that unfold (somewhat) successively. In a simplified de-
scription of the process, it commences with conceptualization, where the content is decided,
followed by sentence formation, where lexical decisions are made, and syntactic structuring,
determining word order, and ultimately articulation. During articulation, the speaker is
also engaged in constant monitoring of what they are saying, as well as being attuned
to the listener’s reaction (while at the same time moving on with the production of the
next utterance).

Other theories of spoken production emphasize that the speech process is facilitated by
certain mechanisms. For instance, Linell (2009) highlights that grammatical constructions
used in speech have been internalized by the speaker through prior practice in various
situations (cf. Clark 1996 who described how much is given in a conversation, for example,
in question-answer constructions). Despite these facilitating mechanisms during speech
production, the task of having to plan what to say while saying it can still be daunting.

Models of written production (e.g., Flower and Hayes 1981) distinguish between
three main processes: planning, translating, and revision. Planning entails the formulation
of ideas, text organization, and text generation (on a conceptual and linguistic level),
while translating involves rendering these ideas into their orthographic form. Revision
encompasses reading and evaluating the text to align with the writers’ intended goals,
and based on this, editing the text if necessary. These processes are iterative and recursive
during the unfolding of text production; thus, one should understand the processes of
planning, translation, and revision to be carried out at a local level within short time frames,
although they could also be applied for understanding the writing process at a more global
text level and on a long-term perspective.

Revisions in writing can take place at any point during the writing process, whenever
the writers see fit. This flexibility means that revisions can occur at various locations within
the text; writers may edit at the leading edge of the text they have produced so far or make
changes at some other point in the text they have already written (Lindgren et al. 2019).

In sum, the theoretical frameworks for speaking and writing, despite differences in
terminology, include some common components, such as those of pre-activities: conceptual-
ization, sentence formation and syntactic structuring in speech, and planning in writing,
those of text generation: articulation and translating, and finally, those of post-activities:
monitoring and revision. Of these processes, it is only the articulation and translation
components that are overt and observable, while the other processes need to be inferred or
rely on self-reporting methods.
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1.5. The Present Study

The review of previous research demonstrates that the examination of symptoms of
cognitive load in different behaviors can be fruitful for identifying deceit and for forensic
purposes. However, one conclusion is that there is no single action or expression that has
been shown to be indicative of lying. Instead, co-occurrences of phenomena may be a
way forward. For this reason, it is imperative to increase the forensic toolkit and expand
the possibilities to evaluate witness statements and narrative reports. Given the research
outlined above, the current study builds on, on the one hand, studies of deception and
the effect of cognitive load, and on the other hand, the existing knowledge on language
production processes and how demonstrations of increased cognitive load are expressed.

As mentioned in the introduction, the present study has a methodological aim, closely
related to a larger research project, called “Based on a true story: How to differentiate
between invented and self-experienced narratives through comparing linguistic processes
in speaking and writing.” The overarching objective of the project is to examine the impact
of deception on cognitive load during language production and to investigate if this
heightened cognitive load is more salient in writing than in speaking. The first step in
reaching this goal is, as mentioned in the introduction, to identify relevant phenomena
during language production that can effectively capture and measure heightened cognitive
load across these modalities. Thus, the aim of the present study is to accomplish this
initial step by establishing a versatile methodological framework capable of identifying
and quantifying phenomena associated with heightened cognitive load in both spoken and
written language production.

Four central assumptions underpin our approach to achieving this objective. First, acts
of deception are mentally demanding, leading to increased cognitive load, which directly
affects sensory and behavioral expressions (cf. Vrij et al. 2000; Walczyk et al. 2013), such
as prolonged response latencies (e.g., Duran et al. 2010). Second, heightened cognitive
load during language production, regardless of modality, will directly impact linguistic
processes during real-time language production (Goldman Eisler 1968; Matsuhashi 1981;
McCutchen 1996). Third, acts of deception will have a discernible influence on these
linguistic processes (Banerjee et al. 2014; Derrick et al. 2013; Vrij et al. 2008). Fourth,
language users are generally more familiar with real-time spoken interactions compared
to the real-time process of writing. As a result, mimicking truthful spoken language
production is likely easier than replicating the same in the context of writing processes.

The complete corpus of the larger project comprises experimental data where, in total,
40 participants recounted events depicted in four specially tailored films portraying minor
misdemeanors. In each data collection session, every participant produced four narratives
based on four different films: one truthful spoken account, one deceitful spoken account,
one truthful written account, and one deceitful written account. Participants returned three
times for additional sessions, two weeks apart, and repeated all their narratives. Thus,
the complete corpus consists of both truthful and deceitful narratives, totaling 320 written
and 320 spoken accounts, collected from the 40 participants. In the truthful condition,
participants were asked to retell the events as they unfolded, while in the deceitful condition,
participants were asked to modify “who did it”. To eliminate potential order effects arising
from modality (writing > speaking or speaking > writing), or veracity (truthful > deceitful
or deceitful > truthful) variations, a Latin Square design was implemented during data
collection. Consequently, all possible orders were equally distributed and counterbalanced
across participants throughout the entire data corpus. This design allows for within-subject
comparisons across tasks while controlling for potential idiosyncratic veracity and modality
effects, but also for the examination of possibly generalizable patterns through between-
subject comparisons. The study design further enables an exploration of the dynamics of
cognitive load indicators throughout a narrative account and investigates whether specific
sequences, particularly those associated with altered portions of the accounts, exhibit
distinct patterns. The data within the larger project are extensive, necessitating a systematic
approach to its exploration for the present study’s purposes.
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The present study uses a subset of data samples derived from the corpus collected
within the larger project to qualitatively illustrate how language production unfolds in
speaking and writing. The critical goal of this description is to identify phenomena that
effectively discern and quantify heightened cognitive load—something that will inform the
exploration of the corpus in the larger project.

To summarize, in the present study, we use a subset of data samples to qualitatively
depict the unfolding of language production in both spoken and written contexts, with the
aim to identify observable phenomena that can effectively discern and quantify heightened
cognitive load. It is important to note that our study is not an attempt to comprehensively
demonstrate how deception affects cognitive load and the associated linguistic processes
within spoken and written narratives. Instead, our primary focus is on the development of a
methodological framework that would enable such examinations. To achieve this objective,
we employ overarching theories related to cognitive load and deception, grounding our
analysis in a linguistic approach to interpret real-time language production in both speaking
and writing.

Specifically, this study is guided by the following research questions:

1. How can text length be measured to capture increased cognitive load during language
production in speaking and writing, respectively?

2. How can pauses be defined and measured to reflect increased cognitive load during
language production in speaking and writing, respectively?

3. How can changes in spoken and written text, such as repetitions and reformulations
in speaking, and revisions in writing, be defined and measured to reflect increased
cognitive load in speaking and writing, respectively?

4. In the assessment of spoken and written language production, how can we use these
measures to capture fluctuation in cognitive load throughout the process?

2. Materials and Methods

This section describes the data that are used to exemplify the methodological discus-
sion that constitutes the main part of this study. Note that, given the methodological scope
of this study, the measures that are described and discussed in detail in the Results section
are only briefly explained and addressed here.

2.1. Materials

The data used in this study were drawn from two participants from the larger project.
These participants were randomly chosen with the purpose of providing examples that
qualitatively illustrate the methodological aspects of analyzing and measuring behavioral
phenomena in language production, which are outlined in the Results section below. In
choosing the texts that provide these empirical examples, we selected two participants who
had truthfully or deceitfully described the same films: one participant for spoken accounts
and one for written accounts. This selection was made in order to restrain the number of
film events that are related in the examples, and in that way, hopefully, facilitate the actions
and choices of the participants.

The four selected texts from the two participants are illustrative of all the texts in the
larger corpus. Note that the excerpts are used to exemplify the behavioral phenomena, and
in that sense, they constitute empirical evidence. However, the four texts are not used for
any conclusions on a more general level, neither for what is more common during speaking
or writing nor for what characterizes deceitful or truthful accounts.

The texts from the two participants comprise spoken and written samples obtained
during an experiment in which participants described events they had observed in four
elicitation films depicting minor misdemeanors (e.g., cheating on an exam and putting
pepper in a stranger’s coffee mug). The data were collected online via the Zoom plat-
form due to the constraints imposed by the COVID-19 pandemic, and the participants
consequently made all recordings on their own computers and then transferred files to
the researcher through a safe server depository. The two participants in the present study
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will be referred to using the pseudonyms Alfa and Bravo. Alfa and Bravo were native
Swedish speakers with no known difficulties in reading, writing, or speaking, retelling
the narratives in Swedish. They had accomplished a minimum of one year of academic
studies at the university level. They further demonstrated fairly good typing skills; thus,
their transcription skills were not expected to intimidate other engagements during text
production (cf. Van Waes et al. 2021). All texts were written on a computer.

The sample included one deceitful and one truthful account from each participant.
Alfa’s truthful spoken account and Bravo’s truthful written account describe the same
film (The Garden Café), and likewise, Alfa’s deceitful spoken account and Bravo’s deceitful
written account relate to another film (The Examination). In the deceitful accounts, Alfa
and Bravo were instructed to alter the attribution of the culprit in the videos to simulate a
fabricated eyewitness account. In effect, this task entails altering a specific portion of the
events in the film, rather than the entirety of the film, although the participants were free to
make changes where they saw fit. See the Supplementary Materials for the full transcripts
of the spoken data, as well as the final and linear texts of the written data.

Thus, all four narrative text examples describe the events in one of two films, tailored
for this experiment. These wordless films were all approximately three minutes long, and
each film included three protagonists and depicted a misdemeanor where one protagonist
was the culprit. In the deceitful condition, there was always an option of putting the blame
on another protagonist. A short synopsis of these two films is given below. The first film,
The Garden Café, starts with a girl sitting at a table engrossed in her reading, her bag placed
on a chair beside her. In the foreground, there is a table with cakes and drinks as well as
payment instructions so that guests can serve themselves. A second girl enters and looks
around to see what the café has to offer. Shortly thereafter, a man arrives and, without
apology, stumbles on the chair with the bag, and the bag falls from the chair, with its
contents spilling out. The man then walks up to the tables and checks out what is offered
at the café. He cuts in before the other girl has a chance to take what she wants and starts
serving himself without paying. When his coffee is left unsupervised, the girl whose bag he
knocked over, takes the opportunity to add pepper to it with a pepper mill. She then takes
her coffee and leaves the café, and soon after, the girl who he cut in front of also leaves. The
man drinks the coffee and reacts to the strange taste by spitting it out. He is unaware of
who or what caused this unexpected taste.

The second film, The Examination shows a situation where a student cheats during an
exam at the university. Two girls are sitting on opposite sides of an aisle in a classroom,
and a male teacher is supervising them at the front. We see the backs of the girls: one in a
yellow sweater on the left and one in a black sweater on the right. Seizing an opportunity
when the teacher’s coffee cup falls over and he is busy wiping it up, the girl in the black
sweater pulls out a cheat note and looks at it. The girl in the yellow sweater notices what
she is doing and observes her. When the exam is over, both girls hand in their exams, and
when doing this, the girl with the black sweater accidentally drops her cheat note without
noticing. The teacher subsequently finds it on the floor but remains unaware of its owner.

2.2. The Written Data: Data Collection Methods

The written data were collected by means of keystroke logging, using the software
ScriptLog, version 196. Keystroke logging is a methodology that enables the study of
real-time writing processes, and the software typically collects written data through the
registration of keypresses and mouse movements during text production (Wengelin and
Johansson 2023). ScriptLog records the writing process and then allows researchers to
replay the writing session and extract information regarding where and how long writers
pause, what, when, and how much was deleted from the text, and overall statistics of
writing time and text length as the number of characters (letters, numbers, punctuation,
and spaces) during a writing session. In addition, the software produces various output
files, for instance, a final text, that is, a version of the finished written text in the way the
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writers intended it for the reader and—as a contrast—a so-called linear text that illustrates
the writers’ step-for-step writing process, with pauses and revisions included.

Deciding what constitutes a pause during computer writing has proven to be difficult.
Generally, pauses have been defined as “inactivity between keypresses” (Van Waes and
Leijten 2015). This inactivity can be measured in milliseconds, meaning that it is detailed
enough to measure the writer’s transcription skills. However, pause measures are also
restricted to the hardware’s (computer and keyboard) ability to capture and register key-
presses (Johansson et al. 2023). Researchers interested in high-level cognitive processing
(such as planning, reading, and revision) during writing have often made use of pause thresh-
olds, which filter the noise of low-level transcription processes (such as the transcription
speed of the writer or processes such as remembering how to spell certain words) (Wengelin
2006). While an objectively defined pause threshold has yet to be made (see Barkaoui 2019),
various ad hoc criteria have been proposed. For instance, 2 s has been established as an ad
hoc threshold that will capture most high-level processes while disregarding pauses caused
by motor activities (at least for adult writers who are good typists and lack reading and
writing difficulties) (Wengelin 2006). However, in studies where smaller fluctuations in
pause behavior may be important, it would be safer to postulate a lower threshold to avoid
filtering out too many details of the writing process. For this reason, we have chosen the
ad hoc criteria of the 1 s threshold. Finally, it should be noted that various pause criteria
can easily be explored using the analysis options in keystroke logging programs such as
ScriptLog and Inputlog (Leijten and Van Waes 2013).

A comparison of these two outputs from the final and linear texts illustrates the various
operations (and the amount of time and effort) writers engage in during the writing of a
particular part of the text. Table 1 includes examples of the final text (in the upper part of
the table) and its corresponding linear text (in the lower part). In the linear text, actions such
as using the ‘backspace key’ are indicated within angular brackets, as are the occurrence of
pauses. In this example, we have included pauses longer than 1 s. Note that, although the
linear file provides rich information, it is not always particularly fitted for understanding
exactly what has been deleted or comprehending the writers’ movements within the text.
For such purposes other types of output options can be acquired from keystroke logging
software, for instance, revision analysis and possibilities to replay the writing session (see
examples from Inputlog, Leijten and Van Waes 2013).

In Table 1, we contrast the final text with the linear text from Bravo’s written truthful
account to illustrate the type of data that the linear text can provide. As shown in the
table, the final text starts by saying “När tjejen hade plockat ihop alla sina saker gick hon
fram till kaffebordet och tog upp en pepparkvarn” (When the girl had collected all her things,
she walked up to the coffee table and grabbed a pepper mill). From the linear text, however, it
becomes evident that Bravo started out writing this part of the text differently. At the start
of the linear text, there is a pause of 3.250 ms. This is followed by the writing of “När kille”
(when the gu), that is, starting by telling the events from the perspective of ‘the guy’. But
then, Bravo presses the backspace 10 consecutive times to delete what has just been written.
After that she writes the letter “J”, and then immediately deletes that. Instead, she writes
“Tjejen” (The girl), which is also deleted at once through seven presses on backspace. After
this operation, Bravo writes “När tjejen hade plockat” (When the girl had collected) which
corresponds to the solution in the final text.

This contrasting example of the final and linear texts shows that writers often engage
in many more activities during text production than what is visible or traceable from
inspecting only the final text. Through the study of such actions, it is possible to explore
how writers allocate their resources during writing and gain general insights into where
writers need to pause or revise and more specific awareness if this need fluctuates in regard
to certain contexts, or in our case, particular sequences. In this study, we are interested
in methods for exploring the linear files. Analyses of the final texts are not discussed
here, but they can be investigated through corpus linguistic methods or discourse analysis.
Future methodological avenues can further encompass comparisons between the linguistic
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properties of the final texts and the writing processes, as shown in linear files, which took
place during the production of the final texts.

In the Results section, we will refer to translated excerpts in our examples in this study
(for full versions of the linear and final texts, see the Supplementary Materials).

Table 1. Written data Example of a written final text and linear text of a truthful account. The excerpt
comes from the central segment of a text by Bravo and is a description of an event depicted in one
of the elicitation films. The top section of the table shows the final text, such as it was when Bravo
finished writing. The linear text is presented below, which shows the same part of the text but with all
pauses and revisions, denoted within angular brackets. The English translation mirrors the syntax
and structure of the original Swedish, and keeps any mistakes in the texts.

Final text of written truthful account from
Bravo

English translation

När tjejen hade plockat ihop alla sina saker
gick hon fram till kaffebordet och tog upp en
pepparkvarn och hällde peppar i mannens
kaffe. Efter det gick ut därifrån. Den yngre
tjejen såg detta och gick snabbt iväg från cafét.

When the girl had picked up all her things she
walked up to the coffee table and grabbed a
pepper grinder and grinded pepper in the
man’s coffee. After that walked out from there.
The younger girl saw this and quickly left the
café.

Linear text of written truthful account from
Bravo

English translation

<3.250>När
kille<BACKSPACE10>J<BACKSPACE1>
Tjejen <1.471><BACKSPACE7>När tjejen hade
plockat ihp<BACKSPACE1>op alla sina saker
gick hon fram till kaffebordet och <1.287>tog
upp en pepparkvarn som hon
<3.799>använde<BACKSPACE15>och
<1.993>hällde peppar i mannens kaffe. Den
lilla tj<BACKSPACE8>yngre tjejen <1.372>såg
detta och gick <4.163>snabbt
igäv<BACKSPACE3>väg från
k<BACKSPACE1>cafét, <BACKSPACE2>
vilket <2.792><BACKSPACE8>.
<1.505><MOUSECLICK><2.931>Efter det gick
ut därifrån och <BACKSPACE5>.

<3.250>When
gu<BACKSPACE10>J<BACKSPACE1> The
girl <1.471><BACKSPACE7>When the girl had
picked pu<BACKSPACE1>up all her things
she walked up to the coffee table and
<1.287>grabbed a pepper grinder that she
<3.799>used<BACKSPACE15>and
<1.993>grinded pepper in the man’s coffee.
The little gi<BACKSPACE8>younger girl
<1.372>saw this and walked <4.163>quickly
agay<BACKSPACE3>way from
k<BACKSPACE1>the café, <BACKSPACE2>
which <2.792><BACKSPACE8>.
<1.505><MOUSECLICK><2.931>After that
walked away and <BACKSPACE5>.

2.3. The Spoken Data: Data Collection Methods

The spoken data were collected through the software Audacity version 3.0.2 (Audacity
2021), and the audio files subsequently were transcribed using CHAT, an established
transcription format for corpora (MacWhinney 2000). The purpose of the transcriptions
was to annotate such disfluency phenomena that previous research has associated with
planning processes and increased cognitive load: pauses, fillers (ehm), word fragments,
self-corrections, and repeated words (cf. Clark and Wasow 1998).

First, the transcriptions include indications of repetitions of words and word fragments.
The transcriptions were carried out using standard Swedish orthography (SAOL 2015) in
line with the purpose of the research (Norrby 2014): we wanted the possibility to investigate
the content of the message and had no purpose of analyzing it phonetically. However,
deviations from standard orthography were made for some common function words. These
may be pronounced more “written-like” in stressed contexts, which may be associated with
more time for thinking (Johansson et al. 2001; Fox Tree and Clark 1997). More specifically,
the conjunction “och” (and) can be pronounced either as a short /å/ or /och/ depending
on the context. In Table 2, there are instances of “och” being pronounced as both /och/
and /å/. Further, the infinitive marker “att” (to) can be pronounced as /å/ or /att/. When
participants have used lexical items typically associated with spoken varieties, this has
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been included in the transcription. This applies to Alfa’s adding of a vowel to the word
“här” (here) so that it becomes /hära/, making the word longer. It can also apply to forms
such as “nån” (short for “någon”, somebody) or “sån” (short for “sådan”, such).

Table 2. Spoken data An example of the transcription of a spoken truthful account. Periods within
parentheses (.) denote silent pauses that are 200 ms or longer, &-eh denotes filled pauses, [/] denotes
exact repetitions with angular brackets around the preceding strings to show what is repeated, [//]
denotes repetitions with minor reformulations, and [///] denotes reformulations. Verbatim repetition
is highlighted in boldface.

Transcription of Spoken Truthful Account
from Alfa

English Translation

&-eh och &-eh den hära tjejen då får [//] &-eh
börjar plocka ihop sin väska &-eh (.) och &-eh
sätter sig igen (.) &-eh den hära mannen då
han börjar plocka i ordning va han vill ha (.)
&-eh och &-eh (.) &-eh den hära tjejen då (.)
som hennes väska trillade ner hon [///] &-eh
när mannen är och &-eh plockar på ett annat
bord så går hon fram å häller ner peppar <i
hans> [/] &-eh i hans mugg

&-eh and &-eh this here girl then gets [//]
&-eh starts to pack up her bag &-eh (.) and
&-eh sits down again (.) &-eh this here man
then he starts to pick up what he wants (.) &-eh
and &-eh (.) &-eh this here girl then (.) whose
her bag fell down she [///] when the guy is
and &-eh picking at another table then she
walks up and pours pepper <in his> [/] &-eh
in his mug

Second, the transcriptions contain annotations of filled and silent pauses. To define
pauses, we used a common solution from the field of Conversation Analysis (CA), that is,
to define a pause from the listener’s perspective, in other words, a pause will be defined
as a perceived length of silence (following Sacks et al. 1974). However, we also adopted a
minimal length of 200 ms. These silences are denoted by (.) following the CHAT format.
Filled pauses—i.e., instances of the speaker filling the silence with a sound such as eh or
um—are, according to the transcription standard, denoted by &-eh. For the purposes of this
study, we used a common transcription standard for all eh-sounds and did not discriminate
between variations in pronunciation.

Further, other disfluencies in speech, such as repetitions and reformulations were
denoted by square brackets and one to three forward slashes, according to the CHAT
format. One forward slash, as can be seen towards the end of the excerpt in Table 2, denotes
an exact repetition (in this case, “i hans [/] &-eh i hans”) and angular brackets denote
which words are repeated (if more than one). Two forward slashes denote repetitions with
small reformulations, such as at the beginning of the excerpt in Table 2, where Alfa says
“då får [//] &-eh börjar” (then gets [//] &-eh starts), and three forward slashes denote larger
reformulations, such as in the middle of the sample, where Alfa says “hon [///] &-eh när
mannen är och &-eh plockar på ett annat bord så går hon” (she [///] when the guy is and
&-eh picking at another table then she). We will refer to translated excerpts in our examples
in this study (see the Supplementary Materials for full versions of the transcripts of the
spoken texts).

3. Results

As is evident from the outline of spoken and written language production above, there
are many similarities between the two modalities: both require that speakers/writers plan
the content and form of the utterance, execute this as a linguistic expression, and evaluate
the result against the plan. However, due to inherent differences between the conditions
for the modalities, the signs of increased cognitive load will be manifested differently.

The Results section illustrates various incidents deemed suitable for exploring the
distribution of cognitive load throughout narrative accounts and outlines methodological
issues concerning the definitions and choices of measures used to capture cognitive load in
previous language production research. The presentation of results is structured as follows:
first, an examination of meaningful measurements for text length; second, an exploration of
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the definition and analysis of pauses; third, an investigation into aspects of revisions; and
fourth, a proposition suggesting that so-called fluency measures, which integrate all these
aspects, may effectively discern segments of increased cognitive load during language
production. What is discussed here are thus data from spoken real-time discourse, captured
by detailed transcripts, and linear written texts that illustrate the step-by-step actions that
writers engage in during text production. However, this article is not concerned with
measures for exploring static, final texts. All measures are exemplified and related through
excerpts from Alfa and Bravo’s accounts.

3.1. Measuring Text Length in Spoken and Written Text Production

Previous studies of truthful and deceitful accounts have highlighted the importance
of considering the text length (Knapp et al. 1974; Newman et al. 2003; Derrick et al. 2013),
and linguistic comparison of text length in different speakers/writers further emphasizes
that both individual differences (for example, age, education, and linguistic proficiency),
genre differences, and spoken and written differences influence the text length (cf. Biber
1988; Johansson 2009). Following this, a suitable starting point in describing cognitive load
during text production, independent of modality, is to estimate the amount of language
production, i.e., the quantity produced by speakers/writers. There are several reasons
for this. One assumption posits that the ability to produce longer texts may reflect a less
cognitively demanding production process, indicating reduced cognitive load. Another
assumption suggests that longer texts may indicate more changes, additions, and explana-
tions, potentially enhancing the credibility of a fabricated narrative (cf. Undeutsch 1989).
Measuring text length also serves as a foundational baseline metric for other relevant
measures (such as pauses and text changes; see below). Thus, measuring text length will
generate an overview of how easy it may have been to re-tell the events of the narrative
and will also perhaps render a rough estimation of how elaborate the story is.

The most commonly proposed unit for measuring text length in studies including both
spoken and written data has been the word, which has also been one of the most important
units for measuring text length in deception studies (e.g., see Vrij et al. 2008; Colwell
et al. 2007; Derrick et al. 2013). This includes studies illustrating linguistic development
(e.g., Berman and Verhoeven 2002) or broad approaches to genre differences (Biber 1988).
Importantly, these studies have compared final written texts to transcripts of speaking, i.e.,
a product to a process (although the transcriptions in these studies can vary according to
the degree to which they account for e.g., pauses and repetitions). The reason for this choice
is that writing processes have rarely been captured, making studies with process-level
descriptions of spoken and written discourse sparse.

Text length in spoken and written discourse has also been compared based on syntax
(that is, clauses, sentences, and sentence-like structures). In such comparisons, one major
challenge has been that spoken language often lacks the written-like type of grammatical
sentences. Therefore, a measure called the T-unit (Terminal Unit; Hunt 1970), which
is defined as “[o]ne main clause plus any subordinate clause or non-clausal structure
that is attached to or embedded in it,” was introduced. It is a syntactic entity, and it is
roughly equivalent to a “sentence” in written language. A T-unit is not only defined
regarding its syntactic information, but it is also possible to use clues from intonation and
discourse/thematic content. As such, it has proven useful for describing and understanding
syntactic structure and grammatical development in speech and then comparing it to
writing (see Berman and Verhoeven 2002; Johansson 2009; Scott 1988). An addition to the
T-unit is the C-unit (Communication Unit), proposed by Loban (1976), which allows for
utterances without clausal structure to be organized syntactically (see Johansson 2009, p. 93
for an expanded discussion). However, while these measures have been used to compare
spoken and written language, the comparison is based on dynamic speech and the final
products of writing—thus, these measures share the same problems as using the word as a
measure. However, there have been attempts to apply T-units to the dynamic linear files
from keystroke logging. One example is found in Bowen (2019), where some actions of
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revision were removed from the keystroke logging files to better fit the T-unit analysis.
This may illustrate the difficulties in applying T-units to linear files. Finally, while the
T-unit/C-unit has much in common with “the sentence”, it is, in many cases, not equivalent
to a graphical sentence that starts with a capital letter and ends with a full stop. The reason
for this is that a written, graphical sentence may consist of several main clauses. Thus,
investigations using T-units require manual coding of the data. Although it currently seems
challenging to apply the notion of T-unit or C-unit to the real-time written data collected by
keystroke logging due to the manual work that is needed and the difficulty in identifying
T-units in linear text files, it may, for some purposes, be fruitful to explore this measure in
the future if one is looking for a rewarding way to compare spoken and written real-time
data on a syntactic level. To summarize, while comparisons of text length from a syntactic
perspective may prove rewarding, especially through the use of T-units, this is mainly a
measure that is suitable for exploring final written texts.

From the discussion above, we can conclude that, in studying real-time data of spoken
and written processes, it is complicated to use measures that are adapted for examining
final texts. Let us, however, explore the options to use “the word” as a unit a bit further.
The traditional definition of a word is a string of letters surrounded by spaces in printing,
corresponding to a distinct unit with meaning; however, this definition is difficult to apply
to multi-word units, such as “in spite of”. For example, in Table 3, the sample of the spoken
truthful account of Alfa in the left column includes several occasions of filled pauses (&-eh).
This raises the question of whether a filled pause should be included in a word count.
Another question concerns the instances when Alfa rephrases the information about a bag
that is turned over, as in “och välter ner (.) &-eh den hära tjejen som satt på en stol hennes
väska &-eh välter omkull den” (turns over (.) &-eh this girl who sat on a chair her bag &-eh
turns it over). Should both versions of how the bag was overturned be included in the word
count? The important point is that there is no correct answer here; instead, the choice of
inclusion or exclusion depends on the purpose of the study.

Table 3. Spoken versus written data One spoken and one written extract from Alfa’s and Bravo’s
truthful accounts with different measures and calculations for text length and pauses. All (.) denote
pauses and &-eh filled pauses.

Spoken truthful account from Alfa English translation

&-eh när hon har bestämt sig så går hon och
&-eh betalar (.) &-eh å då kommer även en
man in (.) &-eh ganska (.) &-eh raskt och välter
ner (.) &-eh den hära tjejen som satt på en stol
hennes väska &-eh välter omkull den så den
hamnar på marken (.) &-eh han märker inte de

&-eh when she has made up her mind she goes
and &-eh pays (.) &-eh and then enters a man
(.) &-eh pretty (.) &-eh quickly and turns over
(.) &-eh this girl who sat on a chair her bag
&-eh turns it over so it falls on the ground (.)
&-eh he does not notice that

Written truthful account from Bravo English translation

Han välde <BACKSPACE3>te hennes väska
och alla henens <BACKSPACE4>nes grejer
åkte ur. <2.809>Istället för att säga förlåt
för<BACKSPACE2>ortsatte han att gå
<2.183>till akf<BACKSPACE3>kaffebordet och
r<BACKSPACE1>trängde sig framför den
unga <1.388>tjejen och tog kaffet
förre<BACKSPACE2>e henne.

He turnet <BACKSPACE3>ed her bag and all
hres <BACKSPACE4>er stuff fell out.
<2.809>Instead of apologizing cun
<BACKSPACE2>ontintued he to walk
<2.183>to the foc <BACKSPACE3>coffee table
and r<BACKSPACE1>squeezed in front of the
young <1.388>girl and took the coffee beforre
<BACKSPACE2>e her.

Regarding the sample of a written truthful account from Bravo, new challenges arise
(see the bolded fragments in Table 3). Corrections of misspellings here result in word
fragments. For instance, the word “välde” (turnet, a misspelled version of turned) involves
three presses on the backspace to delete one space and the two last letters. The correct
letters “te” are then immediately added to create “välte” (turned). How should we calculate
words in this context? Should “välde” be considered one word and “te” another, should
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we treat “välde” and “välte” as two separate words, or should all be counted as one final,
correct word, “välte”? From the perspective of studying deceitful narratives, one could
argue that the correction of misspelled words is uninteresting, as such corrections merely
contribute to the surface level of the final text. However, it may influence the cognitive load
in a way that writers focusing on low-level orthographic processes have fewer cognitive
resources available for other activities. With this argumentation, it is essential to establish a
method for including word fragments and alternative spelling varieties as they contribute
to the understanding of how the writers’ resources were distributed during their writing.

In summary, spoken texts include word repetitions, and a decision to count each
repetition of the same word (or phrase, or part of the phrase) leads to the risk of obscuring
parts of the process only once. Issues also arise regarding whether “filled pauses”, (e.g.,
um, eh) should be counted as words or not. Yet another issue is word fragments, which
occasionally occur in speaking, that is, the instantiation of words where only a few speech
sounds are included and when it is sometimes difficult to guess which word was intended.

In writing, on the other hand, fragments are frequent, and just as in speaking, the
mapping of the fragments into words can pose challenges. The fragments may comprise
just one or two letters, where it is impossible to comprehend whether they are signs of
a false start or mistyping. However, often the fragments present alternatively spelled
versions of the same word, and it is common for only a portion of the word to be deleted
and rewritten. Should these instances be calculated as one word or two words (or more)?
Furthermore, it is typical for writing to encounter letter combinations that arise accidentally
or erroneously by pressing the wrong key. Finally, in writing, it is not uncommon for entire
clauses, sentences, or paragraphs to be deleted, rewritten, or pasted and moved around
within the text. Just as in spoken language, a decision must be made regarding whether to
count the words and phrases once or multiple times.

When comparing the text length of written texts, for instance, across genres or between
or within subjects, a proposition is to use the number of written characters (i.e., letters,
numbers, punctuations, and spaces in writing) in the linear text (see example in Johansson
2009). Such an approach would account for fragments, words, phrases, and other parts of
the texts, which may have been deleted and are thus invisible in the final text but which
are nevertheless part of the work that writers have put into producing a text.

Spoken texts do not offer the same possibility to easily capture all phonemes. However,
with a carefully conducted transcription of the spoken process, the result will not only be a
written, linear reflection of the spoken process, but it can also serve to capture text length
as the number of written characters in the transcriptions. Although this is not the same as a
phonetic transcription that encompasses all phonemes, this approach will serve the purpose
of estimating text length in relation to cognitive load and, importantly, enable a rough
estimation of how truthful and deceitful accounts compare within and across modalities.

Table 4 illustrates the outcome of the different ways of measuring text length: number
of words and number of characters. In this example, the computations are conducted using
the excerpts in Table 3. Here, it is evident that variations exist in the word count of the
written linear texts that are contingent upon the inclusion or exclusion of word fragments.

Hence, our optimal recommendation for comprehensively understanding the text
length of spoken and written accounts while concurrently capturing the expression, repeti-
tion, or reformulation of small units is by measuring the number of characters in writing
and the number of characters in the transcription of spoken accounts. In doing so, we
propose that, for some purposes, it may be suitable to include filled pauses in speech to
account for the fact the speaker is uttering something, in contrast to being silent. In our
methodological approach, a filled pause denoted as &-eh in the transcription would be
computed as two characters (eh). Silent pauses in speaking would be excluded from the
calculation, just like the pauses in writing.

Table 5 provides an overview of the number of characters, with filled pauses in speak-
ing being annotated and counted as two characters (i.e., eh; see Section 2.2 for an elaboration
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of the transcription decisions). See the Supplementary Materials for the complete accounts
for both Alfa and Bravo.

Table 4. Text length measures Calculations of the number of words, characters, and pauses and
the number of characters divided by silent, filled, and all pauses (this metric thus delineates the
number of characters produced between pauses). The numerical values are derived from the excerpts
outlined in Table 3. The initial column enumerates the variables under consideration, the second
column delineates the calculations for Alfa’s spoken excerpt, and the third column expounds the
calculations for Bravo’s written excerpt.

Spoken Transcriptions Written Linear

Number of words 52
With fragments 39

Without fragments 33
Number of characters 237 203

Number of pauses
Silent 5

All pauses 3Filled 8
All pauses 13

Characters per pause
Silent 47.4

All pauses 67.67Filled 29.63
All pauses 18.23

Table 5. Descriptive statistics for language production across the four accounts. Alfa’s spoken and
Bravo’s written. Time on task represents how many seconds Alfa and Bravo spent speaking/writing.
Number of characters represents the total number of characters in the different accounts. Characters
per second represents the average number of characters produced per second. The proportion of
deleted characters demonstrates the proportion of the written text that was deleted. Number of
pauses represents the total number of pauses. Revisions and reformulations represent the number of
editing operations independent of editing size.

Spoken Account from Alfa Written Account from Bravo

Truthful Deceitful Truthful Deceitful

Time on task(s) 127.441 128.78 353.93 259.695
Number of
characters

Including filled pauses 1382 1468 Final text 1306 1208
Excluding filled pauses 1268 1373 Linear text 1521 1310

Number of deleted
characters 215 102

Proportion of deleted
characters % 16.5 7.8

Characters per
second

Including filled pauses 10.844 11.399 Final text 3690 4652
Excluding filled pauses 9950 10.662 Linear text 4297 5044

Number of
pauses

Total pauses 68 60 <2 s 33 23
Silent pauses 30 29 Total pause time (s) 100.973 65.906
Filled pauses 38 31 Mean pause duration 3.06 2.865

Revisions and
reformulations

4 7 51 24

3.2. Defining and Measuring Pauses in Spoken and Written Text Production

Regarding the spoken account in Table 6, numerous examples of silent (.) and filled (&-
eh) pauses are discernable in the transcription. Similarly, in the written account, examples of
pauses (<2.809>) are evident in the linear representation of the writing process. As detailed
earlier, pauses during language production are closely linked to moments of increased
cognitive load. Consequently, the identification of pauses and their location and duration
are highly relevant for our purposes.
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Table 6. Pauses in spoken and written accounts. Examples illustrating the processes of linguistic
changes in the spoken deceitful text by Alfa and the written deceitful text by Bravo. The (.) denote
pauses and &-eh filled pauses. [//] denote repetitions with reformulations.

Transcription of spoken deceitful account
from Alfa

English translation

och &-eh (.) &-eh personen till vänster &-eh (.)
&-eh (.) tar fram en fusklapp ur fickan (.) och
&-eh (.) försöker lite diskret att skicka över den
till &-eh personen till höger (.) &-eh (.) den här
personen till höger vill [//] försöker säga nej å
vill inte ta emot lappen men tar till slut emot
den &-eh och &-eh <tanken är att> [//] (.) eller
hon [//] man ser att hon försöker &-eh (.)
lämna tillbaka den men &-eh hon hinner inte
för tentavakten &-eh har precis torkat klart
på golvet

and &-eh (.) &-eh the person to the left &-eh (.)
&-eh (.) takes a cheat note from the pocket (.)
and &-eh (.) tries little discretely to send it over
to &-eh th person to the right (.) &-eh (.) this
person to the right wants [//] tries to say no
and does not want to take the note but takes in
the end it &-eh and &-eh <the idea is to> [//]
(.) or she [//] one sees that she tries &-eh (.) to
return is but &-eh she has no time because the
exam teacher &-eh has just finished wiping on
the floor

Linear written deceitful account from Bravo English translation

Samtidigt som <1.302>han <2.292>har ryggen
vänd mod <BACKSPACE2>t
std<BACKSPACE1>udenterna tar tjejen med
gul tröa<BACKSPACE1>ja upp en lapp ur sin
ficka. Hon <3.466>vecklar snabbt ut lappen
och <1.779>läser <1.196>kort innan hon
knägglar <BACKSPACE7>ögglar ihop den
igen. <2.812>När <2.079>tentavakten vänder
sig om igen är lappen borta och
flick<BACKSPACE5>tjejerna fortsätter
att skriva.

Same time as <1.302>he <2.292> has (his) back
turned tii<BACKSPACE2>to
std<BACKSPACE1>udents the girl with yellow
shirt taks<BACKSPACE1>es up a note from
her pocket. She <3.466>unfolds the note
quickly and <1.779>reads <1.196>short before
she crankles<BACKSPACE7>inkles it together
again. <2.812>When <2.079> exam teacher
turns back again the note is gone and the
(young) gir <BACKSPACE5>girls continue
to write.

So, what is a pause? Pausing during writing (on a keyboard) is often defined as
inactivity between two keypresses. However, it is debatable how long the duration of the
inactivity should be for it to count as a pause. Technically, pauses can be defined as short as
the hardware accounts for, that is, there is generally a latency between the pressing of a key
until it is registered. In writing theories (e.g., Flower and Hayes 1981), longer pauses are
highly associated with high-level processes such as planning processes (see Torrance 2016;
Torrance et al. 2016), while shorter pauses, to a greater extent, have been seen as indicative
of low-level processes related to transcription, orthography, and spelling (Wengelin 2006).
The literature does not propose strict cut-off points when a pause is long or short, and
instead, this must be seen as relative given the particular task or circumstance. However,
in general, writing researchers adopt ad hoc pause criteria based on the purpose of the
study. Often pauses of 2 s and longer have been proposed as indicating high-level processes
(Wengelin 2006), while shorter pauses have been associated with the low-level processes.

The variation of pauses between subjects has been acknowledged in many studies (see
Spelman Miller 2006b; Lindgren et al. 2019) and has been explained through background
factors (such as writing in first or second language, education, and practice in writing
(including handwriting and/or typing skills), age, linguistic development, and reading
and writing difficulties due to dyslexia or aphasia), and contextual factors (topic and genre
knowledge, audience awareness, or occasional disturbance in the surroundings). Further
attempts have been made to propose methods for establishing individual pause criteria,
which would allow for a more reliable comparison between subjects. Proposals include
correlating the individual pausing behavior to writing speed (Chenu et al. 2014), or relating
to the dynamic variation of keypresses across a writing session (Olive 2014). Thus, writing
studies examining pauses must establish their own ad hoc criteria for how to define a
pause and how to discriminate between long and short pauses if that is relevant given the
research questions, and they must use an experimental design that controls for within- and
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between-subject factors. To facilitate the analysis of pauses, we have used the ad hoc criteria
of 1 s. This will allow us to capture pauses on a relative micro-level but avoid having to
address pauses that may be primarily related to transcription skills (see Wengelin 2006).

Regarding speaking, the definition of a pause is equally tricky, not the least the issue
of individual variation that applies to this modality as well. When (silent) pauses are
investigated in speech, there has been a general acknowledgement that the definition of a
pause must be related to individual speaking rates. However, the speaking rate may vary
between sessions and within the same session. A common solution in the CA transcriptions
is to include so-called perceived pauses (Sacks et al. 1974), which is how we operationalize
it (while only including pauses with a minimal length of 200 ms).

In addition, a decision on whether to treat filled and silent pauses equally or not must
be made. Do filled pauses (eh, um, etc.) serve the same purpose as silent pauses? Studies
on conversation show that filled pauses are communicative and can help the speaker keep
their turn, whereas silent pauses are not necessarily so (Clark 1996). However, while our
data contain spoken monologues where “keeping the floor” should not be an issue for the
speakers, there are still ample examples of filled pauses in the data. For instance, in Table 4,
it is shown that, of a total of 13 pauses in the spoken sample, 8 are filled. Occurrences of
filled pauses in monologues should perhaps be interpreted along the lines that speakers
have incorporated filled pauses as one of several planning strategies during speaking and
that it is difficult to abandon this habit when invited to speak uninterrupted.

To sum up, pauses are seen as important indicators of speakers’ and writers’ increased
cognitive load during language production. However, it can be difficult to define a pause;
previous research has established a rough standard for the respective modality, and we
have employed these standards in our analysis. Since there may be different preferences
for using filled or silent pauses, which may vary between and within different accounts of
speakers, we measured the number of silent pauses as well as the number of filled pauses.
In addition, when appropriate, we advocate a measure where both types are included—for
instance, to illustrate the overall number of pauses.

Once we have established the definition of pauses in each modality, we turn to mea-
suring the number of pauses. One can assume (based on, e.g., findings from Goldman Eisler
1968; Heldner and Edlund 2010) that frequent pausing would be an indication of instances
where the cognitive load is increased and where the speakers/writers need extra time to
think about the linguistic expression. With our definition of pauses, it is relatively easy
to calculate the number of pauses in a written or spoken account from the linear files in
writing or the transcription of the spoken accounts. Since the text length and/or the amount
of time dedicated to the accounts will differ, the number of pauses must be calculated
relative to text length and/or writing/speaking time.

Further, pause duration has been proposed as an important indicator of cognitive load,
and longer pauses are often found preceding more linguistically complex constructions,
e.g., subordinated clauses or complicated noun phrases in both speaking (Goldman Eisler
1968) and writing (Nottbusch 2010). While there are tools that can identify silences, these
will be rendered useless if there is any kind of background noise in the audio file and
filled pauses will also not be captured with these tools. Thus, in speaking, the calculation
of pause length will need manual attention and consequently be very time-consuming.
Written data, collected through keystroke logging, will have various options for calculating
pause length readily and will be automatically accessible (Leijten and Van Waes 2013).

Pause location is a final component that is likely to be relevant for addressing cognitive
load during language production. Pause location in connection with specific syntactic con-
structions, or semantic information may reflect, on the one hand, difficulties in structuring
the message, or, on the other hand, difficulties with finding lexical expressions that reflect
what one needs to say (Matsuhashi 1981; Spelman Miller 2006a). These types of investiga-
tions may be rewarding in establishing which segments are particularly challenging for
speakers/writers from a forensic perspective. Pause location can, to a certain degree, be
annotated in the transcriptions with the use of speech technology tools, such as linguistic
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parsers that indicate parts of speech (there are a few parsers trained for Swedish, e.g., Qi
et al. (2020), which could aid in this). However, one must expect that substantial manual
handling is needed, not the least since transcriptions with pauses and repetitions will make
automatic analyses difficult.

3.3. Revisions and Reformulations in Spoken and Written Language Production

This section addresses, on the one hand, revisions in writing and how they may be
expressed and studied, and, on the other hand, how reformulations and repetitions can be
studied in speaking. We treat all these aspects as manifestations of changes in the linguistic
message. According to the models of writing and speaking, such changes would occur by
monitoring what has been previously produced and will happen if the speakers or writers
after such an evaluation conclude that the previous text needs to be modified.

We start by outlining how the concept of revision has been described in writing. Its
complexity is discussed in a seminal article by Faigley and Witte (1981), where they make
the point that revision should not only be viewed as tidying up the text after the first
draft. Instead, there is substantial evidence of it being a complex process that writers
engage in, concurrent with planning new content and generating text. Therefore, reading
or monitoring the text written so far is an important component (see Johansson et al. 2010;
see Wengelin et al. 2023). Changes in the written text can be made at any point during the
composition of text: before the text has been transcribed, at the point of inscription (i.e., at
the end, or the leading edge, of the text being produced), or at a previous point in the text (cf.
Fitzgerald 1987; Lindgren et al. 2019).

There are undoubtedly revision processes of different kinds, and from a processing
point of view, there can be so-called internal revisions, also referred to as pre-linguistic and
pre-textual revisions (see Murray 1978), which will occur mentally and never be manifested
or overtly expressed. External revisions, on the other hand, can be made at the point of
inscription or in the previous text. Revisions can further be classified as surface revisions,
i.e., language revisions (associated with formal changes), or deep revisions, i.e., content
revisions (associated with semantic information) (Chanquoy 2009; Stevenson et al. 2006).
The concept of internal revision can further be compared to the idea of text generation as
part of the planning process in the model of Flower and Hayes (1981). It is important for
the purpose of our exploration that some revision processes may not be overtly visible
in the written data, but instead, to a certain extent, incorporated in pauses where the
writer is planning the linguistic expression and trying out and rejecting possible solutions
before settling on one decision. Existing literature provides many examples of different
taxonomies for categorizing the types of revisions occurring in writing, where adding,
deleting, and substituting content are the most agreed upon (for some examples, see
Johansson et al. 2023).

Just like other linguistic processes, the acts of revision will fluctuate depending on
the context, the task at hand, and the background of the writer. Here, age, education,
linguistic proficiency (writing in the first or second language and grammatical and lexical
knowledge), writing proficiency, knowledge of the topic and genre, and writing mode (for
example, typing and handwriting) will influence how, what, and when revisions occur (for
overviews, see Chanquoy 2009; Lindgren 2005).

Table 6 provides examples of Bravo’s revisions in the deceitful written account, mostly
consisting of surface revisions at the leading edge, where typos (e.g., errors occurring
due to the pressing of the wrong key and not because of ignorance of orthography) are
corrected. The erroneous ‘d’ at the end of mod is changed to mot (‘towards’); the initial
letter combination std is immediately corrected and the word studenterna (‘the students’) is
written; the misspelled word tröa is at once corrected to tröja (‘sweater’). One change can
be categorized as a content revision, where flick (orna) (‘young girls’) is changed mid-word
to the (near) synonym tjejerna (‘girls’). Similar surface revisions at the leading edge are
found in Table 3, in the linear text of Bravo’s truthful written account. Here, we see no
examples that can be categorized as content revisions. The examples of revision in these
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excerpts thus show how the writers immediately tend to surface revisions (note that there
are no pauses between the deleted written text and the use of backspace and the added
written text), which suggests a constant monitoring of what is being written. We have also
seen examples of content or semantic revision, where another lexical choice for “the girls”
was made.

The linear files of the writing sessions further allow for the study of other types
of revision behavior: using the arrow keys or mouse to move around in the text. Such
movements may or may not be followed by a backspace (for deleting text) or the addition
of text to previously written parts. Writers can also highlight parts of the text by using the
mouse and click and drag functions, or by using combinations of keys (shift + alt and arrow
keys). Once highlighted, the text can be deleted, moved, copied and pasted, or overwritten
if writers type over the highlighted text with new text. Consequently, a lot of text can be
deleted or moved with very few keypresses or mouse movements. Therefore, it can be
relevant to account for the number of editing operations that take place independent of how
much text is being removed or added in each operation. These types of editing operations
are unique for keyboard writing, but the same concept can be adapted for speaking if
reformulations or self-repairs are included in calculations. In Table 5, the total number
of editing operations for the complete sample files (found among the Supplementary
Materials) is included. The numbers in the table further illustrate how common editing
operations are in writing, compared to reformulations in speaking.

The full writing session of the truthful account by Bravo can provide an illustration of
what it can look like when a revision is made away from the leading edge, in the previously
written text. By the end of the final text of Bravo’s truthful account (see the Supplementary
Materials), she uses the mouse to move the cursor to a spot preceding the last written
sentence. There, she adds a sentence. Table 1 shows the linear file of this sequence, where
the indication of <MOUSECLICK> is seen on the last line, followed by a pause of 2.931 s,
and then, the sentence fragment that was added (in boldface in Table 1): “Efter det gick ut
därifrån och” (After that went out and). Note that this sentence lacks a subject, possibly the
pronoun “she”, and that the last word “och” was immediately deleted. An illustration of
what it looks like is found in Figure 1, where we see two screenshots from the real-time
replay of the writing session: the first one just before the mouse click and the second one
immediately after the first word of the new sentence has been written (“Efter”, After). In
the figure, the red circles show the placement of the cursor in the two examples.

  
(a) (b) 

Figure 1. Text revision away from the leading edge. Example of inscription points from Bravo’s
truthful written account. (a) Bravo writing at the leading edge; (b) Bravo has moved the cursor and
is now inserting a sentence away from the leading edge. The red circles denote the placement of
the cursor.

As mentioned above, revisions can occur far from the inscription point, that is, when
the writer uses the mouse or the arrow keys to move the cursor away from the inscription
point to change something that has already been written (Lindgren et al. 2019). This means
that writers can add, delete, or change the previously written text at any point during the
writing session anywhere in the text. For example, a writer may add an initial paragraph
of the text as the last part of the writing process, change a description of a protagonist,
or delete a chain of events. In the final text, there will be no trace of this (see Wengelin
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et al. 2023 for examples of this execution in advanced writers). However, examining when
writers decide to make changes in their previous written texts offers new perspectives
for the understanding of how the message is constructed and can give insights into how
deception is built. One example of what revisions may look like when they occur away from
the leading edge is shown in Figure 1, where the writer Bravo has finished a sentence (“Den
yngre tjejen såg detta och gick snabbt iväg från cafét” The younger girl saw this and quickly
departed from the café) and then, she moves the cursor to before this sentence to add a new
sentence (“Efter det gick [de] ut därifrån” After that they left.) These kinds of revisions do
not have an obvious equivalence in speaking, which probably can be attributed to changes
in speech due to the necessity for immediate changes—using the terminology from revision
in writing, one can say that changes during speaking will occur in a linear fashion and
always at the leading edge. It is undoubtedly an option for speakers to address something
that was said further back in the spoken message, and draw the attention to what they
need to change or add information to what was previously stated. However, speakers can
never “move away” from the leading edge of their spoken account. The phenomena of
“revision” in speech are typically referred to as disfluencies in the literature (see Clark and
Wasow 1998). This term covers filled and silent pauses, prolongations, repetitions of words
and utterances, as well as reformulations. The psycholinguistic view on disfluencies is
expressed in Goldman Eisler’s (1968) seminal work that connects increased number and
duration of pauses and other signs of disfluencies with increased linguistic complexity
(especially regarding syntactic complexity at the clause or phrase level). Similar views
are shared by Clark (1996) and Levelt (1989) (see also Eklund 2004 for an overview, with
a phonetic focus on disfluencies in speech). Here, we will mainly be concerned with
repetitions and reformulations since they, just like revisions in writing, serve the purpose
of being overt changes to the linguistic message.

A common example of disfluencies in speaking is to repeat one or more words oc-
curring at the start of a clause verbatim, a strategy that is often associated with planning
(Clark and Wasow 1998). Table 2 shows an illustration of this from Alfa’s spoken truthful
account (verbatim repetition in boldface). She says ”när mannen är och &-eh plockar på ett
annat bord så går hon fram å häller ner peppar <i hans> [/] &-eh i hans mugg” (when the
guy is and &-eh picking at another table then she walks up and pours pepper <in his> [/] &-eh in
his mug). Here, the repetition (in his) occurs at the end of the clause, where it precedes the
noun “mug”. Note that in connection with the repetition, we also find a filled pause (&-eh).

Table 6 illustrates parts of the spoken deceitful account from Alfa, which contains
numerous examples of reformulations. She says “personen till höger” (the person on the
right), which is followed by a silent pause, a filled pause (&-eh), and another silent pause.
She then says “den här personen till höger vill” (this person on the right wants), and then, the
last verb (“vill”) is changed to “försöker” (tries). Thus, taken together, this is a sequence of
self-repair consisting of a series of reformulations of what is pretty much the same content.
Just a little bit further on, Alfa has another sequence of reformulations: “tanken är att” (the
idea is to), which is followed by a pause and the fragment “eller hon” (or she), which, again,
is abandoned for the clause “man ser att hon försöker” (one sees that she tries). First, these
kinds of sequences of reformulations are particularly interesting to study because they
highlight a circumstance or event that the participant finds difficult to express in words.
Second, they constitute a noteworthy example of how the strategy of “talking around” a
subject allows more time to think while at the same time ensuring no interruptions from
listeners—a purpose often attributed to filled pauses. Finally, this example illustrates
a sequence of (extensive) consecutive revisions. For our purposes, such sequences are
intriguing in both modalities as they have the potential to reveal particularly challenging
portions of the narrative accounts.

These instances of verbatim repetition and consecutive reformulations during speech
demonstrate that speakers often make repeated attempts to find the right expression with
the rephrasing frequently involving multiple words. Notably, the observed changes in our
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examples appear to be more closely associated with linguistic content, specifically lexical
choices, rather than linguistic form.

For our objectives, it is pertinent to explore methods of quantifying revisions, rep-
etitions, and reformulations as a cumulative display of such occurrences may indicate
disturbances in the planning processes due to heightened cognitive load. One approach,
used in writing studies employing keystroke logging technology, involves subtracting
the final text’s character count from the character count in the linear files (see example
in Gärdenfors and Johansson 2023). This will result in a proportion of the text that was
deleted (see Table 5 for an example from our data). Another option is to calculate how
many editing operations there are (i.e., the number of occasions something was deleted,
independent of how much text was deleted each time, cf. Johansson 2000). In both cases,
this will demonstrate a quantitative approach to capturing how frequent revision occurs.

In spoken language, the concept of “deleted text” becomes irrelevant as all utterances,
whether rephrased or not, are overtly expressed. However, quantifying and accounting
for the number of repetitions and reformulations provides an overview of how frequently
speakers rephrase themselves.

An additional potentially valuable approach to investigating changes would be to
annotate their location or context and/or categorize the nature of the revision. This could
shed light on the causes of increased cognitive load, following the insights of Goldman
Eisler (1968), and reveal whether the linguistic expression leading up to deceitful informa-
tion is more prone to revision or if the deceitful information itself is the focus. However,
it is important to note that such annotations necessitate manual execution, making it a
time-consuming task.

3.4. Fluency and Disfluency in Spoken and Written Language Production

We have touched upon that accumulative signs of cognitive load may be of relevance
for our purposes—that is, where pauses and/or changes occur together or within a short
time frame. In addressing this issue, we turn to the concept of fluency–disfluency. For
speaking, the concept of fluency has been an important concept for estimating how easily
speakers carry out different oral tasks. There are many examples that comprise proficiency
in second-language learning (e.g., Jong 2016) or fluency in regard to disturbances during
speaking, for example, stuttering (e.g., Alm 2011). In the study of spontaneous speech
(whether from a cognitive approach or CA perspective), it is also contrasted against the
notion of disfluency, which would be viewed as unwanted disturbances during speaking
(Clark and Wasow 1998; Eklund 2004; Norrby 2014).

In writing, fluency was brought to the forefront by Chenoweth and Hayes (2001) as
a way to shed light on linguistic proficiency (often from an L2 perspective, see examples
in Manchón and Roca de Larios 2023) and writing competence. Fluency during writing
will typically be captured by dividing the number of linguistic units (words or written
characters) per time unit (seconds, minutes, or the whole time on task/total writing time)
(see Kaufer et al. 1986 for early examples). From a processing perspective, fluency is
often measured through “bursts”, that is, the number of words or the number of typed
characters between pauses (P-bursts) or between revisions (R-bursts) (see Alves and Limpo
2015 for a comprehensive overview of bursts in writing). Increased fluency will occur when
writers have few and/or very short pauses and few revisions. Keystroke logging software,
especially the widely used Inputlog (Leijten and Van Waes 2013), can provide automatic
output with a variety of different bursts and applied pause criteria. Such output can show
the mean length of P-burst in a text, or, in other words, the average number of characters
that are written between each pause. According to the hypothesis, the P-bursts will be
longer if writers produce new text with ease.

Here, we can refer to Table 4, where the number of pauses in speaking and writing are
presented across modalities. The number of pauses is divided by the number of characters.
This would be an example of the mean length of a P-burst. For the spoken account, we
have included several comparable measures: one measure where characters have been
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divided by the number of silent pauses (47.4), one that divides them with the number of
filled pauses (29.63), and one that includes all pauses (18.23). The different results illustrate
that the definition of pauses is important for the outcome. For the written account, we
only included one measure: number of characters per pauses longer than 1 s. Note that,
with a different pause criterion, the number of characters per pause would also change.
Determining which pause criteria to choose and whether or not to include or exclude filled
pauses will depend on the research questions that are posed, but it may also be valuable to
explore various options before deciding on the definition in a particular study.

The fluency approach thus requires measuring the total time on task in the written
and spoken task. At the overall text level, this would mean that, for the written task,
the keystroke logging software offers automatic output, while the spoken task requires
some, but limited, manual attention. The number of written characters or the number of
characters in the transcripts of the spoken accounts can then be divided by the time on
task. We advocate using the linear text files for this type of calculation. In examining the
results of such calculations, a few effects can occur: if speakers/writers have long and/or
many pauses, there will be, on average, fewer characters written per second. However,
if speakers/writers engage in many changes (revisions, repetitions, and reformulations),
the effect may be more characters written/spoken per second. It may be the case that
writers who have longer pauses also revise more, but not necessarily so. Given the previous
studies we have repeatedly referred to above, it is evident to expect a fluctuation regard-
ing where pauses and changes occur during the unfolding of both spoken and written
language production.

We have already concluded that it is difficult to automatically identify and isolate
pauses in speaking due to potential background noise in the recording and the existence
of filled pauses; consequently, we have ruled out measuring pause duration in speaking
as a cost-effective way to approach our goals. However, to account for the fluctuation in
fluency during language production, we suggest another approach, that is, dividing the
spoken and written texts into different segments. Given our experimental design, where we
have identified which portions of the events in the elicitation films should be altered by the
participants in their deceitful accounts, we propose a threefold division: before the lying
event, during the lying event, and after the lying event. This will be a way to operationalize
the variation in fluency during different sequences of the narrative accounts and serve as
an initial but potentially rewarding attempt that can serve our purposes.

Similar approaches were applied to written data in a study by Johansson (2009), but
in that case, the writing time was divided into five equally long segments and then, the
proportion pause time was measured in each segment. The results demonstrated different
pause time distributions throughout the writing of narrative and expository genres. For
our data, this would be a more time-consuming but perhaps fruitful way to divide the
speaking and writing into fixed time segments or 20% divisions of the time on task and
then explore the proportion of pause time and/or changes in each segment.

Finally, an initial quantitative and cost-effective approach to identifying sequences
with accumulated signs of cognitive load can later be combined with more qualitative
inspections and annotations. For our purposes, measuring fluency may thus provide
an approach that combines text length, pauses, and changes—all outlined above. The
advantage of looking at fluency is that it is a proportional measure and thus more suitable
for comparing accounts across participants with different text lengths, and consequently,
across modalities and deceitful–truthful conditions.

4. Discussion

This study had a methodological aim to explore and identify phenomena indicative of
increased cognitive load within language production in both speaking and writing. Our
objective was to discern and quantify heightened cognitive load effectively, with the aim of
establishing a methodological framework capable of using these effects to identify deceitful
narration, which can be an indication of lying. Drawing inspiration from previous research
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on cognitive load measures in language production, our study specifically concentrated on
indicators within the speaking and writing processes, such as text length, pauses, changes
(revisions, repetitions, and reformulations), and fluency.

4.1. Measuring Text Length

The first research question revolved around the methodology for quantifying cognitive
load by measuring text length. The examination of text length is pertinent, grounded in
the assumption that longer texts reflect ease in both speaking and writing. This charac-
teristic may serve as an indicator for both truthful and deceitful accounts. Moreover, the
augmentation of text can signify an individual’s effort to enhance the persuasiveness of a
narrative. Our deduction from this exploration is that, although words are commonly used
as a metric for text length, such a measure may obscure instances of word fragments and
revisions in written content.

In speech, it is equally imperative to acknowledge the difficulty in operationalizing
repetition and rephrasing of words and phrases. To derive a comprehensive measure for
text length that incorporates the entirety of overt linguistic production by speakers and
writers, we propose using the character count (including letters, numbers, punctuation
signs, and spaces) in written text. This approach encompasses all textual elements pro-
duced, irrespective of linguistic unit. For spoken language, an equivalent measure can be
achieved by calculating the character count in the transcription of spoken accounts. This
methodological choice facilitates the inclusion of word fragments, false starts, repetitions,
and reformulations. Additionally, if necessary, the annotations of filled pauses can be
incorporated into the calculation.

Despite the inherent limitations of this approach, it represents an ad hoc solution
that aligns with the research objectives of the larger project. Moreover, the accessibility of
character count information in keystroke logging programs, as well as its ease of extraction
from transcriptions of spoken accounts, renders this methodology a cost-effective and
economical means of obtaining relevant measures for researchers interested in exploring or
comparing spoken and written discourse.

4.2. Measuring Pauses and Pause Length

The second research question delved into the nuanced definition and measurement of
pauses to effectively capture heightened cognitive load. Within the literature, pauses are
commonly regarded as a robust indicator of increased cognitive load. In addressing this
matter, we initiated a discussion on the definition of a pause. In the context of keyboard
writing, a pause has traditionally been defined as the interval of inactivity between two
keypresses. However, such pauses can be exceedingly brief, making it impractical and
often less rewarding, to scrutinize every pause between keypresses. Recognizing this, we
advocated for an approach commonly adopted by writing researchers, which involves
setting a pause criterion to exclude very short pauses, unless the focus lies on low-level
processes such as transcription skills. For the purpose of the larger project, we specifically
proposed an ad hoc criterion of 1 s, enabling the capture of pauses on a micro-level relative
to the study’s scope while circumventing the need to address pauses primarily associated
with transcription skills.

In the realm of spoken language, defining pauses poses its own set of challenges. For
instance, should one measure each silent pause and only consider pauses surpassing a
specific temporal threshold? Drawing insights from conversation analysis, we opted to
incorporate the concept of perceived pauses, wherein listeners’ perceptions determine what
qualifies as a silent pause, but we adapted our definition to include only pauses exceeding
a minimal length of 200 ms. This entailed employing slightly different approaches to
defining pauses in writing and speaking. Our rationale behind this decision was twofold:
to facilitate subsequent analyses related to pauses and to establish criteria suitable for our
research needs, grounded in robust practices within the field of speaking and writing.

220



Languages 2024, 9, 85

Additionally, this study addressed filled pauses, such as instances where speakers
use fillers (eh, um) to avoid silence and potential loss of conversational footing. While we
deemed it reasonable to occasionally incorporate filled pauses into the same calculations as
silent pauses, our data structure in the corpus of the larger project allows for the separate
calculation of different pause types when necessary. This flexibility enables comprehensive
examination of overall pause distribution during speech and, when desired, discrimination
between various pause categories.

Then, we focused on the dimension of pause duration, recognized as a notable can-
didate for indicating heightened cognitive load. The suggestion was that opting to de-
fine pauses as perceived pauses in speaking is preferred, as opposed to the more time-
consuming approach of measuring the length of every silent pause above a certain threshold.
In contrast, within the written data acquired through keystroke logging, accessibility is
straightforward, and various pause criteria can be applied for data exploration. Conse-
quently, although pause length could serve as a vital indicator for capturing heightened
cognitive load, its examination demands a more labor-intensive, manual approach.

The location of pauses within the texts additionally conveys insights into the linguistic
contexts where writers/speakers allocate additional time. While this approach holds
promise, this study ascertained that its implementation necessitates considerable manual
effort for the meticulous annotation of syntactic context and semantic content. Notably, the
researcher’s workload in this task remains equivalent when annotating both spoken and
written data following transcription. It is pertinent to acknowledge that leveraging existing
parsers for parts of speech tailored for Swedish could assist in this undertaking. However,
these parsers encounter challenges when confronted with word fragments, introducing
potential limitations and uncertainties in content coding. Despite recent advances in
this domain, exemplified by technologies like ChatGPT (https://chat.openai.com/chat,
accessed on 26 January 2024) and other AI applications, it is conceivable that novel tools
better suited to our needs may emerge in the near future. Nevertheless, the imperative role
of manual supervision remains evident to ensure validity. In light of the objectives of the
larger project, we conclude that annotating pause location, while potentially valuable from
a forensic perspective, does not stand as a primary choice for initially identifying sequences
of heightened cognitive load in our data.

4.3. Measuring Linguistic Changes

The third research question centered on overt revisions in writing and reformulations
and repetitions in speaking, denoting instances when writers and speakers modify pre-
viously produced messages. Presumably, such alterations aim to enhance the message’s
accuracy or persuasiveness, with an anticipation of increased instances of revision and
reformulation occurring in specific linguistic contexts and narrative sequences where ex-
pressing the intended meaning proves challenging on the initial attempt. However, the
manner in which changes in the linguistic message manifest differs significantly between
writing and speaking.

In writing, revision can occur at any point during a writing session, often proximate to
the leading edge, and often addressing formal language aspects. However, writers possess
the freedom to navigate to any part of the written text, addressing various issues. Typically,
minimal traces of revision are discernible in the final text. Leveraging keystroke logging
methodology enables the visibility of revisions through linear file inspection and session
replay. Supplementary output files can further provide an overview and categorization of
revisions (see Leijten and Van Waes 2013).

Conversely, the dynamics of reformulation and repetition in speaking differ. These
modifications are both audible and available to listeners. Speakers are confined to making
changes at the leading edge and perhaps use the repetition of words and expression as
a strategy to gain thinking time in a similar but more sophisticated way as the function
of filled pauses is interpreted. Reformulations or self-repairs serve the dual purpose of
extending the time for thought, planning (indicating a desire to convey specific thoughts),
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and experimenting with different linguistic expressions. Transcriptions of spoken accounts
offer a relatively straightforward means of capturing repetitions and reformulations. Al-
though coding is necessary during the initial transcription phase, corpus tools (CLAN
(MacWhinney 2000), AntConc (Anthony 2023), etc.) can be used for the almost automatic
acquisition of such data.

In summary, regarding research question three, addressing revision in writing and
repetition and reformulation in speaking appears to be relatively straightforward. However,
if one seeks to annotate the location, specifically the syntactic or semantic context in which
the revision occurs, similar challenges as those regarding pause location may arise. Manual
coding, especially regarding semantic aspects, becomes imperative.

Yet, the application of keystroke logging software presents a viable solution by offering
a string-based analysis of the revision’s location in writing, distinguishing between locations
such as mid-word, between words, and between clauses (Leijten and Van Waes 2013;
Wengelin and Johansson 2023). Consequently, estimating the amount of revision becomes
achievable, either by measuring the number of deleted characters in writing—an easily
obtainable measure—or by simply counting the instances where a speaker or writer engages
in editing operations, irrespective of the size or scope of the revision. The mere occurrence
of changes in the text is indicative of potential increased cognitive load.

4.4. Exploring the Fluctuation of Cognitive Load

The fourth research question encompasses an examination of how text length, pause
distribution, and text changes, when considered collectively, can facilitate the exploration
of cognitive load fluctuations throughout the process of spoken and written language
production. From the comprehensive overview of our measures, it is evident that each area
holds significant potential for capturing crucial indicators of heightened cognitive load.
In particular, we highlight the connection to the concepts of fluency and disfluency and
the ways that previous research has proposed for discerning the ease with which language
is produced.

In the data from our larger project, we anticipate that different segments of the nar-
ratives will demonstrate a variation in the presence of pauses and linguistic changes and
that a cost-effective and less time-consuming way to capture this would be to divide the
spoken and written processes into meaningful sequences and then explore the proportion
of pauses, particularly those of extended duration, as well as the proportion of diverse and
recurrent linguistic changes in each segment. Equally, the mere calculation of text length in
each segment will give insights into the fluctuating nature of language production. Such
an approach does not rule out subsequent or parallel qualitative analyses of the contexts of
pauses and linguistic changes with a content-based focus, that is, the kind of annotations
and analyses that require manual attention for accuracy and are thus more costly.

Further, in-depth examinations of pauses and changes during speaking and writing
are time-consuming and require manual attention to ensure accuracy. From this point of
view, it is imperative to explore methods that can be more cost-effective and, to a certain
degree, automatized while still containing validity in annotations and categorizations of
linguistic phenomena. While parts of spoken analyses may be automatically transcribed,
filled pauses, repetitions, and reformulations will require manual annotation (even though
speech recognition and AI have taken substantial leaps in the last decades). In turn, this also
makes the analyses more time-consuming. In this regard, examining written accounts will
have certain benefits; for example, the technical solution already exists for implementing a
keylogger behind editor windows in report systems (Chukharev-Hudilainen et al. 2019)
and both web-based and locally stored software is available (Wengelin and Johansson 2023).
There is also existing software that can quickly provide an overview of the distribution of
revision and pausing (in particular, see Inputlog, Leijten and Van Waes 2013).

Although specific solutions must be tailored for authorities and businesses that would
want to use this possibility, there are fundamental technical solutions to build this on. In this
way, less manual work is involved in collecting, annotating, and making initial analyses of
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texts. Nevertheless, interpretation of data must be carried out manually to ensure validity.
Also, the implementation of the method must be preceded by training in interpreting the
findings. In this respect, the method of using data from real-time writing shares the same
challenges as methods using spoken data. In addition, just as during the study of speaking,
the study of real-time writing can be combined with methods for concurrently collecting
auxiliary types of data, such as gaze behavior (cf. Johansson et al. 2023 for an overview of
existing approaches).

4.5. Forensic Applications

Finally, what are the possible forensic applications of the present study? In our study,
we have demonstrated that the examination of expressions of cognitive load during writing
and speaking can serve as a mirror of instances, events, or circumstances that require extra
thinking from the writer/speaker. With the assumption that deception induces increased
cognitive load, such discoveries can be used for forensic purposes, although it is essential
to first conduct more applied research to establish a baseline and variation across different
populations and tasks. It is also important to note that this is one of many approaches that
should be part of a forensic toolbox.

However, given that written reports are an essential part of many procedures in the
legal system, such as requiring clients to give an initial report online in written form on
a website, it is not unlikely that the examination of pausing and revision patterns during
writing can be used as one of several indications of instances that need extra attention from
interrogators and that it can, together with other evidence and circumstances, serve to
inform about contexts where more evidence or investigations are necessary to collect. In
the future, it may also be possible to ask witnesses to give written statements in a more
secure environment (e.g., a police station) in an early stage of an investigation to capture
less rehearsed accounts through keystroke logging.

To summarize, this article has shown and exemplified through one speaker and one
writer that there are common phenomena associated with increased cognitive load in
speaking and writing. Further, this article proposes methods for how such expressions can
be investigated in a fruitful way across these modalities based on previous theories and
results of research in the linguistic fields of real-time speaking and writing. The next step
will be to investigate if there are any systematic differences between truthful and deceitful
accounts in a larger pool of data, which is the goal of the larger project, which includes
this study.

5. Conclusions

The foundational premise of this study posits that deceptive narrative accounts neces-
sitate extensive planning, thereby impeding the fluency of the language production process
and inducing increased cognitive load. Observable manifestations of this cognitive load in
overt linguistic expression include disruptions, such as an augmented number of pauses,
relatively longer pauses (filled and silent in spoken discourse), heightened revision through
deleted characters and editing operations in writing, or an increased number of repetitions
and rephrasing in speaking. While our primary objective was to establish a methodological
framework for identifying signs of deceptive-induced cognitive load in language produc-
tion, we were additionally focused on devising accessible and cost-effective approaches for
this purpose.

In our examination of different approaches and methods to measure cognitive load in
speaking as well as writing, we have consistently recognized that some methods necessitate
more manual work than others. We advocate for the use of automatic or semi-automatic
methods, whenever available, and highlight keystroke logging as a particularly valuable
tool for investigating written language production. This preference is rooted in its ease of
data collection, requiring comparatively little post-curation of data in contrast to transcrip-
tion and annotation of spoken data. The keystroke logging software offers diverse output
analysis files that facilitate the investigation of pauses and revisions.
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Furthermore, exploring deception during writing provides a unique advantage. People
are generally familiar with encountering final written texts but will normally not have
observed the process of text composition. This lack of familiarity with writing processes
makes it potentially easier to detect patterns of increased cognitive load associated with
lying compared to spoken language production, where individuals may employ mimicking
behaviors learned from countless spoken interactions.

While our methodological framework holds promise for practical forensic applica-
tions seen from a long-term perspective, such as employing keystroke logging tools to
analyze written statements on web pages for witness reports, it is essential to acknowledge
certain limitations. The larger study exclusively involves native language (L1) speakers,
a deliberate choice made to maintain data integrity, as L2 speaking and writing often
introduce heightened cognitive load. Additionally, the methodological approach assumes
proficiency in keyboard-based writing, limiting its applicability. As an important note, the
methodological framework we propose here is primarily applicable to computer-generated
texts and leverages the analytical capabilities offered by current keystroke logging software
programs (see Wengelin and Johansson 2023 for a comprehensive overview). While the
foundational theories regarding how cognitive load impacts written language production
are also relevant to handwriting (cf. van Hell et al. 2008), one should anticipate that dif-
ferences in execution will come into play. For example, handwriting tends to be more
time-consuming, and the process of revision is both more challenging and time-intensive,
leaving more detectable traces. Expanding the framework’s applicability to handwriting
would necessitate additional research endeavors utilizing specialized tools designed for
capturing and scrutinizing handwriting, such as Eye & Pen (Alamargot et al. 2006).

As discussed above, additional applications of the suggested methodology must be
carried out before the method can be used in real-life contexts. Not the least, it is imperative
to determine what role individual differences play and how one can establish a baseline
for how cognitive load is expressed during truthful accounts. While the method of using
keystroke logging eventually has the potential to be used in court, much more research is
needed to establish various baselines concerning how deceptive behavior is manifested
during writing in different contexts and for different individuals, where individual writing
styles are important to consider. However, once such a body of research is established, this
method can be used alongside other methods for information gathering.

In conclusion, we contend that writing can serve as a valuable complement to speaking
as a forensic tool but cannot entirely replace it. Our methodological proposition seeks
to expand the forensic toolbox. This endeavor holds significant forensic importance as
individuals provide both truthful and deceptive narratives in both spoken and written
formats. A thorough exploration of the processes associated with “speaking and writing
truth and falsehood” and their interplay across modalities will offer valuable insights into
forensic linguistics. Specifically, comparing the act of deception in spoken and written forms
will illuminate best practices for extracting potentially deceptive information in various
contexts, including witness accounts, security clearance interviews, and similar scenarios.
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the Parent-Child Interaction †
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Abstract: This article explores the power dynamics underlying verbal abuse within the
parent-child interaction. Through a reception-based approach, it focuses on condemnation
acts of being (e.g., you are a good for nothing) directed by abusive parents towards their
children and reported by the latter in anonymous testimonies published on the Francophone
Instagram account Parents toxiques; a sample of ten testimonies is examined. The analyses
conducted show that (i) the ontological assertion of power over the other is constructed
from the predicative level, with processes that concern their being in its entirety and present
condemnation as an objective reality. (ii) The condemnation of being draws its pragmatic
force from its legitimisation—by relying on norms presented as self-evident and universal
and by highlighting the harm caused by the other. (iii) As a speaker, constructing the other’s
being as at fault involves, to varying degrees, essentialising and downgrading them as well
as conflating their intrinsic worth with one’s beliefs and needs. In conclusion, the notion of
condemnation acts of being—along with its descriptors—provides an effective framework
that can be applied to reports and direct observations to help various professionals identify
and assess transgressions and/or dysfunctions in authority relationships.

Keywords: verbal abuse; child abuse; testimony; discourse analysis; argumentation; social
media; speech acts; politeness; impoliteness; interaction

1. Introduction

1.1. Approaching Child Abuse

In psychology, experimental studies have been conducted—notably by John and Julie
Gottman and their colleagues—to identify predictors of relationship success or failure
among couples (see J. Gottman & Gottman, 2017 for a summary). Four “destructive rela-
tionship behaviours” were identified: criticism, defensiveness, contempt, and stonewalling
(J. M. Gottman et al., 2019). Although our purpose is not to characterise what a successful
parent-child relationship might be or to predict its longevity, the present study resonates
with these findings. It aims to deepen the understanding of verbal abuse within parent-
child interactions by studying, through discourse and interaction, how it may be committed
and perceived.

The research objective presents several challenges. I will not insist on the challenges
of conducting research involving children, particularly for ethical and deontological rea-
sons, which have been widely documented across various fields (e.g., Kopelman, 2000;
Einarsdóttir, 2007; Kousholt & Juhl, 2023). In linguistics, studying child abuse empirically
presents specific challenges. The first category of difficulties relates to accessing authentic

Languages 2025, 10, 54 https://doi.org/10.3390/languages10030054
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parent-child interactions, especially when it comes to collecting informed consent and
addressing the “observer’s paradox” (Labov, 1972, p. 209). Researchers have tried to
overcome this by giving participants microphones to record authentic discourse within the
family sphere (e.g., Laforest, 2002 on complaining in everyday conversation; Clancy, 2011,
on hedging in family discourse). However, in studies focusing on abusive interactions,
obtaining informed consent could introduce biases, and the anonymity of participants
might be compromised if harmful behaviour is observed. Another major difficulty when
researching violence is “knowing whether the researcher should consider as violent acts
that the participants do not identify as such, and vice-versa”1, as Ayimpam (2015, §2)
points out. In other words, from which viewpoint should parent-child interactions be
categorised as abusive? The instability and situatedness of the category abuse affects the
entire analytical process—from constructing a corpus to delineating what could and could
not be analysed in that corpus.

Given the ethical and methodological challenges of accessing authentic abusive parent-
child interactions, this study proposes an alternative approach. Primarily rooted in the
French context, it is part of a research project that studies the sociodiscursive representation
of child abuse in anonymous testimonies published on a Francophone Instagram account,
Parents toxiques (‘Toxic Parents’)2. Since abuse is an unstable, context-sensitive category,
clarifying the current French legislation is necessary: as redefined by the 2019 law on
Ordinary Educational Violence, parental authority “shall be exercised without physical
or psychological violence” (Article 371-1 of the Code civil)3. This law was, notably, not
associated with new sanctions. It was meant to prevent judges from invoking a jurispru-
dentially established “right of correction” on the part of parents and, more generally, to
officially affirm that violence could no longer be considered an educational tool. Moreover,
the fact that psychological violence is considered part of violence and is punishable by law
(Articles 222-14-3 and 222-33-2-2 of the Code Pénal)4 raises the issue of its objectivisation for
professionals and individuals who may experience it.

In light of this recent legal redefinition of parental authority in France, the present
study engages with forensic linguistics on two levels: (i) it uses linguistic descriptors to
characterise verbal behaviours that are now delegitimised and/or prohibited by French law;
and (ii) it does so by focusing on their publicisation, i.e., how certain parental behaviours
are publicly shared and represented on social media—which echoes the origins of forensic,
‘pertaining to the forum’. To this end, I shall introduce key notions derived from studies on
verbal violence, conducted by francophone analysts in interactional Sociolinguistics and
Discourse analysis (namely Laforest & Vincent, 2004; Rosier, 2009; Vincent, 2013; Laforest &
Moïse, 2013; Moïse et al., 2019).

1.2. Verbal Violence Framework and Objectives of the Study

Fracchiolla et al. (2023, §3) define verbal violence as “a transgression into the other
person’s territory, through speech, against their consent [. . .]” which “constructs unequal
relationships and relies on domination, oppositions, and power dynamics”. This is notably
carried out through condemnation acts5 (Laforest & Moïse, 2013), i.e., “forms of verbal
violence that undermine the identity of others” (Fracchiolla et al., 2023, §16).

“Speech acts of condemnation, such as provocation, threats, reproaches, or insults,
are at the core of perceived effects of verbal violence because they aim to affect
the other person, to alter their sense of security, dignity, and/or social esteem,
and to demean them by asserting power through pragmatic means. These acts
are often accompanied by argumentative devices that legitimise the judgements
issued (“I treat you this way because. . .”)”. (Fracchiolla et al., 2023, §13)
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The study of condemnation acts is rooted in a conception of language as action
(Austin, 1962; Searle, 1982), and a (socio)linguistic perspective provides analytical tools
to “objectively address what occurs in violent discourse” (Fracchiolla et al., 2023, §5). To
account for the dynamics of verbal violence, Laforest and Moïse (2013) conceptualise a
shift from a conflict over an object to a conflict over persons, and from the condemnation of
doing to the condemnation of being (Figure 1):

 

Figure 1. Types of Conflicts and Condemnation Acts (Laforest & Moïse, 2013, p. 90, translated).

The authors define condemnation acts of doing as “speech acts through which a
speaker expresses dissatisfaction with an act or behaviour of an individual that they deem
to be inadequate”; when condemnation shifts to focus on the being, one “detaches the
contentious behaviour from its particular space and time” and “essentialises the condem-
nation”, making it a “permanent characteristic of the condemned individual” (Laforest &
Moïse, 2013, p. 89). This shift was also identified as part of the “destructive relationship
behaviours” mentioned earlier (J. M. Gottman et al., 2019, p. 1212):

“Criticism happens when someone verbally attacks their partner, placing the
blame for whatever problem they are experiencing inside the partner’s character.
Instead of complaining about the situation and offering a way to make things
better, the user of criticism communicates a belief that the problem is occur-

ring because of a defect in their partner. Words such as “always” and “never”
frequently appear in criticism-based statements”.

Since this shift is a central feature in verbally violent or dysfunctional interactions,
this article proposes to delve deeper into its dynamics: focusing on the condemnation of
being should allow us to deepen our understanding of its functioning. First, its linguistic
and discursive materiality warrants a thorough examination to characterise it at different
levels and identify key descriptors and devices. Second, the condemnation of being is
represented by Laforest and Moïse (2013) as the extreme end of a continuum; there may
be different degrees or variations of intensity within the condemnation of being. Finally,
effects are not easily captured in discourse analysis, as studying the reception of a given
discourse requires additional data; analysing spontaneous online testimonies can give us
access to the long-term reception of verbal violence. With this in mind, we shall analyse the
condemnation acts of being addressed by the abusive parent to their child, as reported by
the latter in the testimonies, to describe the underlying treatment of otherness.

This study of the condemnation of being cannot be separated from a reflection on
the interactional dynamics inherent in parent-child interactions. While every interaction
involves shifts in terms of dynamics, the parent-child interaction is characterised by an
inherent asymmetry “by virtue of the very status of the participants” (Laforest & Vincent,
2006, p. 8)—with different ages and stages of development, material dependency, etc.6

The interactional positions are complementary, with the parent assuming the role of the
guarantor and the child having a status that ensures protection and guidance. These
interactional dynamics correspond to an authority relationship, that is, a “relationship
of mutual recognition in an asymmetrical situation” where one participant is in a higher
position and the other in a lower position (Moïse et al., 2019, pp. 25–26). Such a relationship
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“is not to be confused with a relationship of domination as it is a co-constructed and
reassuring relationship” (Moïse et al., 2019, p. 26).

Taking into consideration these interactional dynamics, the starting point of our
reflection will be the following: is the authority relationship disrupted in and by the con-
demnation acts of being, and if so, how? The discursive analysis of the acts of condemnation
reported in the testimonies will examine the ways in which the treatment of otherness
contributes to a perception of the interaction as inappropriate or abusive. To this end, I
present the methodological and analytical framework of the study in Section 2; this section
will seek to clarify how to identify and analyse the reported condemnation acts. Section 3
will then highlight the discursive mechanisms of the condemnation of being reported by
the authors of the testimonies. Finally, Section 4 will focus on identifying the reasons
underlying the construction of one’s being as at fault and their implications in terms of
interactional dynamics.

2. Studying Reported Speech Acts in Testimonies: Methodology of
Collection and Analysis

The Parents toxiques account, created in July 2019, is public and features content related
to child abuse, discrimination, and resilience more broadly. Testimonies are submitted
to the account creator via direct message; they are then published without revealing the
author’s identity and techno-contextualised (Longhi, 2013) with the hashtags #temoignage
#parentstoxiques. In total, 350 anonymous testimonies were published from July 2019 to
September 2021, that is, from the account creation to a temporary interruption of its activity.

2.1. Sampling Methodology

This study focuses on a sample of ten anonymous testimonies published between
May 2020 and July 2021, written by nine women and one man. Since the testimonies
are anonymous, the authors’ gender was inferred from grammatical and lexical gender
markers (e.g., agreements, common nouns such as daughter). The first names used to refer
to the authors are pseudonyms assigned for this project7. Starting from the most recently
published testimonies, the criteria presented in Figure 2 were applied to create a sample of
ten texts: the shortest testimony comprises 414 words, and the longest 996 words.

At this stage of the research project, these criteria were not intended to ensure a
representative sample of testimonies—which could have been achieved by randomly
selecting ten testimonies. Rather, the aim was to constitute a sample that would enable us
to examine retrospective recountings of abusive behaviours, experienced in relation to the
authors’ biological or adoptive parents; the sampling criteria were therefore defined based
on the project’s objectives. The sampling process provided insight into both the diversity
and specific features of the Parents toxiques testimonies—for instance, a large majority of
the testimonies are written by women, according to grammatical and lexical markers.

To study the speech acts of abusive parents in these testimonies, two methodological
and analytical issues should now be addressed: delimiting reported speech acts, and
categorising them as condemnation acts.
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Figure 2. Sampling Criteria (Adapted from Moreau Raguenes, 2022).

2.2. Delimitating the Parent’s Reported Speech

First, we need to define and delineate the forms that may fall under the reported speech
acts. I rely on Rosier’s definition of reported speech as “ways of reporting, representing,
interpreting, and circulating someone else’s discourse by configuring a relationship between
a discourse that creates a particular enunciative space (the citing discourse) and a discourse
that is set apart and—univocally or not—attributed to another source (the cited discourse)”
(Rosier, 2008, p. 137). More specifically, our focus is on the reported speech of the abusive
parent(s) in which a speech act is clearly addressed to the speaker (i.e., the author of the
testimony). The following forms are therefore excluded:

• Acts of insult, denigration, reproach, etc., reported without “the linguistic context
containing any semes directly pertaining to the speech act” (Rosier, 1999, p. 129).
[1] Whether it was humiliation in public places, insults, denigration, psychological
pressure or repeated crises, coming to his house became an ordeal.
Qu’il s’agisse d’humiliations dans des lieux publiques, insultes, dénigrements, pressions
psychologiques et crises à répétition, venir chez lui devenait un calvaire. (Albane)8

• Cases in which identifying the enunciative source and/or interpreting the segment as
reported speech present challenges9:
[2] In primary school, my father hit me when I “made him angry”

En primaire, mon père me frappait lorsque je “le mettais en colère” (Chiara)
[3] My brother had serious learning and behavioural disorders. So for me, it was

better not to “make things worse”. Not to make waves. Not to be an extra burden.
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Mon frère avait de gros troubles de l’apprentissage et du comportement. Alors moi, il valait
mieux que j’en “rajoute pas”. Que je ne fasse pas de vagues. Que je ne sois pas un fardeau
supplémentaire. (Théa).

The age of the speakers at the time they received these speech acts, whether as children
(up to eighteen years in France) or adults, also warrants careful consideration. Applying an
age limit to select and exclude speech acts for analysis raises two methodological challenges.
Firstly, a lack of available information: the testimonies do not clearly indicate the age of
the authors when they received a given act. Furthermore, the speech acts reported by
the speakers have often been performed more than once, potentially at different ages.
Beyond the lack of access to the situation of utterance, excluding speech acts produced in
adulthood would restrict the analysis to the legal distinction between minors and adults.
The authors of the testimonies frequently address the ongoing parent-child relationship into
adulthood, however. This is one of the specificities of this corpus, and the representation of
condemnation acts directed at the adult child can also provide insight into what constitutes
an inappropriate power dynamic between parent and child according to the speakers.
Therefore, reported speech acts that appeared to have been produced when the speaker
had reached adulthood were included.

2.3. Categorising Reported Speech Acts as Condemnation Acts

Since we do not have access to the primary interaction in these testimonies, but only
to the parents’ reported speech, we need to determine how to identify speech acts as
condemnation acts—in other words, from which perspective it is possible to categorise
them as verbally violent.

Vincent (2013, p. 38) observes that “each device that causes a disruption in expectations
has two poles—one acceptable, even recommended or salutary, and the other unacceptable:
ritual insult and personal insult, warning and threat, critique and denigration, as well as
all intermediate interpretations”. As analysts, we must therefore dissociate “the linguistic
means that can potentially cause violence from violence itself” (Vincent et al., 2008, cited by
Vincent, 2013, p. 38), and be careful not to judge for ourselves what is violent or acceptable.
Apart from the analyst’s judgement, another possible approach would be to consider the
viewpoint and intention of the speakers—in this case, the parents. However, as Moïse
et al. (2019, p. 132) point out, speakers do not necessarily have the intention or even the
awareness of acting as a conduit for verbal violence, and we cannot access the speakers’
intentions in discourse analysis and sociolinguistics: “The subject who exhibits extreme
verbal aggression is primarily driven by impulses that overwhelm them. Consequently,
detecting the speakers’ possible intentions remains challenging as neither the addressee
nor the sociolinguist has direct access to the subjects’ intentions”. The present work thus
follows Laforest and Moïse (2013, p. 91) in their analytical choice to base the analysis on
the viewpoint of reception:

“[. . .] the viewpoint of the message’s recipient, in our opinion, is the only one

that allows us to account for what actually happens in an interaction. Whether
we deem a statement to be an insult or not, we can hardly argue that there is
verbal violence if its recipient does not feel insulted. Tolerance for confrontation
varies greatly among individuals and communities, hence our only analytical
choice is to consider that it is the reaction to such acts by an addressee that

“constructs” the threatening act, even though the act’s intention often aligns
with its perception”.

However, adopting this analytical stance is not straightforward, as we only have access
to speech acts through reported speech. To categorise speech acts as condemnation acts, we
would need access to the original interaction to observe if there were any reactions such as
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denial or avoidance—which would suggest that these acts were perceived as face threats
(Laforest & Vincent, 2004). In addition to our limited access to the interaction, analysing
reported speech acts can raise questions about the reliability of reported speech because
speakers necessarily, consciously or not, alter the speech they report. The representation of
the parent’s speech should not be considered a transparent reproduction of what was said;
it reflects the speaker’s positioning regarding both the reported speech and its enunciator
(Rosier, 1999).

This representation is nonetheless valuable and contributes to the (socio)discursive
production achieved in this particular context. The account name, Parents toxiques, estab-
lishes a thematic unity, i.e., abusive or “toxic” parents; a principle of relevance applies,
as well as a communication contract (Charaudeau, 2011). I thus consider that selecting
and reporting the parent’s speech acts in testimonies submitted for publication is a suf-
ficient indication that the authors have viewed or view these acts as threatening and/or
disqualifying. Since the condemnation acts have existed pragmatically, through the effects
produced on their recipients (Laforest & Moïse, 2013; Moïse et al., 2019), the analysis is not
hindered by the authors’ enunciative interventions.

In conclusion, the analysis of reported condemnation acts proposed in this article does
not claim to provide access to illocutionary acts, i.e., the speech acts performed by the
parent. Rather, this corpus allows us to investigate perlocutionary acts, that is, the effects
produced on the recipient—in this case, the author. My aim is thus to study the speech acts
received as violent, considering that their representation in the Parents toxiques testimonies
indicates a high degree of performativity and memorability.

3. Between Insult, Contempt, and Reproach: Discursive Modalities of
the Condemnation of Being

Based on the analytical framework provided in Sections 1 and 2, the condemnation acts
attributed to abusive parents were extracted and divided into two categories: condemnation
acts of doing and condemnation acts of being—the latter being our focus. The condemnation
acts of being were then categorised, both in terms of pragmatic act (e.g., insult) and topic
(e.g., lack of intelligence). At this stage, it became evident that these acts do not function
in isolation but interact and overlap, producing layered pragmatic effects; this prevents
the discrete coding of each act, as they can simultaneously serve multiple functions. To
characterise the power dynamics underlying the condemnation of being, this section will
therefore employ a multilayered approach, combining enunciative, argumentative, and
pragmatic microanalyses. We will scrutinise three condemnation acts of being present in the
corpus: insult, contempt, and reproach. The objective is to examine how the condemnation
of being operates in situated contexts and to highlight the discursive devices that underlie it.

3.1. Contempt for the Other: Essentialisation and Downgrading

Composed of més, ‘bad’ and priser, ‘to estimate’, the French verb mépriser (‘be contemp-
tuous of, to disdain’) means “to assign no worth or a derisory worth to a being or a thing”
(Bernard Barbeau & Moïse, 2020, §1). Among the four destructive behaviours identified by
J. M. Gottman et al. (2019, p. 1213), it is considered the most damaging to relationships:
“The contemptuous partner speaks from a place of superiority, and the recipient of contempt
feels belittled, put down, and abused. Contempt is expressed in many ways, such as name
calling, mockery, sarcasm, and negative comparisons (‘You’re just like your mother’)”.

According to Bernard Barbeau and Moïse (2020, 2023), contempt becomes destructive
when it is used to gain power over others and to establish a relationship of domination by
demeaning them in order to enhance one’s own worth. Koselak (2005, §35) also emphasises
the relationship of verticality and superiority between the contemptuous subject and
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the object of their contempt: mépriser is “to place a (human) object beneath oneself, which
implies being above them”—that is, to feel superior towards “those who are too weak
(low, small) to deserve any consideration”. Contempt thus relies on normative thinking,
particularly norms to which the subject adheres: since the contemptuous subject projects
their judgement onto their addressee, placing them in a “category of bad objects”, they
are engaged as a “cognitive subject, source or controller of the judgements expressed”
(Koselak, 2005, §35). The negative estimation of the addressee’s worth by the contemptuous
subject justifies their contempt towards them, granting them the “‘right’ to disrespect them”
(Baider, 2020, §3).

In the condemnation acts reported by the speakers, we observe numerous pejorative
qualifications (Laforest & Vincent, 2004) that focus on lack of intelligence and/or competence:

[4] He often used to say to us, “You really are good for nothing! You’ll never

get anywhere in life. Maybe you can clean the toilet at my job!” [. . .] However,
to this day, when I do something (I graduated with a Bac+2 [=two years of higher
education] in 2014), and I’ve been cosplaying for several years, it is worthless

in his eyes. I’m nothing. I’m still a good for nothing to him because I’m

unemployed. . .

Il nous disait souvent “t’es vraiment bon.ne à rien! T’arriveras jamais à quoi que
ce soit dans la vie.. Tu pourras peut-être nettoyer les chiottes à mon boulot!” [. . .]
Cependant, encore aujourd’hui, quand je réalise quelque chose (j’ai validé un
bac+2 en 2014), et je fais du cosplay depuis plusieurs années, ça n’a aucune

valeur à ses yeux. Je ne suis rien. Je reste une bonne à rien pour lui parce que

je suis sans emploi. . . (Mollie)

[5] He’d make me work on my maths for hours and when I didn’t understand,
he’d call me a “moron” and shake me by the arm—always that arm. . .. [. . .]
More generally, it was me who wasn’t good enough.

Il me faisait travailler mes maths pendant des heures et lorsque je ne comprenais pas,
il m’insultait de “conne” et me secouait par le bras—toujours ce bras. . . [. . .] Plus
généralement, c’était moi qui n’était pas assez bien. (Chiara)

[6] He took advantage of a moment when I was burnt out at work to tell me that

I was a good for nothing anyway etc. . .

Il a profité d’un moment où j’ai fait un burn out dans mon boulot pour me dire que de
toute façon je ne suis qu’un bon à rien etc. . . (Matthias)

[7] “We wanted a boy, you were our last attempt”. Hearing night and day that

we were incapable, “I should’ve cut my balls off when I see these sub-sh.”.

destroyed my school education.

“On voulait un garçon, t’étais notre dernière tentative”. Entendre nuit et jour que
nous étions des incapables, “J’aurai dû me couper les couilles quand je vois ces
sous-m.. “ a détruit ma scolarité. (Jane)

[8] Then I lived with my mother, who taught us with “You’re retarded”, “What

have I done to produce such morons?!”, “Your father doesn’t love you, he
doesn’t give a fuck about his children”.

J’ai vécu par la suite avec ma mère qui nous éduquait à coup de “Tu es retardée”,
“Qu’est-ce que j’ai fait pour pondre des abrutis pareils ?!”, “Votre père ne vous
aime pas, il en a rien à foutre de ses enfants”. (Gabrielle)

Negative axiological terms (i.e., conveying the speaker’s evaluative judgement,
Kerbrat-Orecchioni, 1997) are used to describe the addressee: bon/bonne à rien, retardée,
incapables, sous-m[erdes], abrutis pareils, conne. These are ontotypical insults—a type of
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insult that targets a person “in their very being” (Rosier, 2009, p. 68). They are based on
“supposedly ontological characteristics of the individual” (Ernotte & Rosier, 2004, p. 35),
for instance, being slow, ugly, or clumsy. Examples include being stupid in [5] (conne) and
[8] (retardée), with a pathologisation of stupidity added in the latter case. These traits are
exacerbated by the vulgarity and excessiveness of the terms used—which makes them lean
towards “essentialist” rather than “situational” insults (Ernotte & Rosier, 2004). Indeed, a
high degree of condemnation can be observed: the lack of intelligence and/or competence
is not confined to a specific situation or domain but suggests a generalised lack of worth.

In [7], the noun incapables is not followed by any postmodifications that would
restrict its scope by applying it to a particular “doing” and/or a specific space and
time (e.g., incapable of doing X). The expression [B]on/bonne à rien (‘good for nothing’)
in [4] and [6] extends the lack of ability to everything, with no exception. In [5], a general
lack of worth is reproached without specifying the domain (n’était pas assez bien, ‘was not
good enough’), which tends towards an essentialisation of the recipient, as a person of
lesser worth. In [7], where sous-m. . . (‘sub-sh. . .’) evidently suggests the vulgar term merde
(‘shit’), the condemnation extends to the speaker’s intrinsic worth, as a person. The assault
on their being is profound and emphatic, downgrading them to a status lower than the
category merde.

The copula être (‘to be’) takes on a value of general truth in these acts. Indeed, it
is not limited to a particular space and time, and it attributes a predicate that expresses
a high degree of incompetence and/or unintelligence to the subject referent. In [4], the
condemnation based on lack of intelligence and competence explicitly extends into the
future with a prediction (T’arriveras jamais à quoi que ce soit dans la vie. . . Tu pourras peut-être
nettoyer les chiottes à mon boulot!). The condemnation is at its highest degree here, expressing
an absolute and irremediable lack of competence that applies to everything (quoi que ce
soit, ‘anything at all’) and to the entirety of the addressee’s existence (jamais, ‘never’; dans la
vie,’in life’).

In this same excerpt, contempt is particularly expressed in the statement that follows
(Tu pourras peut-être nettoyer les chiottes à mon boulot!). Contempt is conveyed through the
indirect denigration of third parties, the cleaning staff. The enunciator10 (i.e., the speaker’s
father) does not refer to cleaning just any premises, but specifically mentions toilets—a
“low” place associated with human waste. The choice of a vulgar term (chiottes) rather than
the more neutral term toilettes reinforces the negative axiology and thus the placement of
this professional activity beneath the enunciator. A hierarchy is established by the father
here, assigning low status to both his daughter and the cleaning staff while positioning
himself in a higher position as someone who has achieved an acceptable or valorised status.
This positioning is closely linked to the value system to which the enunciator adheres—the
idea that cleaning is an inferior profession is taken for granted.

Moreover, the reported ontotypical insults do not seem to stem from an isolated
act due to an accidental loss of control on the part of the parent. Indeed, the authors
indicate a repeated or even persistent occurrence of certain speech acts (e.g., souvent, ‘often’;
nuit et jour, ‘day and night’) and the accumulation of contemptuous acts in the parent’s
discourse. Repetition is an aggravating factor in verbal violence because, once repeated,
an act can no longer be seen as a mere outburst (Vincent, 2013). The pragmatic effects of
condemnation are amplified by the parent’s “conscious adherence” to “both the form and
content” (Vincent, 2013, p. 41) of the repeated acts.

The ontotypical insults regarding lack of intelligence and competence discussed in
this section constitute the majority of the insults identified in the corpus, and they all fall
under the contempt category. According to Ernotte and Rosier (2004), ontotypes are not
always perceived as insults by the interactants: they are less salient than sexotypes and
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ethnotypes (i.e., insults based on the target’s gender and ethnicity, respectively) and are
more socially acceptable. However, their strong representation in the speech acts reported
by the speakers suggests that they can, indeed, cause violent effects. In the following
section, we delve deeper into the indirect expression of contempt and its implications in
terms of performativity.

3.2. Performativity of the Indirect Condemnation Act

Analysts of verbal violence have described contempt as an indirect speech act (Moïse
et al., 2019; Bernard Barbeau & Moïse, 2020, 2023) as it relies on “implicit and implied
forms aimed at inducing negative emotions in others, such as feelings of shame and
guilt” (Bernard Barbeau & Moïse, 2023, §4). Because it is expressed through inferences
(Baider, 2020) and does not have canonical forms, objectifying it is not straightforward in
interaction11. As noted previously, this speech act aims to assert superiority and power over
the other (Koselak, 2005; Bernard Barbeau & Moïse, 2020, 2023), “favoring the silence of the
addressee (ostracism)” (Baider, 2020, p. 3). The asymmetry of the relationship constitutes
an aggravating factor according to Bernard Barbeau and Moïse (2023, §4), as it may hinder
the possibility of responding or taking counteraction:

“In an asymmetrical relationship, verbal violence realised through indirect speech
acts is more pronounced when the person in the higher position (the parent,
teacher, superior, etc) holds symbolic power. It is challenging for the person in
the lower position (the child, student, employee, etc) to respond without fearing
potential consequences, whether affective or professional”.

Moreover, contempt is particularly violent when it comes from esteemed individuals
(Bernard Barbeau & Moïse, 2023, §3). The interaction between parent and child thus
presents two aggravating factors: asymmetrical positions within an authority relationship,
with the parent in a higher position and the child in a lower position, and affective proximity
between the interactants.

To illustrate the indirect nature of contempt, let us examine an act reported by Julie.
Unlike the examples in the previous section, which focused on the lack of intelligence and
competence, this extract involves the denigration of physical appearance:

[9] Then comments about my appearance: “Cover your legs, they’re too skinny”.
“You were so ugly as a baby”. And in the middle of my teenage crisis and so of
my insecurities, I hear from her mouth, “You may not be beautiful, but you’re

intelligent” (I was a good student).

Puis des remarques sur mon physique: “cache tes jambes, elles sont trop maigres”. “Tu
étais si laide bébé”. Et en pleine crise d’ado et donc de complexes, j’entends de sa bouche
“Tu n’es peut-être pas belle mais tu es intelligente” (j’étais bonne élève). (Julie)

In the highlighted segment, we identify the two stages of concessions described by
Doury and Kerbrat-Orecchioni (2011, §22 citing Moeschler & De Spengler, 1981, 1982;
Morel, 1996):

• “First, an argument p is put forward for a conclusion r. The speaker may either
express agreement with p (acknowledging its relevance or truth value; Moeschler
& De Spengler, 1981, p. 101) or, more modestly, suspend their judgement (Léard &
Lagacé, 1985, pp. 14–15); in either case, p is not contested.

• p is followed by another argument q for a non-r conclusion; q is typically introduced
by an oppositional connector (typically “mais” [in French, i.e., ‘but’]). This second
argument is presented as outweighing the first (the concessive movement thus leads
to the conclusion of non-r) [. . .]”.
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In the first independent clause, the speaker concedes the truth value of the predicative
relation <you—not be beautiful> before introducing a second assertion based on the same
topic (tu, ‘you’) with the oppositional connector mais (‘but’). Although they address
different aspects—the addressee’s beauty and intelligence—these two assertions can be
seen as opposing arguments in response to an enquiry about the addressee’s worth. At
first glance, this concession appears to lead to a compliment, as suggested by the use of
the positive axiological term intelligente, thereby valorising the recipient: the concessive
movement tends towards an invalidation of the conclusion implied by the first assertion
(tu n’es peut-être pas belle, ‘you may not be beautiful’), in favour of an alternative conclusion.

Concessions are fundamentally dialogical, as conceded utterances echo previous
utterances (Doury & Kerbrat-Orecchioni, 2011). In our case, the concession’s dialogical
nature is marked by peut-être (‘maybe’), which signals that the enunciator (i.e., the speaker’s
mother) is reacting to a prior utterance. Interestingly, the speaker’s mother takes minimal
enunciative responsibility for this denigrating utterance. This is indicated by the use of the
concessive marker, the absence of je (‘I’), and the foregrounding of a valorising assertion
(mais tu es intelligente, ‘but you’re intelligent’). Yet, the other utterances attributed to her by
the speaker—cache tes jambes, elles sont trop maigres; Tu étais si laide bébé—suggest that she is
the enunciative source of these utterances.

This concession presents an unusual placement of contentious information, namely,
the negation of the addressee’s beauty. If we switch intelligente and pas belle, we obtain
a prototypical concession: Tu es peut-être intelligente, mais tu n’es pas belle (‘You may be
intelligent, but you’re not beautiful’). In the reformulated utterance, the speaker would first
demonstrate—or feign—cooperation with her addressee and then introduce an argument
that diverges from agreement between the interactants and outweighs the first. The element
presented as non-contentious (i.e., her intelligence) would flatter the addressee. In contrast,
in [9], the conceded utterance is face-threatening and disqualifying.

As a result, this concession pertains to polirudeness12 (Kerbrat-Orecchioni, 2010, §32),
which covers “utterances that appear to be face-flattering acts (therefore ‘polite’ utterances)
but underneath which lies a face-threatening act (the prototypical case being what can be
called ‘backhanded compliments’ such as ‘Your hair looks nice today’)”. Because of its
ambivalence, polirudeness contributes to indirect verbal violence (Moïse & Oprea, 2015).
Here, contempt is constructed by presenting the recipient’s lack of worth as unsurprising: by
placing denigration in the conceded part, the enunciator presents its content as presupposed
and shared information.

In essence, this act of contempt achieves an ontological assertion of power over the
addressee, as the enunciator assumes and exercises the right to define the addressee’s
very being. The combination of two acts with conflicting illocutionary values makes it
challenging to objectivise the disqualifying act, thereby hindering the possibility of a
response. The condemnation is constructed as a shared and self-evident fact rather than
a judgement issued by the enunciator: the discrepancy between the recipient’s physical
appearance and the beauty standards of the contemptuous subject is not treated as a
mere difference but as a failure to meet a universal norm—which legitimises placing them
“beneath oneself” (Koselak, 2005).

3.3. Stratification of the Condemnation of Being

In the previous section, we observed how contempt, through its indirect actualisation,
can be difficult to objectify in interactions. In this section, we further explore its placement
in the enunciative background, which is particularly evident in excerpt [10] below. The
children are denigrated with the pejorative qualification des abrutis pareils (‘such morons’);
the negative axiology is reinforced by the verb pondre (‘to lay [an egg]’, colloquially ‘to
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produce’), which takes on a vulgar connotation by dehumanising birth. Both the pejorative
qualification and the verb contribute to acts of insult and contempt.

[10] Then I lived with my mother, who taught us with “You’re retarded”, “What

have I done to produce such morons?!”, “Your father doesn’t love you, he
doesn’t give a fuck about his children”.

J’ai vécu par la suite avec ma mère qui nous éduquait à coup de “Tu es retardée”, “Qu’est-
ce que j’ai fait pour pondre des abrutis pareils ?!”, “Votre père ne vous aime pas, il
en a rien à foutre de ses enfants”. (Gabrielle)

Interestingly, children’s categorisation is presupposed. Indeed, the denigration based
on lack of intelligence and/or competence and the ensuing contempt are situated in the
enunciative background, within the prepositional phrase pour pondre des abrutis pareils.
We observe a nominalisation: the enunciator presents the process—and therefore the
categorisation of the addressee—as already established through the use of an infinitive
clause embedded within a larger syntactic structure. This syntactic process illustrates what
occurs at the pragmatic level: acts of insult and contempt are framed as shared knowledge
and serve as the foundation for another indirect speech act, guilt induction. Within such
stratification, it is the harm experienced by the parent—rather than the ontotypical insult
or contempt—that is brought to the enunciative foreground.

In this regard, we can observe a delocution of the addressee, i.e., speaking about
someone who is present rather than addressing them directly: there is no second-person
pronoun, and the expressive phrase qu’est-ce que j’ai pu faire pour. . . (‘what could have I done
to. . .’) neither has a direct recipient nor invites a response. The adjective pareils (‘such’) in-
tensifies the condemnation, suggesting that the noun abrutis (‘morons’) alone is insufficient
to convey the children’s lack of intelligence and competence. Placing condemnation in the
presupposed, as non-contentious information and therefore unsurprising to the addressee,
tends towards the normalisation of contempt.

This stratification can also be observed in the prototypical feature of abusive parent-
child interactions identified by Van Hooland (2005, 2008): renaming the child with deroga-
tory terms of address, which also frames the condemnation as shared knowledge. As noted
earlier by Bernard Barbeau and Moïse (2020, 2023), the performativity of condemnation is
amplified by the indirectness of speech acts and the underlying authority relationship: by
acknowledging that a pejorative qualification refers to them, and even more so by implicitly
accepting it (e.g., by responding to it), the interactant may appear to co-construct their
subordinate position and, to some extent, the condemnation itself. However, attempting to
refute the adequacy between the pejorative qualification and oneself would present risks of
retaliation, such as physical violence or affective consequences (Bernard Barbeau & Moïse,
2020, 2023).

I argue that the stratification of condemnation extends to all condemnation acts of
being and plays a central role in power dynamics. Indeed, the statement T’es vraiment
bonne à rien! (‘You really are good for nothing!’, Mollie) not only achieves acts of insult and
contempt, but also serves as a reproach. Figure 3 below illustrates this stratification, with
a bidirectional dynamic between the (perceived) ontological properties of the target and
the speaker’s beliefs and needs. As seen in the microanalysis, framing the condemnation
of being as evident, shared information functions as an aggravating device. For instance,
in Qu’est-ce que j’ai fait pour pondre des abrutis pareils?!, guilt induction is more salient as
the prejudice experienced by the parent is foregrounded; the insult is presupposed (as
opposed to the more direct Vous êtes des abrutis), which normalises contempt and reinforces
the subordinate position of the addressee.
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Figure 3. Stratification of the Condemnation of Being.

4. Constructing the Being at Fault: Negation of Otherness and
Disruption of the Authority Relationship

At this stage of our reflection, we can agree that condemning someone’s being equates
to subordinating them to oneself: the contemptuous subject places the other beneath them-
selves by assigning them a lower position while simultaneously positioning themselves
above them. This subordination involves apprehending the addressee “through oneself”, as
the subject perceives them through the lens of their own value system. Otherness is threat-
ened, both by rejection—as being inadequate—and by the failure to recognise and treat
it as distinct from oneself. In the final section, I therefore explore the reasons invoked for
constructing the being as at fault and the resulting disruption of the authority relationship.

4.1. Reproach and Guilt Induction: From Otherness to Oneself

Reproach is a direct speech act by which a speaker expresses their “disapproval of the
being and/or doing” (Moïse et al., 2019, p. 85) of a target who is their addressee13. It often
displays a shift from condemning one’s doing (i.e., actions, behaviours) to condemning
one’s being (Moïse et al., 2019), where the being is condemned in order to reproach a
specific behaviour (Laforest & Vincent, 2004). Like contempt, it stems from a comparison
with a norm, highlighting the insufficiency or inadequacy of certain behaviours or char-
acteristics in contrast to what is expected. Reproach thus signals what is expected of the
interactant—whether these expectations are consciously acknowledged or not—and an
ontological assertion of power over them: the behaviour deemed at fault “serves as proof
of what is not and should be, of what the person is not and should be” (Moïse et al., 2019,
p. 85). Guilt induction of the inadequate behaviour’s author often underpins the act of
reproach. It is an indirect speech act that “aims to place the other in debt by invoking a lack
of recognition; it demands reparation, which prompts the guilt-inducted party to conform
to the wishes of their guilt inducer” (Neuburger, 2008, cited by Moïse et al., 2019, p. 89).

The distinction between direct and indirect speech acts, although useful in accounting
for the insidious nature of guilt induction, does not allow us to easily differentiate between
these two acts. Having no direct access to the child’s reactions or the parent’s intentions,
I have no analytical choice but to consider it impossible to determine whether a given
reproach is coupled with guilt induction or not. However, as observed in Section 2.2, the
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situation of utterance suggests that the speakers have indeed considered or are considering
the acts they report as inappropriate and/or harmful. I shall then follow the approach
adopted by Laforest and Vincent (2004, pp. 64–65), who identify five types of shortcomings
reproached to the target through the use of pejorative qualifications (i.e., lack of strength
or courage, lack of experience or maturity, lack of intelligence, lack of consideration or
respect for others, and lack of respectability). Building on their approach, I identify the
reasons invoked by the parent when the condemnation targets the being and the underlying
relationship to otherness.

4.2. Reasons for the Guilt Induction of Being

Three interrelated reasons for the guilt induction of being are invoked: lacking worth,
not being satisfying and/or lovable as a child, and existing as one is and/or being born
(see Figure 4). These reasons are often combined, especially in the most violent acts.

 

Figure 4. Reasons for the Guilt Induction of Being.

The first category includes condemnation acts such as those analysed in Section 3.1
(e.g., [11]); they contain contemptuous ontotypical insults that portray the child as inad-
equate and insufficient by reproaching a lack of worth. This lack of worth reproached to
the target can consist of a lack of intelligence or competence, but also a lack of recognition
towards the parent, as seen in [12].

In the second category, guilt induction relates to not being satisfactory or lovable as a
child; a lack of worth is implied. Indeed, the object of guilt induction is not explicitly stated
in [13] (la digne fille de mon père) or in [14]. However, the latter extract features an explicit
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and emphatic negation of love towards the addressee, conveyed by the verb détester and
the high-degree adverbial phrase plus jamais (‘never ever’). It is noteworthy (as observed
earlier regarding contempt) that the shortcomings reproached here are not isolated and
modifiable behaviours—the object of guilt induction is the target in their being and in
their entirety.

At its extreme, guilt induction of being leads to a third category: the target is blamed
for existing as they are and/or for being born as they are. It targets the fact of existing as an
insufficiently intelligent and competent person in [15], and as a girl rather than a boy in [16];
in [17], guilt induction is based on being born despite not being wanted. In such cases, all
three reasons for guilt induction are combined: by presenting the child’s birth and existence
as detrimental to the parent, these reproaches of existence and/or birth also imply that
the recipient is not satisfactory and lovable as a child, and lacks worth. The transgression
of the other’s symbolic territory is absolute, as their right to exist is attacked, and this
seems to occur repeatedly (entendre nuit et jour [‘day and night’] que. . .; elle m’a toujours
[‘always’] dit que. . .; ma mère qui nous éduquait à coup de [‘constantly, repeatedly’]. . .). By
denying the right to exist as one is and expressing the harm caused by their very being,
these guilt-inducing acts tend towards a symbolic destruction of the target. They fulfil the
three criteria of direct hate speech identified by Lorenzi Bailly and Moïse (2021, p. 12): the
use of condemnation acts, reliance on a pathemic dimension, and the presence of markers
that negate otherness.

The harm caused by the target is salient in the guilt induction of being: the three
reasons invoked pertain to the child being detrimental to the parent, negatively affecting
their life, and/or constituting a burden. The condemnation of being places the addressee in
debt, constructing and assigning them a diffuse fault. Guilt induction is accompanied—to
varying degrees—by victimisation, particularly manifested through the expression of harm
and regret (e.g., Qu’est-ce que j’ai fait pour. . ., ‘What have I done to. . .’; J’aurai[s] dû. . ., ‘I
should’ve. . .’) and emphatic modifiers (e.g., des abrutis pareils, ‘such morons’; ces sous-
m[erdes], ‘sub-sh[its]‘; la plus grosse erreur de ma vie, ‘the biggest mistake in my life’). The
parent thus legitimises the condemnation of being, presenting it as a reaction to an initial
fault. This is evident in example [12], cited in the previous section and reproduced below
with more context. The speaker recounts a scene in which verbal violence occurs after
physical violence:

[12’] I’d discovered that my mother was going through all my messages and that
she’d done the same with my sister’s mailbox and she was really angry about
what she’d found there: messages from my sister saying we were unhappy./So

her reaction to that was to punch me in the face. Which stunned me for a

moment. My brother held her back or she’d have jumped on me. She was
drooling, shouting that I was just a slut, a real bitch, vile and ungrateful.

J’avais découvert que ma mère fouillait tous mes messages et qu’elle avait fait de même
avec la messagerie de ma sœur et elle était vraiment en colère de ce qu’elle y avait trouvé:
des messages de ma sœur disant que nous étions malheureux./Alors la réaction qu’elle
a eu face à ça et de me coller une droite en pleine face. Me sonnant pendant un
instant. Mon frère l’a retenu sinon elle me sautait dessus. Elle bavait, criant que j’étais
qu’une salope, une vraie connasse, immonde et ingrate. (Gabrielle)

This is noteworthy because physical violence, being “the last resort to make oneself
heard”, typically erupts after verbal violence (Moïse et al., 2019, p. 13)14. The acute verbal
violence (Moïse et al., 2019) at work here, involving a direct condemnation act of being (i.e.,
an insult), appears to legitimise the preceding physical violence. Indeed, the lack of worth
reproached by the parent, expressed through pejorative qualifications (une salope, une vraie
connasse, immonde et ingrate, ‘a slut, a real bitch, vile and ungrateful’) consists in a lack of
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recognition towards the parent as well as a lack of respectability. These shortcomings are
presented as an affront and legitimise physical violence.

In conclusion, guilt induction of being intertwines the target’s intrinsic worth with
their affective bond to the parent. The reasons invoked for the condemnation of being
frame the child as an object through and within the parent’s perspective, as they do not
align with the latter’s expectations—both in terms of beliefs and needs.

4.3. Towards a Disruption of Interactional Dynamics

We must now address the question asked in the introduction: is the authority relation-
ship that characterises the parent-child interaction disrupted in and by condemnation acts
of being, and if so, how?

An essential characteristic of the authority relationship is that the interactants mutually
recognise each other in their high and low positions, and that this relationship is co-
constructed (Moïse et al., 2019). However, resorting to speech acts that undermine the
child’s face, with disqualifications that attack self-esteem across different spheres (i.e., social
sphere, intimate sphere, and values—Moïse et al., 2019, p. 81) departs from a recognition of
the one in the lower position, and thus a co-construction of the relationship. Throughout
the analysis of condemnation acts of being, it has become apparent that the position of
guarantor of the interaction, expected in an authority relationship, acquires a sense of
superiority over the other. It materialises in an ontological assertion of power over the
other, by reaching their worth and essence. As discussed in Section 3, the categorisation and
attribution of disqualifying traits are sometimes situated within the presupposed, which
frames them as shared knowledge. In such cases, the child’s low position is not a protective
and supportive one but, rather, becomes a site of attacks on their being with latent and
reactivable disqualifications. The asymmetry of positions is thus exacerbated in and by
condemnation acts of being, leading to a relationship of domination. The parent becomes
an all-powerful subject, treating the other as an object through the lens of their values,
expectations, and needs; the child is objectified through the implicit or explicit comparisons
to what they should be that underly contempt and guilt induction.

While the analysed condemnation acts of being display an assertion of power over the
other, they also appear to involve a symmetrisation of positions. Through guilt-inducing
acts, the parent places the child in a position of responsibility and/or symbolic debt that
may be inappropriate, especially when it concerns reasons beyond the child’s control.
This disruption is regularly highlighted in the fragments of interaction represented in the
testimonies; in the extracts below, for instance, the young Jane and Matthias criticise their
assignment to a position where they must, like peers, advise and take charge of their parent.

[18] But being your mother’s shrink in the evening, with her nose in her bottle,
gives a bitter taste of life as early as 6 years old, just as she experienced it

Mais être la psy de sa mère le soir, le nez dans sa bouteille, donne dès ses 6 ans un goût
amer de la vie, autant qu’elle le vivait. (Jane)

[19] When I was a kid, I quickly became the man of the house, at least when she
was single. Which means I became her confidant, sharing all her troubles. One
evening when I was about 6 or 7, we were sitting on the sofa, she took a handful
of pills and told me “goodbye”. Obviously I panicked, and when I tried to call
911 she told me off, because “it was just a joke to see if I loved her”.

Quand j’étais petit, je suis rapidement devenu l’homme de la maison, en tout cas dans
les moments où elle était célibataire. Ce qui signifie que je suis devenu son confident en
partageant tous ses malheurs. Un soir, vers 6 7 ans, nous étions assis sur le canapé et elle
a prit une poignée de cachets en me disant “Adieu”. Forcément j’ai paniqué et lorsque

245



Languages 2025, 10, 54

j’ai voulu appeler les pompiers elle m’a disputé, car « ce n’était qu’une blague pour voir
si je l’aimais ». (Matthias)

In sum, the authority relationship is disrupted by a dual movement within the condemnation
acts of being: the exacerbation of asymmetry, and the symmetrisation of interactional positions.

5. Conclusions

This article aimed to analyse the treatment of otherness underlying the condemnation
acts of being reported in anonymous testimonies published on the Instagram account
Parents toxiques. After outlining the study’s methodological and analytical framework, I
examined how one’s being is constructed as being at fault. The linguistic and discursive
devices identified through microanalyses, along with their implications in terms of interac-
tional dynamics, are summarised in Figure 5 below. It breaks down how the condemnation
of being is enacted and the treatment of otherness involved by such condemnation.

 

Figure 5. Modalities of the Condemnation of Being.

Based on microanalyses of the condemnation acts of being reported in our sample of
Parents toxiques testimonies, we can draw the following conclusions. (i) The ontological as-
sertion of power over the other is constructed from the predicative level, with processes that
concern the recipient’s being in its entirety and present the condemnation as an objective
reality. (ii) The condemnation of being draws its pragmatic force from its legitimisation—by
relying on norms presented as self-evident and universal, and by highlighting the harm
caused by the other. (iii) As a speaker, constructing the other’s being as at fault involves, to
varying degrees, essentialising and downgrading them, as well as conflating their intrinsic
worth with one’s beliefs and needs; these two objectifying processes hinder the recognition
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of otherness as distinct from oneself, which is necessary to acknowledge the other as a
subject (Moïse, 2020).

These findings should be considered in perspective. Given the ethical and method-
ological challenges of accessing and analysing authentic abusive interactions highlighted
in Section 1—namely, the difficulty of categorising them as such—we used the speech acts
reported in the Parents toxiques testimonies as an entry point to understand how verbal
abuse may be committed and received. As discussed in Section 2, this perspective is inher-
ently limited: we access condemnation acts as received and remembered by the authors,
not as they occurred in real-time interactions. I argue that the authors’ situated viewpoints
and the means employed to represent their experience should not be seen as biases but
as a research focus. In other words, the enunciative and argumentative interventions of
the authors are an inherent part of what these anonymous online testimonies allow us to
observe. This approach to experiential data aims to avoid value judgements on the part of
the analyst: we do not question or confirm the testimonies’ legitimacy and truthfulness,
but treat them as sociodiscursive traces that need to be deciphered.

On the one hand, these traces point to how certain parental behaviours were expe-
rienced, remembered, and later reflected upon, which gives us privileged access to the
long-term effects attributed to behaviours perceived as abusive or “toxic”. Notably, our
reception-based findings resonate with experimental psychology studies conducted in
controlled environments that identified criticism and contempt as damaging to relation-
ships (J. M. Gottman et al., 2019). If we view the condemnation of being as a means of
domination, both in terms of attitude to otherness and interactional dynamics, the notion of
condemnation of being—along with its descriptors—provides an effective framework that
can be applied to reports and direct observations. It can help various professionals identify
and assess transgressions and/or dysfunctions in authority relationships—not only in the
family sphere but also, for instance, in the workplace.

On the other hand, studying these traces allows us to characterise what the authors do
through their testimonies, and therefore to question the social meaning acquired by the
anonymous publicisation of their experience. The decontextualisation at work in these
testimonies—since we do not know who is testifying, when, and where—should not be
treated as missing information but as a discursive mechanism that both the Parents toxiques
account and the authors engage in (Moreau Raguenes, 2024b). To build on the present
study, further research should examine the enunciative, argumentative, and pragmatic
materiality of reported speech itself—that is, what the authors achieve when reporting their
parents’ condemnation acts (e.g., denouncing, invalidating, providing proof).

Finally, the sample of ten testimonies consists of texts that are longer than average on
Parents toxiques, and may therefore use more linguistic resources than shorter testimonies;
our findings will need to be tested against the full dataset of 314 testimonies, which was
compiled at a later stage of the project.
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Notes

1 All translations will be mine throughout the article unless specified otherwise
2 The Parents toxiques corpus was compiled as part of a doctoral research project supervised by Julien Longhi and Laurence Rosier.

The sample was collected for a Master’s research project supervised by Claudine Moïse (Moreau Raguenes, 2021).
3 https://www.legifrance.gouv.fr/codes/article_lc/LEGIARTI000038749626 (accessed on 15 June 2024).
4 “Chapitre II: Des atteintes à l’intégrité physique ou psychique de la personne (Articles 222-1 à 222-67)” https://www.legifrance.gouv.fr/

codes/section_lc/LEGITEXT000006070719/LEGISCTA000006149827/#LEGISCTA000006149827 (accessed on 15 June 2024).
5 I choose to use the notion of “condemnation act” (Laforest & Moïse, 2013 notably, ’actes de condamnation’ in French) rather than

face-threatening acts to refer to acts that undermine the addressee’s face (Goffman, 1956) and identity. This choice emphasises
the disqualification of the target—disqualification not being constitutive of all face-threatening acts (e.g., an injunction not
accompanied by disqualifying acts).

6 Of course, these parameters vary depending on the child’s age.
7 The URL and publication date of the testimonies will not be indicated for ethical reasons.
8 Emphasis (in bold) is always my addition; in the quotes, italics always come from the cited text. Spelling and punctuation will

not be modified in the cited corpus excerpts.
9 In [2], Chiara could be reporting a reproach her father directed to her (e.g., You make me angry), in which case the segment

enclosed in quotation marks would be reported speech. Alternatively, she might be using quotation marks to express critical
distance towards the causal link represented. In [3], it could be an injunction (e.g., Don’t make things worse) reported in free
indirect speech, but the boundary between what the parent said and what was understood and internalised by the speaker (“Not
to make waves. Not to be an extra burden”.) is porous.

10 I use the term enunciator because the speech acts analysed are in reported speech: the parent is the enunciative source but does
not perform the locutionary act. The term speaker always refers to the authors of the testimonies.

11 However, argumentative strategies that allow the narrators to express contempt in interaction can be identified through analysis
(see Baider, 2020 for instance).

12 In the English-speaking literature, a similar notion has been proposed—mock politeness (Taylor, 2015, for instance).
13 I choose to use the term reproach rather than complaint because, as pointed out by Laforest (2002, p. 1596) “the meaning of the

term ‘complaint’ is broader than that of the French term ‘reproche’, [. . .] which refers only to dissatisfaction addressed to the
person held to be responsible for deviant behavior”.

14 See the model of the escalation of acute verbal violence (“violence verbale fulgurante” in French) in Moïse et al. (2019, p. 13).
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Abstract: Misgendering is a form of microaggression that reinforces gender binarism and involves
the use of incorrect pronouns, names or gendered language when referring to a transgender and
gender non-conforming (TGNC) individual. Despite growing awareness, it remains a persistent
form of discrimination, and it is crucial not only to understand and address misgendering but also
to analyse its impact within online discourse towards the TGNC community. The present study
examines misgendering directed at the TGNC community present on platform X. To achieve this,
a representative sample of 400 tweets targeting two TGNC individuals is compiled, applying an
annotation scheme to manually classify the polarity of each tweet and instances of misgendering,
and then comparing the manual annotations with those of an automatic sentiment detection system.
The analysis focuses on the context and frequency of intentional misgendering, using word lists
to examine the data. The results confirm that misgendering perpetuates discrimination, tends to
co-occur with other forms of aggression, and is not effectively identified by automatic sentiment
detection systems. Finally, the study highlights the need for improved automatic detection systems
to better identify and address misgendering in online discourse and provides potentially useful tools
for future research.

Keywords: misgendering; forensic linguistics; microaggressions; TGNC community; corpus annotation;
natural language processing (NLP)

1. Introduction

Gender identity is a fundamental aspect of the human being that reflects the inner
sense of who we are. Recognition and respect for gender identity are essential to build an
inclusive society, where each individual can live following their true identity without fear
of reprisal or discrimination.

Transgender and gender non-conforming (hereafter TGNC) individuals represent a
complex and diverse population whose gender identities defy conventional societal norms
(Argyriou 2021, p. 71). Rooted in a deep sense of self-awareness and authenticity, these
individuals experience a profound misalignment between their inner sense of gender and
the sex they were assigned at birth (American Psychological Association 2015).

Furthermore, within the TGNC community, a rich tapestry of experiences and iden-
tities exists. Some individuals choose to undergo physical transitions, such as hormone
therapy or surgical procedures, to align their bodies with their gender identity. In contrast,
others opt for social transitions, changing their name, pronouns and outward presentation
to reflect their true selves (Argyriou 2021, p. 71).

Despite this diversity within the TGNC community, individuals often face challenges
in how they are perceived and, consequently, addressed by others. An example of this
is the linguistic phenomenon of ‘misgendering’, a concept that has attracted increasing
attention from scholars and the media, and that refers to the act of using incorrect pronouns
or gendered language when referring to TGNC individuals (McLemore 2016). According to
Argyriou (2021), “everyday life of TGNC people is filled with examples of invalidations of
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the kind, as misgendering is generalised and persistent” (p. 72). This can manifest in overt
forms of disrespect, such as deliberate misidentification or verbal harassment, as well as
more subtle forms of invalidation, such as dismissing a person’s gender identity or ignoring
their preferred pronouns (Argyriou 2021, p. 73), who can sometimes appear together.

The consequences of these forms of disrespect, either overt or subtle, when performed
repeatedly during a long period, are profound and have severe implications of cultivating
a hostile atmosphere that can adversely affect the mental and emotional well-being of the
targeted individuals. Moreover, when these acts become the norm, they reinforce harmful
stereotypes and perpetuate systemic discrimination against TGNC people. They can have,
as a final consequence, the neglect of access to mainstream society, which is the ultimate
goal of hate speech (Guillén-Nieto 2023).

Hence, it is necessary to gain a deep understanding of the complexities surrounding
misgendering, as it involves delving into the context of several different TGNC populations’
experiences. Each TGNC person’s journey is unique and shaped by various factors, includ-
ing culture, background, and personal beliefs. Therefore, the attempt to understand and
identify instances of misgendering faces a series of difficulties, which leads to the creation
of the present study.

The primary aim of this study is to disseminate the concept of intentional misgen-
dering, as a manifestation of discrimination expressed through language, to facilitate its
subsequent detection on social networks, specifically platform X1. To accomplish this goal,
a series of more specific objectives will be pursued:

• Create a dataset of tweets targeting TGCN individuals from platform X, applying a
set of criteria to ensure relevance and accuracy.

• Implement an annotation scheme to classify each tweet’s polarity and evaluate the
consistency of the manual annotation between two annotators.

• Examine the context and frequency of those tweets that include intentional misgen-
dering, analysing wordlists of the instances.

• Evaluate the effectiveness of an automatic sentiment detection system by comparing
its performance to manual annotations.

• Provide recommendations for improving automatic detection systems and addressing
intentional misgendering in online discourse effectively.

By pursuing these interconnected objectives, this study aims to expand the under-
standing of the linguistic phenomenon of intentional misgendering, ultimately contributing
to the creation of safer and more inclusive online environments for all users.

2. Theoretical Background

Language, as a fundamental communication tool, can be weaponised to inflict harm,
with words carrying both damaging and legally significant consequences. Forensic lin-
guistics is key in examining how such harmful language can serve as evidence in legal
contexts (Guillén-Nieto 2022, p. 1). In this context, this section offers an in-depth review of
essential concepts central to understanding harmful language, starting with the broader
framework of harassment, progressing through microaggressions, and ultimately focusing
on misgendering, which is the core of this study. The purpose is to clarify how these forms
of derogatory language interrelate and provide a more comprehensive understanding of
their objectives and their legal and social implications.

2.1. The Concept of Harassment

Harassment is a highly complex and multifaceted phenomenon that encompasses a
wide range of offensive behaviours designed to undermine an individual’s dignity. These
behaviours, which often consist of hostile and unethical forms of communication, are
directed by one or multiple perpetrators victimising a particular target for an extended
period (Leymann 1990). According to Guillén-Nieto (2022, p. 7), it involves a series of
acts directed towards the destruction or diminution of the fundamental rights of the
affected individual. The objective behind such actions is typically malicious, mainly due
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to the desire of perpetrators to achieve certain aims or goals, which may vary depending
on the context. For instance, the case of gender-based harassment faced by the TGNC
community contributes to the central goal of hate speech, which is to deny them equal
access and exclude them from the rest of society. This type of harassment, considered a
macro-directive, is carried out through the execution of a series of micro-acts of aggression,
each of which indirectly contributes to the achievement of these super-goals (Guillén-Nieto
2022, p. 8). Hence, the series of smaller aggressive actions conforming to harassment receive
the name of ‘microaggressions’.

2.2. The Concept of Microaggressions

In 1969, Dr Chester Pierce introduced the term ‘offensive mechanisms’ to describe the
subtle but pervasive ways in which black people were marginalised in the United States.
Pierce noted, “To be black in the United States today means to be socially minimised. Every
day, black people face ‘offensive mechanisms’ designed to isolate, diminish, and confine
them to a lesser status. The relentless message they receive is that they are unimportant
and irrelevant” (Pierce 1970, p. 303). In a 1970 essay titled “Offensive Mechanisms”, Dr
Pierce further developed this concept, coining the term ’microaggressions’ to refer to these
understated yet impactful actions.

Additionally, psychologist Sue (2010) defined microaggressions as “brief, everyday
interactions that convey negative or derogatory messages to people because of their identity
group” (p. 36). Over time, the term has come to include not just racial bias but also insults
and behaviours targeting other marginalised groups, such as ethnic minorities, gender
minorities and people with disabilities (Sue 2010; Paludi 2012).

When targeting the TGNC community, the subtlety of microaggressions does not
diminish their impact since it can lead to significant repercussions, including undermining
a person’s identity and invalidating their existence. Therefore, the TGNC individuals are
faced with a profound dissonance between their gender identity and the sex they were as-
signed at birth, which makes them vulnerable to misgendering—a form of microaggression
that involves being addressed or named in a manner that is inconsistent with their gender
identity (Argyriou 2021, p. 72).

2.3. The Concept of Misgendering

The American Psychological Association, in its “Guidelines for Psychological Practice
with Transgender and Gender Nonconforming People,” defines ‘misgendering’ as “Using
pronouns or other words that label a person’s gender incorrectly. This is often a painful
experience for people including trans and gender nonconforming people, especially when
done by someone aware of their gender identity.” (American Psychological Association
2015). This phenomenon serves as a potent reminder of the broader societal issues sur-
rounding gender identity and acceptance and is crucial to combat this harmful practice
with education, research and awareness. Thus, this study highlights misgendering as a
central issue.

3. State of the Art

The literature review presents a detailed examination of research on ‘microaggressions’
and ‘misgendering’ from a linguistic perspective, to compile and present prior studies
on the analysis and annotation of gender microaggressions. This review is divided into
two main sections: descriptive linguistics and corpus linguistics approaches to gender
microaggressions, focusing particularly on intentional misgendering.

3.1. Descriptive Linguistics Approach to Gender Microaggressions

Microaggressions have traditionally been examined in the context of racial and ethnic
discrimination (Chang and Chung 2015, p. 220). Sue and Capodilupo (2008) were the
first to identify parallels between racial and gender microaggressions, suggesting that the
mechanisms underlying these biases might share commonalities.
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In addition, Solórzano et al. (2000) was the first to coin the term ‘gender microaggres-
sions’, but there has been limited empirical research to substantiate the concept. However,
only in recent years has there been a significant expansion in the scope of research, encom-
passing microaggressions directed toward the LGBTQIA+ community. This broader focus
reflects an increasing awareness of how microaggressions manifest, highlighting the need
for further empirical investigations to understand and address these subtle but impactful
forms of discrimination.

According to Nadal et al. (2016), research on microaggressions within the lesbian, gay
and bisexual (LGB) communities has increased, yet studies addressing TGNC individuals
remain sparse. This shortfall is partly due to the common conflation of gender identity with
sexual orientation in broader LGBTQIA+ studies, which obscures the unique experiences
of transgender people who face different forms of discrimination and marginalisation
compared to their LGB counterparts (Fassinger and Arseneau 2007; McCarthy 2003). De-
spite inclusive intentions, combining these identities can inadvertently perpetuate the
marginalisation of TGNC voices.

Sue et al. (2008) developed a classification system for gender-based microaggressions,
which was later updated by Nadal et al. (2010). Building upon this work, Nadal et al.
(2012) conducted a qualitative study that explored the nuanced interpersonal and systemic
microaggressions faced by TGNC individuals. Participants from diverse backgrounds were
recruited through local LGBTQIA+ organisations to form two focus groups. The study
aimed to validate the existing taxonomy of microaggressions towards transgender people
through directed content analysis, revealing twelve themes specific to TGNC individuals,
thus expanding the understanding of their experiences.

Some of the themes identified included “the use of transphobic or incorrectly gendered
terminology”, which involves derogatory terms or incorrect pronouns; “the assumption of
a universal transgender experience”, which stereotypes transgender individuals; or “the
exoticisation”, where transgender individuals are fetishised.

Nadal et al. (2016) observed that one of the most prevalent forms of microaggression
encountered by TGNC individuals is the failure to recognise or consistently use their
preferred pronoun, “particularly after someone has been corrected or informed of a gen-
derqueer person’s preferences” (p. 13). Given this, the present study will concentrate on
the first category identified in the taxonomy—namely, the use of transphobic or incorrectly
gendered terminology—focusing on the phenomenon of ‘misgendering’. Misgendering
involves the erroneous attribution of gender to an individual. This misattribution can ma-
terialise through the use of pronouns, titles or descriptions (McNamarah 2021). Moreover,
the repercussions of such a practice can be highly damaging and deeply detrimental for
those who experience it, as it undermines their sense of identity and belonging.

Particularly, this study focuses on ‘intentional misgendering’, which is characterised
by a conscious and deliberate decision to disregard an individual’s preferred gendered
language or titles. Unlike unintentional misgendering, which may stem from ignorance
or oversight, intentional misgendering involves a deliberate choice to ignore or reject the
correct gender designation of the person being addressed (McNamarah 2021, p. 2261).

In the literature on transgender identities and microaggressions, the phenomenon of
misgendering has garnered significant attention. A recent study by Edmonds and Pino
(2023) provided an in-depth analysis of intentional misgendering and its effects on power
dynamics, identity construction and societal norms. Their research found that intentional
misgendering is used to undermine transgender individuals’ identities, revealing how such
acts are strategically employed to express negative attitudes and reinforce cisgenderism
views. Trans individuals often respond by framing misgendering as morally reprehensible,
challenging the discriminatory behaviour of the offenders.

Another study by Thál and Elmerot (2022) delved into the misgendering of trans-
gender individuals in the Czech language, identifying linguistic infra-humanisation and
dehumanisation as key components. The study highlighted the importance of recognising
and addressing linguistic hostility towards transgender individuals through the analysis of
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diverse textual sources. This research underscores the need for sensitivity in language use
to avoid reinforcing harmful practices and calls for greater awareness and inclusivity in
communication to support TGNC individuals better.

However, despite the recent interest in this topic, there is still a gap in the literature,
and this study seeks to fill it by exploring the phenomenon of intentional misgendering in
English and collecting and annotating a corpus sample of tweets from platform X directed
at TGNC individuals.

3.2. Corpus Linguistics Approach to Microaggressions Annotation

Within the framework of corpus linguistics, a significant gap is also identified in
the literature regarding misgendering as a linguistic phenomenon. While misgendering,
as a form of microaggression, has been subject to theoretical study for years, there is
a notable absence of computational analyses on this topic. This gap represents a great
opportunity to further explore and expand linguistic annotation efforts on the phenomenon
of misgendering, which can serve the purpose of enriching language understanding and
improving the inclusivity and accuracy of NLP technologies in various contexts.

Relevant work on gender bias annotation is the one by Havens et al. (2022), which
addresses the challenge of mitigating gender bias in NLP systems by developing a taxon-
omy of gendered language and applying it to create annotated datasets. The taxonomy
categorises labels into three main categories: Person Name, Linguistic, and Contextual,
with sub-labels defined by archival documentation. The study underscores the significance
of interdisciplinary collaboration and clear metrics in identifying gender bias and aims to
guide NLP systems towards more inclusive representations of gender.

Assimakopoulos et al. (2020) conducted a study that introduces a hierarchical annota-
tion scheme to discern discriminatory comments within online discussions. The scheme
goes beyond the binary classification of hate speech versus non-hate speech, categorising
comments based on their attitude towards target minority groups and detailing how neg-
ative attitudes are articulated. The study found that this multi-level scheme improved
inter-annotator agreement, highlighting the need for refined annotation guidelines and
comprehensive training for annotators to identify negative discourse strategies better.

These studies collectively highlight the importance of annotation in corpus-based
research, particularly in identifying linguistic features and extracting insights from textual
data. Annotation is crucial in advancing fields such as NLP by facilitating the systematic
categorisation of elements within textual data. In the context of gender-based discrimina-
tion, effective annotation frameworks are essential for accurately capturing the complexity
and impact of intentional misgendering.

The present research aims to fill the corpus collection and annotation gap related to
misgendering. Developing robust annotation frameworks can enhance the detection of
intentional misgendering, contributing to a more inclusive and respectful environment for
TGNC individuals. This can help to address the root causes of misgendering and promote
greater awareness of the importance of using correct and respectful language through
focused corpus collection and annotation.

4. Research Questions

The present study formulates relevant research questions that will allow for a deeper
investigation of the linguistic phenomenon presented in this study and the aspects that
encompass it.

The questions proposed are as follows:

• RQ1: Does intentional misgendering as a form of microaggression perpetuate discrim-
ination towards the TGNC community?

• RQ2: Does intentional misgendering typically co-occur with other forms of aggression
or discriminatory language?

• RQ3: Is there a significant relationship between the presence of misgendering in tweets
and their sentiment polarity?
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• RQ4: Can automatic sentiment detection systems effectively identify tweets containing
misgendering and expressing hatred towards transgender individuals, or is there a
gap in their ability to detect this type of message?

These research questions will guide the compilation of messages extracted from
platform X, as well as the evaluation of manual annotation and automatic polarity detection
systems on misgendering directed at TGNC.

5. Methodology

5.1. Corpus Compilation

The corpus sample consists of a collection of tweets in English extracted from platform
X, specifically focusing on intentional misgendering within the context of online discourse.
This corpus sample aims to analyse and identify instances of intentional misgendering
targeting two specific TGNC public figures. In addition, the text type selected for creating
the corpus sample consists of tweets that mention two TGNC individuals who are public
figures. This choice of text type is motivated by the prevalence of X as a platform for public
discourse and its potential for capturing informal communication that reflects broader
societal attitudes. Lastly, the selection of English as the language for the corpus sample is
due to its widespread use on social media platforms and its relevance related to this Master.

5.1.1. Data Selection Criteria

To construct the corpus for studying intentional misgendering targeting the TGNC
community, specific selection criteria have been established. In the words of Biber (1993),
“a corpus must be ‘representative’ in order to be appropriately used as the basis for general-
isations concerning a language as a whole” (p. 243). For this reason, the criteria selected to
ensure the representativeness of the phenomenon in the corpus sample are the publication
dates, size, authors and selection of the individuals targeted by misgendering.

Regarding the publication dates of the texts, tweets have been selected within a time
range spanning from 1 January 2023, to the date of the compilation (15 April 2024). The
choice of this period is based on significant changes in the “Abuse and Harassment Policies”
of the social network X, particularly the removal and subsequent reintroduction of rules
against misgendering between 2023 and 2024 (X 2024).

As for the sample size selection, it has been divided to represent both individuals
equally. In total, 400 tweets were selected, with 200 tweets directed at each individual, cre-
ating a balanced framework for comparison and analysis, and ensuring representativeness.
This sample size has been deliberately chosen to support the study’s qualitative approach,
prioritising a deep, nuanced exploration of microaggressions to understand the complex
nature of the phenomenon.

Considering the author of the corpus, it is not possible to establish specific criteria for
the authors of the tweets since each tweet originates from different individuals with varied
backgrounds, styles and motivations. Given this diversity, there is not a uniform set of
criteria that can accurately categorise or classify them.

To further outline the corpus sample criteria, it is essential to explain the selection of
the individuals targeted by misgendering. The choice is based on their public prominence
and the controversies surrounding their transitions to ensure a certain number of tweets
are directed at them.

In addition, it is important to remark that as Burghardt (2015) states, “redistributing
Twitter content outside the Twitter platform is prohibited. In practice, this means it is not
possible to precompile Tweet corpora and to share them in a way they are readily accessible
for academic research.” (p. 78). This means that to carry out the corpus sample compilation,
the individuals need to face an anonymisation process where their names are changed to
hide their identity. To carry out the corpus sample compilation, the individuals must face
an anonymisation process where their names are changed to hide their identity. However,
misgendering is inherently contingent upon the identity, context and cultural setting within
which it occurs, as noted by Hochdorn et al. (2016). For that reason, it is necessary to briefly
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contextualise the situation of the individuals to understand the reasoning behind the choice
for this study:

• “Individual 1” is a transgender man famous for his work as an actor before his
transition. His pronoun set is he/they.

• “Individual 2” is a transgender woman known for documenting her transition process
on social media. Her pronoun set is she/they.

After establishing the criteria for the corpus sample, the next step in this stage involves
extracting tweets that meet these criteria.

5.1.2. Data Extraction

The first approach to extracting tweet data involves using the Twitter Search API to
access tweets from the ‘Top’ category. For this method, tweets containing the keywords
“Individual 1” or “Individual 2” from 1 January 2023 to 15 April 2024 are retrieved. To en-
hance the data collection, a second approach using web scraping methods is also employed.
This complementary method involves creating a query search on X and scraping the web
code to extract each of the tweets one by one.

5.1.3. Data Pre-Processing

The raw data obtained from X underwent a pre-processing stage to refine it into a more
usable format. Given that raw data often include numerous irrelevant tweets, a manual
effort was made to simplify the dataset, thereby minimising the annotation of tweets not
fitting the established criteria. To achieve this, the following filtering mechanisms devised
to selectively extract tweets were employed:

• Keyword presence: Tweets explicitly mention the keyword “Individual 1” or “Individual 2”.
• Duplicate tweets: Excluding tweets that are duplicates.
• URL/image tweets: Filtering out tweets solely consisting of URLs/images.
• Language criterion: Eliminating tweets composed in languages other than English or

those containing a mix of English and non-English content.
• Minimum length: Disregarding tweets with a character count below five.
• User mentions: Removing tweets primarily comprised of user2 mentions.

Thus, implementing this filtering process ensures the efficiency of subsequent annota-
tion efforts and the dataset’s quality and integrity.

5.1.4. Dataset Statistics

The corpus sample is composed of 400 tweets, with an equal distribution of 200 tweets
referring to Individual 1 and 200 referencing Individual 2. The complete corpus contains
a total of 14,492 tokens and 12,284 unique types. However, to ensure a comprehensive
examination of misgendering patterns, it was divided into two subsets or sub-corpus
based on whether the tweets mention Individual 1 or 2. This division facilitates a targeted
analysis of misgendering, recognising that its patterns may differ when directed at a trans
man versus a trans woman. The first subset, comprising tweets referencing Individual 1,
includes 7458 tokens and 6276 unique types, while the second subset, centred on Individual
2, contains 7034 tokens and 6008 unique types.

In addition, a wordlist frequency was generated for both subsets using Sketch Engine3.
This platform provides a detailed breakdown of the common words and phrases from the
corpus sample using the corpus enTenTen214 as a reference (Suchomel 2020). The following
wordlists allow a more precise analysis of the language surrounding misgendering (see
Tables 1 and 2).
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Table 1. Wordlist of sub-corpus 1 from Sketch Engine.

No. Lemma Frequency No. Lemma Frequency

1 Trans 26 11 Delusion 5
2 Lesbian 10 12 Tittie 5
3 Tit 9 13 Cisgender 3
4 Transitioned 8 14 Mutilate 3
5 Transphobe 7 15 Psychotic 3
6 Mastectomy 6 16 Deadnaming 2
7 Topless 5 17 Self-hatred 2
8 Cis 5 18 Weirdo 2
9 Slur 5 19 Transman 2

10 Trans 5 20 Objectify 2

Table 2. Wordlist of sub-corpus 2 from Sketch Engine.

No. Lemma Frequency No. Lemma Frequency

1 Trans 18 11 Fiasco 3
2 Pretend 10 12 Womanhood 3
3 Gay 8 13 Manly 3
4 Dude 6 14 Backlash 3
5 Girlhood 4 15 Clown 3
6 Mock 4 16 Transgender 3
7 Pronoun 4 17 Influencer 3
8 Marginalise 4 18 Vomit-inducing 2
9 Leftist 4 19 Transvestite 2

10 Mockery 3 20 Transphobic 2

Overall, the combination of the corpus sample subsets and the wordlist frequency
analysis provides a comprehensive foundation for understanding the complexities of
misgendering in online discourse, laying the groundwork for further exploration and
research in this critical area. These keyword tables will be used in the analysis of the results
alongside the annotation data to examine the relationship between these terms and their
associated sentiments, as well as to evaluate their connection to misgendering.

5.2. Corpus Annotation

After the data selection criteria, extraction and pre-processing procedures are com-
pleted, the second stage involves manually annotating the corpus sample. The upcoming
sections detail the design of the annotation scheme and the steps taken in the annotation
process to create a reliable and accurate corpus sample.

5.2.1. Annotation Scheme

The annotation scheme used in this corpus sample is designed to capture the sentiment
expressed in the tweets while maintaining a consistent and reliable classification system.
This scheme consists of three main polarity groups: neutral, negative or positive, which
allows for a simple but comprehensive assessment of sentiment towards TGNC people in
the extracted tweets. This methodology is outlined in the SemEval5 task by Rosenthal et al.
(2015). Moreover, the simplicity and clarity of the selected annotation scheme contribute
to reducing the ambiguity that could arise in such a context-dependent phenomenon as
intentional misgendering. Some illustrative examples of tweets and their corresponding
annotations are presented in Tables 3 and 4. Per X’s anonymisation policies, the tweets
have been paraphrased to ensure compliance.
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Table 3. Annotation of sentiment polarity in sub-corpus 1.

Polarity Confidence Tweets

Positive 1 I had an unusual dream about Individual 1 and now I think I
might have feelings for him, lol.

Negative 1
She’ll never be a man, no matter what she does. Even though
Individual 1 has invested a lot in trying to transition, people
will not perceive her as part of our group.

Neutral 1
Film 1-directed by director 1, starring actor 1 and executive-
produced by Individual 1-centers around a teenage girl navi-
gating a competition.

Table 4. Annotation of sentiment polarity in sub-corpus 2.

Polarity Confidence Tweets

Positive 1
if Individual 2 did single-handedly disrupt the entire product
1 industry, she must be one of the most influential women in
the world.

Negative 1

Individual 2: “I do not think God made an error with me.” He
seems to be trying to sway people but inadvertently speaks
the truth. Indeed, God didn’t make an error with him—he
was made a man.

Neutral 1 Individual 2 was the winner of the first Woman of the Year
award by brand 1.

5.2.2. Annotation Process

The annotation process involves several critical steps to ensure consistency and relia-
bility. Initially, the tweets were assigned to two annotators with advanced Linguistics and
English knowledge. Annotators were tasked with determining the overall polarity of each
tweet based on their sentiment towards the targeted individuals, classifying them into one
of three categories: neutral, negative or positive. Each annotator works independently to
minimise bias and subjectivity during this classification stage.

Following the independent annotation, a reconciliation phase took place. During this
phase, any discrepancies or disagreements in the sentiment classification are discussed and
resolved through the final decision of a referee. This step is crucial to maintain consistency
and ensure the annotations accurately represent the sentiment in the tweets.

Finally, after the reconciliation phase, the annotated corpus sample was compiled,
along with a detailed record of the annotation decisions, including any resolved disagree-
ments. This final corpus served as the foundation for further data analysis, with the
annotations providing a structured framework for exploring sentiment and misgender-
ing trends.

5.2.3. Annotation Guidelines

To ensure consistency and accuracy in the annotation process, specific guidelines have
been established for annotators to ensure that the dataset is reliable and consistent. These
guidelines are designed to help annotators focus on the annotation’s main objective, which
is to determine the polarity of the tweets.

The first thing to consider when annotating sentiment, is whether the language used
in the text respects or misrepresents the gender identity of the individuals being discussed.
This involves examining the tone, word choice and contextual elements that indicate
whether the sentiment is positive, neutral or negative. After determining the sentiment
polarity, annotators should use a confidence scale from 0 to 1 to indicate the level of certainty

259



Languages 2024, 9, 291

for each annotation. This confidence measure helps to identify annotations that might
require further review or discussion.

Furthermore, annotators are required to identify misgendering since it is the main
research object in the present study. This procedure ensures all annotators can correctly
recognise misgendering, providing a uniform understanding and approach to the annota-
tion task.

5.2.4. Inter-Annotator Agreement

When annotating corpora involving multiple human annotators, it is critical to ensure
consistency and reliability (Artstein and Poesio 2008, p. 556). This requirement is universal
across all annotation types but is particularly crucial for corpus containing ambiguous or
subjective factors such as intentional misgendering. This is because, with complex subjects,
annotators might interpret annotation guidelines differently, leading to variation in their
annotations. The inconsistency can defeat the purpose of the annotated corpus, as it can
impede machine learning algorithms from extracting useful patterns for predictions. Thus,
assessing the reliability of the annotation process is essential, using specific metrics to
ensure high-quality outcomes (Moreno-Ortiz and García-Gámez 2022, p. 192).

To measure the consistency of the annotations, Cohen’s Kappa statistic (Cohen 1960,
p. 42) was used. This metric accounts for the likelihood of agreement occurring by chance,
providing a more robust measure of inter-annotator reliability than simple percentage
agreement. In this instance, the kappa statistic was calculated on a subset of 100 tweets, out
of 400, annotated by the two annotators. The resulting kappa value was 0.8168, indicating
a high level of agreement between the annotators. This high kappa value suggests that the
annotation process is consistent, providing confidence in the quality of the annotated data
and supporting the reliability of subsequent analyses and machine learning applications.

6. Results and Discussion

This section presents the results obtained from the compilation and annotation of the
corpus sample, providing a comprehensive analysis of the data to elucidate the nature and
implications of intentional misgendering. The findings are quantified and exemplified to
offer a detailed overview of the corpus.

The final annotation results provide valuable insights into two important aspects of the
corpus: sentiment polarity and misgendering patterns. Sentiment polarity refers to whether
tweets express a positive, negative or neutral sentiment towards the TGNC individuals. In
contrast, intentional misgendering is annotated referring to the use or misuse of gender
pronouns and gendered language to describe the two individuals. To start, Table 5 provides
an overview of the tweets classified by the polarity of sentiment by the two annotators. The
data suggest a strong negative bias in the sentiment of the overall corpus sample.

Table 5. Sentiment polarity of the corpus sample.

Positive Negative Neutral Total

Individual 1 57 126 17 200
Individual 2 26 153 21 200

Total 83 279 38 400

The aggregated data across both manual annotators reveal that negative tweets sig-
nificantly outnumber positive and neutral ones, with 279 negative tweets compared to
83 positive and 38 neutral tweets. Notably, more than half of the tweets exhibit negative
sentiments towards both individuals, underscoring the prevalence of derogatory content
targeting TGNC individuals. These initial findings call for further research to explore the
relationship between these sentiments and intentional misgendering.

Moreover, a more detailed analysis of misgendering was deemed necessary to de-
termine whether this linguistic phenomenon differs based on the gender identity of the
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targeted individual. This approach aimed to identify and clarify any variations in how
misgendering manifests when directed toward a trans man (Individual 1) versus a trans
woman (Individual 2). Consequently, a sub-annotation process was conducted to categorise
instances of intentional misgendering.

For this sub-annotation process, the data were analysed using a predefined set of
classifications by McNamarah (2021) designed to capture the different forms of misgender-
ing. By using these classifications, annotators could systematically identify and categorise
instances of misgendering directed at both Individuals 1 and 2. This process aimed to
provide a comprehensive understanding of misgendering in this context.

1. The tweets that exhibit “mislabelling”, which involves using incorrect gendered terms
or categories that do not align with the individual’s gender identity, are annotated as
MISLABEL.

2. The tweets that exhibit “mispronouning”, which entails using incorrect pronouns
when addressing or referring to the individual, disregarding their gender identity, are
annotated as MISPRONOUN.

3. The tweets that use the correct pronouns or gendered language when referring to the
individuals, aligning with their stated gender identity, are annotated as CORRECT
GENDER.

4. The tweets that do not directly address the individual’s gender identity and do not
specify any gender-specific treatment are annotated as NO.

Other forms of misgendering, such as deadnaming, were excluded because the primary
criterion for tweet inclusion was the use of the individuals’ chosen names post-transition.
Consequently, ungendering and unpronouning were also excluded since both individuals
have “they” as part of their pronoun set.

6.1. Analysis of the Results

The subsequent set of Tables 6 and 7 aims to provide a more nuanced understanding
of the polarity of sentiment in tweets, distinguishing between those containing instances of
misgendering and those without. This division is achieved by detailing the specific type of
misgendering used in each tweet.

Table 6. Annotation of misgendering in sub-corpus 1.

Misgendering Positive Negative Neutral Total

NO 18 20 9 47
CORRECT_GENDER 40 1 6 47
MISLABEL 0 27 1 28
MISPRONOUN 0 78 1 79

Total 57 126 17 200

For tweets where pronouns or gendered words targeting Individual 1 are absent
(NO), the sentiment distribution was 20 negative tweets compared to 18 positive and 9
neutral. Among those that correctly used male pronouns and gender language (CORRECT
GENDER), the distribution varied slightly, with 40 tweets that exhibited positive sentiment,
only 1 tweet annotated as negative and 6 considered neutral.

For tweets containing mispronouning (MISPRONOUN), where pronouns like “she”,
“her” or both together are used to refer to Individual 1, the data indicate a strong negative
bias. Of the tweets with mispronouning, 78 are annotated as negative, with only 1 neutral.
Regarding mislabelling (MISLABEL), the tweets were also predominantly negative, with
27 negative, 1 neutral and no positive tweets, and the words employed were mostly
“woman” and “girl”.

Overall, the data suggest a correlation between misgendering and negative sentiment,
with 126 tweets annotated as negatives, 78 presenting mispronouning and 27 with mis-
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labelling. The high frequency of negative sentiment among tweets with misgendering
indicates that such language is often used in a derogatory or hostile context when targeting
Individual 1. Furthermore, the consistent pattern of misgendering with negative sentiment
underscores the importance of further exploration to understand the underlying causes
and the broader implications for TGNC individuals in social media discourse.

In addition, to assess the statistical validity of the data shown in Table 6, a Chi-Square
test was conducted, resulting in a p-value < 0.05. This low p-value indicates that the
differences observed in the data are not likely due to random chance, making the results
statistically significant.

Table 7. Annotation of misgendering in sub-corpus 2.

Misgendering Positive Negative Neutral Total

NO 17 49 18 84
CORRECT_GENDER 9 1 2 12
MISLABEL 0 33 1 34
MISPRONOUN 0 70 0 70

Total 26 153 21 200

Additionally, when examining tweets targeting Individual 2, a similar pattern emerges
concerning the relationship between misgendering and sentiment polarity. Tweets where
pronouns or gendered terms are absent (NO) exhibit a negative sentiment bias, with 49
non-negative, 17 positive, and 18 neutral tweets.

In contrast, tweets that use correct female pronouns or gendered language (CORRECT
GENDER) show a more positive distribution, with nine positive, one negative and two
neutral tweets. However, compared to tweets directed at Individual 1, the number of
tweets using the correct gender for Individual 2 is much lower. This could suggest a
difference in how people refer to trans women compared to trans men, which may occur
because of deep-rooted social perceptions and stereotypes that influence the way people
use language to describe transgender individuals. Additionally, this discrepancy in using
correct gender pronouns might also indicate that there is less public recognition or visibility
for trans women compared to trans men. Trans women experience both transphobia and
misogyny, creating a double burden of discrimination, which can eventually lead to a
reduced disposition among the public to use correct gender pronouns, either through
ignorance or deliberate disregard.

For tweets containing mislabelling (MISLABEL), where terms like “man” or “dude”
are used to describe Individual 2, there is a significant bias towards negative sentiment.
From these tweets, 33 are annotated as negative, with only 1 classified as neutral and none as
positive. This indicates that mislabelling often conveys a derogatory tone. Similarly, tweets
with mispronouning (MISPRONOUN), which use male pronouns like “he”, “his” or “him”
to refer to Individual 2, exhibit an overwhelmingly negative sentiment. All 70 tweets with
mispronouning are annotated as negative, without any positive or neutral classification.

Again, to assess the statistical validity of the data presented for Individual 2 in Table 7,
a Chi-Square test was conducted, resulting in a p-value < 0.05. This indicates that the
differences observed in the data are statistically significant and unlikely to have occurred
by random chance.

To summarise, the data reveal a clear correlation between misgendering and negative
sentiment. Among the total 200 tweets analysed, 153 are negative, with a significant portion
(70) involving mispronouning and 33 containing mislabelling. The data indicate that
misgendering language is often associated with derogatory or hostile contexts, emphasising
the need to explore the underlying reasons behind this pattern and its implications for
Individual 2 and other TGNC individuals in social media discourse.

262



Languages 2024, 9, 291

6.2. Analysis of the Automatic Annotation

In this section, a comprehensive examination of the annotation results is conducted to
uncover annotation issues. To achieve this, the section is subdivided into two parts based
on the forms of annotation performed for this corpus sample: manual and automatic. An
analysis of these annotations and an improvement of their guidelines is explored for further
research. Furthermore, the section also covers an in-depth analysis of sentiment polarity
and misgender trends observed in the corpus sample.

6.2.1. Automatic Annotation Issues

In the following section, the Python library flairNLP v0.13.1 (Akbik et al. 2019) is used
to conduct sentiment analysis using deep learning models. Flair is a user-friendly NLP
framework that offers pre-trained models for various tasks, including sentiment analysis.
Despite its robustness, discrepancies between automated systems and human experts are
common. These inconsistencies can be due to several factors, and understanding their root
causes is crucial for enhancing the reliability of automated sentiment analysis (Birjali et al.
2021; Kozareva et al. 2007; Wankhade et al. 2022) in practical applications.

Consequently, this analysis delves into instances where discrepancies occur, aiming to
identify their underlying causes and offer recommendations for improving the precision
of automated sentiment analysis. In the context of automatic annotation, the causes of
discrepancies appear to be the same for both individuals, indicating that gender does not
influence these outcomes.

6.2.2. Causes of Automatic Annotation Issues

When comparing the manual sentiment annotation, where both human annotators
reached a consensus, and the sentiment annotation by the flairNLP automated system, a
significant disagreement was encountered. The analysis revealed that 163 tweets out of
400 had differing sentiment annotations. The causes for these differences are the following:

• Negations and double negatives: Firstly, automated sentiment detection systems, like
flairNLP, can struggle with interpreting negations accurately, leading to misclassifica-
tion of sentiment. This can be observed in the context of the tweet “@user1 @user2
Trans men have always been men, Individual 1 has never been a woman and is a man”
where the tweet was annotated as positive by manual annotators and negative by the
automatic system. In this tweet, flairNLP might have focused on the sentence “never
been a woman” interpreting the negation as an indication of denying, ultimately
annotating it as negative. This misinterpretation can occur because automated systems
often rely on negations to comprehend the message without fully understanding the
surrounding context or the deeper message conveyed by the text.
Manual annotators, on the other hand, can recognise that the tweet is reinforcing the
identity of trans men and supporting the proper use of pronouns, and the contextual
understanding allows them to recognise the intended sentiment as positive, despite
the presence of negations.

• Confusion between Subject and Object: Another notable challenge observed in this
study is the system’s inability to distinguish between the subject and the addressee of
the tweets analysed. In the tweet “Given your insistence on being a horrible person,
it’s clear that understanding the basic concept that he’s a man is challenging for you. If
that’s the case, then it’s best not to discuss Individual 1 at all”, the system might have
interpreted “horrible person” as directed towards Individual 1, leading to a negative
annotation. Although the sentiment detection system can classify the overall sentiment
correctly based on the semantics of the words, it is not able to discern the direction
of the comment or the intended target of criticism. Without the broader context, the
system might take the phrase as literal, assuming that it is condemning Individual 1,
rather than understanding that it is addressing someone who is misrepresenting or
disrespecting him. This underscores the necessity for advanced linguistic models that
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can comprehend the context and recognise the relationships between different entities
in discourse.
Manual annotators, by contrast, can evaluate the context and correctly interpret that
the term “horrible person” is directed toward someone disrespecting Individual 1.
This understanding allowed them to see that the tweet’s sentiment is, in fact, positive,
as it defends Individual 1’s identity and advocates for respect.

• Difficulty recognising Sarcasm and Irony: Additionally, automated systems frequently
struggle with detecting irony and sarcasm, often leading to misinterpretations in
sentiment analysis. For example, in the tweet “Individual 1 transitioned after enduring
years of trauma from sexual abuse in Hollywood during her teenage years, following
a psychotic breakdown in which she self-harmed, and after experiencing an inner
voice urging her to transition [...]”, the automated system read this statement as a
literal explanation for someone’s transition. However, human annotators detected the
sarcasm inherent in this comment, understanding that it is questioning or mocking
the notion of an “inner voice” leading someone to become trans. As a result, manual
annotators classified this as a negative due to the sarcastic undertones, and flairNLP
labelled it positive.

• Keyword-based analysis: The last and most prominent cause for discrepancy when
employing automated sentiment analysis systems to annotate a corpus is the reliance
on keyword-based analysis to classify the sentiment. This approach examines specific
words and phrases to determine whether the sentiment is positive, negative or neutral.
While this method can be effective for simple cases, it often fails to capture the broader
context, emotional subtleties or implicit meanings that human annotators can discern.
As a result, discrepancies between human annotators and these systems may arise.
For example, the tweet “@user3 (Individual 1’s deadname) was a talented, inspiring
and beautiful young woman. Individual 1 is now a disturbing, depressed ghost of
their former self.” was labelled as positive by flairNLP and negative by the manual
annotators. The cause might have been that the automatic system employed keyword-
based analysis, identifying words like “beautiful”, “talented” and “inspiring” as
indicators of positive sentiment. As a result of this focus, the system denied the
derogatory use of terms such as “depressed ghost”, which eventually led to a positive
annotation rather than a negative.

To summarise, automated sentiment analysis systems face significant challenges in
accurately detecting sentiment, particularly in online discourse where misgendering is used
against TGNC individuals. The present analysis shows discrepancies between automated
and manual annotations, which reveal limitations in interpreting negations, discerning
subject-object, recognising sarcasm and irony and the reliance on keyword-based analysis.
Addressing these issues is imperative to improve the accuracy and reliability of automated
sentiment analysis systems such as flairNLP, for future advancements in research.

6.2.3. Wordlist Frequencies

Lastly, to further explore what other forms of discriminatory language co-occur to-
gether with misgendering, comparative frequency analyses were performed using the
Sketch Engine tool. It becomes possible to identify the positive or negative terms that
co-occur with misgendering and their connotations by compiling a list of all unique words
in the corpus sample and analysing their occurrences together with their sentiment polarity
annotation. This insight is crucial for identifying which aspects related to TGNC identities
receive more or less emphasis in the discourse.

To start analysing the sub-corpus targeting Individual 1, the most frequently used
unique words extracted using Sketch Engine were “lesbian” (11), “tit” (9), “topless” (5),
“mastectomy” (6) and “tittie” (5). To determine whether these terms were being used
in a derogatory and harmful context when referring to a trans man, the following table
illustrates the frequency of each term’s usage and the sentiment assigned to the tweet in
which it appears (see Table 8).
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Table 8. Derogatory terms targeting Individual 1.

Female-Related Terms
Sentiment Polarity

Positive Negative Neutral Total

Lesbian 2 7 1 10
Tit 1 8 0 9
Mastectomy 0 6 0 6
Topless 1 3 0 4
Tittie 2 3 0 5

Total 6 27 1 34

Firstly, the word “lesbian” appears 11 times targeting Individual 1. Most of these
instances have negative connotations, suggesting a pejorative or derogatory tone, probably
to denigrate the individual’s identity or to create confusion between sexual orientation
and gender identity. Other terms such as “tits” and “titties” are also frequently used in
tweets annotated as negative, suggesting a tendency to objectify or feminise the individual.
As for the term “mastectomy”, all tweets that include this word show negative sentiment,
which may indicate a usage that focuses on gender transition surgeries as an inappropriate
process. This reinforces the misperception of Individual 1’s gender.

Continuing, when analysing the list of keywords in the sub-corpus targeting Individ-
ual 2, the most frequently used unique words were “pretend” (10), “gay” (8), “dude” (6)
and “manly” (3). To establish whether these terms were being used in a harmful context
when referring to a trans woman, the following table illustrates the frequency of each term’s
usage and the sentiment assigned to the tweet in which it appears (see Table 9).

Table 9. Derogatory terms targeting Individual 2.

Male-Related Terms
Sentiment Polarity

Positive Negative Neutral Total

Pretend 2 8 0 10
Gay 0 7 1 8
Dude 0 6 0 6
Manly 0 3 0 3

Total 2 24 1 27

The term “pretend” is employed 10 times, 8 with a negative sentiment. This suggests
an attempt to invalidate Individual 2’s gender identity by implying that she is not a woman
but merely pretending to be one. The use of the term “gay”, when directed at a trans
woman, may confuse the interpretation of her gender identity, equating it with sexual
orientation rather than recognising her as a woman. Other terms, such as “dude” and
“manly”, are explicitly masculine terms and present exclusively negative sentiment. These
terms are likely to confuse Individual 2 by attributing masculine traits or identities to her,
thus denying her correct gender identity.

Overall, the analysis reveals a pattern of discriminatory language strongly connected
with intentional misgendering, reflecting deep biases and harmful stereotypes present
within online discourse targeting TGNC individuals. Understanding these patterns is
crucial for driving systemic change. This calls for a revaluation of how TGNC identities are
represented on social media and the wider societal attitudes that support misgendering
and discriminatory language. In addition, platforms must take responsibility for fostering
inclusive and respectful discourse and implementing mechanisms to identify and address
harmful language.
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7. Conclusions and Future Research

In this section, a comprehensive examination of the conclusions is derived from the
research questions initially posed in the introduction of this study. These research questions
are addressed, focusing on understanding the linguistic phenomenon of online intentional
misgendering.

7.1. Research Questions

The present study has focused on the analysis of the linguistic phenomenon of mis-
gendering by compiling a corpus sample composed of 400 tweets addressed to two TGNC
individuals, with an equal distribution of 200 tweets referring to Individual 1 and 200 refer-
ring to Individual 2 and a total of 14,492 tokens and 12,284 unique types. Subsequently, this
corpus was manually annotated, and the consensual annotation between two annotators
was compared with an automatic system to establish certain issues that may hinder the
detection of the phenomenon. After this analysis, the questions posed at the beginning of
this study are answered.

• RQ1: Does intentional misgendering as a form of microaggression perpetuate discrim-
ination towards the TGNC community?
The findings of this study confirm that intentional misgendering significantly perpetu-
ates discrimination against the TGNC community. The analysis and data extracted
indicate a significant correlation between intentional misgendering and negative sen-
timent, suggesting that misgendering indeed contributes to discrimination towards
TGNC individuals. The prevalence of negative sentiment associated with misgender-
ing underscores its role in perpetuating discrimination within online discourse.

• RQ2: Does intentional misgendering typically co-occur with other forms of aggression
or discriminatory language?
The study substantiates that intentional misgendering frequently co-occurs with other
forms of aggressive or discriminatory language. The analysis reveals that intentional
misgendering often accompanies other forms of discriminatory language, such as
derogatory terms or negative stereotypes. The co-occurrence of misgendering with
such language suggests a broader pattern of discrimination and hostility online to-
wards TGNC individuals.

• RQ3: Is there a significant relationship between the presence of misgendering in tweets
and their sentiment polarity?
The present study’s findings strongly indicate a significant relationship between the
presence of misgendering in tweets and their negative polarity. Both mispronouning
(using incorrect pronouns) and mislabelling (using incorrect gender terms) consistently
show a bias towards negative sentiment. This pattern of negativity is evident for both
Individuals 1 and 2, indicating a consistent correlation between misgendering and
negative sentiment across different contexts.
Specifically, for Individual 1, tweets containing mispronouning predominantly exhibit
negative sentiment, with a significant majority (70 tweets) annotated as negative
out of 153 total negative messages. The same applies to tweets with mislabelling
(33 tweets), further highlighting the correlation between misgendering and negative
sentiment in this context. Similarly, for Individual 2, tweets, including mispronouning
and mislabelling, lean towards negative sentiment. Thus, 78 out of 79 tweets with
mispronouning were annotated as negative, and 27 out of 28 tweets with mislabelling
were annotated as negatives, emphasising a strong association between misgendering
and negative polarity.
Overall, the study’s data support the conclusion that misgendering in tweets is signif-
icantly associated with negative sentiment, with 208 tweets with misgendering out
of the 279 total annotated as negative. This underscores the importance of further
exploration into the underlying reasons behind this correlation and its implications
for TGNC individuals online.
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• RQ4: Can automatic sentiment detection systems effectively identify tweets containing
misgendering and expressing hatred towards transgender individuals, or is there a
gap in their ability to detect this type of message?
Automatic sentiment detection systems, such as flairNLP, face inherent limitations
that result in the miscategorisation of tweets concerning their overall positivity or
negativity. While these systems can sometimes correctly identify positive or negative
sentiment, their broader issue lies in a contextual misunderstanding and a lack of
nuance in sentiment analysis. This miscategorisation affects the system’s ability to
accurately flag harmful language, including misgendering, as it struggles to correctly
interpret the context in which certain words or phrases are used.
One of the main limitations is that they rely on keyword analysis to measure the
message’s sentiment. This approach often ignores the context in which positive or
negative terms are used. For example, the presence of positive words in a tweet
does not necessarily indicate an overall positive sentiment, as these terms may be
used to refer to different persons which complicates accurate detection. In addition,
these systems can not identify the addressee or subject of the sentiments leading to
erroneous annotations. They operate without context concerning the individuals or
groups mentioned and fail to recognise instances where seemingly harmless messages
may harm others.
Furthermore, these automated systems are inadequate at capturing the subtleties of
language, including forms such as sarcasm and irony, as evidenced in this study. These
linguistic nuances are often crucial in determining the true sentiment and intent of a
message, but automated systems have difficulty interpreting them accurately. Hence,
without the ability to grasp these subtleties, automatic systems may misclassify the
sentiment of a message, leading to inaccuracies in their analysis.
In summary, automatic sentiment detection systems face significant complications
in effectively identifying tweets containing misgendering and expressions of hatred
towards transgender individuals. Their reliance on keyword analysis, with a limited
understanding of contextual nuances and linguistic subtleties, underscores the need
for further development and refinement to enhance their accuracy in detecting and
addressing this form of harmful language in online discourse.

To conclude, the present study demonstrates the prevalence of misgendering towards
transgender and gender non-conforming (TGNC) individuals, particularly in the context
of interactions on the social media platform X. The results reveal that intentional misgen-
dering perpetuates discrimination towards the TGNC community and is not employed
intermittently; rather, it is dominant and is accompanied by other derogatory terms that
perpetuate discrimination and hostility towards this community. Hence, social media
platforms must implement stricter policies and protections for TGNC individuals to foster
a more inclusive online environment.

7.2. Future Lines of Research

This study calls for the implementation of robust policies by social media platforms to
protect TGNC users, the development of more sophisticated natural language processing
tools to better detect and address misgendering, and continued research of the linguistic and
social factors contributing to this form of discrimination. Therefore, addressing these areas
can create a safer and more inclusive digital environment for TGNC people, promoting
their well-being and affirming their online and offline identities.

Additionally, future research could benefit from employing larger datasets to replicate
and expand upon these findings. Larger samples would enable more robust analyses and
enhance the generalisability of the results, providing deeper insights into the nuances of
misgendering and other forms of discrimination across varied contexts.

Other future lines include the development of improved automatic sentiment detection
systems which will be used for the identification of misgendering and other subtle forms of
discrimination. This entails refining the corpus sample created for this study to improve
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contextual understanding and the ability to detect linguistic subtleties. Additionally, future
research should explore how linguistic theories such as Context Theory, Inferential Prag-
matics, Interactional Pragmatics, and Irony Theory can enhance the development of more
sophisticated automatic detection tools. These theories can help create systems capable of
understanding the complexities of language, such as sarcasm and irony, thus improving
the detection and mitigation of misgendering and other forms of subtle discrimination in
online interactions.

Moreover, future research should integrate insights from variational linguistics and
sociolinguistics to further refine detection systems. Examining how language varies across
different social groups, regions and contexts, offers valuable perspectives on misgendering
and other subtle forms of discrimination. By incorporating these insights, automatic
detection systems can be adapted to recognise and address diverse linguistic expressions
of discrimination more effectively. This approach will enhance the ability of detection tools
to operate in varied sociolinguistic contexts, leading to more accurate and contextually
aware systems. Ultimately, this could contribute to creating safer and more inclusive digital
environments for TGNC individuals, acknowledging and addressing the complexities of
language-based discrimination in a more comprehensive manner.
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Notes

1 https://x.com/ (accessed on 1 April 2024).
2 Throughout this study, and to ensure the anonymity of individuals targeted by the tweets, any reference to a user on X will be

replaced with the placeholder @user and a number.
3 https://www.sketchengine.eu/ (accessed on 25 April 2024).
4 The English Web Corpus (enTenTen) is an English corpus of texts collected from the Internet. The most recent version of the

enTenTen21 corpus consists of 52 billion words.
5 SemEval is a series of international natural language processing (NLP) research workshops aiming to further develop the state of

the art in semantic analysis by assisting in creating high-quality annotated datasets on an increasingly difficult set of natural
language semantics problems. For further information: https://semeval.github.io/ (accessed on 14 April 2024).
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