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#### Abstract

This paper introduces a new analytical technique (NAT) for solving a system of nonlinear fractional partial differential equations (NFPDEs) in full general set. Moreover, the convergence and error analysis of the proposed technique is shown. The approximate solutions for a system of NFPDEs are easily obtained by means of Caputo fractional partial derivatives based on the properties of fractional calculus. However, analytical and numerical traveling wave solutions for some systems of nonlinear wave equations are successfully obtained to confirm the accuracy and efficiency of the proposed technique. Several numerical results are presented in the format of tables and graphs to make a comparison with results previously obtained by other well-known methods


Keywords: system of nonlinear fractional partial differential equations (NFPDEs); systems of nonlinear wave equations; new analytical technique (NAT); existence theorem; error analysis; approximate solution

## 1. Introduction

Over the last few decades, fractional partial differential equations (FPDEs) have been proposed and investigated in many research fields, such as fluid mechanics, the mechanics of materials, biology, plasma physics, finance, and chemistry, and they have played an important role in modeling the so-called anomalous transport phenomena as well as in theory of complex systems, see [1-8]. In study of FPDEs, one should note that finding an analytical or approximate solution is a challenging problem, therefore, accurate methods for finding the solutions of FPDEs are still under investigation. Several analytical and numerical methods for solving FPDEs exist in the literature, for example; the fractional complex transformation [9], homotopy perturbation method [10], a homotopy perturbation technique [11], variational iteration method [12], decomposition method [12], and so on. There are, however, a few solution methods for only traveling wave solutions, for example; the transformed rational function method [13], the multiple exp-function algorithm [14]), and some references cited therein.

The system of NFPDEs have been increasingly used to represent physical and control systems (see for instant, [15-17] and references cited therein). The systems of nonlinear wave equations play an important role in a variety of oceanographic phenomena, for example, in the change in mean sea level due to storm waves, the interaction of waves with steady currents, and the steepening of short gravity waves on the crests of longer waves (see for example, [18-22]). In this paper, two systems of nonlinear wave equations with a fractional order are studied; one is the nonlinear KdV system (see [23,24]) and another one is the system of dispersive long wave equations (see [24-26]).

Some numerical or analytical methods have been investigated for solving a system of NFPDEs, such as an iterative Laplace transform method [27], homotopy analysis method [28], and adaptive
observer [29]. Moreover, very few algorithms for the analytical solution of a system of NFPDEs have been suggested, and some of these methods are essentially used for particular types of systems, often just linear ones or even smaller classes. Therefore, it should be noted that most of these methods cannot be generalized to nonlinear cases.

In the present work, we introduce a new analytical technique (NAT) to solve a full general system of NFPDEs of the following form:

$$
\left\{\begin{array}{l}
\mathcal{D}_{t}^{q_{i}} u_{i}(\bar{x}, t)=f_{i}(\bar{x}, t)+L_{i} \bar{u}+N_{i} \bar{u}, m_{i}-1<q_{i}<m_{i} \in \mathbb{N}, i=1,2, \ldots, n  \tag{1}\\
\frac{\partial^{k_{i}} u_{i}}{\partial t^{k_{i}}}(\bar{x}, 0)=f_{i k_{i}}(\bar{x}), k_{i}=0,1,2, \ldots, m_{i}-1, i=1,2, \ldots, n
\end{array}\right.
$$

where $L_{i}$ and $N_{i}$ are linear and nonlinear operators, respectively, of $\bar{u}=\bar{u}(\bar{x}, t)$ and its partial derivatives, which might include other fractional partial derivatives of orders less than $q_{i} ; f_{i}(\bar{x}, t)$ are known analytic functions; and $\mathcal{D}_{t}^{q_{i}}$ are the Caputo partial derivatives of fractional orders $q_{i}$, where we define $\bar{u}=\bar{u}(\bar{x}, t)=\left(u_{1}(\bar{x}, t), u_{2}(\bar{x}, t), \ldots, u_{n}(\bar{x}, t)\right), \bar{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$.

The goal of this paper is to demonstrate that a full general system of NFPDEs can be solved easily by using a NAT without any assumption and that it gives good results in analytical and numerical experiments. The rest of the paper is organized in as follows. In Section 2, we present basic definitions and preliminaries which are needed in the sequel. In Section 3, we introduce a NAT for solving a full general system of NFPDEs. Approximate analytical and numerical solutions for the systems of nonlinear wave equations are obtained in Section 4.

## 2. Basic Definitions and Preliminaries

There are various definitions and properties of fractional integrals and derivatives. In this section, we present modifications of some basic definitions and preliminaries of the fractional calculus theory, which are used in this paper and can be found in [10,30-35].

Definition 1. A real function $u(x, t), x, t \in \mathbb{R}, t>0$, is said to be in the space $C_{\mu}, \mu \in \mathbb{R}$ if there exists a real number $p(>\mu)$, such that $u(x, t)=t^{p} u_{1}(x, t)$, where $u_{1}(x, t) \in C(\mathbb{R} \times[0, \infty))$, and it is said to be in the space $C_{\mu}^{m}$ if and only if $\frac{\partial^{m} u(x, t)}{\partial t^{m}} \in C_{\mu}, m \in \mathbb{N}$.

Definition 2. Let $q \in \mathbb{R} \backslash \mathbb{N}$ and $q \geq 0$. The Riemann-Liouville fractional partial integral denoted by $\mathcal{I}_{t}^{q}$ of order $q$ for a function $u(x, t) \in C_{\mu}, \mu>-1$ is defined as:

$$
\left\{\begin{array}{l}
\mathcal{I}_{t}^{q} u(x, t)=\frac{1}{\Gamma(q)} \int_{0}^{t}(t-\tau)^{q-1} u(x, \tau) d \tau, \quad q, t>0  \tag{2}\\
\mathcal{I}_{t}^{0} u(x, t)=u(x, t), \quad q=0, \quad t>0
\end{array}\right.
$$

where $\Gamma$ is the well-known Gamma function.
Theorem 1. Let $q_{1}, q_{2} \in \mathbb{R} \backslash \mathbb{N}, q_{1}, q_{2} \geq 0$ and $p>-1$. For a function $u(x, t) \in C_{\mu}, \mu>-1$, the operator $\mathcal{I}_{t}^{q}$ satisfies the following properties:

$$
\left\{\begin{array}{l}
\mathcal{I}_{t}^{q_{1}} \mathcal{I}_{t}^{q_{2}} u(x, t)=\mathcal{I}_{t}^{q_{1}+q_{2}} u(x, t)  \tag{3}\\
\mathcal{I}_{t}^{q_{1}} \mathcal{I}_{t}^{q_{2}} u(x, t)=\mathcal{I}_{t}^{q_{2}} \mathcal{I}_{t}^{q_{1}} u(x, t) \\
\mathcal{I}_{t}^{q} t^{p}=\frac{\Gamma(p+1)}{\Gamma(p+q+1)} t^{p+q}
\end{array}\right.
$$

Definition 3. Let $q, t \in \mathbb{R}, t>0$ and $u(x, t) \in C_{\mu}^{m}$. Then

$$
\left\{\begin{array}{lr}
\mathcal{D}_{t}^{q} u(x, t)=\int_{a}^{t} \frac{(t-\tau)^{m-q-1}}{\Gamma(m-q)} \frac{\partial^{m} u(x, \tau)}{\partial \tau^{m}} d \tau, & m-1<q<m \in \mathbb{N}  \tag{4}\\
\mathcal{D}_{t}^{q} u(x, t)=\frac{\partial^{m} u(x, t)}{\partial t^{m}}, & q=m \in \mathbb{N}
\end{array}\right.
$$

is called the Caputo fractional partial derivative of order $q$ for a function $u(x, t)$.
Theorem 2. Let $t, q \in \mathbb{R}, t>0$ and $m-1<q<m \in \mathbb{N}$. Then

$$
\left\{\begin{array}{l}
\mathcal{I}_{t}^{q} \mathcal{D}_{t}^{q} u(x, t)=u(x, t)-\sum_{k=0}^{m-1} \frac{t^{k}}{k!} \frac{\partial^{k} u\left(x, 0^{+}\right)}{\partial t^{k}}  \tag{5}\\
\mathcal{D}_{t}^{q} \mathcal{I}_{t}^{q} u(x, t)=u(x, t)
\end{array}\right.
$$

## 3. NAT for Solving a System of NFPDEs

This section discusses a NAT to solve a system of NFPDEs. This NAT has much more computational power in obtaining piecewise analytical solutions.

To establish our technique, first we need to introduce the following results.
Lemma 1. For $\bar{u}=\sum_{k=0}^{\infty} p^{k} \bar{u}_{k}$, the linear operator $L_{i} \bar{u}$ satisfies the following property:

$$
\begin{equation*}
L_{i} \bar{u}=L_{i} \sum_{k=0}^{\infty} p^{k} \bar{u}_{k}=\sum_{k=0}^{\infty} p^{k} L_{i} \bar{u}_{k}, i=1,2, \ldots, n \tag{6}
\end{equation*}
$$

Theorem 3. Let $\bar{u}(\bar{x}, t)=\sum_{k=0}^{\infty} \bar{u}_{k}(\bar{x}, t)$, for the parameter $\lambda$, we define $\bar{u}_{\lambda}(\bar{x}, t)=\sum_{k=0}^{\infty} \lambda^{k} \bar{u}_{k}(\bar{x}, t)$, then the nonlinear operator $N_{i} \bar{u}_{\lambda}$ satisfies the following property

$$
\begin{equation*}
N_{i} \bar{u}_{\lambda}=N_{i} \sum_{k=0}^{\infty} \lambda^{k} \bar{u}_{k}=\sum_{n=0}^{\infty}\left[\frac{1}{n!} \frac{\partial^{n}}{\partial \lambda^{n}}\left[N_{i} \sum_{k=0}^{n} \lambda^{k} \bar{u}_{k}\right]_{\lambda=0}\right] \lambda^{n}, i=1,2, \ldots, n . \tag{7}
\end{equation*}
$$

Proof. According to the Maclaurin expansion of $N_{i} \sum_{k=0}^{\infty} \lambda^{k} \bar{u}_{k}$ with respect to $\lambda$, we have

$$
\begin{aligned}
N_{i} \bar{u}_{\lambda}= & N_{i} \sum_{k=0}^{\infty} \lambda^{k} \bar{u}_{k}=\left[N_{i} \sum_{k=0}^{\infty} \lambda^{k} \bar{u}_{k}\right]_{\lambda=0}+\left[\frac{\partial}{\partial \lambda}\left[N_{i} \sum_{k=0}^{\infty} \lambda^{k} \bar{u}_{k}\right]_{\lambda=0}\right] \lambda \\
& +\left[\frac{1}{2!} \frac{\partial^{2}}{\partial \lambda^{2}}\left[N_{i} \sum_{k=0}^{\infty} \lambda^{k} \bar{u}_{k}\right]_{\lambda=0}\right] \lambda^{2}+\cdots \\
= & \sum_{n=0}^{\infty}\left[\frac{1}{n!} \frac{\partial^{n}}{\partial \lambda^{n}}\left[N_{i} \sum_{k=0}^{\infty} \lambda^{k} \bar{u}_{k}\right]_{\lambda=0}\right] \lambda^{n} \\
= & \sum_{n=0}^{\infty}\left[\frac{1}{n!} \frac{\partial^{n}}{\partial \lambda^{n}}\left[N_{i}\left(\sum_{k=0}^{n} \lambda^{k} \bar{u}_{k}+\sum_{k=n+1}^{\infty} \lambda^{k} \bar{u}_{k}\right)\right]_{\lambda=0}\right] \lambda^{n} \\
= & \sum_{n=0}^{\infty}\left[\frac{1}{n!} \frac{\partial^{n}}{\partial \lambda^{n}}\left[N_{i} \sum_{k=0}^{n} \lambda^{k} \bar{u}_{k}\right]_{\lambda=0}\right] \lambda^{n}, i=1,2, \ldots, n .
\end{aligned}
$$

Definition 4. The polynomials $E_{\text {in }}\left(u_{i 0}, u_{i 1}, \ldots, u_{i n}\right)$, for $i=1,2, \ldots n$, are defined as

$$
\begin{equation*}
E_{i n}\left(u_{i 0}, u_{i 1}, \ldots, u_{i n}\right)=\frac{1}{n!} \frac{\partial^{n}}{\partial \lambda^{n}}\left[N_{i} \sum_{k=0}^{n} \lambda^{k} \bar{u}_{k}\right]_{\lambda=0}, i=1,2, \ldots, n \tag{8}
\end{equation*}
$$

Remark 1. Let $E_{\text {in }}=E_{i n}\left(u_{i 0}, u_{i 1}, \ldots, u_{i n}\right)$, by using Theorem 3 and Definition 4, the nonlinear operators $N_{i} \bar{u}_{\lambda}$ can be expressed in terms of $E_{\text {in }}$ as

$$
\begin{equation*}
N_{i} \bar{u}_{\lambda}=\sum_{n=0}^{\infty} \lambda^{n} E_{i n}, i=1,2, \ldots, n \tag{9}
\end{equation*}
$$

### 3.1. Existence Theorem

Theorem 4. Let $m_{i}-1<q_{i}<m_{i} \in \mathbb{N}$ for $i=1,2, \ldots n$, and let $f_{i}(\bar{x}, t), f_{i k_{i}}(\bar{x})$ to be as in (6), respectively. Then the system (1) admits at least a solution given by

$$
\begin{equation*}
u_{i}(\bar{x}, t)=\sum_{k_{i}=0}^{m_{i}-1} \frac{t^{k_{i}}}{k_{i}!} f_{i k_{i}}(\bar{x})+f_{i t}^{\left(-q_{i}\right)}(\bar{x}, t)+\sum_{k=1}^{\infty}\left[L_{i t}^{\left(-q_{i}\right)} \bar{u}_{(k-1)}+E_{i(k-1) t}^{\left(-q_{i}\right)}\right], i=1,2, \ldots n ; \tag{10}
\end{equation*}
$$

where $L_{i t}^{\left(-q_{i}\right)} \bar{u}_{(k-1)}$ and $E_{i(k-1) t}^{\left(-q_{i}\right)}$ denote the fractional partial integral of order $q_{i}$ for $L_{i(k-1)}$ and $E_{i(k-1)}$ respectively with respect to $t$.

Proof. Let the solution function $u_{i}(\bar{x}, t)$ of the system (6) to be as in the following analytical expansion:

$$
\begin{equation*}
u_{i}(\bar{x}, t)=\sum_{k=0}^{\infty} u_{i k}(\bar{x}, t), i=1,2, \ldots, n \tag{11}
\end{equation*}
$$

To solve system (1), we consider

$$
\begin{equation*}
\mathcal{D}_{t}^{q_{i}} u_{i \lambda}(\bar{x}, t)=\lambda\left[f_{i}(\bar{x}, t)+L_{i} \bar{u}_{\lambda}+N_{i} \bar{u}_{\lambda}\right], i=1,2, \ldots, n ; \lambda \in[0,1] . \tag{12}
\end{equation*}
$$

with initial conditions given by

$$
\begin{equation*}
\frac{\partial^{k_{i}} u_{i \lambda}(\bar{x}, 0)}{\partial t^{k_{i}}}=g_{i k_{i}}(\bar{x}), \quad k_{i}=0,1,2, \ldots, m_{i}-1 . \tag{13}
\end{equation*}
$$

Next, we assume that, system (12) has a solution given by

$$
\begin{equation*}
u_{i \lambda}(\bar{x}, t)=\sum_{k=0}^{\infty} \lambda^{k} u_{i k}(\bar{x}, t), i=1,2, \ldots, n \tag{14}
\end{equation*}
$$

Performing Riemann-Liouville fractional partial integral of order $q_{i}$ with respect to $t$ to both sides of system (12) and using Theorem 1, we obtain

$$
\begin{equation*}
u_{i \lambda}(\bar{x}, t)=\sum_{k_{i}=0}^{m_{i}-1} \frac{t^{k_{i}}}{k_{i}!} \frac{\partial^{k_{i}} u_{i \lambda}(\bar{x}, 0)}{\partial t^{k_{i}}}+\lambda \mathcal{I}_{t}^{q_{i}}\left[f_{i}(\bar{x}, t)+L_{i} \bar{u}_{\lambda}+N_{i} \bar{u}_{\lambda}\right], \tag{15}
\end{equation*}
$$

for $i=1,2, \ldots, n$. By using the initial condition from the system (1), the system (15) can be rewritten as

$$
\begin{equation*}
u_{i \lambda}(\bar{x}, t)=\sum_{k_{i}=0}^{m_{i}-1} \frac{t^{k_{i}}}{k_{i}!} g_{i k_{i}}(\bar{x})+\lambda\left[f_{i t}^{\left(-q_{i}\right)}(\bar{x}, t)+\mathcal{I}_{t}^{q_{i}}\left[L_{i} \bar{u}_{\lambda}\right]+\mathcal{I}_{t}^{q_{i}}\left[N_{i} \bar{u}_{\lambda}\right]\right] \tag{16}
\end{equation*}
$$

for $i=1,2, \ldots, n$. Inserting (14) into (16), we obtain

$$
\begin{align*}
\sum_{k=0}^{\infty} \lambda^{k} u_{i k}(\bar{x}, t)= & \sum_{k_{i}=0}^{m_{i}-1} \frac{t^{k_{i}}}{k_{i}!} g_{i k_{i}}(\bar{x})+\lambda\left[f_{i t}^{\left(-q_{i}\right)}(\bar{x}, t)+\mathcal{I}_{t}^{q_{i}}\left[L_{i} \sum_{k=0}^{\infty} \lambda^{k} \bar{u}_{k}\right]\right. \\
& \left.+\mathcal{I}_{t}^{q_{i}}\left[N_{i} \sum_{k=0}^{\infty} \lambda^{k} \bar{u}_{k}\right]\right], i=1,2, \ldots, n \tag{17}
\end{align*}
$$

By using Lemma 1 and Theorem 3, the system (17) becomes

$$
\begin{align*}
\sum_{k=0}^{\infty} \lambda^{k} u_{i k}(\bar{x}, t)= & \sum_{k_{i}=0}^{m_{i}-1} \frac{t^{k_{i}}}{k_{i}!} g_{i k_{i}}(\bar{x})+\lambda f_{i t}^{\left(-q_{i}\right)}(\bar{x}, t)+\mathcal{I}_{t}^{q_{i}} \lambda \sum_{k=0}^{\infty}\left[L_{i} \lambda^{k} \bar{u}_{k}\right] \\
& +\mathcal{I}_{t}^{q_{i}} \lambda \sum_{n=0}^{\infty}\left[\frac{1}{n!} \frac{\partial^{n}}{\partial \lambda^{n}}\left[N_{i} \sum_{k=0}^{n} \lambda^{k} \bar{u}_{k}\right]_{\lambda=0}\right] \lambda^{n}, i=1,2, \ldots, n \tag{18}
\end{align*}
$$

Next, we use Definition 4 in the system (18), we obtain

$$
\begin{align*}
\sum_{k=0}^{\infty} \lambda^{k} u_{i k}(\bar{x}, t)= & \sum_{k_{i}=0}^{m_{i}-1} \frac{t^{k_{i}}}{k_{i}!} g_{i k_{i}}(\bar{x})+\lambda f_{i t}^{\left(-q_{i}\right)}(\bar{x}, t)+\mathcal{I}_{t}^{q_{i}} \lambda \sum_{k=0}^{\infty}\left[L_{i} \lambda^{k} \bar{u}_{k}\right] \\
& +\mathcal{I}_{t}^{q_{i}} \lambda \sum_{n=0}^{\infty} E_{i n} \lambda^{n}, i=1,2, \ldots, n \tag{19}
\end{align*}
$$

By equating the terms in system (17) with identical powers of $\lambda$, we obtain a series of the following systems

$$
\left\{\begin{align*}
& u_{i 0}(\bar{x}, t)=\sum_{k_{i}=0}^{m_{i}-1} \frac{t^{k_{i}}}{k_{i}!} g_{i k_{i}}(\bar{x}),  \tag{20}\\
& u_{i 1}(\bar{x}, t)=f_{i t}^{\left(-q_{i}\right)}(\bar{x}, t)+L_{i t}^{\left(-q_{i}\right)} \bar{u}_{0}+E_{i 0 t}^{\left(-q_{i}\right)}, \\
& u_{i 2}(\bar{x}, t)=L_{i t}^{\left(-q_{i}\right)} \bar{u}_{1}+E_{i 1 t}^{\left(-q_{i}\right)} \\
& \quad \vdots \\
& u_{i k}(\bar{x}, t)=L_{i t}^{\left(-q_{i}\right)} \bar{u}_{(k-1)}+E_{i(k-1) t^{\prime}}^{\left(-q_{i}\right)}, k=2,3, \ldots, i=1,2, \ldots, n
\end{align*}\right.
$$

Substituting the series (20) in the system (14) gives the solution of the system (12). Now, from the systems (11) and (14), we obtain

$$
\begin{equation*}
u_{i}(\bar{x}, t)=\lim _{\lambda \rightarrow 1} u_{i \lambda}(\bar{x}, t)=u_{i 0}(\bar{x}, t)+u_{i 1}(\bar{x}, t)+\sum_{k=2}^{\infty} u_{i k}(\bar{x}, t), i=1,2, \ldots, n \tag{21}
\end{equation*}
$$

By using the first equations of (21), we see that $\frac{\partial^{k_{i} u_{i}(\bar{x}, 0)}}{\partial t^{k_{i}}}=\lim _{\lambda \rightarrow 1} \frac{\partial^{k_{i}} u_{i \lambda}(\bar{x}, 0)}{\partial t^{k_{i}}}, i=1,2, \ldots, n$, which implies that $g_{i k_{i}}(\bar{x})=f_{i k_{i}}(\bar{x}), i=1,2, \ldots, n$.

Inserting (20) into (21) completes the proof.

### 3.2. Convergence and Error Analysis

Theorem 5. Let B be a Banach space. Then the series solution of the system (20) converges to $S_{i} \in B$ for $i=1,2, \ldots, n$, if there exists $\gamma_{i}, 0 \leq \gamma_{i}<1$ such that, $\left\|u_{i n}\right\| \leq \gamma_{i}\left\|u_{i(n-1)}\right\|$ for $\forall n \in \mathbb{N}$.

Proof. Define the sequences $S_{i n}, i=1,2, \ldots, n$ of partial sums of the series given by the system (20) as

$$
\left\{\begin{array}{l}
S_{i 0}=u_{i 0}(\bar{x}, t)  \tag{22}\\
S_{i 1}=u_{i 0}(\bar{x}, t)+u_{i 1}(\bar{x}, t) \\
S_{i 2}=u_{i 0}(\bar{x}, t)+u_{i 1}(\bar{x}, t)+u_{i 2}(\bar{x}, t) \\
\vdots \\
S_{i n}=u_{i 0}(\bar{x}, t)+u_{i 1}(\bar{x}, t)+u_{i 2}(\bar{x}, t)+\cdots+u_{i n}(\bar{x}, t), i=1,2, \ldots, n
\end{array}\right.
$$

and we need to show that $\left\{S_{i n}\right\}$ are a Cauchy sequences in Banach space $B$. For this purpose, we consider

$$
\begin{align*}
\left\|S_{i(n+1)}-S_{i n}\right\| & =\left\|u_{i(n+1)}(\bar{x}, t)\right\| \leq \gamma_{i}\left\|u_{i n}(\bar{x}, t)\right\| \leq \gamma_{i}^{2}\left\|u_{i(n-1)}(\bar{x}, t)\right\| \leq \cdots \\
& \leq \gamma_{i}^{n+1}\left\|u_{i 0}(\bar{x}, t)\right\|, i=1,2, \ldots, n . \tag{23}
\end{align*}
$$

For every $n, m \in \mathbb{N}, n \geq m$, by using the system (23) and triangle inequality successively, we have,

$$
\begin{align*}
\left\|S_{i n}-S_{i m}\right\| & =\left\|S_{i(m+1)}-S_{i m}+S_{i(m+2)}-S_{i(m+1)}+\cdots+S_{i n}-S_{i(n-1)}\right\| \\
& \leq\left\|S_{i(m+1)}-S_{i m}\right\|+\left\|S_{i(m+2)}-S_{i(m+1)}\right\|+\cdots+\left\|S_{i n}-S_{i(n-1)}\right\| \\
& \leq \gamma_{i}^{m+1}\left\|u_{i 0}(\bar{x}, t)\right\|+\gamma_{i}^{m+2}\left\|u_{i 0}(\bar{x}, t)\right\|+\cdots+\gamma_{i}^{n}\left\|u_{i 0}(\bar{x}, t)\right\| \\
& =\gamma_{i}^{m+1}\left(1+\gamma_{i}+\cdots+\gamma_{i}^{n-m-1}\right)\left\|u_{i 0}(\bar{x}, t)\right\| \\
& \leq \gamma_{i}^{m+1}\left(\frac{1-\gamma^{n-m}}{1-\gamma_{i}}\right)\left\|u_{i 0}(\bar{x}, t)\right\| . \tag{24}
\end{align*}
$$

Since $0<\gamma_{i}<1$, so $1-\gamma_{i}^{n-m} \leq 1$ then

$$
\begin{equation*}
\left\|S_{i n}-S_{i m}\right\| \leq \frac{\gamma_{i}^{m+1}}{1-\gamma_{i}}\left\|u_{i 0}(\bar{x}, t)\right\| . \tag{25}
\end{equation*}
$$

Since $u_{i 0}(\bar{x}, t)$ is bounded, then

$$
\begin{equation*}
\lim _{n, m \rightarrow \infty}\left\|S_{i n}-S_{i m}\right\|=0, i=1,2, \ldots, n \tag{26}
\end{equation*}
$$

Therefore, the sequences $\left\{S_{i n}\right\}$ are Cauchy sequences in the Banach space $B$, so the series solution defined in the system (21) converges. This completes the proof.

Theorem 6. The maximum absolute truncation error of the series solution (11) of the nonlinear fractional partial differential system (1) is estimated to be

$$
\begin{equation*}
\sup _{(\bar{x}, t) \in \Omega}\left|u_{i}(\bar{x}, t)-\sum_{k=0}^{m} u_{i k}(\bar{x}, t)\right| \leq \frac{\gamma_{i}^{m+1}}{1-\gamma_{i}} \sup _{(\bar{x}, t) \in \Omega}\left|u_{i 0}(\bar{x}, t)\right|, i=1,2, \ldots, n, \tag{27}
\end{equation*}
$$

where the region $\Omega \subset \mathbb{R}^{n+1}$.
Proof. From Theorem 5, we have

$$
\begin{equation*}
\left\|S_{i n}-S_{i m}\right\| \leq \frac{\gamma_{i}^{m+1}}{1-\gamma_{i}} \sup _{(\bar{x}, t) \in \Omega}\left|u_{i 0}(\bar{x}, t)\right|, i=1,2, \ldots, n \tag{28}
\end{equation*}
$$

But we assume that $S_{i n}=\sum_{k=0}^{n} u_{i k}(\bar{x}, t)$ for $i=1,2, \ldots, n$, and since $n \rightarrow \infty$, we obtain $S_{i n} \rightarrow u_{i}(\bar{x}, t)$, so the system (28) can be rewritten as

$$
\begin{align*}
\left\|u_{i}(\bar{x}, t)-S_{i m}\right\| & =\left\|u_{i}(\bar{x}, t)-\sum_{k=0}^{m} u_{i k}(\bar{x}, t)\right\| \\
& \leq \frac{\gamma_{i}^{m+1}}{1-\gamma_{i}} \sup _{(\bar{x}, t) \in \Omega}\left|u_{i 0}(\bar{x}, t)\right|, i=1,2, \ldots, n . \tag{29}
\end{align*}
$$

So, the maximum absolute truncation error in the region $\Omega$ is

$$
\begin{equation*}
\sup _{(\bar{x}, t) \in \Omega}\left|u_{i}(\bar{x}, t)-\sum_{k=0}^{m} u_{i k}(\bar{x}, t)\right| \leq \frac{\gamma_{i}^{m+1}}{1-\gamma_{i}} \sup _{(\bar{x}, t) \in \Omega}\left|u_{i 0}(\bar{x}, t)\right|, i=1,2, \ldots, n . \tag{30}
\end{equation*}
$$

and this completes the proof.

## 4. Applications to the Systems of Nonlinear Wave Equations

In this section, we present examples of some systems of nonlinear wave equations. These examples are chosen because their closed form solutions are available, or they have been solved previously by some other well-known methods.

Example 1. Consider the nonlinear $K d V$ system of time-fractional order of the form [24]

$$
\begin{equation*}
D_{t}^{q} u=-\alpha u_{x x x}-6 \alpha u u_{x}+6 v v_{x}, D_{t}^{q} v=-\alpha v_{x x x}-3 \alpha u v_{x} \tag{31}
\end{equation*}
$$

for $0<q<1$, subject to the initial conditions

$$
\begin{equation*}
u(x, 0)=\beta^{2} \operatorname{sech}^{2}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right), v(x, 0)=\sqrt{\frac{\alpha}{2}} \beta^{2} \operatorname{sech}^{2}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) \tag{32}
\end{equation*}
$$

For $q=1$, the exact solitary wave solutions of the KdV system (31) is given by

$$
\left\{\begin{array}{l}
u(x, t)=\beta^{2} \operatorname{sech}^{2}\left(\frac{1}{2}\left[\gamma-\alpha \beta^{3} t+\beta x\right]\right),  \tag{33}\\
v(x, t)=\sqrt{\frac{\alpha}{2}} \beta^{2} \operatorname{sech}^{2}\left(\frac{1}{2}\left[\gamma-\alpha \beta^{3} t+\beta x\right]\right),
\end{array}\right.
$$

where the constant $\alpha$ is a wave velocity and $\beta, \gamma$ are arbitrary constants.
To solve the system (31), we compare (31) with the system (1), we obtain

$$
\begin{equation*}
D_{t}^{q} u=-\alpha u_{x x x}+N_{1}(u, v), D_{t}^{q} v=-\alpha v_{x x x}+N_{2}(u, v) \tag{34}
\end{equation*}
$$

where we assume $N_{1}(u, v)=6 v v_{x}-6 \alpha u u_{x}$ and $N_{2}(u, v)=-3 \alpha u v_{x}$.
Next, we assume the system (31) has a solution given by

$$
\begin{equation*}
u(x, t)=\sum_{k=0}^{\infty} u_{k}(x, t), v(x, t)=\sum_{k=0}^{\infty} v_{k}(x, t) . \tag{35}
\end{equation*}
$$

To obtain the approximate solution of the system (31), we consider the following system.

$$
\begin{equation*}
\mathcal{D}_{t}^{q} u_{\lambda}=\lambda\left[-\alpha u_{\lambda x x x}+N_{1}\left(u_{\lambda}, v_{\lambda}\right)\right], \mathcal{D}_{t}^{q} v_{\lambda}=\lambda\left[-\alpha v_{\lambda x x x}+N_{2}\left(u_{\lambda}, v_{\lambda}\right)\right] \tag{36}
\end{equation*}
$$

subject to the initial conditions given by

$$
\begin{equation*}
u_{\lambda}(x, 0)=g_{1}(x), v_{\lambda}(x, 0)=g_{2}(x) \tag{37}
\end{equation*}
$$

and we assume that the system (36) has a solution of the form

$$
\begin{equation*}
u_{\lambda}(x, t)=\sum_{k=0}^{\infty} \lambda^{k} u_{k}(x, t), v_{\lambda}(x, t)=\sum_{k=0}^{\infty} \lambda^{k} v_{k}(x, t) \tag{38}
\end{equation*}
$$

By operating Riemann-Liouville fractional partial integral of order $q$ with respect to $t$ for both sides of the system (36) and by using Theorem 2 and the system (37), we obtain

$$
\left\{\begin{array}{l}
u_{\lambda}=g_{1}(x)+\lambda \mathcal{I}_{t}^{q}\left[-\alpha u_{\lambda x x x}+N_{1}\left(u_{\lambda}, v_{\lambda}\right)\right]  \tag{39}\\
v_{\lambda}=g_{2}(x)+\lambda \mathcal{I}_{t}^{q}\left[-\alpha v_{\lambda x x x}+N_{2}\left(u_{\lambda}, v_{\lambda}\right)\right]
\end{array}\right.
$$

By using Remark 1 and system (38), in the system (39), we obtain

$$
\left\{\begin{array}{l}
\sum_{k=0}^{\infty} \lambda^{k} u_{k}=g_{1}(x)+\lambda \mathcal{I}_{t}^{q}\left[-\alpha \sum_{k=0}^{\infty} \lambda^{k} u_{k x x x}+\sum_{n=0}^{\infty} \lambda^{n} E_{1 n}\right]  \tag{40}\\
\sum_{k=0}^{\infty} \lambda^{k} v_{k}=g_{2}(x)+\lambda \mathcal{I}_{t}^{q}\left[-\alpha \sum_{k=0}^{\infty} \lambda^{k} v_{k x x x}+\sum_{n=0}^{\infty} \lambda^{n} E_{2 n}\right]
\end{array}\right.
$$

By equating the terms in the system (40) with identical powers of $\lambda$, we obtain a series of the following systems.

$$
\left\{\begin{array}{l}
u_{0}=g_{1}(x), v_{0}=g_{2}(x)  \tag{41}\\
u_{1}=\mathcal{I}_{t}^{q}\left[-\alpha u_{0 x x x}+E_{10}\right], v_{1}=\mathcal{I}_{t}^{q}\left[-\alpha v_{0 x x x}+E_{20}\right] \\
u_{2}=\mathcal{I}_{t}^{q}\left[-\alpha u_{1 x x x}+E_{11}\right], v_{2}=\mathcal{I}_{t}^{q}\left[-\alpha v_{1 x x x}+E_{21}\right] \\
\vdots \\
u_{k}=\mathcal{I}_{t}^{q}\left[-\alpha u_{(k-1) x x x}+E_{1(k-1)}\right], v_{k}=\mathcal{I}_{t}^{q}\left[-\alpha v_{(k-1) x x x}+E_{2(k-1)}\right]
\end{array}\right.
$$

for $k=1,2, \ldots$, where $E_{1(k-1)}, E_{1(k-1)}$ can be obtain by using Definition 4 .
By using the systems (35) and (38), we can set

$$
\begin{equation*}
u(x, t)=\lim _{\lambda \rightarrow 1} u_{\lambda}(x, t)=\sum_{k=0}^{\infty} u_{k}(x, t), v(x, t)=\lim _{\lambda \rightarrow 1} v_{\lambda}(x, t)=\sum_{k=0}^{\infty} v_{k}(x, t) \tag{42}
\end{equation*}
$$

By using the first equations of (42), we have $u(x, 0)=\lim _{\lambda \rightarrow 1} u_{\lambda}(x, 0), v(x, 0)=\lim _{\lambda \rightarrow 1} v_{\lambda}(x, 0)$, which implies that $g_{1}(x)=u(x, 0)$ and $g_{2}(x)=v(x, 0)$. Consequently, by using (41) and Definition 4, with the help of Mathematica software, the first few components of the solution for the system (31) are derived as follows.

$$
\begin{aligned}
u_{0}(x, t) & =\beta^{2} \operatorname{sech}^{2}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right), v_{0}(x, t)=\sqrt{\frac{\alpha}{2}} \beta^{2} \operatorname{sech}^{2}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right), \\
u_{1}(x, t) & =\frac{\alpha \beta^{5}}{\Gamma(q+1)} \tanh \left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) \operatorname{sech}^{2}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) t^{q}, \\
v_{1}(x, t)= & \frac{\alpha^{3 / 2} \beta^{5}}{\sqrt{2} \Gamma(q+1)} \tanh \left(\gamma 2+\frac{\beta x}{2}\right) \operatorname{sech}^{2}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) t^{q}, \\
u_{2}(x, t)= & \left.\frac{\alpha^{2} \beta^{8}}{2 \Gamma(2 q+1)}[\cosh (\gamma+\beta x)-2] \operatorname{sech}^{4}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right)\right) t^{2 q}, \\
v_{2}(x, t)= & \frac{\alpha^{5 / 2} \beta^{8}}{2 \sqrt{2} \Gamma(2 q+1)}(\cosh (\gamma+\beta x)-2) \operatorname{sech}^{4}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) t^{2 q}, \\
u_{3}(x, t)= & \frac{\alpha^{3} \beta^{11}}{8 \Gamma(q+1)^{2} \Gamma(3 q+1)}\left[\Gamma(q+1)^{2}[-32 \cosh (\gamma+\beta x)+\cosh (2[\gamma+\beta x])\right. \\
& +39]+12 \Gamma(2 q+1)[\cosh (\gamma+\beta x)-2]] \tanh \left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) \operatorname{sech}^{6}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) t^{3 q},
\end{aligned}
$$

$$
\begin{aligned}
v_{3}(x, t)= & \frac{\alpha^{7 / 2} \beta^{11}}{8 \sqrt{2} \Gamma(q+1)^{2} \Gamma(3 q+1)}\left[\Gamma(q+1)^{2}[-32 \cosh (\gamma+\beta x)+\cosh (2(\gamma+\beta x))\right. \\
& +39]+12 \Gamma(2 q+1)[\cosh (\gamma+\beta x)-2]] \tanh \left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) \operatorname{sech}^{6}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) t^{3 q},
\end{aligned}
$$

and so on.

Hence the third-order term approximate solution for the system (31) is given by

$$
\begin{aligned}
u(x, t)= & \beta^{2} \operatorname{sech}^{2}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right)+\frac{\alpha \beta^{5}}{\Gamma(q+1)} \tanh \left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) \operatorname{sech}^{2}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) t^{q} \\
& \left.+\frac{\alpha^{2} \beta^{8}}{2 \Gamma(2 q+1)}[\cosh (\gamma+\beta x)-2] \operatorname{sech}^{4}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right)\right) t^{2 q} \\
& +\frac{\alpha^{3} \beta^{11}}{8 \Gamma(q+1)^{2} \Gamma(3 q+1)}\left[\Gamma(q+1)^{2}[-32 \cosh (\gamma+\beta x)+\cosh (2[\gamma+\beta x])\right. \\
& +39]+12 \Gamma(2 q+1)[\cosh (\gamma+\beta x)-2]] \tanh \left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) \operatorname{sech}^{6}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) t^{3 q} \\
v(x, t)= & \sqrt{\frac{\alpha}{2}} \beta^{2} \operatorname{sech}^{2}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right)+\frac{\alpha^{3 / 2} \beta^{5}}{\sqrt{2} \Gamma(q+1)} \tanh \left(\gamma 2+\frac{\beta x}{2}\right) \operatorname{sech}^{2}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) t^{q} \\
& +\frac{\alpha^{5 / 2} \beta^{8}}{2 \sqrt{2} \Gamma(2 q+1)}(\cosh (\gamma+\beta x)-2) \operatorname{sech}^{4}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) t^{2 q} \\
& +\frac{\alpha^{7 / 2} \beta^{11}}{8 \sqrt{2} \Gamma(q+1)^{2} \Gamma(3 q+1)}\left[\Gamma ( q + 1 ) ^ { 2 } \left[-32 \cosh (\gamma+\beta x)+\cosh ^{2}(2(\gamma+\beta x))\right.\right. \\
& +39]+12 \Gamma(2 q+1)[\cosh (\gamma+\beta x)-2]] \tanh \left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) \operatorname{sech}^{6}\left(\frac{\gamma}{2}+\frac{\beta x}{2}\right) t^{3 q} .
\end{aligned}
$$

In Table 1, the numerical values of the approximate and exact solutions for Example 1 show the accuracy and efficiency of our technique at different values of $x, t$. The absolute error is listed for different values of $x, t$. In Figure 1a, we consider fixed values $\alpha=\beta=0.5, \gamma=1$ and fixed order $q=1$ for piecewise approximation values of $x, t$ in the domain $-20 \leq x \leq 20$ and $0.20 \leq t \leq 1$. In Figure 1b, we plot the exact solution with fixed values $\alpha=\beta=0.5$ and $\gamma=1$ in the domain $-20 \leq x \leq 20$ and $0.20 \leq t \leq 1$.

Table 1. Numerical values when $q=0.5,1$ and $\alpha=\beta=0.5, \gamma=1$ for Example 1.

| $x$ | $t$ | $q=0.5$ |  | $q=1$ |  | $\alpha=\beta=0.5, \gamma=1$ |  | Absolute Error |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $u_{\text {NAT }}$ | $v_{\text {NAT }}$ | $u_{\text {NAT }}$ | $v_{N A T}$ | $u_{E X}$ | $v_{E X}$ | $\left\|u_{E X}-u_{N A T}\right\|$ | $\left\|v_{E X}-v_{N A T}\right\|$ |
| -10 | 0.20 | 0.0171378 | 0.0085689 | 0.0174511 | 0.0087256 | 0.0174511 | 0.0087256 | $9.11712 \times 10^{-12}$ | $4.55856 \times 10^{-12}$ |
|  | 0.40 | 0.0169274 | 0.0084637 | 0.0172419 | 0.0086210 | 0.0172419 | 0.0086210 | $1.45834 \times 10^{-10}$ | $7.29172 \times 10^{-11}$ |
|  | 0.60 | 0.0167686 | 0.0083843 | 0.0170352 | 0.0085176 | 0.0170352 | 0.0085176 | $7.38075 \times 10^{-10}$ | $3.69037 \times 10^{-10}$ |
| 0 | 0.20 | 0.1994480 | 0.0997242 | 0.1977450 | 0.0988724 | 0.1977450 | 0.0988724 | $5.11989 \times 10^{-11}$ | $2.55994 \times 10^{-11}$ |
|  | 0.40 | 0.2006050 | 0.1003020 | 0.1988720 | 0.0994360 | 0.1988720 | 0.0994360 | $8.07505 \times 10^{-10}$ | $4.03753 \times 10^{-10}$ |
|  | 0.60 | 0.20148400 | 0.1007420 | 0.1999930 | 0.0999966 | 0.1999930 | 0.0999966 | $4.02841 \times 10^{-9}$ | $2.01421 \times 10^{-9}$ |
| 20 | 0.20 | 0.0000172 | $8.62 \times 10^{-6}$ | 0.0000169 | $8.46 \times 10^{-6}$ | 0.0000169 | $8.46 \times 10^{-6}$ | $1.70233 \times 10^{-14}$ | $8.51164 \times 10^{-15}$ |
|  | 0.40 | 0.0000175 | $8.74 \times 10^{-6}$ | 0.0000171 | $8.56 \times 10^{-6}$ | 0.0000171 | $8.56 \times 10^{-6}$ | $2.73056 \times 10^{-13}$ | $1.36528 \times 10^{-13}$ |
|  | 0.60 | 0.0000177 | $8.83 \times 10^{-6}$ | 0.0000173 | $8.67 \times 10^{-6}$ | 0.0000173 | $8.67 \times 10^{-6}$ | $1.38582 \times 10^{-12}$ | $6.92909 \times 10^{-13}$ |



Figure 1. (a) The graph for the approximate solution of Example 2 for $\alpha=\beta=0.5$ and $q_{1}=q_{2}=1$; (b) The graph for the exact solution of Example 2 for $\alpha=\beta=0.5$.

Example 2. Consider the nonlinear dispersive long wave system of time fractional order [24-26]

$$
\begin{equation*}
D_{t}^{q_{1}} u=-v_{x}-\frac{1}{2}\left(u^{2}\right)_{x}, D_{t}^{q_{2}} v=-\left(u+u_{x x}+u v\right)_{x} \tag{43}
\end{equation*}
$$

for $0<q_{1}, q_{1}<1$, with initial condition given by

$$
\begin{equation*}
u(x, 0)=\alpha\left[\tanh \left(\frac{1}{2}[\beta+\alpha x]\right)+1\right], v(x, 0)=-1+\frac{1}{2} \alpha^{2} \operatorname{sech}^{2}\left(\frac{1}{2}[\beta+\alpha x]\right) . \tag{44}
\end{equation*}
$$

For $q_{1}=q_{2}=1$, the system (43) has the following exact solitary wave solutions:

$$
\begin{equation*}
u(x, t)=\alpha\left[\tanh \left(\frac{1}{2}\left[\beta+\alpha x-\alpha^{2} t\right]\right)+1\right], v(x, t)=-1+\frac{1}{2} \alpha^{2} \operatorname{sech}^{2}\left(\frac{1}{2}\left[\beta+\alpha x-\alpha^{2} t\right]\right) \tag{45}
\end{equation*}
$$

where $\alpha, \beta$ are arbitrary constants.
By comparing the system (43) with the system (1), the system (43) can be rewritten as

$$
\begin{equation*}
D_{t}^{q_{1}} u=-v_{x}+N_{1}(u, v), D_{t}^{q_{2}} v=-u_{x}-u_{x x x}+N_{2}(u, v) \tag{46}
\end{equation*}
$$

where $N_{1}(u, v)=-u u_{x}$ and $N_{2}(u, v)=-\left(u v_{x}+v u_{x}\right)$. To solve the system (46) by NAT discussed in Section 3, we assume that the system (46) has a solution given by

$$
\begin{equation*}
u(x, t)=\sum_{k=0}^{\infty} u_{k}(x, t), v(x, t)=\sum_{k=0}^{\infty} v_{k}(x, t) . \tag{47}
\end{equation*}
$$

Forgetting the approximate solution of the system (43), we consider the following system.

$$
\begin{equation*}
D_{t}^{q_{1}} u_{\lambda}=\lambda\left[-v_{x \lambda}+N_{1}\left(u_{\lambda}, v_{\lambda}\right)\right], D_{t}^{q_{2}} v_{\lambda}=\lambda\left[-u_{\lambda x}-u_{\lambda x x x}+N_{2}\left(u_{\lambda}, v_{\lambda}\right)\right] \tag{48}
\end{equation*}
$$

subject to the initial conditions given by

$$
\begin{equation*}
u_{\lambda}(x, 0)=g_{1}(x), v_{\lambda}(x, 0)=g_{2}(x) \tag{49}
\end{equation*}
$$

Assume that the system (48) has a solution given by

$$
\begin{equation*}
u_{\lambda}(x, t)=\sum_{k=0}^{\infty} \lambda^{k} u_{k}(x, t), v_{\lambda}(x, t)=\sum_{k=0}^{\infty} \lambda^{k} v_{k}(x, t) \tag{50}
\end{equation*}
$$

By using Theorem 2, we take Riemann-Liouville fractional partial integrals of order $q_{1}$ and $q_{2}$ with respect to $t$ for both sides of the system (48) and using (47), we obtain

$$
\left\{\begin{array}{l}
u_{\lambda}=g_{1}(x)+\lambda \mathcal{I}_{t}^{q_{1}}\left[-v_{x \lambda}+N_{1}\left(u_{\lambda}, v_{\lambda}\right)\right]  \tag{51}\\
v_{\lambda}=g_{2}(x)+\lambda \mathcal{I}_{t}^{q_{2}}\left[-u_{x \lambda}-u_{x x x \lambda}+N_{2}\left(u_{\lambda}, v_{\lambda}\right)\right]
\end{array}\right.
$$

Next, we use Theorem 1. The system (51) can be rewritten as

$$
\left\{\begin{array}{l}
\sum_{k=0}^{\infty} \lambda^{k} u_{k}=g_{1}(x)+\lambda \mathcal{I}_{t}^{q_{1}}\left[-\sum_{k=0}^{\infty} \lambda^{k} v_{x k}+\sum_{n=0}^{\infty} \lambda^{n} E_{1 n}\right]  \tag{52}\\
\sum_{k=0}^{\infty} \lambda^{k} v_{k}=g_{2}(x)+\lambda \mathcal{I}_{t}^{q_{2}}\left[-\sum_{k=0}^{\infty} \lambda^{k} u_{k x}-\sum_{k=0}^{\infty} \lambda^{k} u_{k x x x}+\sum_{n=0}^{\infty} \lambda^{n} E_{2 n}\right]
\end{array}\right.
$$

By equating the terms in the system (52) with identical powers of $\lambda$, we obtain a series of the following systems.

$$
\left\{\begin{array}{l}
u_{0}=g_{1}(x), v_{0}=g_{2}(x),  \tag{53}\\
u_{1}=\mathcal{I}_{t}^{q_{1}}\left[-v_{0 x}+E_{10}\right], v_{1}=\mathcal{I}_{t}^{q_{2}}\left[-u_{0 x}-u_{0 x x x}+E_{20}\right] \\
u_{2}=\mathcal{I}_{t}^{q_{1}}\left[-v_{1 x}+E_{11}\right], v_{2}=\mathcal{I}_{t}^{q_{2}}\left[-u_{1 x}-u_{1 x x x}+E_{21}\right] \\
\vdots \\
u_{k}=\mathcal{I}_{t}^{q_{1}}\left[-v_{(k-1) x}+E_{1(k-1)}\right], v_{k}=\mathcal{I}_{t}^{q_{2}}\left[-u_{(k-1) x}-u_{(k-1) x x x}+E_{2(k-1)}\right]
\end{array}\right.
$$

for $k=1,2, \ldots$, where $E_{1(k-1)}, E_{1(k-1)}$ can be obtain by using Theorem 4 .
From the systems (47) and (50), we have

$$
\begin{equation*}
u(x, t)=\lim _{\lambda \rightarrow 1} u_{\lambda}(x, t)=\sum_{k=0}^{\infty} u_{k}(x, t), v(x, t)=\lim _{\lambda \rightarrow 1} v_{\lambda}(x, t)=\sum_{k=0}^{\infty} v_{k}(x, t) . \tag{54}
\end{equation*}
$$

By using the first equations of (54), we have $u(x, 0)=\lim _{\lambda \rightarrow 1} u_{\lambda}(x, 0), v(x, 0)=\lim _{\lambda \rightarrow 1} v_{\lambda}(x, 0)$, which implies that $g_{1}(x)=u(x, 0)$ and $g_{2}(x)=v(x, 0)$. Consequently, by using (53) and Definition 4 by the help of Mathematica software, the first few components of the solution for the system (43) are derived as follows.

$$
\begin{aligned}
u_{0}(x, t)= & \alpha\left[\tanh \left(\frac{1}{2}[\beta+\alpha x]\right)+1\right], v_{0}(x, t)=-1+\frac{1}{2} \alpha^{2} \operatorname{sech}^{2}\left(\frac{1}{2}[\beta+\alpha x]\right) \\
u_{1}(x, t)= & -\frac{\alpha^{3}}{2 q_{1} \Gamma\left(q_{1}\right)} \operatorname{sech}^{2}\left(\frac{1}{2}[\beta+\alpha x]\right) t^{q_{1}}, \\
v_{1}(x, t)= & \frac{4 \alpha^{4}}{q_{2} \Gamma\left(q_{2}\right)} \sinh ^{4}\left(\frac{1}{2}[\beta+\alpha x]\right) \operatorname{csch}^{3}(\beta+\alpha x) t^{q_{2}} \\
u_{2}(x, t)= & \frac{1}{4} \alpha^{5} \operatorname{sech}^{4}\left(\frac{1}{2}[\beta+\alpha x]\right)\left[\frac{\cosh (\beta+\alpha x)-2] t^{q_{2}}}{\Gamma\left(q_{1}+q_{2}+1\right)}\right. \\
& \left.-\frac{[\sinh (\beta+\alpha x)+\cosh (\beta+\alpha x)-2] t^{q_{1}}}{\Gamma\left(2 q_{1}+1\right)}\right] t^{q_{1}}, \\
v_{2}(x, t)= & \frac{\alpha^{6} \operatorname{sech}^{5}\left(\frac{1}{2}[\beta+\alpha x]\right)}{8 \Gamma\left(q_{1}+q_{2}+1\right) \Gamma\left(2 q_{2}+1\right)} t^{q_{2}}\left[t ^ { q _ { 1 } } \Gamma ( 2 q _ { 2 } + 1 ) \left[7 \sinh \left(\frac{1}{2}[\beta+\alpha x]\right)\right.\right. \\
& \left.-\sinh \left(\frac{3}{2}[\beta+\alpha x]\right)\right]-\Gamma\left(q_{1}+q_{2}+1\right)\left[7 \sinh \left(\frac{1}{2}[\beta+\alpha x]\right)\right. \\
& \left.\left.-\sinh \left(\frac{3}{2}[\beta+\alpha x]\right)+3 \cosh \left(\frac{1}{2}[\beta+\alpha x]\right)-\cosh (32[\beta+\alpha x])\right] t^{q_{2}}\right]
\end{aligned}
$$

$$
\begin{aligned}
u_{3}(x, t)= & \frac{1}{16} \alpha^{7} t^{q_{1}}\left[\frac { 6 4 t ^ { 2 q _ { 1 } } e ^ { 2 ( \beta + \alpha x ) } } { \Gamma ( 3 q _ { 1 } + 1 ) ( e ^ { \beta + \alpha x } + 1 ) ^ { 6 } } \left[\frac{4^{q_{1}} \Gamma\left[q_{1}+\frac{1}{2}\right]\left[e^{2(\beta+\alpha x)}-1\right]}{\sqrt{\pi} \Gamma\left(q_{1}+1\right)}\right.\right. \\
& \left.-2 e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}-8\right]+6\right]\right]+t^{q_{2}} \operatorname{sech}^{6}\left(\frac{1}{2}[\beta+\alpha x]\right) \\
& \times\left[\frac{t^{q_{2}} e^{\alpha(-x)-\beta}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}-14\right]+21\right]-4\right]}{\Gamma\left(q_{1}+2 q_{2}+1\right)}\right. \\
+ & \left.\left.\frac{t^{q_{1}}[-10 \sinh (\beta+\alpha x)+\sinh (2[\beta+\alpha x])+4 \cosh (\beta+\alpha x)-6]}{\Gamma\left(2 q_{1}+q_{2}+1\right)}\right]\right] \\
v_{3}(x, t)= & \frac{2 \alpha^{8} t^{q_{2}} e^{\beta+\alpha x}\left[t ^ { q _ { 2 } } \left[\frac{4 t^{q_{2}} e^{2(\beta+\alpha x)}\left[e^{\beta+\alpha x}\left(e^{\beta+\alpha x}-13\right)\left(e^{\beta+\alpha x}-2\right)-6\right]}{\Gamma\left(3 q_{2}+1\right)}\right.\right.}{\left[e^{\beta+\alpha x}+1\right]^{7}} \\
+ & {\left[-\frac{4 \Gamma\left(q_{1}+q_{2}+1\right) e^{\beta+\alpha x}\left[e^{\beta+\alpha x}+1\right]\left[e^{\beta+\alpha x}\left(e^{\beta+\alpha x}-3\right)+1\right]}{\Gamma\left(q_{1}+1\right) \Gamma\left(q_{2}+1\right) \Gamma\left(q_{1}+2 q_{2}+1\right)}\right.} \\
& \left.\left.+\frac{e^{\beta+\alpha x}\left[49-e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left(e^{\beta+\alpha x}+15\right)-172\right]+220\right]\right]}{\Gamma\left(q_{1}+2 q_{2}+1\right)}\right] t_{1}^{\left.q_{1}\right]}\right] \\
& \left.-\frac{2 t^{2 q_{1}} e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left(e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left(e^{\beta+\alpha x}-37\right)+151\right]-119\right)+16\right]}{\Gamma\left(2 q_{1}+q_{2}+1\right)}\right]
\end{aligned}
$$

and so on.

Hence the third-order term approximate solution for the system (43) is given by

$$
\begin{aligned}
u(x, t)= & \alpha\left[\tanh \left(\frac{1}{2}[\beta+\alpha x]\right)+1\right]-\frac{\alpha^{3}}{2 q_{1} \Gamma\left(q_{1}\right)} \operatorname{sech}^{2}\left(\frac{1}{2}[\beta+\alpha x]\right) t^{q_{1}} \\
& +\frac{1}{4} \alpha^{5} \operatorname{sech}^{4}\left(\frac{1}{2}[\beta+\alpha x]\right)\left[\frac{[\cosh (\beta+\alpha x)-2] t^{q_{2}}}{\Gamma\left(q_{1}+q_{2}+1\right)}\right. \\
& \left.-\frac{[\sinh (\beta+\alpha x)+\cosh (\beta+\alpha x)-2] t^{q_{1}}}{\Gamma\left(2 q_{1}+1\right)}\right] t^{q_{1}} \\
& +\frac{1}{16} \alpha^{7} t^{q_{1}}\left[\frac { 6 4 t ^ { 2 q _ { 1 } } e ^ { 2 ( \beta + \alpha x ) } } { \Gamma ( 3 q _ { 1 } + 1 ) ( e ^ { \beta + \alpha x } + 1 ) ^ { 6 } } \left[\frac{4^{q_{1}} \Gamma\left[q_{1}+\frac{1}{2}\right]\left[e^{2(\beta+\alpha x)}-1\right]}{\sqrt{\pi} \Gamma\left(q_{1}+1\right)}\right.\right. \\
& \left.-2 e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}-8\right]+6\right]\right]+t^{q_{2}} \operatorname{sech}^{6}\left(\frac{1}{2}[\beta+\alpha x]\right) \\
& \times\left[\frac{t^{q_{2}} e^{\alpha(-x)-\beta}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}-14\right]+21\right]-4\right]}{\Gamma\left(q_{1}+2 q_{2}+1\right)}\right. \\
& \left.+\frac{t^{q_{1}}(-10 \sinh (\beta+\alpha x)+\sinh (2(\beta+\alpha x))+4 \cosh (\beta+\alpha x)-6)}{\Gamma\left(2 q_{1}+q_{2}+1\right)}\right], \\
v(x, t)= & -1+\frac{1}{2} \alpha^{2} \operatorname{sech}{ }^{2}\left(\frac{1}{2}[\beta+\alpha x]\right)+\frac{4 \alpha^{4}}{q_{2} \Gamma\left(q_{2}\right)} \sinh ^{4}\left(\frac{1}{2}[\beta+\alpha x]\right) \operatorname{csch}^{3}(\beta+\alpha x) t^{q_{2}} \\
& +\frac{\alpha^{6} \operatorname{sech}^{5}\left(\frac{1}{2}[\beta+\alpha x]\right)}{8 \Gamma\left(q_{1}+q_{2}+1\right) \Gamma\left(2 q_{2}+1\right)} t^{q_{2}}\left[t ^ { q _ { 1 } } \Gamma ( 2 q _ { 2 } + 1 ) \left[7 \sinh \left(\frac{1}{2}[\beta+\alpha x]\right)\right.\right. \\
& \left.-\sinh \left(\frac{3}{2}[\beta+\alpha x]\right)\right]-\Gamma\left(q_{1}+q_{2}+1\right)\left[7 \sinh \left(\frac{1}{2}[\beta+\alpha x]\right)\right. \\
& \left.\left.-\sinh \left(\frac{3}{2}[\beta+\alpha x]\right)+3 \cosh \left(\frac{1}{2}[\beta+\alpha x]\right)-\cosh (32[\beta+\alpha x])\right] t^{q_{2}}\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{2 \alpha^{8} q^{2} e^{\beta+\alpha x}}{\left[e^{\beta+\alpha x}+1\right]^{7}}\left[t ^ { q _ { 2 } } \left[\frac{4 t^{q_{2}} e^{2(\beta+\alpha x)}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}-13\right]\left[e^{\beta+\alpha x}-2\right]-6\right]}{\Gamma\left(3 q_{2}+1\right)}\right.\right. \\
& +\left[-\frac{4 \Gamma\left(q_{1}+q_{2}+1\right) e^{\beta+\alpha x}\left[e^{\beta+\alpha x}+1\right]\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}-3\right]+1\right]}{\Gamma\left(q_{1}+1\right) \Gamma\left(q_{2}+1\right) \Gamma\left(q_{1}+2 q_{2}+1\right)}\right. \\
& \left.\left.+\frac{e^{\beta+\alpha x}\left[49-e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}+15\right]-172\right]+220\right]\right]}{\Gamma\left(q_{1}+2 q_{2}+1\right)}-1\right] t^{q_{1}}\right] \\
& \left.-\frac{2 t^{2 q_{1}} e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}\left[e^{\beta+\alpha x}-37\right]+151\right]-119\right]+16\right]}{\Gamma\left(2 q_{1}+q_{2}+1\right)}\right]
\end{aligned}
$$

In Table 2, we obtain similar approximation values as in the exact solution for Example 2 at different values of $x, t$. The absolute error is listed against different values of $x, t$. In Figure 2a, we plot the approximate solution at fixed values of the constants $\alpha=\beta=0.5$ and fixed order $q=1$. In Figure 2 b , we plot the exact solution with fixed values of the constants $\alpha=\beta=0.5$. The graphs of the approximate and exact solutions are drawing in the domain $-20 \leq x \leq 20$ and $0.20 \leq t \leq 1$.

Table 2. Numerical values when $q_{1}=q_{2}=0.5,1$ and $\alpha=\beta=0.5$ for Example 2.

| $x$ | $t$ | $q_{1}=0.5$ | $q_{2}=0.5$ | $q_{1}=1$ | $q_{2}=1$ | $\alpha=0.5$ | $\beta=0.5$ | Absolute Error |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $u_{\text {NAT }}$ | $v_{N A T}$ | $u_{\text {NAT }}$ | $v_{\text {NAT }}$ | $u_{E X}$ | $v_{E X}$ | $\left\|u_{E X}-u_{N A T}\right\|$ | $\left\|v_{E X}-v_{N A T}\right\|$ |
| -10 | 0.20 | 0.0104859 | -0.9952150 | 0.0104567 | -0.9948260 | 0.0104567 | $-0.9948260$ | $2.38731 \times 10^{-9}$ | $9.68267 \times 10^{-10}$ |
|  | 0.40 | 0.0100181 | -0.9954506 | 0.0099518 | -0.9950740 | 0.0099518 | -0.9950740 | $3.78897 \times 10^{-8}$ | $1.54049 \times 10^{-8}$ |
|  | 0.60 | 0.0095700 | -0.9956240 | 0.0094709 | -0.9953090 | 0.0094710 | $-0.9953090$ | $1.90276 \times 10^{-8}$ | $7.75425 \times 10^{-8}$ |
| 0 | 0.20 | 0.6103320 | -0.8796460 | 0.6106390 | -0.8811210 | 0.6106390 | -0.8811210 | $2.69185 \times 10^{-8}$ | $1.81638 \times 10^{-8}$ |
|  | 0.40 | 0.5979280 | -0.8788030 | 0.5986870 | $-0.8798700$ | 0.5986880 | $-0.8798700$ | $4.24645 \times 10^{-7}$ | $2.98579 \times 10^{-7}$ |
|  | 0.60 | 0.5853820 | -0.8782520 | 0.5866150 | $-0.8787530$ | 0.5866180 | $-0.8787510$ | $2.11781 \times 10^{-6}$ | $1.55116 \times 10^{-6}$ |
| 20 | 0.20 | 0.9999710 | -0.9999840 | 0.9999710 | -0.9999860 | 0.9999710 | -0.9999860 | $7.23998 \times 10^{-12}$ | $3.61844 \times 10^{-12}$ |
|  | 0.40 | 0.9999700 | -0.9999830 | 0.9999700 | -0.9999850 | 0.9999000 | -0.9999850 | $1.17016 \times 10^{-10}$ | $5.84818 \times 10^{-11}$ |
|  | 0.60 | 0.9999680 | -0.9999820 | 0.9999680 | -0.9999840 | 0.9999680 | -0.9999840 | $5.98445 \times 10^{-10}$ | $2.99087 \times 10^{-10}$ |



Figure 2. (a) The graph for the approximate solution of Example 1 for $\alpha=\beta=0.5, \gamma=1$ and $q=1$;
(b) The graph for the exact solution of Example 1 for $\alpha=\beta=0.5$ and $\gamma=1$.

## 5. Discussion and Conclusions

In this paper, a nonlinear time-fractional partial differential system via NAT was studied. Moreover, the convergence and error analysis was also shown. From the computational point of view, the solutions obtained by our technique were in excellent agreement with those obtained via previous works and also conformed with the exact solution to confirm the effectiveness and accuracy of this technique. Moreover, approximate traveling wave solutions for some systems of nonlinear
wave equations were successfully obtained. We used Mathematica software to obtain the approximate and numerical results as well as drawing the graphs.
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We have found some errors in the caption of Figure 1 and Figure 2 in our paper [1], and thus would like to make the following corrections:

On page 10, the caption of Figure 1 should be changed from:
Figure 1. (a) The graph for the approximate solution of Example 1 for $\alpha=\beta=0.5, \gamma=1$ and $q=1$; (b) The graph for the exact solution of Example 1 for $\alpha=\beta=0.5$ and $\gamma=1$.

To the following correct version:
Figure 1. (a) The graph for the approximate solution of Example 2 for $\alpha=\beta=0.5$ and $q_{1}=q_{2}=1$;
(b) The graph for the exact solution of Example 2 for $\alpha=\beta=0.5$.

Furthermore, on page 13, the caption of Figure 2 should be changed from:
Figure 2. (a) The graph for the approximate solution of Example 2 for $\alpha=\beta=0.5$ and $q_{1}=q_{2}=1$;
(b) The graph for the exact solution of Example 2 for $\alpha=\beta=0.5$.

To the following correct version:
Figure 2. (a) The graph for the approximate solution of Example 1 for $\alpha=\beta=0.5, \gamma=1$ and $q=1$; (b) The graph for the exact solution of Example 1 for $\alpha=\beta=0.5$ and $\gamma=1$.

The authors apologize for any inconvenience caused to the readers. The change does not affect the scientific results. The manuscript will be updated and the original will remain online on the article webpage.
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#### Abstract

In this paper, we prove the stability of the following functional equation $\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{n-i} f(i x+y)-n!f(x)=0$ on a restricted domain by employing the direct method in the sense of Hyers.
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## 1. Introduction

Let $V$ and $W$ be real vector spaces, $X$ a real normed space, $Y$ a real Banach space, $n \in \mathbb{N}$ (the set of natural numbers), and $f: V \rightarrow W$ a given mapping. Consider the functional equation

$$
\begin{equation*}
\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{n-i} f(i x+y)-n!f(x)=0 \tag{1}
\end{equation*}
$$

for all $x, y \in V$, where ${ }_{n} C_{i}:=\frac{n!}{i!(n-i)!}$. The functional Equation (1) is called an $n$-monomial functional equation and every solution of the functional Equation (1) is said to be a monomial mapping of degree $n$. The function $f: \mathbb{R} \rightarrow \mathbb{R}$ given by $f(x):=a x^{n}$ is a particular solution of the functional Equation (1). In particular, the functional Equation (1) is called an additive (quadratic, cubic, quartic, and quintic, respectively) functional equation for the case $n=1$ ( $n=2, n=3, n=4$, and $n=5$, respectively) and every solution of the functional Equation (1) is said to be an additive (quadratic, cubic, quartic, and quintic, respectively) mapping for the case $n=1(n=2, n=3, n=4$, and $n=5$, respectively).

A mapping $A: V \rightarrow W$ is said to be additive if $A(x+y)=A(x)+A(y)$ for all $x, y \in V$. It is easy to see that $A(r x)=r A(x)$ for all $x \in V$ and all $r \in \mathbb{Q}$ (the set of rational numbers). A mapping $A_{n}: V^{n} \rightarrow W$ is called $n$-additive if it is additive in each of its variables. A mapping $A_{n}$ is called symmetric if $A_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=A_{n}\left(x_{\pi(1)}, x_{\pi(2)}, \ldots, x_{\pi(n)}\right)$ for every permutation $\pi:\{1,2, \ldots, n\} \rightarrow$ $\{1,2, \ldots, n\}$. If $A_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is an $n$-additive symmetric mapping, then $A^{n}(x)$ will denote the diagonal $A_{n}(x, x, \ldots, x)$ for $x \in V$ and note that $A^{n}(r x)=r^{n} A^{n}(x)$ whenever $x \in V$ and $r \in \mathbb{Q}$. Such a mapping $A^{n}(x)$ will be called a monomial mapping of degree $n$ (assuming $A^{n} \not \equiv 0$ ). Furthermore, the resulting mapping after substitution $x_{1}=x_{2}=\ldots=x_{l}=x$ and $x_{l+1}=x_{l+2}=\ldots=x_{n}=y$ in $A_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ will be denoted by $A^{l, n-l}(x, y)$. A mapping $p: V \rightarrow W$ is called a generalized polynomial (GP) mapping of degree $n \in N$ provided that there exist $A^{0}(x)=A^{0} \in W$ and $i$-additive symmetric mappings $A^{i}: V^{i} \rightarrow W$ (for $1 \leq i \leq n$ ) such that $p(x)=\sum_{i=0}^{n} A^{i}(x)$, for all $x \in V$ and $A^{n} \not \equiv 0$. For $f: V \rightarrow W$, let $\Delta_{h}$ be the difference operator defined as follows:

$$
\Delta_{h} f(x)=f(x+h)-f(x)
$$

for $h \in V$. Furthermore, let $\Delta_{h}^{0} f(x)=f(x), \Delta_{h}^{1} f(x)=\Delta_{h} f(x)$ and $\Delta_{h} \circ \Delta_{h}^{n} f(x)=\Delta_{h}^{n+1} f(x)$ for all $n \in N$ and all $h \in V$. For any given $n \in N$, the functional equation $\Delta_{h}^{n+1} f(x)=0$ for all $x, h \in V$ is well studied. In explicit form we can have

$$
\Delta_{h}^{n} f(x)=\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{n-i} f(x+i h)
$$

The following theorem was proved by Mazur and Orlicz [1,2] and in greater generality by Djoković (see [3]).

Theorem 1. Let $V$ and $W$ be real vector spaces, $n \in \mathbb{N}$ and $f: V \rightarrow W$, then the following are equivalent:
(1) $\Delta_{h}^{n+1} f(x)=0$ for all $x, h \in V$.
(2) $\Delta_{x_{1}} \circ \Delta_{x_{2}} \circ \ldots \circ \Delta_{x_{n+1}} f\left(x_{0}\right)=0$ for all $x_{0}, x_{1}, x_{2}, \ldots, x_{n+1} \in V$.
(3) $f(x)=A^{n}(x)+A^{n-1}(x)+\cdots+A^{2}(x)+A^{1}(x)+A^{0}(x)$ for all $x \in V$, where $A^{0}(x)=A^{0}$ is an arbitrary element of $W$ and $A^{i}(x)(i=1,2, \ldots, n)$ is the diagonal of an $i$-additive symmetric mapping $A^{i}: V^{i} \rightarrow W$.

In 2007, L. Cădariu and V. Radu [4] proved a stability of the monomial functional Equation (1) (see also [5-7]), in particular, the following result is given by the author in [6].

Theorem 2. Let $p$ be a non-negative real number with $p \neq n$, let $\theta>0$, and let $f: X \rightarrow Y$ be a mapping such that

$$
\begin{equation*}
\left\|\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{n-i} f(i x+y)-n!f(x)\right\| \leq \theta\left(\|x\|^{p}+\|y\|^{p}\right) \tag{2}
\end{equation*}
$$

for all $x, y \in X$. Then there exist a positive real number $K$ and a unique monomial function of degree $n$ $F: X \rightarrow Y$ such that

$$
\begin{equation*}
\|f(x)-F(x)\| \leq K\|x\|^{p} \tag{3}
\end{equation*}
$$

holds for all $x \in X$. The mapping $F: X \rightarrow Y$ is given by

$$
F(x):=\lim _{s \rightarrow \infty} \frac{f\left(2^{s} x\right)}{2^{n s}}
$$

for all $x \in X$.
The concept of stability for the functional Equation (1) arises when we replace the functional Equation (1) by an inequality (2), which is regarded as a perturbation of the equation. Thus, the stability question of functional Equation (1) is whether there is an exact solution of (1) near each solution of inequality (2). If the answer is affirmative with inequality (3), we would say that the Equation (1) is stable.

The direct method of Hyers means that, in Theorem 2, $F(x)$ satisfying inequality (3) is constructed by the limit of the sequence $\left\{\frac{f\left(2^{5} x\right)}{2^{n s}}\right\}_{s \in \mathbb{N}}$ as $s \rightarrow \infty$.

Historically, in 1940, Ulam [8] proposed the problem concerning the stability of group homomorphisms. In 1941, Hyers [9] gave an affirmative answer to this problem for additive mappings between Banach spaces, using the direct method. Subsequently, many mathematicians came to deal with this problem (cf. [10-17]).

In 1998, A. Gilányi dealt with the stability of monomial functional equation for the case $p=0$ (see $[18,19]$ ) and he proved for the case when $p$ is a real constant (see [20]). Thereafter, C.-K. Choi proved stability theorems for many kinds of restricted domains, but his theorems are mainly connected
with the case of $p=0$. If $p<0$ in (2), then the inequality (2) cannot hold for all $x \in X$, so we have to restrict the domain by excluding 0 from $X$.

The main purpose of this paper is to generalize our previous result (Theorem 2) by replacing the real normed space $X$ with a restricted domain $S$ of a real vector space $V$ and by replacing the control function $\theta\left(\|x\|^{p}+\|y\|^{p}\right)$ with a more general function $\varphi: S^{2} \rightarrow[0, \infty)$.

## 2. Stability of the Functional Equation (1) on a Restricted Domain

In this section, for a given mapping $f: V \rightarrow W$, we use the following abbreviation

$$
D_{n} f(x, y):=\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{n-i} f(i x+y)-n!f(x)
$$

for all $x, y \in V$.
Lemma 1. The equalities

$$
\begin{equation*}
{ }_{n} C_{i}=\sum_{\substack{j+k=2 i \\ 0 \leq j, k \leq n}}{ }_{n} C_{j} \cdot{ }_{n} C_{k}(-1)^{i+k} \quad(i=0, \cdots, n) \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{n} C_{i}=\sum_{\substack{j+k=2 i-1 \\ 0 \leq j, k \leq n}}{ }_{n} C_{j} \cdot{ }_{n} C_{k}(-1)^{n-k} \quad(i=1, \cdots, n) \tag{5}
\end{equation*}
$$

hold.

Proof. From the equalities

$$
\begin{aligned}
& \sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{n-i} x^{2 i}=\left(x^{2}-1\right)^{n} \\
& \left(x^{2}-1\right)^{n}=(x+1)^{n}(x-1)^{n} \\
& (x+1)^{n}(x-1)^{n}=\left(\sum_{j=0}^{n}{ }_{n} C_{j} x^{j}\right)\left(\sum_{k=0}^{n}{ }_{n} C_{k}(-1)^{n-k} x^{k}\right)=\sum_{j=0}^{n} \sum_{k=0}^{n}{ }_{n} C_{j} \cdot{ }_{n} C_{k}(-1)^{n-k} x^{j+k}
\end{aligned}
$$

we get the equality

$$
\begin{equation*}
\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{n-i} x^{2 i}=\sum_{j=0}^{n} \sum_{k=0}^{n}{ }_{n} C_{j} \cdot{ }_{n} C_{k}(-1)^{n-k} x^{j+k} \tag{6}
\end{equation*}
$$

for all $x \in \mathbb{R}$. Since the coefficient of the term $x^{2 i}$ of the left-hand side in (6) is ${ }_{n} C_{i}(-1)^{n-i}$ and the coefficient of the term $x^{2 i}$ of the right-hand side in (6) is $\sum_{\substack{j+k=2 i \\ 0 \leq j, k \leq n}}{ }_{n} C_{j} \cdot{ }_{n} C_{k}(-1)^{n-k}$, we get the Equality (4). We easily know that the coefficient of the term $x^{2 i-1}$ of the left-hand side in (6) is 0 and the coefficient of the term $x^{2 i-1}$ of the right-hand side in (6) is $\sum_{\substack{j+k=2 i-1 \\ 0 \leq j, k \leq n}}{ }_{n} C_{j} \cdot{ }_{n} C_{k}(-1)^{n-k}$. So we get the Equality (5).

We rewrite a refinement of the result given in [6].
Lemma 2. (Lemma 1 in [6]) The equality

$$
\begin{equation*}
\sum_{j=0}^{n}{ }_{n} C_{j} D_{n} f(x, j x+y)-D_{n} f(2 x, y)=n!\left(f(2 x)-2^{n} f(x)\right) \tag{7}
\end{equation*}
$$

holds for all $x, y \in V$. In particular, if $D_{n} f(x, y)=0$ for all $x, y \in V$, then

$$
\begin{equation*}
f(2 x)=2^{n} f(x) \tag{8}
\end{equation*}
$$

Proof. By (4), (5), and the equality $\sum_{j=0}^{n}{ }_{n} C_{j}=2^{n}$, we get the equalities

$$
\begin{aligned}
& \sum_{j=0}^{n}{ }_{n} C_{j} D_{n} f(x, j x+y)-D_{n} f(2 x, y) \\
&= \sum_{j=0}^{n}{ }_{n} C_{j} \sum_{k=0}^{n}(-1)^{n-k}{ }_{n} C_{k} f((j+k) x+y)-\sum_{j=0}^{n}{ }_{n} C_{j} n!f(x) \\
& \quad-\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{n-i} f(2 i x+y)+n!f(2 x) \\
&= \sum_{i=0}^{n} \sum_{\substack{j+k=2 i \\
0 \leq j, k \leq n}}{ }_{n} C_{j}(-1)^{n-k}{ }_{n} C_{k} f(2 i x+y) \\
&+\sum_{i=1}^{n} \sum_{j+k=2 i-1}{ }_{0 \leq j} C_{j}(-1)^{n-k}{ }_{n} C_{k} f((2 i-1) x+y) \\
& \quad-\sum_{j=0}^{n}{ }_{n} C_{j} n!f(x)-\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{n-i} f(2 i x+y)+n!f(2 x) \\
&=-\sum_{j=0}^{n}{ }_{n} C_{j} n!f(x)+n!f(2 x)
\end{aligned}
$$

for all $x, y \in V$.
Lemma 3. If $f$ satisfies the functional equation $D_{n} f(x, y)=0$ for all $x, y \in V \backslash\{0\}$ with $f(0)=0$, then $f$ satisfies the functional equation $D_{n} f(x, y)=0$ for all $x, y \in V$.

Proof. Since $D_{n} f(0,0)=0, D_{n} f(0, y)=0$ for all $y \in V \backslash\{0\}$, and

$$
D_{n} f(x, 0)=(-1)^{n} D_{n} f(-x, n x)-(-1)^{n} D_{n} f(-x,(n+1) x)+D_{n} f(x, x)
$$

for all $x \in V \backslash\{0\}$, we conclude that $f$ satisfies the functional equation $D_{n} f(x, y)=0$ for all $x, y \in V$.

We rewrite a refinement of the result given in [7].
Theorem 3. (Corollary 4 in [7]) A mapping $f: V \rightarrow W$ is a solution of the functional Equation (1) if and only if $f$ is of the form $f(x)=A^{n}(x)$ for all $x \in V$, where $A^{n}$ is the diagonal of the n-additive symmetric mapping $A_{n}: V^{n} \rightarrow W$.

Proof. Assume that $f$ satisfies the functional Equation (1). We get the equation $\Delta_{x}^{n+1} f(y)=D_{n} f(x, x+$ $y)-D_{n} f(x, y)=0$ for all $x, y \in V$. By Theorem $1, f$ is a generalized polynomial mapping of degree at most $n$, that is, $f$ is of the form $f(x)=A^{n}(x)+A^{n-1}(x)+\cdots+A^{2}(x)+A^{1}(x)+A^{0}(x)$ for all $x \in V$, where $A^{0}(x)=A^{0}$ is an arbitrary element of $W$ and $A^{i}(x)(i=1,2, \ldots, n)$ is the diagonal of an $i$-additive symmetric mapping $A_{i}: V^{i} \rightarrow W$. On the other hand, $f(2 x)=2^{n} f(x)$ holds for all $x \in V$ by Lemma 2 , and so $f(x)=A^{n}(x)$.

Conversely, assume that $f(x)=A^{n}(x)$ for all $x \in V$, where $A^{n}(x)$ is the diagonal of the $n$-additive symmetric mapping $A_{n}: V^{n} \rightarrow W$. From $A^{n}(x+y)=A^{n}(x)+\sum_{i=1}^{n-1}{ }_{n} C_{i} A^{n-i, i}(x, y)$,
$A^{n}(r x)=r^{n} A^{n}(x), A^{n-i, i}(x, r y)=r^{i} A^{n-i, i}(x, y)(x, y \in V, r \in \mathbb{Q})$, we see that $f$ satisfies (1), which completes the proof of this theorem.

Theorem 4. Let $S$ be a subset of a real vector space $V$ and $Y$ a real Banach space. Suppose that for each $x \in V \backslash\{0\}$ there exists a real number $r_{x}>0$ such that $r x \in S$ for all $r \geq r_{x}$. Let $\varphi: S^{2} \rightarrow[0, \infty)$ be a function such that

$$
\begin{equation*}
\sum_{k=0}^{\infty} 2^{-n k} \varphi\left(2^{k} x, 2^{k} y\right)<\infty \tag{9}
\end{equation*}
$$

for all $x, y \in S$. If the mapping $f: S \rightarrow Y$ satisfies the inequality

$$
\begin{equation*}
\left\|D_{n} f(x, y)\right\| \leq \varphi(x, y) \tag{10}
\end{equation*}
$$

for all $x, y \in S$, then there exists a unique monomial mapping of degree $n F: V \rightarrow Y$ such that

$$
\begin{equation*}
\|f(x)-F(x)\| \leq \sum_{k=0}^{\infty} \frac{\Phi\left(2^{k} x\right)}{n!\cdot 2^{(k+1) n}} \tag{11}
\end{equation*}
$$

for all $x \in S$, where

$$
\Phi(x):=\sum_{j=0}^{n}{ }_{n} C_{j} \varphi(x, j x+x)+\varphi(2 x, x) .
$$

In particular, F is represented by

$$
F(x)=\lim _{m \rightarrow \infty} \frac{f\left(2^{m} x\right)}{2^{m n}}
$$

for all $x \in V$.
Proof. Let $x \in V \backslash\{0\}$ and $m$ be an integer such that $2^{m} \geq r_{x}$. It follows from (7) in Lemma 2 and (10) that

$$
\begin{aligned}
n!\left\|f\left(2^{m+1} x\right)-2^{n} f\left(2^{m} x\right)\right\| & \left.=\| \sum_{j=0}^{n}{ }_{n} C_{j} D_{n} f\left(2^{m} x, 2^{m}(j x+x)\right)\right)-D_{n} f\left(2^{m+1} x, 2^{m} x\right) \| \\
& \leq \sum_{j=0}^{n}\left\|_{n} C_{j} D_{n} f\left(2^{m} x, 2^{m}(j+1) x\right)\right\|+\left\|D_{n} f\left(2^{m+1} x, 2^{m} x\right)\right\| \\
& \leq \sum_{j=0}^{n}{ }_{n} C_{j} \varphi\left(2^{m} x, 2^{m}(j+1) x\right)+\varphi\left(2^{m+1} x, 2^{m} x\right) \\
& =\Phi\left(2^{m} x\right)
\end{aligned}
$$

From the above inequality, we get the following inequalities

$$
\left\|\frac{f\left(2^{m} x\right)}{2^{m n}}-\frac{f\left(2^{m+1} x\right)}{2^{(m+1) n}}\right\| \leq \frac{\Phi\left(2^{m} x\right)}{n!\cdot 2^{n(m+1)}}
$$

and

$$
\begin{equation*}
\left\|\frac{f\left(2^{m} x\right)}{2^{n m}}-\frac{f\left(2^{m+m^{\prime}} x\right)}{2^{n\left(m+m^{\prime}\right)}}\right\| \leq \sum_{k=m}^{m+m^{\prime}-1} \frac{\Phi\left(2^{k} x\right)}{n!\cdot 2^{n(k+1)}} \tag{12}
\end{equation*}
$$

for all $m^{\prime} \in \mathbb{N}$. So the sequence $\left\{\frac{f\left(2^{m} x\right)}{2^{m n}}\right\}_{m \in \mathbb{N}}$ is a Cauchy sequence for all $x \in V \backslash\{0\}$. Since $\lim _{m \rightarrow \infty} \frac{f\left(2^{m} 0\right)}{2^{m n}}=0$ and $Y$ is a real Banach space, we can define a mapping $F: V \rightarrow Y$ by

$$
F(x)=\lim _{m \rightarrow \infty} \frac{f\left(2^{m} x\right)}{2^{n m}}
$$

for all $x \in V$. By putting $m=0$ and letting $m^{\prime} \rightarrow \infty$ in the inequality (12), we obtain the inequality (11) if $x \in S$.

From the inequality (10), we get

$$
\left\|\frac{D_{n} f\left(2^{m} x, 2^{m} y\right)}{2^{n m}}\right\| \leq \frac{\varphi\left(2^{m} x, 2^{m} y\right)}{2^{n m}} .
$$

for all $x, y \in V \backslash\{0\}$, where $2^{m} \geq r_{x}, r_{y}$. Since the right-hand side in the above equality tends to zero as $m \rightarrow \infty$, we obtain that $F$ satisfies the inequality (1) for all $x, y \in V \backslash\{0\}$. By Lemma 3 and $F(0)=0$, $F$ satisfies the Equality (1) for all $x, y \in V$. To prove the uniqueness of $F$, assume that $F^{\prime}$ is another monomial mapping of degree $n$ satisfying the inequality (11) for all $x \in S$. The equality $F^{\prime}(x)=\frac{F^{\prime}\left(2^{m} x\right)}{2^{n m}}$ follows from the Equality (8) in Lemma 2 for all $x \in V \backslash\{0\}$ and $m \in \mathbb{N}$. Thus we can obtain the inequalities

$$
\left\|F^{\prime}(x)-\frac{f\left(2^{m} x\right)}{2^{n m}}\right\|=\left\|\frac{F^{\prime}\left(2^{m} x\right)}{2^{n m}}-\frac{f\left(2^{m} x\right)}{2^{n m}}\right\| \leq \sum_{k=0}^{\infty} \frac{\Phi\left(2^{k+m} x\right)}{n!\cdot 2^{n(k+m+1)}}=\sum_{k=m}^{\infty} \frac{\Phi\left(2^{k} x\right)}{n!\cdot 2^{n(k+1)}},
$$

for all $x \in V \backslash\{0\}$, where $2^{m} \geq r_{x}$. Since $\sum_{k=m}^{\infty} \frac{\Phi\left(2^{k} x\right)}{n!\cdot 2^{n(k+1)}} \rightarrow 0$ as $m \rightarrow \infty$ and $F^{\prime}(0)=0, F^{\prime}(x)=$ $\lim _{m \rightarrow \infty} 2^{-n m} f\left(2^{m} x\right)$ for all $x \in V$, i.e., $F(x)=F^{\prime}(x)$ for all $x \in V$. This completes the proof of the theorem.

We can give a generalization of Theorems 2 and 5 in [6] as the following corollary.
Corollary 1. Let $p$ and $r$ be real numbers with $p<n$ and $r>0$, let $X$ be a normed space, $\varepsilon>0$, and $f: X \rightarrow Y$ be a mapping such that

$$
\begin{equation*}
\left\|D_{n} f(x, y)\right\| \leq \varepsilon\left(\|x\|^{p}+\|y\|^{p}\right) \tag{13}
\end{equation*}
$$

for all $x, y \in X$ with $\|x\|,\|y\|>r$. Then there exists a unique monomial mapping of degree $n F: X \rightarrow Y$ satisfying

$$
\|f(x)-F(x)\| \leq\left\{\begin{array}{l}
\frac{\varepsilon\left(2^{p}+2^{n}+1+\sum_{j=0}^{n} C_{j}(j+1)^{p}\right)}{\left.n!2^{n} 2^{p}\right)}\|x\|^{p} \quad(\text { for }\|x\|>r) \\
\frac{\left((k+1)^{p}+k^{p}\right) \varepsilon\|x\|^{p}}{n}+\left(k^{p}+\sum_{i=2}^{n}{ }_{n} C_{i}(i k+i-k)^{p}+n!(k+1)^{p}\right) \\
\times \frac{\varepsilon\left(2^{p}+2^{n}+1+\sum_{j=0}^{n} C_{j}(j+1)^{p}\right)}{n!n\left(2^{2}-2^{p}\right)}\|x\|^{p} \quad(\text { for }\|k x\|>r)
\end{array}\right.
$$

In particular, if $p<0$, then $f$ is a monomial mapping of degree $n$ itself.
Proof. If we set $\varphi(x, y):=\varepsilon\left(\|x\|^{p}+\|y\|^{p}\right)$ and $S=\{x \in X \mid\|x\|>r\}$, then there exists a unique monomial mapping of degree $n F: X \rightarrow Y$ satisfying

$$
\begin{equation*}
\|f(x)-F(x)\| \leq \frac{\varepsilon\left(2^{p}+2^{n}+1+\sum_{j=0}^{n} C_{j}(j+1)^{p}\right)}{n!\left(2^{n}-2^{p}\right)}\|x\|^{p} \tag{14}
\end{equation*}
$$

for all $x \in X$ with $\|x\|>r$ by Theorem 4. Notice that if $F$ is a monomial mapping of degree $n$, then $D_{n} F((k+1) x,-k x)=0$ for all $x \in X$ and $k \in \mathbb{R}$. Hence the equality

$$
\begin{aligned}
(-1)^{n} \cdot n(f(x)-F(x))= & D_{n} f((k+1) x,-k x)+(-1)^{n}(F-f)(-k x) \\
& +\sum_{i=2}^{n}{ }_{n} C_{i}(-1)^{n-i}(F-f)(i(k+1) x-k x) \\
& -n!(F-f)((k+1) x)
\end{aligned}
$$

holds for all $x \in X$ and $k \in \mathbb{R}$. So if $F: X \rightarrow Y$ is the monomial mapping of degree $n$ satisfying (14), then $F: X \rightarrow Y$ satisfies the inequality with a real number $k$

$$
\begin{align*}
\|f(x)-F(x)\| & \leq \frac{\left((k+1)^{p}+k^{p}\right) \varepsilon\|x\|^{p}}{n}+\left(k^{p}+\sum_{i=2}^{n}{ }_{n} C_{i}(i k+i-k)^{p}+n!(k+1)^{p}\right) \\
& \times \frac{\varepsilon\left(2^{p}+2^{n}+1+\sum_{j=0}^{n}{ }_{n} C_{j}(j+1)^{p}\right)}{n!n\left(2^{n}-2^{p}\right)}\|x\|^{p} \tag{15}
\end{align*}
$$

for all $\|k x\|>r$.
Moreover, if $p<0$, then $\lim _{k \rightarrow \infty}\left(k^{p}+\sum_{i=2}^{n} C_{i}^{n}(i k+i-k)^{p}+n!(k+1)^{p}\right)=0$ and $\lim _{k \rightarrow \infty}\left(k^{p}+\right.$ $\left.(k+1)^{p}\right)=0$. Hence we get

$$
f(x)=F(x)
$$

for all $x \in X \backslash\{0\}$ by (15). Since $\lim _{k \rightarrow \infty} k^{p}=0$ and the inequality

$$
\begin{aligned}
\|f(0)-F(0)\| & \leq \frac{1}{n} \| D_{n}(f-F)(k x,-k x)+(-1)^{n}(F-f)(-k x) \\
& +\sum_{i=2}^{n}{ }_{n} C_{i}(-1)^{n-i}(F-f)((i-1) k x)-n!(F-f)(k x) \| \\
& \leq \frac{1}{n}\left[2+\frac{2^{p}+2^{n}}{n!\left(2^{n}-2^{p}\right)}\left(1+\sum_{i=1}^{n-1}{ }_{n} C_{i+1} i^{p}+n!\right)\right] k^{p} \varepsilon\|x\|^{p}
\end{aligned}
$$

holds for any fixed $x \in X \backslash\{0\}$ with $\|x\|>r$ and all natural numbers $k$, we get

$$
f(0)=F(0)
$$

Theorem 5. Let $S$ be a subset of a real vector space $V$ and $Y$ a real Banach space. Suppose that for each $x \in V$ there exists a real number $r_{x}>0$ such that $r x \in S$ for all $r \leq r_{x}$. Let $\varphi: V^{2} \rightarrow[0, \infty)$ be a function such that

$$
\begin{equation*}
\sum_{k=0}^{\infty} 2^{n k} \varphi\left(2^{-k} x, 2^{-k} y\right)<\infty \tag{16}
\end{equation*}
$$

for all $x, y \in S$. Suppose that a mapping $f: V \rightarrow Y$ satisfies the inequality (10) for all $x, y \in S$, where $i x+y \in S$ for all $i=0,1, \ldots, n$. Then there exists a unique monomial mapping of degree $n F: V \rightarrow Y$ such that

$$
\begin{equation*}
\|f(x)-F(x)\| \leq \sum_{k=0}^{\infty} \frac{2^{n k}}{n!} \Phi\left(\frac{x}{2^{k+1}}\right) \tag{17}
\end{equation*}
$$

for all $x$ with $n x \in S$, where $\Phi(x)$ is defined as in Theorem 4. In particular, $F$ is represented by

$$
F(x)=\lim _{m \rightarrow \infty} 2^{n m} f\left(2^{-m} x\right)
$$

for all $x \in V$.
Proof. Let $x \in V$ and $m$ be an integer such that $2^{-m}(n+1) \leq r_{x}$. It follows from (7) in Lemma 2 and (10) that

$$
\begin{aligned}
n!\left\|f\left(\frac{x}{2^{m}}\right)-2^{n} f\left(\frac{x}{2^{m+1}}\right)\right\| & =\left\|\sum_{j=0}^{n}{ }_{n} C_{j} D_{n} f\left(\frac{x}{2^{m+1}}, \frac{(j+1) x}{2^{m+1}}\right)-D_{n} f\left(\frac{x}{2^{m}}, \frac{x}{2^{m+1}}\right)\right\| \\
& \leq \sum_{j=0}^{n}{ }_{n} C_{j}\left\|D_{n} f\left(\frac{x}{2^{m+1}}, \frac{(j+1) x}{2^{m+1}}\right)\right\|+\left\|D_{n} f\left(\frac{x}{2^{m}}, \frac{x}{2^{m+1}}\right)\right\| \\
& \leq \sum_{j=0}^{n}{ }_{n} C_{j} \varphi\left(\frac{x}{2^{m+1}}, \frac{(j+1) x}{2^{m+1}}\right)+\varphi\left(\frac{x}{2^{m}}, \frac{x}{2^{m+1}}\right) \\
& =\Phi\left(\frac{x}{2^{m+1}}\right)
\end{aligned}
$$

for all $x \in V$. From the above inequality, we get the inequality

$$
\begin{equation*}
\left\|2^{n m} f\left(\frac{x}{2^{m}}\right)-2^{n\left(m+m^{\prime}\right)} f\left(\frac{x}{2^{m+m^{\prime}}}\right)\right\| \leq \sum_{k=m}^{m+m^{\prime}-1} \frac{2^{n k}}{n!} \Phi\left(\frac{x}{2^{k+1}}\right) \tag{18}
\end{equation*}
$$

for all $x \in V$ and $m^{\prime} \in \mathbb{N}$. So the sequence $\left\{2^{n m} f\left(\frac{x}{2^{m}}\right)\right\}_{m \in \mathbb{N}}$ is a Cauchy sequence by the inequality (16). From the completeness of $Y$, we can define a mapping $F: V \rightarrow Y$ by

$$
F(x)=\lim _{m \rightarrow \infty} 2^{n m} f\left(\frac{x}{2^{m}}\right)
$$

for all $x \in V$. Moreover, by putting $m=0$ and letting $m^{\prime} \rightarrow \infty$ in (18), we get the inequality (17) for all $x \in S$ with $(n+1) x \in S$. From the inequality (10), if $m$ is a positive integer such that $\frac{i x+y}{2^{m}} \in S$ for all $i=0,1, \ldots, n$, then we get

$$
\left\|2^{n m} D_{n} f\left(\frac{x}{2^{m}}, \frac{y}{2^{m}}\right)\right\| \leq 2^{n m} \varphi\left(\frac{x}{2^{m}}, \frac{y}{2^{m}}\right)
$$

for all $x, y \in V$. Since the right-hand side in this inequality tends to zero as $m \rightarrow \infty$, we obtain that $F$ is a monomial mapping of degree $n$. To prove the uniqueness of $F$ assume that $F^{\prime}$ is another monomial mapping of degree $n$ satisfying the inequality (17) for all $x \in S$ with $(n+1) x \in S$. So the equality $F^{\prime}(x)=2^{n m} F^{\prime}\left(\frac{x}{2^{m}}\right)$ holds for all $x \in V$ by (8) in Lemma 2. Thus, we can infer that

$$
\begin{aligned}
\left\|F^{\prime}(x)-2^{n m} f\left(\frac{x}{2^{m}}\right)\right\| & =\left\|2^{n m} F^{\prime}\left(\frac{x}{2^{m}}\right)-2^{n m} f\left(\frac{x}{2^{m}}\right)\right\| \\
& \leq \sum_{k=0}^{\infty} 2^{n(m+k)} \Phi\left(\frac{x}{2^{m+k+1}}\right) \\
& \leq \sum_{k=m}^{\infty} 2^{n k} \Phi\left(\frac{x}{2^{k+1}}\right)
\end{aligned}
$$

for all positive integers $m$, where $\frac{(n+1) x}{2^{m}} \leq r_{x}$. Since $\sum_{k=m}^{\infty} 2^{n k} \Phi\left(\frac{x}{2^{k+1}}\right) \rightarrow 0$ as $m \rightarrow \infty$, we know that $F^{\prime}(x)=\lim _{m \rightarrow \infty} 2^{n m} f\left(\frac{x}{2^{m}}\right)$ for all $x \in V$. This completes the proof of the theorem.

We can give a generalization of Theorem 3 in [6] as the following corollary.

Corollary 2. Let $p$ and $r$ be real numbers with $p>n$ and $r>0$, and $X$ a normed space. Let $f: X \rightarrow Y$ be a mapping satisfying the inequality (13) for all $x, y$ with $\|x\|,\|y\|<r$. Then there exists a unique monomial mapping of degree $n F: X \rightarrow Y$ satisfying

$$
\|f(x)-F(x)\| \leq \frac{\varepsilon\left(2^{p}+2^{n}+1+\sum_{j=0}^{n} C_{j}(j+1)^{p}\right)}{n!\left(2^{n}-2^{p}\right)}\|x\|^{p}
$$

for all $x \in X$ with $\|x\|<\frac{r}{n+1}$.
The following example shows that the assumption $p \neq n$ cannot be omitted in Corollarys 1 and 2. This example is an extension of the example of Gajda [21] for the monomial functional inequality (13) (see also [22]).

Example 1. Let $\psi: \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
\psi(x)= \begin{cases}x^{n}, & \text { for }|x|<1  \tag{19}\\ 1, & \text { for }|x| \geq 1\end{cases}
$$

Consider that the function $f: \mathbb{R} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
f(x)=\sum_{m=0}^{\infty}(n+1)^{-n m} \psi\left((n+1)^{m} x\right) \tag{20}
\end{equation*}
$$

for all $x \in \mathbb{R}$. Then $f$ satisfies the functional inequality

$$
\begin{equation*}
\left|\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{i} f(i x+y)-n!f(x)\right| \leq 4 \cdot(n+1)!(n+1)^{2 n}\left(|x|^{n}+|y|^{n}\right) \tag{21}
\end{equation*}
$$

for all $x, y \in \mathbb{R}$, but there do not exist a monomial mapping of degree $n F: \mathbb{R} \rightarrow \mathbb{R}$ and a constant $d>0$ such that $|f(x)-F(x)| \leq d|x|^{n}$ for all $x \in \mathbb{R}$.

Proof. It is clear that f is bounded by 2 on $\mathbb{R}$. If $|x|^{n}+|y|^{n}=0$, then $f$ satisfies (21). And if $|x|^{n}+|y|^{n} \geq \frac{1}{(n+1)^{n}}$, then

$$
\left|D_{n} f(x, y)\right| \leq 2 \cdot 2 \cdot(n+1)!\leq 4 \cdot(n+1)!(n+1)^{n}\left(|x|^{n}+|y|^{n}\right)
$$

which means that $f$ satisfies (21). Now suppose that $0<|x|^{n}+|y|^{n}<\frac{1}{(n+1)^{n}}$. Then there exists a nonnegative integer $k$ such that

$$
\begin{equation*}
\frac{1}{(n+1)^{n(k+2)}} \leq|x|^{n}+|y|^{n}<\frac{1}{(n+1)^{n(k+1)}} \tag{22}
\end{equation*}
$$

Hence $(n+1)^{n k}|x|^{n}<\frac{1}{(n+1)^{n}},(n+1)^{n k}|y|^{n}<\frac{1}{(n+1)^{n}},\left|(n+1)^{m}(x+i y)\right|<1$, and $\left|(n+1)^{m} y\right|<1$ for all $m=0,1, \ldots, k-1$. Hence, for $m=0,1, \ldots, k-1$,

$$
\begin{equation*}
\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{i} \psi\left((n+1)^{m}(i x+y)\right)-n!\psi\left((n+1)^{m} x\right)=0 \tag{23}
\end{equation*}
$$

From the definition of $f$, the inequality (22), and the inequality (23), we obtain that

$$
\begin{align*}
\left|D_{n} f(x, y)\right| & =\left|\sum_{m=0}^{\infty}(n+1)^{-n m}\left(\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{i} \psi\left((n+1)^{m}(i x+y)\right)-n!\psi\left((n+1)^{m} x\right)\right)\right| \\
& \leq \sum_{m=0}^{\infty}(n+1)^{-n m}\left|\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{i} \psi\left((n+1)^{m}(i x+y)\right)-n!\psi\left((n+1)^{m} x\right)\right| \\
& \leq \sum_{m=k}^{\infty}(n+1)^{-n m}\left|\sum_{i=0}^{n}{ }_{n} C_{i}(-1)^{i} \psi\left((n+1)^{m}(i x+y)\right)-n!\psi\left((n+1)^{m} x\right)\right| \\
& \leq \sum_{m=k}^{\infty}(n+1)^{-n m} 2 \cdot(n+1)!\leq 4 \cdot(n+1)^{-n k}(n+1)! \\
& \leq 4 \cdot(n+1)^{2 n}(n+1)!\left(|x|^{n}+|y|^{n}\right) . \tag{24}
\end{align*}
$$

Therefore, $f$ satisfies (21) for all $x, y \in \mathbb{R}$. Now, we claim that the functional Equation (1) is not stable for $p=n$ in Corollarys 1 and 2. Suppose on the contrary that there exists a monomial mapping of degree $n F: R \rightarrow R$ and constant $d>0$ such that $|f(x)-F(x)| \leq d|x|^{n}$ for all $x \in R$. Notice that $F(x)=x^{n} F(1)$ for all rational numbers $x$. So we obtain that

$$
\begin{equation*}
|f(x)| \leq(d+|F(1)|)|x|^{n} \tag{25}
\end{equation*}
$$

for all $x \in Q$. Let $k \in N$ with $k+1>d+|F(1)|$. If $x$ is a rational number in $\left(0,(n+1)^{-k}\right)$, then $(n+1)^{m} x \in(0,1)$ for all $m=0,1, \ldots, k$, and for this $x$ we get

$$
\begin{aligned}
f(x) & =\sum_{m=0}^{\infty}(n+1)^{-n m} \psi\left((n+1)^{m} x\right) \geq \sum_{m=0}^{k}(n+1)^{-n m}\left((n+1)^{m} x\right)^{n} \\
& =(k+1) x^{n}>(d+|F(1)|) x^{n}
\end{aligned}
$$

which contradicts (25).

## 3. Conclusions

The advantage of this paper is that we do not need to prove the stability of additive quadratic, cubic, and quartic functional equations separately. Instead we can apply our main theorem to prove the stability of those functional equations simultaneously.
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#### Abstract

The Radial Basis Function (RBF) method has been considered an important meshfree tool for numerical solutions of Partial Differential Equations (PDEs). For various situations, RBF with infinitely differentiable functions can provide accurate results and more flexibility in the geometry of computation domains than traditional methods such as finite difference and finite element methods. However, RBF does not suit large scale problems, and, therefore, a combination of RBF and the finite difference (RBF-FD) method was proposed because of its own strengths not only on feasibility and computational cost, but also on solution accuracy. In this study, we try the RBF-FD method on elliptic PDEs and study the effect of it on such equations with different shape parameters. Most importantly, we study the solution accuracy after additional ghost node strategy, preconditioning strategy, regularization strategy, and floating point arithmetic strategy. We have found more satisfactory accurate solutions in most situations than those from global RBF, except in the preconditioning and regularization strategies.
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## 1. Introduction

For several decades, numerical solutions of partial differential equations (PDEs) have been studied by researchers in many different areas of science, engineering and mathematics. The common mathematical tools that are used to solve these problems are finite difference and finite element methods. These traditional numerical methods require the data to be arranged in a structured pattern and to be contained in a simply shaped region, and, therefore, these approaches does not suit multidimensional practical problems. The Radial basis function (RBF) method is viewed as an important alternative numerical technique for multidimensional problems because it contains more beneficial properties in high-order accuracy and flexibility on geometry of the computational domain than classical techniques [1-3]. The main idea of the RBF method is approximating the solution in terms of linear combination of infinitely differentiable RBF $\phi$, which is the function that depends only on the distance to a center point $\underline{x}$ and shape parameter $\varepsilon$. More precisely, we approximate the solution as:

$$
\begin{equation*}
s(x, \varepsilon)=\sum_{j=1}^{N} \lambda_{j} \phi\left(\left\|x-x_{j}\right\|_{2}, \varepsilon\right), \tag{1}
\end{equation*}
$$

where $x_{j}, j=1, \ldots, N$ are the given centers. For simplicity, we set $\phi(r, \varepsilon)=\phi\left(\|x-\underline{x}\|_{2}, \varepsilon\right)$. Some common RBFs in the infinitely differentiable class are listed in Table 1.

Table 1. Radial basis functions.

| Name of RBF | Abbreviation | Definition |
| :---: | :---: | :---: |
| Multiquadrics | MQ | $\phi(r, \varepsilon)=\sqrt{1+(\varepsilon r)^{2}}$ |
| Inverse Multiquadrics | IMQ | $\phi(r, \varepsilon)=\frac{1}{\sqrt{1+(\varepsilon r)^{2}}}$ |
| Inverse Quadratics | IQ | $\phi(r, \varepsilon)=\frac{1}{1+(\varepsilon r)^{2}}$ |
| Gaussians | GA | $\phi(r, \varepsilon)=e^{-(\varepsilon r)^{2}}$ |

For the case of interpolation of function $y=f(x)$, the coefficients $\left\{\lambda_{j}\right\}_{j=1}^{N}$ are determined by enforcing the following interpolation condition:

$$
s\left(x_{i}, \varepsilon\right)=f\left(x_{i}\right)=y_{i}, \quad i=1,2, \ldots, N .
$$

This condition results in an $N \times N$ linear system:

$$
[A(\varepsilon)]\left[\begin{array}{c}
\lambda_{1}  \tag{2}\\
\vdots \\
\lambda_{N}
\end{array}\right]=\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{N}
\end{array}\right]
$$

where the elements of $A(\varepsilon)$ are $a_{j, k}=\phi\left(\left\|x_{j}-x_{k}\right\|_{2}, \varepsilon\right)$. Note that the system matrix $A(\varepsilon)$ is known to be nonsingular if the constant shape parameter $\varepsilon$ is used and is ill-conditioned for small values of shape parameter [4,5].

The concept of RBF interpolation can also be implemented for solving elliptic PDE problems. For the global RBF method, we assume the solution in the form of Equation (1). Then, the coefficients $\lambda_{j}$ are determined by enforcing the PDE and boundary conditions. Unlike the case of interpolation, the system matrix of this case does not guarantee to be nonsingular and is also ill-conditioned for small values of shape parameter [1,6]. Additionally, according to numerical evidence, the global RBF scheme requires high computational cost and memory requirements for large scale problems [3,7]. Therefore, the radial basis function-finite difference (RBF-FD) concept, which is a local RBF scheme, was developed by combining many benefits of the RBF method and traditional finite difference approximations. Similar to the finite difference approach, the key idea is approximating the differential operator of solutions at each interior node by using a linear combination of the function values at the neighboring node locations and then determining the FD-weights so that the approximations become exact for all the RBFs that are centered at the neighboring nodes. Straightforward algebra will then show that the FD-weights can be obtained by solving the linear system, for which the system matrix is the same as matrix $A$ in Equation (2). The invertibility of $A$ also implies that FD-weights can always be computed. After the calculation at all interior nodes, the approximate solution can be computed from the linear system of equations, for which the RBF-FD system matrix is sparse and therefore can be effectively inverted. Note that the RBF-FD method that we described can be efficiently and applicably implemented with large scale practical problems such as the global electric circuit within the Earth's atmosphere problem [8], steady problems in solid and fluid mechanics [9-11], chemotaxis models [12], and diffusion problems $[13,14]$.

In the first part of this work, the numerical solution of elliptic PDEs by using the RBF-FD method with IQ, MQ, IMQ, and GA RBF is compared to the results of the global RBF scheme. It will show that the accuracy of both global and local methods does not depend on the choice of RBFs, and the RBF-FD method with small stencils can obtain the same level of accuracy as the global RBF method. However, the RBF-FD method is algebraically accurate in exchange for low computational cost and needs more additional techniques to improve the accuracy [10,14]. Thus, in the latter part of this work, we will aim to research improving the accuracy of the RBF-FD method by using different
ways to formulate the RBF-FD method. In particular, the effects of the number of nodes and stencils on the accuracy of numerical solutions of the RBF-FD method are investigated. According to [7,15], the global RBF method can improve the accuracy significantly for small values of shape parameter by using the regularization technique and extended precision floating point arithmetic to reduce the poor conditions, but how well these techniques can improve the accuracy of RBF-FD method is not yet fully explored in the literature. Therefore, the study of the RBF-FD method with these techniques will be included in this work as well.

## 2. Methodology

### 2.1. RBF Collocation Method

In this section, the global RBF scheme for solving the PDE problem called the RBF collocation method is introduced. Let $\Omega \subset \mathbb{R}^{d}$ be a $d$-dimensional domain and $\partial \Omega$ be the boundary of the domain. Consider the following elliptic PDE problem defined by:

$$
\begin{align*}
& \mathcal{L} u(x)=f(x) \text { in } \Omega,  \tag{3}\\
& u(x)=g(x)  \tag{4}\\
& \text { on } \partial \Omega,
\end{align*}
$$

where $\mathcal{L}$ is a differential operator. Suppose that $N$ is the number of center points in $\Omega$, for which $N_{I}$ points of them are the interior points. A straight RBF-based collocation method is applied by assuming the solution $u(x)$ as:

$$
u(x) \approx \sum_{j=1}^{N} \lambda_{j} \phi\left(\left\|x-x_{j}\right\|_{2}, \varepsilon\right)
$$

Consequently, collocation with the PDE at the interior points and the boundary condition at the boundary points provide the following results:

$$
\begin{aligned}
\mathcal{L} u\left(x_{i}\right) & \approx \sum_{j=1}^{N} \lambda_{j} \mathcal{L} \phi\left(\left\|x_{i}-x_{j}\right\|_{2}, \varepsilon\right)=f\left(x_{i}\right), \\
u\left(x_{i}\right) & \approx \sum_{j=1}^{N} \lambda_{j} \phi\left(\left\|x_{i}-x_{j}\right\|_{2}, \varepsilon\right)=g\left(x_{i}\right), \quad i=N_{I},
\end{aligned}
$$

The coefficients $\left\{\lambda_{j}\right\}_{j=1}^{N}$ can be solved from the corresponding system of equations with the coefficient matrix structured as:

$$
\left[\begin{array}{c}
\mathcal{L} \phi \\
\phi
\end{array}\right][\lambda]=\left[\begin{array}{l}
f \\
g
\end{array}\right] .
$$

### 2.2. RBF-FD Method

We will next present an outline of the RBF along with finite-difference (RBF-FD) formulation for solving PDE Equation (3).

First, let us look at a classical central finite difference method for approximating the derivative of function $u(x, y)$ with respect to $x$. Let the derivative at any grid point $(i, j)$ of rectangular grid be written as

$$
\begin{equation*}
\left.\frac{\partial u}{\partial x}\right|_{(i, j)} \approx \sum_{k \in\{i-1, i, i+1\}} w_{(k, j)} u_{(k, j)} \tag{5}
\end{equation*}
$$

where $u_{(k, j)}$ is the function value at the grid point $(k, j)$, the unknown coefficients $w_{(k, j)}$ are computed using polynomial interpolation or Taylor series, while the set of nodes $\{(i-1, j),(i, j),(i+1, j)\}$ is a stencil in the finite difference literature. For any scattered nodes, the restriction of the structured grid is overcome by setting the approximation of the function derivative to be a linear combination of function values on scattered nodes in the stencil; however, the methodology for computing the
coefficients of finite difference formulas for any scattered points with dimensions of more than one has the problem of well-posedness for polynomial interpolation [16]. Thus, the combination of RBF and finite difference methodology (RBF-FD) is introduced to overcome the well-posedness problem.

To derive RBF-FD formulation, recall that, for a given set of distinct nodes $x_{i} \in \mathbb{R}^{d}, i=1,2, \ldots, n$, and a corresponding function values $u\left(x_{i}\right), i=1, \ldots, n$, the RBF interpolation is of the form:

$$
\begin{equation*}
u(x) \approx \sum_{j=1}^{n} \lambda_{j} \phi\left(\left\|x-x_{j}\right\|_{2}, \varepsilon\right) . \tag{6}
\end{equation*}
$$

The RBF interpolation Equation (6) can alternatively be written in Lagrange form as:

$$
\begin{equation*}
u(x) \approx \sum_{j=1}^{n} \chi\left(\left\|x-x_{j}\right\|_{2}\right) u\left(x_{j}\right) \tag{7}
\end{equation*}
$$

where $\chi\left(\left\|x-x_{j}\right\|_{2}\right)$ satisfies the following condition:

$$
\chi\left(\left\|x-x_{j}\right\|_{2}\right)=\left\{\begin{array}{cc}
1 & \text { if } x=x_{j} \\
0 & \text { if } x \neq x_{j}
\end{array} \quad j=1, \ldots, n\right.
$$

The key idea of the RBF-FD method is to approximate the linear differential operator of function $\mathcal{L} u(x)$ at each interior node as a linear combination of the function values at the neighboring node locations. For example, $\mathcal{L} u(x)$ at any node, say $x_{1}$ is approximated by an RBF interpolation Equation (7) with centres placed on the node itself and some $n-1$ nearest neighbor nodes of $x_{1}$, say $x_{2}, x_{3}, \ldots, x_{n}$. These set of $n$ nodes is called the stencil or support region for the node $x_{1}$. For deriving RBF-FD formula at the node $x_{1}$, we approximate $\mathcal{L} u\left(x_{1}\right)$ by taking the linear differential operator $\mathcal{L}$ on the both sides of the RBF interpolation Equation (7) i.e.,

$$
\mathcal{L} u\left(x_{1}\right) \approx \sum_{j=1}^{n} \mathcal{L} \chi\left(\left\|x_{1}-x_{j}\right\|_{2}\right) u\left(x_{j}\right) .
$$

As in finite difference methodology, this approximation can be rewritten in the form:

$$
\begin{equation*}
\mathcal{L} u\left(x_{1}\right) \approx \sum_{j=1}^{n} w_{(1, j)} u\left(x_{j}\right) \tag{8}
\end{equation*}
$$

where the RBF-FD weights $w_{(1, j)}=\mathcal{L} \chi\left(\left\|x_{1}-x_{j}\right\|_{2}\right), j=1, \ldots, n$.
In practice, the main difference between finite difference methodology and RBF-FD is how to compute the weights $w_{(1, j)}$ in Equation (8). While finite difference method enforces Equation (8) to be exact for polynomials $1, x, x^{2}, \ldots, x^{n-1}$, the RBF-FD weights are computed by assuming that the approximations Equation (8) become exact for all the RBFs $\phi$ that are centered at each node in stencil, i.e., we assume that Equation (8) becomes exact for function $u(x)=\phi\left(\left\|x-x_{k}\right\|_{2}, \varepsilon\right), k=1,2, \ldots, n$. In the RBF-FD case, this assumption leads to an $n \times n$ linear system:

$$
\left[\begin{array}{cccc}
\phi\left(\left\|x_{1}-x_{1}\right\|_{2}, \varepsilon\right) & \phi\left(\left\|x_{2}-x_{1}\right\|_{2}, \varepsilon\right) & \ldots & \phi\left(\left\|x_{n}-x_{1}\right\|_{2}, \varepsilon\right) \\
\phi\left(\left\|x_{1}-x_{2}\right\|_{2}, \varepsilon\right) & \phi\left(\left\|x_{2}-x_{2}\right\|_{2}, \varepsilon\right) & \ldots & \phi\left(\left\|x_{n}-x_{2}\right\|_{2, \varepsilon}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\phi\left(\left\|x_{1}-x_{n}\right\|_{2}, \varepsilon\right) & \phi\left(\left\|x_{2}-x_{n}\right\|_{2, \varepsilon}\right) & \ldots & \phi\left(\left\|x_{n}-x_{n}\right\|_{2, \varepsilon}\right)
\end{array}\right]\left[\begin{array}{c}
w_{(1,1)} \\
w_{(1,2)} \\
\vdots \\
w_{(1, n)}
\end{array}\right]=\left[\begin{array}{c}
\mathcal{L} \phi\left(\left\|x_{1}-x_{1}\right\|_{2, \varepsilon},\right. \\
\mathcal{L} \phi\left(\left\|x_{1}-x_{2}\right\|_{2, \varepsilon}\right) \\
\vdots \\
\mathcal{L} \phi\left(\left\|x_{1}-x_{n}\right\|_{2, \varepsilon}\right)
\end{array}\right] .
$$

Note that the system matrix is invertible, and, therefore, the RBF-FD weight can always be calculated, while the system matrix for the finite difference case is not guaranteed to be invertible.

After we obtain RBF-FD weights, substituting the approximation Equation (8) into the elliptic PDE Equation (3) at node $x_{1}$ gives:

$$
\sum_{j=1}^{n} w_{(1, j)} u\left(x_{j}\right)=f\left(x_{1}\right)
$$

After that, we repeat this procedure at each of the interior nodes and substitute the approximations into the elliptic PDE Equation (3). Then, we obtain:

$$
\begin{equation*}
\sum_{j=1}^{n} w_{(i, j)} u\left(x_{j}\right)=f\left(x_{i}\right), \quad i=1,2, \ldots, N_{I} \tag{9}
\end{equation*}
$$

where $N_{I}$ is the number of interior points. After substituting the function values $u\left(x_{j}\right)$ in Equation (9) with boundary condition whenever $x_{j}$ is the boundary point, we obtain a linear system of equations, which can be written in matrix form as:

$$
\begin{equation*}
B u=F, \tag{10}
\end{equation*}
$$

where $u$ is the vector of the unknown function at all the interior nodes. Note that the matrix $B$ is sparse, well-conditioned and can hence be effectively inverted.

## 3. Main Result

### 3.1. Solution Accuracy for Elliptic PDEs

The main result section provides better understanding on the computational process. Let $\Omega \subset \mathbb{R}^{2}$ be a 2-dimensional domain and $\partial \Omega$ be the boundary of $\Omega$. The elliptic PDE that we want to investigate is presented as the following:

$$
\begin{array}{rlrl}
\nabla^{2} u(\underline{x})+a(x, y) u_{x}(\underline{x})+b(x, y) u_{y}(\underline{x})+c(x, y) u(\underline{x}) & =f(\underline{x}), & & \underline{x} \text { in } \Omega \\
u(\underline{x}) & =g(\underline{x}), & \underline{x} \text { on } \partial \Omega . \tag{12}
\end{array}
$$

In numerical experiments, the solution $u(\underline{x})$ is known and normalized so that $\max _{\Omega}|u(\underline{x})|=1$. Supposing that the RBF approximation is denoted by $s(\underline{x}, \varepsilon)$, then the error in a max norm is measured by:

$$
\begin{equation*}
\operatorname{Max} \operatorname{Error}(\varepsilon)=\max _{\Omega}|s(\underline{x}, \varepsilon)-u(\underline{x})| \tag{13}
\end{equation*}
$$

### 3.2. Results: A Comparison of a Global RBF Collocation Method and RBF-FD Method with Various RBFs

In this section, the global RBF collocation method and RBF-FD method will be first investigated with several RBFs by applying them to the following elliptic PDE:

$$
\begin{equation*}
\nabla^{2} u-R u_{x}=f(x, y) \tag{14}
\end{equation*}
$$

where $R=3, f(x, y)$ and the Dirichlet boundary condition are computed from the exact solution as shown in Equation (15):

$$
\begin{equation*}
u(x, y)=\exp (-0.5 R x) \sin (0.5 R y) \tag{15}
\end{equation*}
$$

For this problem, we consider the PDE with the computational and evaluational domain of a unit disk with 394 uniformly scattered data points as shown in Figure 1. In our first experiment, we compare the results from using the implementation of global RBF scheme and RBF-FD method with stencil size $=13$. The results of the computation of the global RBF collocation method and RBF-FD method, which is the local RBF scheme, are shown in Figure 2.


Figure 1. The computational and evaluational domain of a unit disk with 394 uniformly scattered data points.

Figure 2a shows the results of the computation of RBF collocation using IQ, IMQ, MQ, and GA radial basis functions, and Figure 2 b shows the results of the computation of the RBF-FD method. Considering the global RBF scheme, all four of RBF seem to provide the same level of accuracy and fluctuated graph of max error for small values of shape parameter, while there is a little bit of difference in accuracy and smooth curve of the graph for the large values of shape parameter. The IQ, IMQ and MQ RBFs have similar behaviour of error's curves; however, the GA radial basis function has a different behaviour of error and gives the least error over the considered range of shape parameter for this problem. Note that all of them are spectrally accurate and the graph of error is oscillated since the small shape parameter makes the system matrix of global RBF collocation ill-conditioned, and, therefore, the numerical solution is computed inaccurately. This ill-conditioning problem will be more severe if more nodes are used. Due to this fact, the global RBF-scheme does not suit large scale problems.

For the RBF-FD case, all four of RBFs seem to provide the same level of accuracy for all shape parameters in the considered range. In particular, all of them have similar behaviour of error graphs and algebraic accuracy. For the large values of shape parameter, there is no significant differences of error between global and local RBF methods; however, the error of the global RBF scheme is more accurate by about two digits of accuracy than the RBF-FD method for the small values of shape parameter. Note that the graph of the error for the RBF-FD method does not oscillate for the small shape parameter because the system matrix at each node has better conditioning than the global RBF scheme for small stencil size. This fact makes the RBF-FD approach more appropriate for PDE problems with a large number of nodes.


Figure 2. The graphs of max error are presented as a function of shape parameter. They compare max error of the results of global radial basis function (RBF) and radial basis function-finite difference (RBF-FD) methods. (a) global RBF scheme; (b) local RBF scheme.

### 3.3. Results: A Comparison of the RBF-FD Method with Different Numbers of Nodes and Stencils

From the previous section, the results show that the accuracy of RBF-FD is less than the accuracy of the global RBF scheme for the same number of nodes. However, the RBF-FD method is applicable and efficient for large scale problems. We hope that the increasing of the number of nodes will also help improve the accuracy for the case of the global RBF method, with the conditions for system matrix rapidly increased as well for the case of the RBF scheme [7,17]. Additionally, we expect that the accuracy will be more accurate whenever the stencil size increases. To ascertain this idea, we will consider the elliptic PDE given by:

$$
\begin{equation*}
\nabla^{2} u-R\left(u_{x}+u_{y}\right)=f(x, y) \tag{16}
\end{equation*}
$$

In this case, $R=2, f(x, y)$ and Dirichlet boundary condition are computed from the exact solution as shown in Equation (17):

$$
\begin{equation*}
u(x, y)=\frac{\left(e^{R x y}-1\right)}{\left(e^{R}-1\right)} \tag{17}
\end{equation*}
$$

For numerical experiments, we consider this problem in the computational and evaluational domain of a unit disk with uniformly scattered points. In our first experiment, the number of nodes
are varied while the stencil size is fixed equal to 25 , and then the effect of the number of nodes on the accuracy is compared. As for the second, the experiment is done in the opposite direction. The stencil sizes are varied while the number of nodes is fixed equal to 394 , and then the effect of the stencil sizes on the accuracy is compared.

The results of computation using IQ-RBF when the number of nodes are varied and the stencil size is fixed are shown in Figure 3a. All of the results seem to provide the same level of accuracy for large values of shape parameter, while there are improvements on accuracy for the small shape parameter. These results provide a good simple way for improving accuracy. However, we need to be careful lest the ill-conditioning problem would arise if the stencil size is too large. For the case of varying the stencil sizes and the number of nodes being fixed as shown in Figure 3b, the results show that the more nodes used in the computation, the more accurate results can be achieved regardless of the shape parameter values. These results are also similar to the case of the global RBF method. In practical problems, this strategy of improving accuracy is very effective for the RBF-FD method with small enough stencil size since the sparse RBF-FD system matrix is well-conditioned and can be effectively inverted for a large number of nodes. However, this strategy does not suit a global RBF approach because the condition number of the system matrix will grow rapidly as the number of nodes increases and this will make the numerical solution inaccurate.


Figure 3. The graph of the max error of the RBF-FD method with different numbers of nodes and stencils. (a) varying number of stencils ( n ); (b) varying number of nodes ( N ).

### 3.4. Results: A Comparison of the RBF-FD Method with Strategies on PDE and Shape Parameter

In this section, the RBF-FD method with strategies on PDE and shape parameter are compared to the normal RBF-FD scheme. The elliptic PDE that we consider here is given by

$$
\begin{equation*}
\nabla^{2} u+\exp (-(x+y)) u=f(x, y) \tag{18}
\end{equation*}
$$

where $f(x, y)$ and the Dirichlet boundary condition are computed from the exact solution as shown in Equation (19):

$$
\begin{equation*}
u(x, y)=\sinh \left(x^{2}+y^{2}\right) \tag{19}
\end{equation*}
$$

In this problem, the computations are implemented with the 395 uniformly scattered points and stencil size equal to 50 .

## - Method 1 : Normal RBF-FD scheme

As we discussed in Section 2.2, a straightforward RBF-FD method can be implemented for approximating the differential operator $\mathcal{L}$ by

$$
\mathcal{L} u\left(x_{j}\right) \approx \sum_{i=1}^{n} w_{(j, i)} u\left(x_{i}\right)
$$

for each interior node $x_{j}, j=1,2, \ldots, N$. After obtaining the FD-weights, we substitute the function values $u\left(x_{j}\right)$ from the boundary condition, and then a system of equations as shown in Equation (10) can be formed which can be written in matrix form as

$$
B u=F,
$$

where $u$ is the vector of the unknown function value at all of the interior nodes. Note that the matrix $B$ is sparse and well-conditioned and can hence be effectively inverted.

- Method 2 : RBF-FD method with ghost nodes strategy

One of the simple ways to improve accuracy of numerical solutions is applying the PDE on boundary nodes. According to the global RBF method, the error seems to be largest near the boundary of the computational domain. This problem can be fixed by getting more information there by applying the PDE at the boundary nodes [1]. In order to match the number of unknowns and equations, additional nodes, called ghost nodes, are added. The centers of these ghost nodes should be placed outside the boundary. For simplicity, we let the center points be denoted by $z_{j}$, where

$$
z_{j}= \begin{cases}x_{j}, & j=1,2, \ldots, N \\ \text { a point outside } \Omega, & j=N+1, N+2, \ldots, N+N_{B}\end{cases}
$$

where $N_{B}$ is the number of boundary nodes. After that, a straightforward RBF-FD scheme is implemented by approximating the differential operator $\mathcal{L}$ by

$$
\mathcal{L} u\left(x_{j}\right) \approx \sum_{i=1}^{n} w_{(j, i)} u\left(x_{i}\right)
$$

for all node $x_{j}, j=1,2, \ldots, N$. Note that the search for stencils must be applied to all nodes $z_{j}$. After obtaining the FD-weights and substituting the function values $u\left(x_{j}\right)$ from the boundary condition, a system of equations as shown in Equation (10) can be formed, which can be written in matrix form as

$$
B u=F,
$$

where $u$ is the vector of the unknown function value at all of the interior nodes and points outside the boundary. Note that the matrix $B$ is sparse and well-conditioned and can hence be effectively inverted. In this problem, we use the additional 64 ghost nodes defined by $x_{n}=1.1 \exp \left(\frac{2 n \pi i}{64}\right)$, $n=1,2, \ldots, 64$.

- Method 3: RBF-FD method with preconditioning strategy

A variation that may improve the accuracy of the numerical solution is using the different values of shape parameter on each stencil. According to numerical evidence, RBF methods usually provide better accuracy if their system matrix is ill-conditioned. For computation with double precision, the shape parameter can be selected for each stencil so that the condition number is between $10^{13}$ and $10^{15}$ [12] because the error curve of the corresponding range of the shape parameter is the smooth curve before beginning to oscillate after that, as shown in Figure 2a. The following pseudocode will be
used to select the shape parameter in this problem so that the condition number is in the desired range: $\mathrm{K}=0, \mathrm{Kmin}=1.0 \times 10^{13}, \mathrm{Kmax}=1.0 \times 10^{15}$, shape $=$ initial shape, increment $=0.01$
while $\mathrm{K}<\mathrm{Kmin}$ or $\mathrm{K}>$ Kmax :
form B
$K=$ condition number of $B$
if $\mathrm{K}<\mathrm{Kmin}$
shape $=$ shape - increment
elseif $\mathrm{K}>\mathrm{K} \max$

$$
\text { shape }=\text { shape }+ \text { increment. }
$$

Figure 4 shows the results of computation using IQ-RBF with strategies on PDE and shape parameter, compared to the normal RBF scheme. The ghost nodes strategy seems to provide the same level of accuracy for large values of shape parameter, while there is a significant improvement on accuracy for the small shape parameter. Note that using the additional ghost nodes strategy does not significantly affect the condition number of the system matrix. Therefore, for the practical problem, this approach can be implemented effectively to improve the error of numerical solution near the boundary. For the preconditioning strategy, the results show that, regardless of the initial shape parameter, this strategy can provide acceptable accurate results. Therefore, this approach is an applicable and effective strategy for choosing the shape parameter for the large scale practical problems.

After we choose the shape parameter, a normal RBF-FD method can be implemented for approximating the derivative and then forming a linear system for finding the approximate solution.


Figure 4. The graph shows the comparing of max error among the RBF-FD method with ghost nodes, the RBF-FD method with preconditioning, and the normal RBF-FD method. In the case of the RBF-FD method with preconditioning, we plot the max error against the initial shape parameter.

### 3.5. Results: A Comparison of RBF-FD Method with Additional Strategies for Reducing the Ill-Conditioning Problem

In the previous section, the RBF-FD method with ghost nodes and preconditioning strategies is applied for obtaining acceptable accurate results and reducing the accuracy of numerical solutions near the boundary. This section aims to improve the accuracy through another manipulation, i.e., by focusing on reducing the ill-conditioned problem for small values of shape parameters. To clarify this idea, we will investigate two alternative strategies called regularization and extended precision floating point arithmetic. The following elliptic PDE will be studied here :

$$
\begin{equation*}
\nabla^{2} u+x u_{x}+y u_{y}-\left(4 x^{2}+y^{2}\right) u=f(x, y) \tag{20}
\end{equation*}
$$

where $f(x, y)$ and the Dirichlet boundary condition are computed from the same solution as shown in Equation (21)

$$
\begin{equation*}
u(x, y)=\exp \left(-\left(x^{2}+0.5 y^{2}\right)\right) \tag{21}
\end{equation*}
$$

- Strategy 1 : Regularization

For each stencil, a simple regularization technique can be used to reduce the effects of the poor conditioning of the RBF system matrix by solving the regularized system

$$
\begin{equation*}
B y=f \tag{22}
\end{equation*}
$$

instead of the following system

$$
\begin{equation*}
A x=f \tag{23}
\end{equation*}
$$

where $B=A+\mu I$. The regularization parameter $\mu$ is a small positive constant and $I$ is an identity matrix. This approach can be used to solve effectively the ill-conditioning problem of the global RBF collocation method and give accurate results for small values of shape parameters, as shown in [15,18]. In this problem, we set $\mu=5 \times 10^{-15}$.

## - Strategy 2 : Extended precision floating point arithmetic

Recently, computer systems usually implement the IEEE 64-bit floating point arithmetic standard, which is referred to as double precision. According to [7], the global RBF method gains more benefit when it is implemented with extended precision, which provides more digits of accuracy than double precision. In particular, this approach also keeps the simplicity of the RBF method. In this work, the authors used the Multiprecision Computing Toolbox for Matlab (MCT) [19] to provide extended precision for the Matlab program and used quadruple precision (34 digits of precision) in this problem.

For numerical experiments, this problem is implemented with the computational and evaluational domain of a unit disk with 394 scattered data points and stencil size equal to 50 . Figure 5 shows the results of computation using IQ-RBF with regularization and extended precision floating point arithmetic strategies, compared to the normal RBF-FD method. Unfortunately, the regularization seems to provide the same level of accuracy as the RBF-FD method without regularization, although this technique provides a significant improvement on accuracy compared to the global RBF method. However, for the extended precision strategy, the results show that this technique provides a significant improvement on accuracy at the same level as the global RBF method.


Figure 5. The graphs of max error of the RBF-FD method with regularization and extended precision strategies, compared to the normal RBF-FD method.

## 4. Future Work

RBF-FD method can also be easily extended to solve time-dependent PDEs by using the method of line such as the Runge-Kutta method (RK4) to solve the problem after the PDE is discretized in space with the RBF-FD method. For example, consider the diffusion problem given by

$$
\begin{equation*}
u_{t}=v \nabla^{2} u+\gamma u^{2}(1-u), \tag{24}
\end{equation*}
$$

where $v=0.5, \gamma=2$, with the Dirichlet boundary and initial condition is taken from the exact solution

$$
\begin{equation*}
u(x, y)=\frac{1}{1+\exp (x+y-t)} \tag{25}
\end{equation*}
$$

To attack this problem, the Laplace operator $\nabla^{2}$ is discretized by the RBF-FD method as we mentioned in Section 2.2. After we obtain the results, the remaining part will be ODE, the same as the following form

$$
\begin{equation*}
u_{t}=D u+\gamma u^{2}(1-u) \tag{26}
\end{equation*}
$$

where $D$ is the RBF-FD system matrix, which is obtained from discretization of the Laplace operator and $u$ is the vector of the unknown function at all of the interior nodes. At this point, the fourth-order Runge-Kutta method (RK4) can be applied to solve the problem. The results that are implemented with the computational and evaluational domain of a unit disk with 394 scattered data points, stencil size equal to 13 , and shape parameter equal to 0.6 are shown in Table 2

Table 2. The results of solving the partial differential equation (PDE) Equation (24) with the radial basis function-finite difference (RBF-FD) method at $t=5,10,15$.

| $\mathbf{t}$ | $\mathbf{5}$ | $\mathbf{1 0}$ | $\mathbf{1 5}$ |
| :---: | :---: | :---: | :---: |
| Max Error | $2.19 \times 10^{-4}$ | $2.57 \times 10^{-4}$ | $2.71 \times 10^{-4}$ |

Note that the RBF-FD method also gives reasonable numerical accuracy for time-dependent problems. However, many questions about eigenvalue stability of the RBF-FD method for time-dependent PDE problems in general have not yet been fully explored in the literature and need more study in future work.

## 5. Discussion

By using the RBF-FD method, we were able to solve large scale PDE problems due to the fact that RBF-FD has its own strengths related to feasibility and computational cost. We have found that accuracy can still be achieved at the same level of global RBF in the ill-conditioned system matrix for nodes. Although the RBF-FD method does not contain the same spectral accuracy as global RBF, it will give acceptable accuracy for large scale problems for which the global RBF can not be implemented. We also note that the accuracy can be improved by the increasing of nodes and stencil sizes. This strategy of improving accuracy is very effective with the RBF-FD method with small enough stencil size since the sparse RBF-FD system matrix is well-conditioned and can effectively be inverted for a large number of nodes. However, we need to be careful about an ill-conditioning problem arising if the stencil size is too large. The ghost node and preconditioning strategies are introduced to improve the accuracy of numerical solutions. Using the additional ghost node strategy does not significantly affect the condition number of the system matrix. Therefore, for the practical problem, this approach can be implemented effectively to reduce the errors of numerical solutions near boundaries. Results show that, regardless of the initial shape parameter, preconditioning strategy can provide acceptable accurate results. Improving the accuracy by reducing the ill-conditioning problem for small shape parameter is also an interesting idea. From experimental results, the extended
precision provides significant improvement in accuracy. Unfortunately, regularization strategy fails to yield better accuracy than that of the plain RBF-FD.

Table 3 shows the results of solving PDE Equation (20) by using the RBF-FD method at a shape parameter equal to 0.4 with additional different strategies, which are presented in this work. In this case, preconditioning and regularization techniques yield the same level of accuracy as the normal RBF-FD method, while the other strategies can improve accuracy by around one digit of accuracy. Note that all of these strategies can be used together as a mixed strategy for obtaining high accuracy. However, the issues about how to choose the optimal shape parameter for obtaining the most accurate results and how to solve the ill-conditioned problem for small values of shape parameter are still open problems needing further investigation.

Table 3. The results of solving the PDE Equation (20) by using the RBF-FD method at a shape parameter equal to 0.4 with different additional strategies.

| Method | Max Error $\left(\times \mathbf{1 0}^{\mathbf{- 7}}\right)$ |
| :---: | :---: |
| Normal RBF-FD $(N=400, n=25)$ | 42.4 |
| Normal RBF-FD $(N=400, n=50)$ | 4.75 |
| Normal RBF-FD $(N=800, n=25)$ | 8.80 |
| Ghost Node $(N=400, n=25,64$ ghost nodes $)$ | 5.63 |
| Preconditioning $(N=400, n=25)$ | 40.5 |
| Regularization $(N=400, n=25)$ | 38.1 |
| Extended Precision $(N=400, n=25)$ | 6.34 |

## 6. Conclusions

In this paper, we have found that the combination of the Radial Basis Function and the finite difference (RBF-FD) method with either additional Ghost Node strategy or additional Extended Precision strategy can help improve the accuracy in solving the elliptic partial differential equations, while the Preconditioning and Regularization strategies are found to be of little avail for our purpose.
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#### Abstract

This paper studies fractional differential equations (FDEs) with mixed fractional derivatives. Existence, uniqueness, stability, and asymptotic results are derived.
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## 1. Introduction

Recently, fractional differential equations (FDEs) arise naturally in various fields, such as economics, engineering, and physics. For some existence results of FDEs we refer the reader to [1-6] and the references cited therein.

Bonilla et al. [1] studied linear systems of the same order linear FDEs and obtained an explicit representation of the solution. However, there are very few works on the study of mixed order nonlinear fractional differential equations (MOFDEs), which is a natural extension of [1].

This paper is devoted to the study of MOFDEs of the form

$$
\begin{equation*}
D_{0^{+}}^{q_{i}} x_{i}=f_{i}\left(t, x_{1}, \cdots, x_{n}\right), \quad x_{i}(0)=u_{i}, \quad i=1, \cdots, n \tag{1}
\end{equation*}
$$

where $D_{0^{+}}^{q_{i}}$ denotes the Caputo derivative with the lower limit at $0, q_{i} \in(0,1], f: \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ are continuous, specified below and $u_{i} \in \mathbb{R}^{n}$. We may suppose $q_{1} \geq \cdots \geq q_{n}$. Here $\mathbb{R}_{+}=[0, \infty)$. We are interested in the existence of solutions of (1), then their stability and asymptotic properties under reasonable conditions on $f_{i}$. FDEs with equal order (i.e., $q_{1}=\cdots=q_{n}$ ) are widely studied, and we refer the reader to the basic books describing FDEs, such as [7,8]. On the other hand, there are many MOFDEs with interesting applications-for example, to economic systems in [9]. In fact, (1) formulates a model of the national economies in a case of the study of $n$ commonwealth countries, which cannot be simply divided into clear groups of independent and dependent variables. The purpose of this paper is to set a rigorous theoretical background for (1).

The main contributions are stated as follows:
We give some existence and uniqueness results for solutions of (1) when the nonlinear term satisfies global and local Lipschitz conditions.

We analyze the upper bound for Lyapunov exponents of solutions of (1).
We show that the zero solution of an autonomous version system of (1) is asymptotically stable.

## 2. Existence Results

First we prove an existence and uniqueness result for globally Lipschitzian $f=\left(f_{1}, \cdots, f_{n}\right)$. Let $\|x\|_{\infty}=\max _{i=1, \cdots, n}\left|x_{i}\right|$ for $x=\left(x_{1}, \cdots, x_{n}\right)$. By $C\left(J, \mathbb{R}^{n}\right)$ we denote the Banach space of all continuous functions from a compact interval $J \subset \mathbb{R}$ to $\mathbb{R}^{n}$ with the uniform convergence topology on $J$.

Theorem 1. Let $T>0$ and suppose the existence of $L>0$ such that

$$
\begin{equation*}
\|f(t, x)-f(t, y)\|_{\infty} \leq L\|x-y\|_{\infty} \quad \forall(t, x),(t, y) \in[0, T] \times \mathbb{R}^{n} . \tag{2}
\end{equation*}
$$

Then (1) has a unique solution $x \in C\left(I, \mathbb{R}^{n}\right), I=[0, T]$.
Proof of Theorem 1. Note that (2) implies

$$
\begin{equation*}
\|f(t, x)\|_{\infty} \leq L\|x\|_{\infty}+M_{f} \quad \forall(t, x) \in I \times \mathbb{R}^{n} \tag{3}
\end{equation*}
$$

for $M_{f}=\max _{t \in I}\|f(t, 0)\|_{\infty}$. Next, (1) is equivalent to the fixed point problem

$$
\begin{gather*}
x=F(x, u), \\
x(t)=\left(x_{1}(t), \cdots, x_{n}(t)\right), \quad u=\left(u_{1}, \cdots, u_{n}\right), \quad F(x, u)=\left(F_{1}(x, u), \cdots, F_{n}(x, u)\right),  \tag{4}\\
F_{i}(x, u)(t)=u_{i}+\frac{1}{\Gamma\left(q_{i}\right)} \int_{0}^{t}(t-s)^{q_{i}-1} f_{i}\left(s, x_{1}(s), \cdots, x_{n}(s)\right) d s, \quad i=1, \cdots, n
\end{gather*}
$$

Fix $\alpha \geq 0$ and set $\|x\|_{\alpha}=\max _{t \in[0, T]}\|x(t)\|_{\infty} e^{-\alpha t}$ for any $x \in C\left(I, \mathbb{R}^{n}\right)$. Let $x \in C\left(I, \mathbb{R}^{n}\right)$ be a solution of (1). For $\alpha>0$, (3) and (4) give

$$
\begin{gathered}
\left|x_{i}(t)\right| \leq\left|u_{i}\right|+\frac{1}{\Gamma\left(q_{i}\right)} \int_{0}^{t}(t-s)^{q_{i}-1}\left(L\|x(s)\|_{\infty}+M_{f}\right) d s \\
\leq\|u\|_{\infty}+\frac{M_{f} T^{q_{i}}}{\Gamma\left(q_{i}+1\right)}+\frac{L\|x\|_{\alpha}}{\Gamma\left(q_{i}\right)} \int_{0}^{t}(t-s)^{q_{i}-1} e^{\alpha s} d s \leq\|u\|_{\infty}+\frac{M_{f} T^{q_{i}}}{\Gamma\left(q_{i}+1\right)}+\frac{L\|x\|_{\alpha}}{\alpha^{q_{i}}} e^{\alpha t},
\end{gathered}
$$

which implies

$$
\|x\|_{\alpha} \leq\|u\|_{\infty}+M_{f} \Theta+\frac{L\|x\|_{\alpha}}{\alpha q_{m}}
$$

for $\alpha>1$ and

$$
\Theta=\max _{i=1, \cdots, m} \frac{T^{q_{i}}}{\Gamma\left(q_{i}+1\right)}
$$

Hence

$$
\|x\|_{\alpha} \leq \frac{\|u\|_{\infty}+M_{f} \Theta}{1-\frac{L}{\alpha^{q m}}}
$$

for

$$
\begin{equation*}
\alpha>\max \left\{1, L^{1 / q_{m}}\right\} \tag{5}
\end{equation*}
$$

So

$$
\begin{equation*}
\left|x_{i}(t)\right| \leq \frac{\|u\|_{\infty}+M_{f} \Theta}{1-\frac{L}{\alpha^{q m}}} e^{\alpha T}, \quad t \in I, \quad i=1, \cdots, n \tag{6}
\end{equation*}
$$

Similarly, we derive

$$
\|F(x, u)-F(y, u)\|_{\alpha} \leq \frac{L}{\alpha^{q_{m}}}\|x-y\|_{\alpha}, \quad \forall x, y \in C\left(I, \mathbb{R}^{n}\right)
$$

Consequently, assuming (5), we can apply the Banach fixed point theorem to get a unique solution $x \in C\left(I, \mathbb{R}^{n}\right)$ of (1), which also satisfies (6). The proof is finished.

Now we prove an existence and uniqueness result for locally Lipschitzian $f$.
Theorem 2. Suppose that for any $r>0$ there is an $L_{r}>0$ such that

$$
\begin{equation*}
\|f(t, x)-f(t, y)\|_{\infty} \leq L_{r}\|x-y\|_{\infty} \quad \forall(t, x),(t, y) \in[0, T] \times \mathbb{R}^{n}, \quad \max \left\{\|x\|_{\infty},\|y\|_{\infty}\right\} \leq r \tag{7}
\end{equation*}
$$

Then (1) has a unique solution $x \in C\left(I_{0}, \mathbb{R}^{n}\right), I_{0}=\left[0, T_{0}\right]$ for some $0<T_{0} \leq T$.
Proof of Theorem 2. Set $r_{0}=\|u\|_{\infty}+M_{f} \Theta+1$ and $B\left(r_{0}\right)=\left\{x \in \mathbb{R}^{n} \mid\|x\|_{\infty} \leq r_{0}\right\}$. Then we extend $f$ from the set $I \times B\left(r_{0}\right)$ to $\tilde{f}$ on $I \times \mathbb{R}^{n}$ such that $\tilde{f}$ satisfies (2) for some $L>0$. This extension is given by

$$
\tilde{f}(t, x)= \begin{cases}x\left(\|x\|_{\infty} /\left(r_{0}+1\right)\right) f(t, x) & \text { for } t \in I,\|x\| \leq 2\left(r_{0}+1\right) \\ 0 & \text { for } t \in I,\|x\| \geq 2\left(r_{0}+1\right)\end{cases}
$$

for a Lipschitz function $\chi: \mathbb{R}_{+} \rightarrow[0,1]$ with $\chi(r)=1$ for $r \in[0,1]$ and $\chi(r)=0$ for $r \geq 2$. Applying Theorem 1 to

$$
\begin{equation*}
D_{0^{+}}^{q_{i}} x_{i}=\tilde{f}_{i}\left(t, x_{1}, \cdots, x_{n}\right), \quad x_{i}(0)=u_{i}, \quad i=1, \cdots, n \tag{8}
\end{equation*}
$$

there is a unique solution $x \in C\left(I, \mathbb{R}^{n}\right)$ of (8) which also satisfies (6) for $\alpha$ satisfying (5). Note $M_{f}=M_{\tilde{f}}$. Let us take $T \geq T_{0}>0, \alpha>0$ satisfying (5) and

$$
\frac{\|u\|_{\infty}+M_{f} \Theta}{1-\frac{L}{\alpha^{4 m}}} e^{\alpha T_{0}}<r_{0} .
$$

Then the unique solution $x \in C\left(I, \mathbb{R}^{n}\right)$ of (8) satisfies

$$
\|x(t)\|_{\infty} \leq r_{0} \quad \forall t \in I_{0}
$$

However, this is also a unique solution of (1) on $I_{0}$. The proof is finished.
Remark 1. Let us denote by $x_{u}$ the solution from Theorem 1. Then, following the proof of Theorem 1, for any $u, v \in \mathbb{R}^{n}$, we derive

$$
\begin{aligned}
\left\|x_{u}-x_{v}\right\|_{\alpha}=\| F\left(x_{u}, u\right) & -F\left(x_{v}, v\right)\left\|_{\alpha} \leq \frac{L}{\alpha^{q_{m}}}\right\| x_{u}-x_{v}\left\|_{\alpha}+\right\| F\left(x_{v}, u\right)-F\left(x_{v}, v\right) \|_{\alpha} \\
& \leq \frac{L}{\alpha^{q_{m}}}\left\|x_{u}-x_{v}\right\|_{\alpha}+\|u-v\|_{\infty}
\end{aligned}
$$

which implies

$$
\left\|x_{u}-x_{v}\right\|_{\alpha} \leq \frac{\|u-v\|_{\infty}}{1-\frac{L}{\alpha^{q m}}}
$$

i.e.,

$$
\left\|x_{u}(t)-x_{v}(t)\right\|_{\infty} \leq \frac{\|u-v\|_{\infty}}{1-\frac{L}{\alpha^{9 m}}} \quad \forall t \in I,
$$

provided that (5) holds. So, the continuous dependence of the solution of (1) is shown on the initial value $u$ under conditions of Theorem 1 or Theorem 2.

## 3. Asymptotic Results

We find the upper bound for Lyapunov exponents of solutions of (1).
Theorem 3. Suppose assumptions of Theorem 2 are satisfied. Moreover, we suppose the existence of a nonnegative $n \times n$-matrix $M=\left\{m_{i j}\right\}_{i, j \geq 1}^{n}$ and a nonegative vector $v=\left(v_{1}, \cdots, v_{n}\right)$ such that

$$
\begin{equation*}
\left|f_{i}(t, x)\right| \leq \sum_{j=1}^{n} m_{i j}\left|x_{j}\right|+v_{i} \quad \forall(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{n}, \quad i=1, \cdots, n \tag{9}
\end{equation*}
$$

Then the Lyapunov exponent

$$
\Lambda(u)=\underset{t \rightarrow \infty}{\limsup } \frac{\ln \|x(t)\|_{\infty}}{t}
$$

of the unique solution $x \in C\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ of (1) satisfies

$$
\Lambda(u) \leq \rho(M)^{\max _{i=1, \cdots, n} 1 / q_{i}}
$$

where $\rho(M)$ is the spectral radius of $M$. Note $x(0)=u$, so we consider as usually $\Lambda: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$(see [10]).
Proof. Clearly (9) implies

$$
\|f(t, x)\|_{\infty} \leq\left(\max _{i=1, \cdots, n} \sum_{j=1}^{n} m_{i j}\right)\|x\|_{\infty}+\|v\|_{\infty} \quad \forall(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{n}
$$

Then, like in the proof of Theorem 1, for any $T>0$ there is a unique solution of (1) on $I$. However, since $T>0$ is arbitrary, we get a unique solution $x(t)$ on $\mathbb{R}_{+}$. Then, we compute

$$
\begin{gathered}
\left|x_{i}(t)\right| \leq\left|u_{i}\right|+\frac{1}{\Gamma\left(q_{i}\right)} \int_{0}^{t}(t-s)^{q_{i}-1} \sum_{j=1}^{n}\left(m_{i j}\left|x_{j}(s)\right|+v_{j}\right) d s \\
=\left|u_{i}\right|+\frac{t^{q_{i}}}{\Gamma\left(q_{i}+1\right)} \sum_{j=1}^{n} m_{i j} v_{j}+\frac{1}{\Gamma\left(q_{i}\right)} \sum_{j=1}^{n} m_{i j} \int_{0}^{t}(t-s)^{q_{i}-1} e^{-\alpha s}\left|x_{j}(s)\right| e^{\alpha s} d s \\
\leq\left|u_{i}\right|+\frac{t^{q_{i}}}{\Gamma\left(q_{i}+1\right)} \sum_{j=1}^{n} m_{i j} v_{j}+\frac{1}{\Gamma\left(q_{i}\right)} \sum_{j=1}^{n} m_{i j}\left\|x_{j}\right\|_{\alpha} \frac{\Gamma\left(q_{i}\right) e^{\alpha t}}{\alpha^{q_{i}}} \\
=\left|u_{i}\right|+\frac{t^{q_{i}}}{\Gamma\left(q_{i}+1\right)} \sum_{j=1}^{n} m_{i j} v_{j}+\frac{e^{\alpha t}}{\alpha^{q_{i}}} \sum_{j=1}^{n} m_{i j}\left\|x_{j}\right\|_{\alpha} \\
\leq\left|u_{i}\right|+\mathrm{Y}_{\alpha} e^{\alpha t} \sum_{j=1}^{n} m_{i j} v_{j}+\frac{e^{\alpha t}}{\alpha^{q_{i}}} \sum_{j=1}^{n} m_{i j}\left\|x_{j}\right\|_{\alpha}
\end{gathered}
$$

for

$$
\mathrm{Y}_{\alpha}=\max _{i=1, \cdots, n, t \in \mathbb{R}_{+}} \frac{t^{q_{i}} e^{-\alpha t}}{\Gamma\left(q_{i}+1\right)}=\max _{i=1, \cdots, n} \frac{q_{i}^{q_{i}} e^{-q_{i}}}{\alpha^{q_{i}} \Gamma\left(q_{i}+1\right)} .
$$

Consequently, we arrive at

$$
\left\|x_{i}\right\|_{\alpha} \leq\left|u_{i}\right|+\mathrm{Y}_{\alpha} \sum_{j=1}^{n} m_{i j} v_{j}+\frac{1}{\alpha^{q_{i}}} \sum_{j=1}^{n} m_{i j}\left\|x_{j}\right\|_{\alpha}
$$

or setting $w_{\alpha}=\left(\left\|x_{1}\right\|_{\alpha}, \cdots,\left\|x_{m}\right\|_{\alpha}\right)$ and $|u|=\left(\left|u_{1}\right|, \cdots,\left|u_{n}\right|\right)$, we obtain

$$
\begin{equation*}
w_{\alpha_{\varepsilon}} \leq|u|+\mathrm{Y}_{\alpha_{\varepsilon}} M v+\frac{1}{\rho(M)+\varepsilon} M w_{\alpha_{\varepsilon}} \tag{10}
\end{equation*}
$$

for $\alpha_{\varepsilon}=\max _{i=1, \cdots, n}(\rho(M)+\varepsilon)^{1 / q_{i}}$ and $\varepsilon>0$ is fixed. (10) is considered component-wise. From (10), we get

$$
\begin{equation*}
\left(I-\frac{1}{\rho(M)+\varepsilon} M\right) w_{\alpha_{\varepsilon}} \leq|u|+\mathrm{Y}_{\alpha_{\varepsilon}} M v \tag{11}
\end{equation*}
$$

for the $n \times n$ identity matrix $I$. By the Neumann lemma, we have

$$
\left(I-\frac{1}{\rho(M)+\varepsilon} M\right)^{-1}=\sum_{i=0}^{\infty}\left(\frac{1}{\rho(M)+\varepsilon} M\right)^{i}
$$

which is a positive matrix. Consequently, (11) implies

$$
w_{\alpha_{\varepsilon}} \leq\left(I-\frac{1}{\rho(M)+\varepsilon} M\right)^{-1}\left(|u|+\mathrm{Y}_{\alpha_{\varepsilon}} M v\right)
$$

Letting $\varepsilon \rightarrow 0$, we get

$$
w_{\alpha_{0}} \leq\left(I-\frac{1}{\rho(M)} M\right)^{-1}\left(|u|+\mathrm{Y}_{\alpha_{0}} M v\right)
$$

for $\alpha_{0}=\max _{i=1, \cdots, n} \rho(M)^{1 / q_{i}}$. So we arrive at

$$
\left|x_{i}(t)\right| \leq e^{\alpha_{0} t} w_{i} \quad \forall t \in \mathbb{R}_{+}, \quad i=1, \cdots, n
$$

for $w=\left(w_{1}, \cdots, w_{n}\right)=\left(I-\frac{1}{\rho(M)} M\right)^{-1}\left(|u|+\mathrm{Y}_{\alpha_{0}} M v\right)$, which implies

$$
\begin{aligned}
\Lambda(u) & =\limsup _{t \rightarrow \infty} \frac{\ln \|x(t)\|_{\infty}}{t} \leq \limsup _{t \rightarrow \infty} \frac{\ln \left(e^{\alpha_{0} t}\|w\|_{\infty}\right)}{t} \\
& =\limsup _{t \rightarrow \infty} \frac{\ln e^{\alpha_{0} t}}{t}+\limsup _{t \rightarrow \infty} \frac{\|w\|_{\infty}}{t}=\alpha_{0}
\end{aligned}
$$

The proof is finished.

## 4. Stability Result

This section is devoted to an autonomous version of (1)

$$
\begin{equation*}
D_{0^{+}}^{q_{i}} x_{i}=\sum_{j=1}^{n} a_{i j} x_{j}+g_{i}\left(x_{1}, \cdots, x_{n}\right), \quad x_{i}(0)=u_{i}, \quad i=1, \cdots, n \tag{12}
\end{equation*}
$$

where $a_{i, j} \in \mathbb{R}, g=\left(g_{1}, \cdots, g_{n}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is locally Lipschitz with $g(0)=0$ and $\lim _{x \rightarrow 0} \frac{\|g(x)\|_{\infty}}{\|x\|_{\infty}}=0$. We already know that (12) has a locally unique solution. First, we prove the following

Lemma 1. Let $\lambda>0$ and $q, p \in(0,1]$ with $q \geq p$. Then, it holds

$$
\begin{equation*}
S(\lambda, q, p)=\sup _{t \geq 0}(t+1)^{p} \int_{0}^{t}(t-s)^{q-1} E_{q, q}\left(-(t-s)^{q} \lambda\right)(s+1)^{-p} d s<\infty \tag{13}
\end{equation*}
$$

Note that $E_{q, q}(-t) \geq 0$ for any $t \in \mathbb{R}_{+}$by ([11] p. 85), where $E_{q, q}(t)$ is the two-parametric Mittag-Leffler function ([11] p. 56).

Proof. By ([5] Proposition 2.4(i))or ([11] Formula (4.4.17)), there is a positive constant $M(q, \lambda)$ such that

$$
t^{q-1} E_{q, q}\left(-t^{q} \lambda\right) \leq \frac{M(q, \lambda)}{(t+1)^{q+1}} \quad \forall t \geq 1 .
$$

Here we note that one can use ([6] Lemma 3) to compute $M(q, \lambda)$. First, using ([11] Formula (4.4.4)), we derive

$$
\begin{gathered}
\sup _{t \in[0,1]}(t+1)^{p} \int_{0}^{t}(t-s)^{q-1} E_{q, q}\left(-(t-s)^{q} \lambda\right)(s+1)^{-p} d s \\
\leq \sup _{t \in[0,1]}(t+1)^{p} \int_{0}^{t}(t-s)^{q-1} E_{q, q}\left(-(t-s)^{q} \lambda\right) d s \\
=\sup _{t \in[0,1]}(t+1)^{p} \int_{0}^{t} z^{q-1} E_{q, q}\left(-z^{q} \lambda\right) d z=\sup _{t \in[0,1]}(t+1)^{p} t^{q} E_{q, q+1}\left(-\lambda t^{q}\right)=2^{p} E_{q, q+1}(-\lambda),
\end{gathered}
$$

since applying ([11] Formula (5.1.15)), we derive

$$
\frac{d}{d t}(t+1)^{p} t^{q} E_{q, q+1}\left(-\lambda t^{q}\right)=p(t+1)^{p-1} t^{q} E_{q, q+1}\left(-\lambda t^{q}\right)+(t+1)^{p} t^{q-1} E_{q, q}\left(-\lambda t^{q}\right) \geq 0
$$

for $t>0$. Next, for $t \geq 1$, we derive

$$
\begin{aligned}
& \sup _{t \geq 1}(t+1)^{p} \int_{0}^{t}(t-s)^{q-1} E_{q, q}\left(-(t-s)^{q} \lambda\right)(s+1)^{-p} d s \\
& \leq \sup _{t \geq 1}(t+1)^{p} \int_{0}^{t-1}(t-s)^{q-1} E_{q, q}\left(-(t-s)^{q} \lambda\right)(s+1)^{-p} d s \\
& +\sup _{t \geq 1}(t+1)^{p} \int_{t-1}^{t}(t-s)^{q-1} E_{q, q}\left(-(t-s)^{q} \lambda\right)(s+1)^{-p} d s \\
& \leq \sup _{t \geq 1}(t+1)^{p} \int_{0}^{t-1} \frac{M(q, \lambda)}{(t-s+1)^{q+1}(s+1)^{p}} d s+\sup _{t \geq 1} \frac{(t+1)^{p}}{t^{p}} \int_{0}^{1} z^{q-1} E_{q, q}\left(-z^{q} \lambda\right) d z \\
& \leq \sup _{t \geq 1}(t+1)^{p} \int_{0}^{t / 2} \frac{M(q, \lambda)}{(t-s+1)^{q+1}} d s+\sup _{t \geq 1} \frac{2^{p}(t+1)^{p}}{(t+2)^{p}} \int_{t / 2}^{t} \frac{M(q, \lambda)}{(t-s+1)^{q+1}} d s+2^{p} E_{q, q+1}(-\lambda) \\
& \leq \sup _{t \geq 1} \frac{2^{q}(t+1)^{p} M(q, \lambda)}{q(t+2)^{q}}+\sup _{t \geq 1} \frac{2^{p}(t+1)^{p} M(q, \lambda)}{q(t+2)^{p}}+2^{p} E_{q, q+1}(-\lambda) \\
& \leq \frac{\left(2^{q}+2^{p}\right) M(q, \lambda)}{q}+2^{p} E_{q, q+1}(-\lambda)
\end{aligned}
$$

Summarizing, we arrive at the estimate

$$
S(\lambda, q, p) \leq \frac{\left(2^{q}+2^{p}\right) M(q, \lambda)}{q}+2^{p} E_{q, q+1}(-\lambda)
$$

The proof is finished.
Theorem 4. Suppose $a_{i i}=-\lambda_{i}<0, i=1, \cdots$, $n$. If

$$
\begin{equation*}
\gamma=\max _{i=1, \cdots, n} S\left(\lambda_{i}, q_{i}, q_{n}\right) \sum_{i \neq j=1}^{n}\left|a_{i j}\right|<1, \tag{14}
\end{equation*}
$$

then the zero solution of (12) is asymptotically stable.
Proof. The proof is motivated by the well-known Geršgoring type method [12,13]. Like above, we modify (12) outside of the unit ball $B(1)$ such that the modified system is globally Lipschitz. Then, the solution of the modified (12) has a global unique solution on $\mathbb{R}_{+}$by Theorem 1. This solution of (12) has the fixed point form [8]

$$
\begin{gather*}
x_{i}(t)=G_{i}(x, u), \quad i=1, \cdots, n \\
G_{i}(x, u)=E_{q_{i}}\left(-t^{q_{i}} \lambda_{i}\right) u_{i}+\int_{0}^{t}(t-s)^{q_{i}-1} E_{q_{i}, q_{i}}\left(-(t-s)^{q_{i}} \lambda_{i}\right)\left(\sum_{i \neq j=1}^{n} a_{i j} x_{j}(s)+g_{i}\left(x_{1}(s), \cdots, x_{n}(s)\right)\right) d s, \tag{15}
\end{gather*}
$$

where $E_{q}(t)$ and $E_{q, q}(t)$ are the classical and two-parametric Mittag-Leffler functions, respectively ([11] p. 56). Fix $T>0$ and set $\left\|\left\|\left.x\left|\|=\max _{t \in I}\right| x(t)\right|_{\infty}(t+1)^{q_{n}}\right.\right.$ for $x \in C\left(I, \mathbb{R}^{n}\right)$. Then, (15) implies

$$
\begin{gathered}
\left|G_{i}(x, u)(t)\right|(t+1)^{q_{n}} \leq \kappa\left|u_{i}\right|+(t+1)^{q_{n}} \int_{0}^{t}(t-s)^{q_{i}-1} E_{q_{i}, q_{i}}\left(-(t-s)^{q_{i}} \lambda_{i}\right)(s+1)^{-q_{n}} d s \\
\times\left(\sum_{i \neq j=1}^{n}\left|a_{i j}\right|+h\left(\|x(s)\|_{\infty}\right)\right)|\|x|\||) \\
\leq \kappa\|u\|_{\infty}+S\left(\lambda_{i}, q_{i}, q_{n}\right)\left(\sum_{i \neq j=1}^{n}\left|a_{i j}\right|+h(|\|x \mid\|))\|\mid\| x \|\right)
\end{gathered}
$$

for

$$
\kappa=\max _{i=1, \cdots, n} \sup _{t \geq 0} E_{q_{i}}\left(-t^{q_{i}} \lambda_{i}\right)(t+1)^{q_{n}}<\infty
$$

(see ([11] Formula (3.4.30)) and $h(r)=\max _{\|x\|_{\infty} \leq r} \frac{\|g(x)\|_{\infty}}{\|x\|_{\infty}}$. Consequently, we obtain

$$
\begin{equation*}
\left.\|\|G(x, u)\|\| \leq \kappa\|u\|_{\infty}+(\gamma+\omega h(\| \| x \| \mid))\| \| x\| \|\right) \tag{16}
\end{equation*}
$$

for $G(x, u)=\left(G_{1}(x, u), \cdots, G_{n}(x, u)\right)$ and

$$
\omega=\max _{i=1, \cdots, n} \sum_{i \neq j=1}^{n} S\left(\lambda_{i}, q_{i}, q_{n}\right)
$$

Taking $r_{1} \in(0,1)$ such that $\gamma+\omega h\left(r_{1}\right) \leq \frac{1+\gamma}{2}$, then (16) implies

$$
\begin{equation*}
\left.\|\|G(x, u)\|\| \leq \kappa\|u\|_{\infty}+\frac{1+\gamma}{2} \right\rvert\,\|x\| \| \tag{17}
\end{equation*}
$$

for any $x \in B_{T}\left(r_{1}\right)=\left\{x \in C\left(I, \mathbb{R}^{n}\right)\left|\|\mid\| x \| \leq r_{1}\right\}\right.$. So, supposing

$$
\begin{equation*}
\|u\| \leq \frac{1-\gamma}{2 \kappa} r_{1} \tag{18}
\end{equation*}
$$

(17) gives

$$
G: B_{T}\left(r_{1}\right) \subset B_{T}\left(r_{1}\right)
$$

It is well-known that $G: C\left(I, \mathbb{R}^{n}\right) \rightarrow C\left(I, \mathbb{R}^{n}\right)$ is continuous and compact [8]. Since $B_{T}\left(r_{1}\right)$ is convex and bounded, by the Schauder fixed point theorem, $G$ has a fixed point $x \in B_{T}\left(r_{1}\right)$. However, this a solution of a modified (12), which has a unique solution on $\mathbb{R}_{+}$. So, this unique solution satisfies $x \in B_{T}\left(r_{1}\right)$ for any $t>0$;i.e.,

$$
\begin{equation*}
\|x(t)\|_{\infty} \leq \frac{r_{1}}{(t+1)^{q_{n}}} \quad \forall t \geq 0 \tag{19}
\end{equation*}
$$

Certainly (19) gives $\|x(t)\|_{\infty} \leq 1$, so $x(t)$ is also a unique solution of the original (12). Moreover, (17) leads to

$$
\|x(t)\|_{\infty} \leq \frac{2 \kappa\|u\|_{\infty}}{(1-\gamma)(t+1)^{q_{n}}} \quad \forall t \geq 0
$$

which determines the asymptotic stability of (12) at 0 . The proof is finished.
Remark 2. Condition (14) is a Geršgoring type assumption $[12,13]$. Even for $q_{1}=\cdots=q_{n}$, condition (14) is new, since the general stability assumption (see [5] Theorem 2.2) is difficult to check. The above approach can be extended to FDEs on infinite lattices like in [14].

## 5. Examples

In this section, we give examples to demonstrate the validity of our theoretical results.

Example 1. Consider

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{0.6} x_{1}=\sin \left(x_{1}+2 x_{2}\right), t \in[0,1],  \tag{20}\\
{ }^{c} D_{0+}^{0.5} x_{2}=\arctan \left(2 x_{1}+x_{2}\right), \\
x_{1}(0)=u_{1}, \quad x_{2}(0)=u_{2} .
\end{array}\right.
$$

Set $q_{1}=0.6>0.5=q_{2}, T=1, f_{1}\left(t, x_{1}, x_{2}\right)=\sin \left(x_{1}+2 x_{2}\right)$ and $f_{2}\left(t, x_{1}, x_{2}\right)=\arctan \left(2 x_{1}+x_{2}\right)$. Clearly, $f=\left(f_{1}, f_{2}\right)$ satisfying the uniformly Lipschitz condition with a Lipschitz constant $L=2$. By Theorem 1 or 2 , (20) has a unique solution $x \in C\left([0,1], R^{2}\right)$.

Next, $\left|f_{1}\left(t, x_{1}, x_{2}\right)\right| \leq m_{11}\left|x_{1}\right|+m_{12}\left|x_{2}\right|$ and $\left|f_{2}\left(t, x_{1}, x_{2}\right)\right| \leq m_{21}\left|x_{1}\right|+m_{22}\left|x_{2}\right|$ where $m_{11}=1=m_{22}$ and $m_{12}=m_{21}=2$ Set $M=\left(m_{i j}\right) \in \mathbb{R}^{2 \times 2}$, so

$$
M=\left(\begin{array}{ll}
1 & 2 \\
2 & 1
\end{array}\right)
$$

is a nonnegative matrix and $\rho(M)=3$. By Theorem $3, \Lambda(u)=3^{\frac{5}{3}}$.
Example 2. Consider

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{0.6} x_{1}=-x_{1}-0.5 x_{2}+\frac{x_{1}+x_{2}}{1+\left(x_{1}+x_{2}\right)^{2}} \sin \left(x_{1}+x_{2}\right), t \geq 0,  \tag{21}\\
{ }^{c} D_{0^{+}}^{0.5} x_{2}=0.5 x_{1}-x_{2}+\frac{x_{1}+x_{2}}{1+\left(x_{1}+x_{2}\right)^{2}} \arctan \left(x_{1}+x_{2}\right) .
\end{array}\right.
$$

Set $q_{1}=0.6>0.5=q_{2}, \lambda_{1}=\lambda_{2}=1, a_{11}=a_{22}=-1$ and $a_{12}=-0.5, a_{21}=0.5$, $g_{1}\left(x_{1}, x_{2}\right)=\frac{x_{1}+x_{2}}{1+\left(x_{1}+x_{2}\right)^{2}} \sin \left(x_{1}+x_{2}\right), g_{2}\left(x_{1}, x_{2}\right)=\frac{x_{1}+x_{2}}{1+\left(x_{1}+x_{2}\right)^{2}} \arctan \left(x_{1}+x_{2}\right)$ and $u_{1}=u_{2}=0$. Clearly, $g=\left(g_{1}, g_{2}\right)$ satisfies the uniformly Lipschitz condition with a Lipschitz constant $L=2$ and $g((0,0))=(0,0)$ and $\lim _{\left(x_{1}, x_{2}\right) \rightarrow(0,0)} \frac{\left\|g\left(x_{1}, x_{2}\right)\right\|_{\infty}}{\left\|\left(x_{1}, x_{2}\right)\right\|_{\infty}}=0$. We numerically derive

$$
S(1,0.6,05) \doteq 1.0051, \quad S(1,0.5,0,5) \doteq 1
$$

so $\gamma \leq 0.503<1$. By Theorem 4, the zero solution of (21) is asymptotically stable.

## 6. Conclusions

The existence and uniqueness of solutions of (1) are shown along with their stability and asymptotic properties. Theorems 1 and 2 extended the partial case of $q_{i}=q, i=1,2, \cdots, n$ which are known in the related literature. Theorems 3 and 4 are original results. Moreover, Theorems 1, 2, and 3 can be directly extended to infinite dimensional cases. The next step should be to derive an exact solution for scalar linear systems (i.e., (12) with $g=0$ ) and to find an explicit variation of constant formula for nonhomogeneous systems. Of course, a more general stability criterion would also be interesting to find by generalizing ([5] Theorem 2.2), which is just for $q_{1}=\cdots=q_{n}$. Then, a derivation of a Gronwall-type inequality associated to MOFDEs would be challenging as well. This should extend Theorem 4 to infinite dimensional cases.
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#### Abstract

The particular solutions of inhomogeneous differential equations with polynomial coefficients in terms of the Green's function are obtained in the framework of distribution theory. In particular, discussions are given on Kummer's and the hypergeometric differential equation. Related discussions are given on the particular solution of differential equations with constant coefficients, by the Laplace transform.
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## 1. Introduction

In our recent papers [1,2], we are concerned with the solution of Kummer's and hypergeometric differential equations, where complementary solutions expressed by the confluent hypergeometric series and the hypergeometric series, respectively, are obtained, by using the Laplace transform, its analytic continuation, distribution theory and the fractional calculus.

It is the purpose of the present paper, to give the formulas which give the particular solutions of those equations with inhomogeneous term in terms of the Green's function. The differential equation satisfied by the Green's function is expressed with the aid of Dirac's delta function, which is defined in distribution theory, and hence the presentation in distribution theory is adopted.

Let

$$
\begin{equation*}
p_{K}(t, s):=t \cdot s^{2}+(c-b t) s-a b, \tag{1}
\end{equation*}
$$

where $a \in \mathbb{C}, b \in \mathbb{C}$ and $c \in \mathbb{C}$. Then Kummer's differential equation with an inhomogeneous term is given by

$$
\begin{equation*}
p_{K}\left(t, \frac{d}{d t}\right) u(t):=t \cdot \frac{d^{2}}{d t^{2}} u(t)+(c-b t) \cdot \frac{d}{d t} u(t)-a b \cdot u(t)=f(t), t>0 . \tag{2}
\end{equation*}
$$

If $\mathcal{c} \notin \mathbb{Z}$, the basic complementary solutions of Equation (2) are given by

$$
\begin{align*}
& K_{1}(t):={ }_{1} F_{1}(a ; c ; b t),  \tag{3}\\
& K_{2}(t):=t^{1-c}{ }_{1} F_{1}(a-c+1 ; 2-c ; b t) . \tag{4}
\end{align*}
$$

Here ${ }_{1} F_{1}(a ; c ; z)=\sum_{k=0}^{\infty} \frac{(a)_{k}}{k!(c)_{k}} z^{k}$ is the confluent hypergeometric series, $(a)_{k}=\prod_{l=0}^{k-1}(a+l)$ for $k \in \mathbb{Z}_{>0}$, and $(a)_{0}=1$.

We use $\mathbb{R}, \mathbb{C}$ and $\mathbb{Z}$ to denote the sets of all real numbers, of all complex numbers and of all integers, respectively. We also use $\mathbb{R}_{>r}:=\{x \in \mathbb{R} \mid x>r\}, \mathbb{R}_{\geq r}:=\{x \in \mathbb{R} \mid x \geq r\}$ for $r \in \mathbb{R},+\mathbb{C}:=$ $\{z \in \mathbb{C} \mid \operatorname{Re} z>0\}, \mathbb{Z}_{>a}:=\{n \in \mathbb{Z} \mid n>a\}, \mathbb{Z}_{<b}:=\{n \in \mathbb{Z} \mid n<b\}$ and $\mathbb{Z}_{[a, b]}:=\{n \in \mathbb{Z} \mid a \leq n \leq b\}$ for $a \in \mathbb{Z}$ and $b \in \mathbb{Z}$ satisfying $a<b$. We use Heaviside's step function $H(t)$, which is defined by

$$
H(t)= \begin{cases}1, & t>0  \tag{5}\\ 0, & t \leq 0\end{cases}
$$

and when $f(t)$ is defined on $\mathbb{R}_{>\tau}, f(t) H(t-\tau)$ is equal to $f(t)$ for $t>\tau$ and to 0 for $t \leq \tau$.
When $c \in \mathbb{C}$ satisfies $\operatorname{Re}(1-c)>-1$, the solution $K_{2}(t)$ has the Laplace transform:

$$
\begin{equation*}
\hat{K}_{2}(s)=\mathcal{L}\left[K_{2}(t)\right]:=\int_{0}^{\infty} K_{2}(t) e^{-s t} d t \tag{6}
\end{equation*}
$$

and is obtained by solving the Laplace transform of Equation (2). In [1,2], we confirm that the solution $K_{2}(t)$ is obtained by using an analytic continuation of the Laplace transform (AC-Laplace transform) for all nonzero values of $c \in \mathbb{C} \backslash \mathbb{Z}_{>0}$.

The complementary solution of the hypergeometric differential equation, corresponding to $K_{2}(t)$, is found to be obtained by using the Laplace transform series, where the Laplace transforms of the solutions are expresssed by a series of powers of $s^{-1}$ multipied by a power of $s$, which has zero range of convergence. In fact, the series is the asymptotic expansion of Kummer's function $U(a, b, z)$ ([3], Section 13.5), which is discussed also in [4]. Even in that case, by the term-by-term inverse Laplace transform, we obtain the desired result. The calculation was justified by distribution theory [2].

In the present paper, we present the solutions giving particular solutions of Kummer's and the hypergeometric differential equation in terms of the Green's function with the aid of distribution theory.

In Section 2, we present the formulas in distribution theory, which are given in the book of Zemanian ([5], Section 6.3), where the particular solution of differential equation with constant coefficients is obtained. We use them in giving the particular solution of differential equation with polynomial coefficients in terms of the Green's function in Section 3, and the solutions are obtained by this method for Kummer's and the hypergeometric differential equation in Sections 4 and 5, respectively.

In Section 2.2, a formulation of the Laplace transform based on distribution theory is given, which is related with the one in ([5], Section 8.3).The particular solution of differential equation with constant coefficients is obtained by using the AC-Laplace transform in Section 6, which is compared with the formulation of the solution in distribution theory given in Section 3, where the Green's function plays an important role. In Sections 6.1 and 6.2, the solutions of differentaal equations of the first order and of the second order, respectively, are given.

We mention here that there are papers in which systematic study is made on polynomial solutions of inhomogeneous differential equation with polynomial coefficients; see [6] and its references. In the present paper, we are concerned with infinite series solutions. In our preceding papers [7,8] stimulated by Yosida's works [9,10] on Laplace's differential equations, of which typical one is Kummer's equation, we sudied the solution of Kummer's equation and a simple fractional differential equation on the basis of fractional calculus and distribution theory. In [1], we discussed it in terms of the AC-Laplace transform. In [4], we applied the arguments in [1] to the solution of the homogeneous hypergeometric equation. We now discuss the solution of inhomogeneous equations in terms of the Green's function and distribution theory. In [11,12], the solution of inhomogeneous differential equation with constant coefficients is discussed in terms of the Green's function and distribution theory. In Section 6, we discuss it in terms of the Green's function and the AC-Laplace transform, where we obtain the solution which is not obtained with the aid of the usual Laplace transform.

## 2. Preliminaries on Distribution Theory

Distributions in the space $\mathcal{D}^{\prime}$ are first introduced in [5,13-15]. The distributions are either regular ones or their derivatives. A regular distribution $\tilde{f}$ in $\mathcal{D}^{\prime}$ corresponds to a function $f$ which belongs to $\mathcal{L}_{l o c}^{1}(\mathbb{R})$. Here $\mathcal{L}_{\text {loc }}^{1}(\mathbb{R})$ denotes the class of functions which are locally integrable on $\mathbb{R}$. A distribution $\tilde{h}$, which is not a regular one, is expressed as $\tilde{h}(t)=D^{n} \tilde{f}(t)$, by $n \in \mathbb{Z}_{>0}$ and a regular distribution $\tilde{f} \in \mathcal{D}^{\prime}$.

The space $\mathcal{D}$, that is dual to $\mathcal{D}^{\prime}$, is the space of testing functions, which are infinitely differentiable on $\mathbb{R}$ and have a compact support.

Definition 1. A distribution $\tilde{h} \in \mathcal{D}^{\prime}$ is a functional, to which $\langle\tilde{h}, \phi\rangle \in \mathbb{C}$ is associated with every $\phi \in \mathcal{D}$. Let $\tilde{f}$ be the regular distribution which corresponds to a function $f \in \mathcal{L}_{\text {loc }}^{1}(\mathbb{R})$. Then (i):

$$
\begin{equation*}
\langle\tilde{f}, \phi\rangle=\int_{-\infty}^{\infty} f(t) \phi(t) d t \tag{7}
\end{equation*}
$$

and (ii): if $n \in \mathbb{Z}_{>0}, \tilde{h}(t)=D^{n} \tilde{f}(t)$ is such a distribution belonging to $\mathcal{D}^{\prime}$, that

$$
\begin{equation*}
\langle\tilde{h}, \phi\rangle=\left\langle D^{n} \tilde{f}, \phi\right\rangle=\left\langle\tilde{f}, D_{W}^{n} \phi\right\rangle=\int_{-\infty}^{\infty} f(t)\left[D_{W}^{n} \phi(t)\right] d t \tag{8}
\end{equation*}
$$

where $D_{W}^{n} \phi(t)=(-1)^{n} \frac{d^{n}}{d t^{n}} \phi(t)$.
Lemma 1. Let $\tilde{f}$ be as in Definition 1, and $g(t):=\frac{d^{n}}{d t^{n}} f(t)=f^{(n)}(t) \in \mathcal{L}_{\text {loc }}^{1}(\mathbb{R})$, and the distribution which corresponds to $g(t)=f^{(n)}(t)$, be $\tilde{g}(t)$. Then $\tilde{g}(t)=D^{n} \tilde{f}(t)$.

Proof. By using Equations (7) and (8), we have

$$
\begin{equation*}
\langle\tilde{g}, \phi\rangle=\int_{-\infty}^{\infty}\left[\frac{d^{n}}{d t^{n}} f(t)\right] \phi(t) d t=\int_{-\infty}^{\infty} f(t)\left[D_{W}^{n} \phi(t)\right] d t=\left\langle D^{n} \tilde{f}, \phi\right\rangle \tag{9}
\end{equation*}
$$

Lemma 2. $D^{n}$ for $n \in \mathbb{Z}_{>-1}$ are operators in the space $\mathcal{D}^{\prime}$.
Definition 2. Let $H(t)$ be defined by Equation (5), $\tau \in \mathbb{R}$, and $\psi(t)$ be such that $\psi(t) H(t-\tau) \in \mathcal{L}_{\text {loc }}^{1}(\mathbb{R})$. Then the regular distributions which correspond to $H(t-\tau)$ and $\psi(t) H(t-\tau)$ are denoted by $\tilde{H}(t-\tau)$ and $\psi(t) \tilde{H}(t-\tau)$, respectively.

Lemma 3. Let $\tau \in \mathbb{R}$, and $\psi(t)$ be such that $\psi(\tau)=0$ and $\frac{d}{d t}[\psi(t) H(t-\tau)]=\left[\frac{d}{d t} \psi(t)\right] H(t-\tau) \in$ $\mathcal{L}_{\text {loc }}^{1}(\mathbb{R})$. Then

$$
\begin{equation*}
D[\psi(t) \tilde{H}(t-\tau)]=\left[\frac{d}{d t} \psi(t)\right] \tilde{H}(t-\tau) \tag{10}
\end{equation*}
$$

Proof. We confirm this with the aid of Lemma 1 and Definition 2.
Dirac's delta function $\delta(t)$ is defined by

$$
\begin{equation*}
\delta(t)=D \tilde{H}(t) \tag{11}
\end{equation*}
$$

Lemma 4. Let $\tau \in \mathbb{R}$, and $\psi(t)$ be such that $\frac{d}{d t} \psi(t) \cdot H(t-\tau) \in \mathcal{L}_{l o c}^{1}(\mathbb{R})$. Then

$$
D[\psi(t) \tilde{H}(t-\tau)]= \begin{cases}\frac{d}{d t} \psi(t) \cdot \tilde{H}(t-\tau), & \psi(\tau)=0  \tag{12}\\ \frac{d}{d t} \psi(t) \cdot \tilde{H}(t-\tau)+\psi(\tau) \delta(t-\tau), & \psi(\tau) \neq 0\end{cases}
$$

Proof. The lhs is expressed as

$$
D[\psi(t) \tilde{H}(t-\tau)]=D[[\psi(t)-\psi(\tau)] \tilde{H}(t-\tau)]+\psi(\tau) D \tilde{H}(t-\tau)
$$

From this, we obtain Equation (12), with the aid of Lemma 3 and Equation (11).
Corollary 1. Let $\tau \in \mathbb{R}$, and $\psi(t)$ be such that $\frac{d^{2}}{d t^{2}} \psi(t) \cdot H(t-\tau) \in \mathcal{L}_{\text {loc }}^{1}(\mathbb{R})$. Then

$$
\begin{equation*}
D^{2}[\psi(t) \tilde{H}(t-\tau)]=\frac{d^{2}}{d t^{2}} \psi(t) \cdot \tilde{H}(t-\tau)+\psi^{\prime}(\tau) \delta(t-\tau)+\psi(\tau) D \delta(t-\tau) \tag{13}
\end{equation*}
$$

Corollary 2. Let $\tau \in \mathbb{R}, l \in \mathbb{Z}_{>0}, \psi(t)$ be such that $\frac{d^{l}}{d t} \psi(t) \cdot H(t-\tau) \in \mathcal{L}_{l o c}^{1}(\mathbb{R})$, and $\tilde{\psi}_{\tau}(t)=\psi(t) \tilde{H}(t-$ $\tau)$. Then

$$
\begin{equation*}
D^{l} \tilde{\psi}_{\tau}(t)=D^{l}[\psi(t) \tilde{H}(t-\tau)]=\frac{d^{l}}{d t^{l}} \psi(t) \cdot \tilde{H}(t-\tau)+\left\langle D^{l} \hat{\psi}_{\tau}(D)\right\rangle_{0} \delta(t-\tau) \tag{14}
\end{equation*}
$$

([5], Section 6.3), where

$$
\begin{equation*}
\left\langle D^{l} \hat{\psi}_{\tau}(D)\right\rangle_{0}=\sum_{k=0}^{l-1} \psi^{(k)}(\tau) D^{l-k-1} \tag{15}
\end{equation*}
$$

When $l=1$ and $l=2$, we have

$$
\begin{equation*}
\left\langle D \hat{\psi}_{\tau}(D)\right\rangle_{0}=\psi(\tau), \quad\left\langle D^{2} \hat{\psi}_{\tau}(D)\right\rangle_{0}=\psi^{\prime}(\tau)+\psi(\tau) D \tag{16}
\end{equation*}
$$

Equations (16) are obtained by comparing Equation (14) with Equations (12) and (13).
Corollary 3. Let $\tau \in \mathbb{R}, n \in \mathbb{Z}_{>0}, \psi(t)$ be such that $\frac{d^{n}}{d t^{n}} \psi(t) \cdot H(t-\tau) \in \mathcal{L}_{\text {loc }}^{1}(\mathbb{R}), \tilde{\psi}_{\tau}(t):=\psi(t) \tilde{H}(t-\tau)$, and

$$
\begin{equation*}
p_{n}\left(t, \frac{d}{d t}\right) \psi(t):=\sum_{l=0}^{n} a_{l}(t) \frac{d^{l}}{d t^{l}} \psi(t), \tag{17}
\end{equation*}
$$

where $a_{l}(t)$ are polynomials of $t$. Then

$$
\begin{equation*}
p_{n}(t, D) \tilde{\psi}_{\tau}(t):=\sum_{l=0}^{n} a_{l}(t) D^{l} \tilde{\psi}_{\tau}(t)=p_{n}\left(t, \frac{d}{d t}\right) \psi(t) \cdot \tilde{H}(t-\tau)+\sum_{l=1}^{n} a_{l}(t)\left\langle D^{l} \hat{\psi}_{\tau}(D)\right\rangle_{0} \delta(t-\tau) \tag{18}
\end{equation*}
$$

where $\left\langle D^{l} \hat{\psi}_{\tau}(D)\right\rangle_{0}$ are given by Equations (15) and (16).
In estimating the last term of Equation (18), we use the following lemma.
Lemma 5. Let $\tilde{u}(t) \in \mathcal{D}_{R^{\prime}}^{\prime}$ and $h(t)$ be such that $h(t) \phi(t) \in \mathcal{D}_{R}$ if $\phi \in \mathcal{D}_{R}$. Then

$$
\begin{equation*}
h(t) D \tilde{u}(t)=D[h(t) \tilde{u}(t)]-h^{\prime}(t) \tilde{u}(t) . \tag{19}
\end{equation*}
$$

## Proof.

$$
\begin{equation*}
\langle h(t) D \tilde{u}(t), \phi(t)\rangle=\left\langle\tilde{u}(t), D_{W}[h(t) \phi(t)]\right\rangle=\left\langle-h^{\prime}(t) \tilde{u}(t)+D[h(t) \tilde{u}(t)], \phi(t)\right\rangle, \tag{20}
\end{equation*}
$$

since $D_{W}[h(t) \phi(t)]=-h^{\prime}(t) \phi(t)+h(t) D_{W} \phi(t)$.

### 2.1. Fractional Derivative and Distributions in the Space $\mathcal{D}_{R}^{\prime}$

We consider the space $\mathcal{D}_{R}^{\prime}$ [11,12]. A regular distribution in $\mathcal{D}_{R}^{\prime}$ is such a distribution that it corresponds to a function which is locally integrable on $\mathbb{R}$ and has a support bounded on the left. A distribution $\tilde{h}$, which is not a regular one, is expressed as $\tilde{h}(t)=D^{n} \tilde{f}(t)$, by $n \in \mathbb{Z}_{>0}$ and a regular distribution $\tilde{f} \in \mathcal{D}_{R}^{\prime}$. The space $\mathcal{D}_{R}$, that is dual to $\mathcal{D}_{R}^{\prime}$, is the space of testing functions, which are infinitely differentiable on $\mathbb{R}$ and have a support bounded on the right.

We consider the Riemann-Liouville fractional integral and derivatives ${ }_{c} D_{R}^{\mu} f(z)$ of order $\mu \in \mathbb{C}$, when we may usually discuss the derivative $\frac{d^{n}}{d z^{n}} f(z)=f^{(n)}(z)$ of order $n \in \mathbb{Z}_{>0}$; see [16] and ([17], Section 2.3.2). In the following definition, $P(c, z)$ is the path from $c \in \mathbb{C}$ to $z \in \mathbb{C}$, and $\mathcal{L}^{1}(P(c, z))$ is the class of functions which are integrable on $P(c, z)$, and $\lfloor x\rfloor$ for $x \in \mathbb{R}$ denotes the greatest integer not exceeding $x$. In the following study, we choose the value $c=0$.

Definition 3. Let $c \in \mathbb{C}, z \in \mathbb{C}, f(\zeta) \in \mathcal{L}^{1}(P(c, z))$, and $f(\zeta)$ be continuous in a neighborhood of $\zeta=z$. Then the Riemann-Liouville fractional integral of order $\lambda \in+\mathbb{C}$ is defined by

$$
\begin{equation*}
{ }_{c} D_{R}^{-\lambda} f(z)=\frac{1}{\Gamma(\lambda)} \int_{c}^{z}(z-\zeta)^{\lambda-1} f(\zeta) d \zeta \tag{21}
\end{equation*}
$$

and the Riemann-Liouville fractional derivative of order $\mu \in \mathbb{C}$ satisfying $\operatorname{Re} \mu \geq 0$ is defined by

$$
\begin{equation*}
{ }_{c} D_{R}^{\mu} f(z)={ }_{c} D_{R}^{m}\left[{ }_{c} D_{R}^{\mu-m} f(z)\right], \tag{22}
\end{equation*}
$$

when the rhs exists, where $m=\lfloor\operatorname{Re} \mu\rfloor+1$, and ${ }_{c} D_{R}^{m} f(z)=\frac{d^{m}}{d z^{m}} f(z)=f^{(m)}(z)$ for $m \in \mathbb{Z}_{>-1}$.
Definition 4. Let $\lambda \in+\mathbb{C}$, and $\tilde{f}$ be a regular distribution in $\mathcal{D}_{R}^{\prime}$, that corresponds to a function $f$. Then we have a regular distribution which corresponds to ${ }_{0} D_{R}^{-\lambda} f(t)$. We denote it $D^{-\lambda} \tilde{f}(t)$, and then

$$
\begin{equation*}
\left\langle D^{-\lambda} \tilde{f}, \phi\right\rangle=\int_{-\infty}^{\infty}\left[{ }_{0} D_{R}^{-\lambda} f(t)\right] \phi(t) d t=\left\langle\tilde{f}, D_{W}^{-\lambda} \phi\right\rangle=\int_{-\infty}^{\infty} f(x)\left[D_{W}^{-\lambda} \phi(x)\right] d x \tag{23}
\end{equation*}
$$

for every $\phi \in \mathcal{D}_{R}$. Then by using Equation (21) in the second member of Equation (23), we obtain

$$
\begin{equation*}
D_{W}^{-\lambda} \phi(x)=\frac{1}{\Gamma(\lambda)} \int_{x}^{\infty}(t-x)^{\lambda-1} \phi(t) d t . \tag{24}
\end{equation*}
$$

This formula shows that $D_{W}^{-\lambda} \phi$ does not belong to $\mathcal{D}$, even when $\phi \in \mathcal{D}$. As a consequence, the operator $D^{-\lambda}$ corresponding ${ }_{c} D_{R}^{-\lambda}$ cannot be an operator in the space $\mathcal{D}^{\prime}$, but we can confirm that it is an operator in the space $\mathcal{D}_{R}^{\prime}$.

Definition 5. Let $\tilde{h}(t) \in \mathcal{D}_{R}^{\prime}, m \in \mathbb{Z}_{>-1}, \lambda \in+\mathbb{C}, \mu=m-\lambda$ and $D^{\mu}=D^{m} D^{-\lambda}$. Then we have $D^{\mu} \tilde{h} \in \mathcal{D}_{R}^{\prime}$, which satisfies

$$
\begin{equation*}
\left\langle D^{\mu} \tilde{h}, \phi\right\rangle=\left\langle\tilde{h}, D_{W}^{\mu} \phi\right\rangle, \tag{25}
\end{equation*}
$$

for every $\phi \in \mathcal{D}_{R}$, where $D_{W}^{\mu}=D_{W}^{-\lambda} D_{W}^{m}$.
In solving a differential equation, we assume that the solution $u(t)$ and the inhomogeneous part $f(t)$ for $t>0$, are expressed as a linear combination of

$$
\begin{equation*}
g_{v}(t):=\frac{1}{\Gamma(v)} t^{v-1}, \quad v \in \mathbb{C} \backslash \mathbb{Z}_{<1} \tag{26}
\end{equation*}
$$

where $\Gamma(v)$ is the gamma function. The Laplace transform of $g_{v}(t)$ is given by $\mathcal{L}\left[g_{v}(t)\right]=s^{-v}$ if $v \in{ }_{+} \mathbb{C}$. We introduce the analytic continuation of the Laplace transform (AC-Laplace transform) of $g_{v}(t)$, which is expressed by $\mathcal{L}_{H}\left[g_{v}(t)\right]$, as in [1,2], such that

$$
\begin{equation*}
\hat{g}_{v}(s)=\mathcal{L}_{H}\left[g_{v}(t)\right]=s^{-v}, \quad v \in \mathbb{C} \backslash \mathbb{Z}_{<1} \tag{27}
\end{equation*}
$$

We often use the following formula $[1,2]$.
Lemma 6. Let $v \in \mathbb{C} \backslash \mathbb{Z}_{<1}$ and $\mu \in \mathbb{C}$. Then for $t \in \mathbb{R}_{>0}$, we have

$$
{ }_{0} D_{R}^{\mu} g_{v}(t)= \begin{cases}g_{v-\mu}(t), & v-\mu \in \mathbb{C} \backslash \mathbb{Z}_{<1},  \tag{28}\\ 0, & v-\mu \in \mathbb{Z}_{<1} .\end{cases}
$$

Condition 1. A function of $t \in \mathbb{R}$ multiplied by $H(t)$, e.g. $u(t) H(t)$, is expressed as a linear combination of $g_{v}(t) H(t)$ for $v \in S$, where $S$ is an enumerable set of $v \in \mathbb{C} \backslash \mathbb{Z}_{<1}$ satisfying $\operatorname{Re} v>-M$ for some $M \in \mathbb{Z}_{>-1}$.

When $u(t)$ satisfies Condition 1, it is expressed as follows:

$$
\begin{equation*}
u(t)=\sum_{v \in S} u_{v-1} g_{v}(t)=\sum_{v \in S} u_{v-1} \frac{1}{\Gamma(v)} t^{v-1} \tag{29}
\end{equation*}
$$

where $u_{v-1} \in \mathbb{C}$ are constants. When $\hat{u}(s)=\mathcal{L}_{H}[u(t)]$ exists, it is expressed by

$$
\begin{equation*}
\hat{u}(s)=\sum_{v \in S} u_{v-1} \hat{g}_{v}(s)=\sum_{v \in S} u_{v-1} s^{-v} . \tag{30}
\end{equation*}
$$

Definition 6. Let $g_{v}(t)$ and $\hat{g}_{v}(s)$ be given by Equations (26) and (27), respectively. Then $\tilde{g}_{v}(t) \in \mathcal{D}_{R}^{\prime}$ is defined by

$$
\begin{equation*}
\tilde{g}_{v}(t)=\hat{g}_{v}(D) \delta(t)=D^{-v} \delta(t), \quad v \in \mathbb{C} \backslash \mathbb{Z}_{<1} \tag{31}
\end{equation*}
$$

and is denoted by $g_{v}(t) \tilde{H}(t)$.
Remark 1. When $v \in{ }_{+} \mathbb{C}$, we can confirm that $\tilde{g}_{v}(t)=g_{v}(t) \tilde{H}(t)$ is a regular distribution which corresponds to $g_{v}(t) H(t)$, as

$$
\begin{aligned}
\left\langle\tilde{g}_{v}, \phi\right\rangle & =\left\langle D^{-v} \delta(t), \phi(t)\right\rangle=\left\langle D^{-v+1} \tilde{H}(t), \phi(t)\right\rangle=\int_{-\infty}^{\infty} H(t)\left[D_{W}^{-v+1} \phi(t)\right] d t \\
& =\int_{-\infty}^{\infty}\left[{ }_{0} D_{R}^{-v+1} H(t)\right] \phi(t) d t=\int_{-\infty}^{\infty}\left[g_{v}(t) H(t)\right] \phi(t) d t
\end{aligned}
$$

with the aid of Equations (9), (11) and (23), Definition 5, and formulas $g_{1}(t)=1, g_{v}(t)={ }_{0} D_{R}^{-v+1} g_{1}(t)$ and $g_{1}(t)={ }_{0} D_{R}^{v-1} g_{v}(t)$ for $v \in \mathbb{C} \backslash \mathbb{Z}_{<1}$, which are obtained from Equations (26) and (28).

Lemma 7. Let $g_{v}(t), \hat{g}_{v}(s)$ and $\tilde{g}_{v}(t)$ be as in Definition 6. Then for $\mu \in \mathbb{C}$, we have

$$
\begin{equation*}
D^{\mu} \tilde{g}_{v}(t)={ }_{0} D_{R}^{\mu} g_{v}(t) \cdot \tilde{H}(t)+\left\langle D^{\mu} \hat{g}_{v}(D)\right\rangle_{0} \delta(t) \tag{32}
\end{equation*}
$$

where

$$
\left\langle D^{\mu} \hat{g}_{v}(D)\right\rangle_{0}= \begin{cases}D^{m}, & m=\mu-v \in \mathbb{Z}_{>-1}  \tag{33}\\ 0, & \mu-v \notin \mathbb{Z}_{>-1}\end{cases}
$$

Proof. By using Equations (28) and (31), we confirm Equation (32).

Lemma 8. Let $u(t)$ and $\hat{u}(s)=\mathcal{L}_{H}[u(t)]$ be expressed by Equations (29) and (30), respectively. Then $\tilde{u}(t)=$ $u(t) \tilde{H}(t) \in \mathcal{D}_{R}^{\prime}$ is expressed as

$$
\begin{equation*}
\tilde{u}(t)=\sum_{v \in S} u_{v-1} \tilde{g}_{v}(t)=\sum_{v \in S} u_{v-1} \hat{g}_{v}(D) \delta(t)=\hat{u}(D) \delta(t) \tag{34}
\end{equation*}
$$

in accordance with Definition 6.
Lemma 9. Let $l \in \mathbb{Z}_{>0}, u(t)$ be expressed by Equation (29), $\tilde{u}(t):=u(t) \tilde{H}(t)$, and $\hat{u}(s):=\mathcal{L}_{H}[u(t)]$. Then

$$
\begin{equation*}
D^{l} \tilde{u}(t)=D^{l}[u(t) \tilde{H}(t)]=\frac{d^{l}}{d t^{l}} u(t) \cdot \tilde{H}(t)+\left\langle D^{l} \hat{u}(D)\right\rangle_{0} \delta(t) \tag{35}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\langle D^{l} \hat{u}(D)\right\rangle_{0}=\sum_{k=0}^{l-1} u_{k} D^{l-k-1} \tag{36}
\end{equation*}
$$

When $l=1,2$ and 3 , we have

$$
\begin{equation*}
\langle D \hat{u}(D)\rangle_{0}=u_{0}, \quad\left\langle D^{2} \hat{u}(D)\right\rangle_{0}=u_{0} D+u_{1}, \quad\left\langle D^{3} \hat{u}(D)\right\rangle_{0}=u_{0} D^{2}+u_{1} D+u_{2} . \tag{37}
\end{equation*}
$$

Proof. By using Equation (34) for $\tilde{u}(t)$, and Lemma 7 for $\mu=l \in \mathbb{Z}_{>0}$, we have contributions to $\left\langle D^{l} \hat{u}(D)\right\rangle_{0} \delta(t)$ from the terms of $v-1=k \in \mathbb{Z}_{>-1}$ and $m=l-k-1 \in \mathbb{Z}_{>-1}$ in Equation (35).

Remark 2. Even when the series on the rhs of Equation (30) does not converge for any s, the series on the rhs of Equation (34) may converge in an interval of t on $\mathbb{R}$. In such a case, we use $\hat{u}(s)$ to represent the series on the rhs of Equation (30).

### 2.2. Fractional Derivative and Distributions in the Space $\mathcal{D}_{W}^{\prime}$

We adopt the space $\mathcal{D}_{W}^{\prime}$ of distributions, such that regular ones correspond to functions which may increase slower than $e^{\epsilon t}$ for all $\epsilon \in \mathbb{R}_{>0}$ as $t \rightarrow \infty$. Then the dual space $\mathcal{D}_{W}$ consists of functions which are infinitely differentiable on $\mathbb{R}$ and decay more rapidly than $t^{-N}$ for all $N \in \mathbb{Z}_{>0}$ as $t \rightarrow \infty$.

Remark 3. In the book of Miller and Ross ([18], Chapter VII), one chapter is used to discuss the Weyl fractional integral and differentiation in the space $\mathcal{D}_{W}$, where notation $W^{\mu} g(t)$ is used in place of $D_{W}^{\mu} g(t)$ for $\mu \in \mathbb{R}$ and $\phi \in \mathcal{D}_{W}$.

Lemma 10. Let $m \in \mathbb{Z}_{>-1}, \lambda \in{ }_{+} \mathbb{C}$ and $\mu=m-\lambda$. Then

$$
\begin{equation*}
D_{W}^{m} e^{-s t}=s^{m} e^{-s t}, \quad D_{W}^{-\lambda} e^{-s t}=s^{-\lambda} e^{-s t}, \quad D_{W}^{\mu} e^{-s t}=s^{\mu} e^{-s t} \tag{38}
\end{equation*}
$$

Proof. The second equation is confirmed with the aid of Equation (24). The third equation is confirmed with the aid of Definition 5, which states $D_{W}^{\mu}=D_{W}^{-\lambda} D_{W}^{m}$.

Lemma 11. Let $\tilde{u}(t)=u(t) \tilde{H}(t)$ be a regular distribution in $\mathcal{D}_{W}^{\prime}$, that corresponds to function $u(t) H(t)$, $\hat{u}(s)=\mathcal{L}[u(t)]=\int_{0}^{\infty} u(t) e^{-s t} d t$, and $\tilde{w}(t)$ and $\hat{w}(s)$ be given by $\tilde{w}(t)=D^{l} \tilde{u}(t)$ and $\hat{w}(s)=s^{l} \hat{u}(s)$ for $l \in \mathbb{Z}_{>0}$. Then for $\mu \in \mathbb{C}$, we have

$$
\begin{equation*}
\text { (i) }\left\langle\tilde{u}(t), e^{-s t}\right\rangle=\hat{u}(s), \quad \text { (ii) }\left\langle D^{\mu} \tilde{u}(t), e^{-s t}\right\rangle=s^{\mu} \hat{u}(s), \quad \text { (iii) }\left\langle t D^{\mu} \tilde{u}(t), e^{-s t}\right\rangle=-\frac{d}{d s}\left[s^{\mu} \hat{u}(s)\right] \text {, } \tag{39}
\end{equation*}
$$

and also these equations with $\tilde{u}(t)$ and $\hat{u}(s)$ replaced by $\tilde{w}(t)$ and $\hat{w}(s)$, respectively.

Proof. The lhs of these equations are expressed as follows: (i) $\left\langle\tilde{u}(t), e^{-s t}\right\rangle=\int_{-\infty}^{\infty} u(t) H(t) e^{-s t} d t=$ $\mathcal{L}[u(t)]=\hat{u}(s)$, (ii) $\left\langle D^{\mu} \tilde{u}(t), e^{-s t}\right\rangle=\left\langle\tilde{u}(t), D_{W}^{\mu} e^{-s t}\right\rangle=s^{\mu}\left\langle\tilde{u}(t), e^{-s t}\right\rangle=s^{\mu} \hat{u}(s)$, and (iii) $\left\langle t D^{\mu} \tilde{u}(t), e^{-s t}\right\rangle=\left\langle D^{\mu} \tilde{u}(t), t e^{-s t}\right\rangle=-\frac{d}{d s}\left\langle D^{\mu} \tilde{u}(t), e^{-s t}\right\rangle=-\frac{d}{d s}\left[s^{\mu} \hat{u}(s)\right]$.

This lemma shows that the formulas in Equation (39) are valid for all distributions $\tilde{u}(t) \in \mathcal{D}_{W}^{\prime}$.
Corollary 4. Let the condition of Lemma 6 be satisfied. Then $\delta(t) \in \mathcal{D}_{W}^{\prime}, \tilde{g}_{v}(t) \in \mathcal{D}_{W}^{\prime}$ for $v \in \mathbb{C} \backslash \mathbb{Z}_{<1}$, and

$$
\begin{gather*}
\left\langle\tilde{H}(t), e^{-s t}\right\rangle=\frac{1}{s} ;\left\langle\delta(t), e^{-s t}\right\rangle=1 \\
\left\langle\tilde{g}_{v}(t), e^{-s t}\right\rangle=\left\langle\hat{g}_{v}(D) \delta(t), e^{-s t}\right\rangle=\hat{g}_{v}(s)=s^{-v} \tag{40}
\end{gather*}
$$

Proof. $\left\langle\delta(t), e^{-s t}\right\rangle=\left\langle D \tilde{H}(t), e^{-s t}\right\rangle=\left\langle\tilde{H}(t), D_{W} e^{-s t}\right\rangle=s^{-1} s=1$.
Corollary 5. Let $\tilde{u}(t) \in \mathcal{D}_{W}^{\prime}$ be expressed as $\tilde{u}(t)=\hat{u}(D) \delta(t)$. Then

$$
\begin{equation*}
\left\langle\tilde{u}(t), e^{-s t}\right\rangle=\left\langle\hat{u}(D) \delta(t), e^{-s t}\right\rangle=\hat{u}(s) \tag{41}
\end{equation*}
$$

Lemma 12. Let $l \in \mathbb{Z}_{>0}, u(t)$ be expressed by Equation (29), and $\hat{u}(s):=\mathcal{L}_{H}[u(t)]$. Then

$$
\begin{equation*}
s^{l} \hat{u}(s)=\mathcal{L}_{H}\left[\frac{d^{l}}{d t^{l}} u(t)\right]+\left\langle s^{l} \hat{u}(s)\right\rangle_{0}, \tag{42}
\end{equation*}
$$

where $\left\langle s^{l} \hat{u}(s)\right\rangle_{0}$ are given by Equations (36) and (37) with $D$ replaced by $s$.
Proof. We put $\tilde{u}(t)=u(t) \tilde{H}(t)$, and then we have Equation (35). Applying Lemma 11 and Corollary 5 to Equation (35), we obtain Equation (42).

Remark 4. In the book by Zemanian ([5], Section 8.3), he discussed the Laplace transform by adopting the space $\mathcal{D}_{L}^{\prime}$ of distributions, such that regular ones correspond to functions which may increase slower than $e^{(\lambda+\epsilon) t}$ for all $\epsilon \in \mathbb{R}_{>0}$ as $t \rightarrow \infty$, for a fixed $\lambda \in \mathbb{R}_{>0}$. Then the dual space $\mathcal{D}_{L}$ consists of functions which are infinitely differentiable on $\mathbb{R}$ and decay more rapidly than $e^{-\lambda t} t^{-N}$ for all $N \in \mathbb{Z}_{>0}$ as $t \rightarrow \infty$. Then the above formulas in the present section are valid when $\operatorname{Re} s>\lambda$. We here adopt the case when $\lambda=0$.

Remark 5. Let $u(t)$ and $\tilde{u}(t)$ be expressed by Equations (29) and (34), respectively. Then $\tilde{u}(t)$ does not usually belongs to $\mathcal{D}_{W}^{\prime}$. Even in that case, we use the following equation:

$$
\begin{equation*}
\left\langle\tilde{u}(t), e^{-s t}\right\rangle=\left\langle\hat{u}(D) \delta(t), e^{-s t}\right\rangle=\sum_{v \in S} u_{v-1}\left\langle\tilde{g}_{v}(t), e^{-s t}\right\rangle=\sum_{v \in S} u_{v-1} \hat{g}_{v}(s)=\hat{u}(s) \tag{43}
\end{equation*}
$$

### 2.3. Some Primitive Leibniz's formulas

Lemma 13. Let $\tilde{u}(t)=\hat{u}(D) \delta(t) \in \mathcal{D}_{R}^{\prime}$, and $\mu \in \mathbb{C}$. Then we have two special ones of Leibniz's formula:

$$
\begin{align*}
D^{\mu}[t \tilde{u}(t)] & =t D^{\mu} \tilde{u}(t)+\mu D^{\mu-1} \tilde{u}(t)=(t D+\mu) D^{\mu-1} \tilde{u}(t),  \tag{44}\\
D^{\mu}\left[t^{2} \tilde{u}(t)\right] & =t^{2} D^{\mu} \tilde{u}(t)+2 \mu t D^{\mu-1} \tilde{u}(t)+\mu(\mu-1) D^{\mu-2} \tilde{u}(t) \\
& =\left(t^{2} D^{2}+2 \mu t D+\mu(\mu-1)\right) D^{\mu-2} \tilde{u}(t) . \tag{45}
\end{align*}
$$

Proof. Lemma 11 shows that when Equation (44) is satisfied, we have

$$
\begin{equation*}
s^{\mu}\left[-\frac{d}{d s} \hat{u}(s)\right]=-\frac{d}{d s}\left[s^{\mu} \hat{u}(s)\right]+\mu s^{\mu-1} \hat{u}(s), \tag{46}
\end{equation*}
$$

which is confirmed since $-\frac{d}{d s}\left[s^{\mu} \hat{\mathcal{u}}(s)\right]=-\mu s^{\mu-1} \hat{\mathcal{u}}(s)-s^{\mu} \frac{d}{d s} \hat{u}(s)$. Formula (45) is obtained with the aid of Equation (44).

## 3. Green's Function for Inhomogeneous Differential Equations with Polynomial Coefficients

In Sections 4 and 5, we study the solution $u(t)$ of inhomogeneous differential equations with polynomial coefficients:

$$
\begin{equation*}
p_{n}\left(t, \frac{d}{d t}\right) u(t):=\sum_{l=0}^{n} a_{l}(t) \frac{d^{l}}{d t^{l}} u(t)=f(t), \quad t>0 \tag{47}
\end{equation*}
$$

where $n \in \mathbb{Z}_{>0}$, and $a_{l}(t)$ are polynomials of $t$ satisfying $a_{0}(t) \neq 0$ and $a_{n}(t) \neq 0$.
For the inhomogeneous term $f(t)$, we consider the following three cases.

## Condition 2.

(i) $\quad f(t)$ is a locally integrable function on $\mathbb{R}_{\geq 0}$,
(ii) $\quad f(t)={ }_{0} D_{R}^{\beta} f_{\beta}(t)$ satisfies Condition 1 , where $f_{\beta}(t)$ is a locally integrable function on $\mathbb{R}_{\geq 0}$,
(iii) $f(t)=g_{v}(t)=\frac{1}{\Gamma(v)} t^{v-1}$, and $\tilde{f}(t)=f(t) \tilde{H}(t)=\hat{f}(D) \delta(t)=\hat{g}_{v}(D) \delta(t)=D^{-v} \delta(t)$, for $v \in \mathbb{C} \backslash \mathbb{Z}_{<1}$.

Lemma 14. Let $u(t)$ be a solution of Equation (47), which is expressed by Equation (29). Then the differential equation satisfied by distribution $\tilde{u}(t):=u(t) \tilde{H}(t)$ is

$$
\begin{align*}
p_{n}(t, D) \tilde{u}(t): & =\sum_{l=0}^{n} a_{l}(t) D^{l} \tilde{u}(t)=p_{n}\left(t, \frac{d}{d t}\right) u(t) \cdot \tilde{H}(t)+\sum_{l=1}^{n} a_{l}(t)\left\langle D^{l} \hat{u}(D)\right\rangle_{0} \delta(t) \\
& =\tilde{f}(t)+\sum_{l=1}^{n} a_{l}(t)\left\langle D^{l} \hat{u}(D)\right\rangle \delta(t) \tag{48}
\end{align*}
$$

where $\tilde{f}(t)=f(t) \tilde{H}(t)$, and $\left\langle D^{l} \hat{u}(D)\right\rangle_{0}$ are given by Equations (36) and (37).
Proof. Equation (48) is obtained by using Equation (35).
Lemma 15. Let Condition 2(i) be satisfied. Then $\tilde{f}(t)=f(t) \tilde{H}(t)$, which corresponds to $f(t) H(t)$, is expressed as

$$
\begin{equation*}
\tilde{f}(t)=\int_{0}^{\infty} \delta(t-\tau) f(\tau) d \tau \tag{49}
\end{equation*}
$$

Proof. The rhs is equal to the lhs, since

$$
\begin{aligned}
& \left\langle\int_{0}^{\infty} \delta(t-\tau) f(\tau) d \tau, \phi(t)\right\rangle=-\int_{-\infty}^{\infty}\left[\int_{0}^{\infty} H(t-\tau) f(\tau) d \tau\right] \phi^{\prime}(t) d t \\
& \quad=-\int_{0}^{\infty} f(\tau)\left[\int_{-\infty}^{\infty} H(t-\tau) \phi^{\prime}(t) d t\right] d \tau=\int_{-\infty}^{\infty} f(\tau) H(\tau) \phi(\tau) d \tau=\langle\tilde{f}, \phi\rangle
\end{aligned}
$$

where $\phi \in \mathcal{D}_{R}$.
Definition 7. For Equation (47), the Green's function $G(t, \tau)$ for $\tau \in \mathbb{R}_{\geq 0}$ is such that $G(t, \tau)=G(t, \tau) H(t-\tau)$, and $\tilde{G}(t, \tau)=G(t, \tau) \tilde{H}(t-\tau)$ satisfies

$$
\begin{equation*}
p_{n}(t, D) \tilde{G}(t, \tau)=\delta(t-\tau) \tag{50}
\end{equation*}
$$

Lemma 16. The Green's function $G(t, \tau)$ for Equation (47) satisfies

$$
\begin{equation*}
p_{n}\left(t, \frac{d}{d t}\right) G(t, \tau)=\sum_{l=0}^{n} a_{l}(t) \frac{d^{l}}{d t^{l}} G(t, \tau)=0, \quad t>\tau \tag{51}
\end{equation*}
$$

and $G(t, \tau)=0$ for $t<\tau$. The values of $G(t, \tau)$ and its derivatives at $t=\tau$ are determined by

$$
\begin{equation*}
\sum_{l=1}^{n} a_{l}(t)\left\langle D^{l} \hat{G}(D, \tau)\right\rangle_{0} \delta(t-\tau)=\delta(t-\tau) \tag{52}
\end{equation*}
$$

where $\left\langle D^{l} \hat{G}(D, \tau)\right\rangle_{0}$ is given by Equations (15) and (16) with $\hat{\psi}_{\tau}(D)$ and $\tilde{\psi}_{\tau}(t)$ replaced by $\hat{G}(D, \tau)$ and $\tilde{G}(t, \tau)$, respectively.

Proof. This is confirmed by comparing Equation (50) with Equation (18), where $\psi(t), \hat{\psi}_{\tau}(D)$ and $\tilde{\psi}_{\tau}(t)$ are replaced by $G(t, \tau), \hat{G}(D, \tau)$ and $\tilde{G}(t, \tau)$, respectively.

Lemma 17. $\tilde{u}_{f}(t)$ given by

$$
\begin{equation*}
\tilde{u}_{f}(t)=\int_{0}^{\infty} \tilde{G}(t, \tau) f(\tau) d \tau \tag{53}
\end{equation*}
$$

is a particular solution of Equation (48) for the term $\tilde{f}(t)$.
Proof. By using the rhs of Equation (53) in the lhs of Equation (48), we obtain $f(t) \tilde{H}(t)$ by using Equations (50) and (49).

Lemma 18. Let $G(t, \tau)$ be defined by Definition 7 for Equation (47), Condition 2(i) be satisfied, and $u_{f}(t)$ be given by

$$
\begin{equation*}
u_{f}(t)=\int_{0}^{t} G(t, \tau) f(\tau) d \tau \tag{54}
\end{equation*}
$$

Then $u_{f}(t)$ and $\tilde{u}_{f}(t)=u_{f}(t) \tilde{H}(t)$ are particular solutions of Equations (47) and (48), respectively.
Proof. We show that when $\tilde{u}_{f}(t)$ and $u_{f}(t)$ are defined by Equations (53) and (54), respectively, $\tilde{u}_{f}(t)=u_{f}(t) \tilde{H}(t)$. This is confirmed as follows:

$$
\begin{align*}
\left\langle\tilde{u}_{f}(t), \phi\right\rangle & =\int_{0}^{\infty}\left[\int_{-\infty}^{\infty} G(t, \tau) H(t-\tau) \phi(t) d t\right] f(\tau) d \tau  \tag{55}\\
& =\int_{-\infty}^{\infty}\left[\int_{0}^{t} G(t, \tau) f(\tau) d \tau\right] H(t) \phi(t) d t=\left\langle u_{f}(t) \tilde{H}(t), \phi(t)\right\rangle
\end{align*}
$$

where $\phi \in \mathcal{D}_{R}$. The proof of the lemma is completed with the aid of Lemmas 17 and 14 .
Green's Function for Inhomogeneous Differential Equations with Constant Coefficients
We now consider the case when $a_{l}(t)$ do not depend on $t$, and hence in place of Equation (47), we have

$$
\begin{equation*}
p_{n}\left(\frac{d}{d t}\right) u(t):=\sum_{l=0}^{n} a_{l} \frac{d^{l}}{d t^{l}} u(t)=f(t), \quad t>0, \tag{56}
\end{equation*}
$$

where $n \in \mathbb{Z}_{>0}$, and $a_{l} \in \mathbb{C}$ are constants satisfying $a_{0} \neq 0$ and $a_{n} \neq 0$. When we use the formulas in the preceding section, we assume that $a_{l}(t)$ and $p_{n}\left(t, \frac{d}{d t}\right)$ represent $a_{l}$ and $p_{n}\left(\frac{d}{d t}\right)$, respectively. In place of Equation (48), we have

$$
\begin{equation*}
p_{n}(D) \tilde{u}(t):=\sum_{l=0}^{n} a_{l} D^{l} \tilde{u}(t)=\tilde{f}(t)+\sum_{l=1}^{n} a_{l}\left\langle D^{l} \hat{u}(D)\right\rangle_{0} \delta(t), \tag{57}
\end{equation*}
$$

where $\tilde{f}(t)=f(t) \tilde{H}(t)=\hat{f}(D) \delta(t)$, and $\left\langle D^{l} \hat{u}(D)\right\rangle_{0}$ are given by Equations (36) and (37).

We denote the solution $G(t, 0)$ obtained by Definition 7, by $G(t)$. Then $\tilde{G}(t)=G(t) \tilde{H}(t)$ satisfies

$$
\begin{equation*}
p_{n}(D) \tilde{G}(t)=\delta(t) \tag{58}
\end{equation*}
$$

By using this equation, we confirm the following lemma.
Lemma 19. $\tilde{u}(t)$ given by

$$
\begin{equation*}
\tilde{u}(t)=\hat{f}(D) \tilde{G}(t)+\sum_{l=1}^{n} a_{l}\left\langle D^{l} \hat{u}(D)\right\rangle_{0} \tilde{G}(t) \tag{59}
\end{equation*}
$$

is a solution of Equation (57).
Proof. Putting $\tilde{u}(t)$ given by Equation (59) on the lhs of Equation (57) and using Equation (58), we confirm that Equation (57) is satisfied.

By Lemma 16, we have
Lemma 20. Let $G(t)$ be defined by

$$
\begin{equation*}
p_{n}\left(\frac{d}{d t}\right) G(t):=\sum_{l=0}^{n} a_{l} \frac{d^{l}}{d t^{l}} G(t)=\frac{d}{d t} H(t)=0, \quad t>0, \tag{60}
\end{equation*}
$$

and the initial values of $G(t)$ and its derivatives satisfy $\sum_{l=1}^{n} a_{l}\left\langle D^{l} \hat{G}(D)\right\rangle_{0}=1$, so that

$$
\begin{equation*}
a_{n} G^{(n-1)}(0)=H(0)=1 ; \quad G^{(l)}(0)=0, \quad\left(l \in \mathbb{Z}_{[0, n-2]}, n \in \mathbb{Z}_{>1}\right) \tag{61}
\end{equation*}
$$

Then $\tilde{G}(t)=G(t) \tilde{H}(t)$ satisfies (58), and $\tilde{G}(t, \tau)=G(t-\tau) H(t-\tau)$ for $\tau \geq 0$ satisfies Definition 7 if $p_{n}(t, D)=p_{n}(D)$.

Proof. By comparing Equations (50) and (58), we confirm the last statement.
Lemma 21. Let Condition 2(i) be satisfied, and $u(t)$ be given by

$$
\begin{equation*}
u(t)=u_{f}(t)+\sum_{l=1}^{n} a_{l}\left\langle\frac{d^{l}}{d t^{l}} \hat{u}\left(\frac{d}{d t}\right)\right\rangle_{0} G(t) \tag{62}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{f}(t)=\int_{0}^{t} G(t-\tau) f(\tau) d \tau \tag{63}
\end{equation*}
$$

Then $u(t)$ and $\tilde{u}(t)=u_{f}(t) \tilde{H}(t)$ are solutions of Equations (56) and (57), respectively.
Proof. Equation (63) follows from Lemma 18.
Remark 6. In ([5], Section 6.3), the solution of an inhomogeneous differential equation with constant coefficients is discussed, where the formulas in Corollary 2, Formulas (60) and (61) for the Green's function and Formula (62) for the solution, are presented.

## 4. Particular Solution of Kummer's Differential Equation

Kummer's differential equation with an inhomogeneous term $f(t)$ is given in Equation (2). If $f(t)=0$ and $c \notin \mathbb{Z}$, the basic solutions $K_{1}(t)$ and $K_{2}(t)$ of Equation (2) are given by Equations (3) and (4).

We now obtain a particular solution of this equation by the method stated in Section 3.
4.1. Green's Function for Kummer's Differential Equation in which Condition 2(i) Is Satisfied The following two lemmas are proved in Section 4.4.

Lemma 22. Let $u(t)$ be the solution of Equation (2), which is expressed by Equation (29). Then the differential equation satisfied by $\tilde{u}(t)=u(t) \tilde{H}(t)$ is given by

$$
\begin{equation*}
p_{K}(t, D) \tilde{u}(t)=f(t) \tilde{H}(t)+u_{0}(c-1) \delta(t) . \tag{64}
\end{equation*}
$$

Lemma 23. Let $K_{1}(t)$ and $K_{2}(t)$ be given by Equations (3) and (4), and $\psi_{K}(t, \tau)$ for fixed $\tau>0$ be given by

$$
\begin{equation*}
\psi_{K}(t, \tau):=c_{1}(\tau) \cdot K_{1}(t)+c_{2}(\tau) \cdot K_{2}(t), \tag{65}
\end{equation*}
$$

where $c_{1}(\tau)$ and $c_{2}(\tau)$ are constants which are so chosen that $\psi_{K}(t, \tau)=0$ when $t=\tau$. Then $G_{K}(t, 0)$ and $G_{K}(t, \tau)$ given by

$$
\begin{equation*}
G_{K}(t, 0)=\frac{1}{c-1} \cdot K_{1}(t) H(t), \quad G_{K}(t, \tau)=\frac{1}{\tau \psi_{K}^{\prime}(\tau, \tau)} \psi_{K}(t, \tau) H(t-\tau), \tag{66}
\end{equation*}
$$

are the Green's functions for Equation (2), so that $\tilde{G}_{K}(t, 0)=G_{K}(t, 0) \tilde{H}(t)$ and $\tilde{G}_{K}(t, \tau)=G_{K}(t, \tau) \tilde{H}(t-\tau)$ satisfy

$$
\begin{equation*}
p_{K}(t, D) \tilde{G}_{K}(t, 0)=\delta(t), \quad p_{K}(t, D) \tilde{G}_{K}(t, \tau)=\delta(t-\tau) \tag{67}
\end{equation*}
$$

Theorem 1. Let $G_{K}(t, \tau)$ and $\psi_{K}(t, \tau)$ be those given in Lemma 23, Condition 2(i) be satisfied, and $u_{f}(t)$ be given by

$$
\begin{equation*}
u_{f}(t)=\int_{0}^{t} G_{K}(t, \tau) f(\tau) d \tau=\int_{0}^{t} \psi_{K}(t, \tau) \frac{f(\tau)}{\tau \psi_{K}^{\prime}(\tau, \tau)} d \tau \tag{68}
\end{equation*}
$$

Then $u_{f}(t)$ and $u_{f}(t) \tilde{H}(t)$ are particular solutions of Equations (2) and (64) for the terms $f(t)$ and $f(t) \tilde{H}(t)$, respectively.

Proof. This is confirmed with the aid of Lemma 18.
Remark 7. By using the first equation in Equation (67), we see that the particular solution of Equation (64) for the last term, is

$$
\begin{equation*}
\tilde{u}_{1}(t)=u_{0}(c-1) \tilde{G}_{K}(t, 0)=u_{0} \cdot K_{1}(t) \tilde{H}(t) \tag{69}
\end{equation*}
$$

The corresponding particular solution of Equation (2) is

$$
\begin{equation*}
u_{1}(t)=u_{0}(c-1) G_{K}(t, 0)=u_{0} \cdot K_{1}(t) \tag{70}
\end{equation*}
$$

Considering that the basic complementary solutions of Equation (2) are given by Equations (3) and (4), the general solution of Equation (2) is now given by

$$
\begin{equation*}
u(t)=u_{f}(t)+u_{0} \cdot K_{1}(t)+c_{3} \cdot K_{2}(t) . \tag{71}
\end{equation*}
$$

The condition $\psi_{K}(\tau, \tau)=0$ requires that $c_{1}(\tau) \cdot K_{1}(\tau)=-c_{2}(\tau) \cdot K_{2}(\tau)$, and hence we may choose $\psi_{K}(t, \tau)$ as

$$
\psi_{K}(t, \tau)= \begin{cases}K_{1}(t)-\frac{K_{1}(\tau)}{K_{2}(\tau)} \cdot K_{2}(t), & \left|K_{1}(\tau)\right|<\left|K_{2}(\tau)\right|  \tag{72}\\ \frac{K_{2}(\tau)}{K_{1}(\tau)} \cdot K_{1}(t)-K_{2}(t), & \left|K_{1}(\tau)\right| \geq\left|K_{2}(\tau)\right| .\end{cases}
$$

### 4.2. Green's Function for Kummer's Differential Equation in which Condition 2(ii) Is Satisfied

We give the solution of Equation (2) of which the inhomogeneous term $f(t)$ satisfies Condition 2(ii), so that $\tilde{f}(t)=D^{\beta} \tilde{f}_{\beta}(t)$, and $f_{\beta}(t)$ satisfies Condition 2(i).

The following lemma is proved in Section 4.4.
Lemma 24. Let $\tilde{u}(t)$ be a solution of Equation (64), and $p_{\tilde{K}}(t, D)$ be related with $p_{K}(t, D)$ given by Equation (1), by

$$
\begin{equation*}
p_{\tilde{K}}(t, D)=D^{-\beta} p_{K}(t, D) D^{\beta} \tag{73}
\end{equation*}
$$

Then

$$
\begin{equation*}
p_{\tilde{K}}(t, D):=t \cdot D^{2}+(c-\beta-b t) D-(a-\beta) b, \tag{74}
\end{equation*}
$$

and $\tilde{w}(t)=D^{-\beta} \tilde{u}(t)$ satisfies

$$
\begin{equation*}
p_{\tilde{K}}(t, D) \tilde{w}(t)=f_{\beta}(t) \tilde{H}(t)+u_{0}(c-1) D^{-\beta} \delta(t) \tag{75}
\end{equation*}
$$

Theorem 1 shows that the particular solution of Equation (75) for the term $f_{\beta}(t) \tilde{H}(t)$ is expressed by a particular solution of

$$
\begin{equation*}
p_{\tilde{K}}\left(t, \frac{d}{d t}\right) w(t)=f_{\beta}(t), \quad t>0 \tag{76}
\end{equation*}
$$

That solution is used in giving a solution of Equation (2) in Theorem 2 given below.
Remark 8. We note that $p_{\tilde{K}}(t, D)$ given by Equation (74) is obtained from $p_{K}(t, D)$ given by Equation (1), by replacing $a$ and $c$ by $a-\beta$ and $c-\beta$, respectively, and hence the complementary solutions $K_{\beta, 1}(t)$ and $K_{\beta, 2}(t)$ and Green's functions $G_{\tilde{K}}(t, 0)$ and $G_{\tilde{K}}(t, \tau)$ of Equation (76) are obtained from those $K_{1}(t), K_{2}(t), G_{K}(t, 0)$ and $G_{K}(t, \tau)$, respectively, of Equation (2), by the same replacement.

Now in place of Theorem 1, we have the following theorem, whose proof is given in Section 4.4.
Theorem 2. Let $G_{\tilde{K}}(t, \tau)$ and $\psi_{\tilde{K}}(t, \tau)$ be obtained from $G_{K}(t, \tau)$ and $\psi_{K}(t, \tau)$ by the replacement stated in Remark 8, Condition 2(ii) be satisfied, and $w_{g}(t)$ be given by

$$
\begin{equation*}
w_{g}(t)=\int_{0}^{t} G_{\tilde{K}}(t, \tau) f_{\beta}(\tau) d \tau=\int_{0}^{t} \psi_{\tilde{K}}(t, \tau) \frac{f_{\beta}(\tau)}{\tau \psi_{\tilde{K}}^{\prime}(\tau, \tau)} d \tau \tag{77}
\end{equation*}
$$

Then $u_{f}(t):={ }_{0} D_{R}^{\beta} w_{g}(t)$ and $u_{f}(t) \tilde{H}(t)$ are particular solutions of Equations (2) and (64) for the terms $f(t)$ and $f(t) \tilde{H}(t)$, respectively.

### 4.3. Particular Solution of Kummer's Differential Equation in which Condition 2(iii) Is Satisfied

We give the solution of Equation (2) of which the inhomogeneous term $f(t)$ satisfies Condition 2(iii), so that $f(t)=g_{v}(t)=\frac{1}{\Gamma(v)} t^{v-1}$ and $\tilde{f}(t)=f(t) \tilde{H}(t)=\hat{f}(D) \delta(t)=\hat{g}_{v}(D) \delta(t)=$ $D^{-v} \delta(t)$. Here we use $\beta \notin \mathbb{Z}_{>-1}$ in place of $-v$.

Lemma 25. Let $\tilde{f}(t)=D^{\beta} \delta(t), p_{\tilde{K}}(t, D)$ be given by Equation (74), and $\tilde{G}_{\tilde{K}}(t, 0)$ satisfy

$$
\begin{equation*}
p_{\tilde{K}}(t, D) \tilde{G}_{\tilde{K}}(t, 0)=\delta(t) \tag{78}
\end{equation*}
$$

Then the particular solution of Equation (64) for the term $f(t) \tilde{H}(t)=D^{\beta} \delta(t)$ is given by

$$
\begin{equation*}
\tilde{u}_{f}(t)=D^{\beta} \tilde{G}_{\tilde{K}}(t, 0) \tag{79}
\end{equation*}
$$

Proof. $\tilde{u}_{f}(t)$ satisfies $p_{K}(t, D) \tilde{u}_{f}(t)=D^{\beta} \delta(t)$ and hence $p_{\tilde{K}}(t, D) D^{-\beta} \tilde{u}_{f}(t)=\delta(t)$ by Equation (73). Comparing this with Equation (78), we see that Equation (79) is satisfied.

By Remark 8, with the aid of $G_{K}(t, 0)$ given by Equations (66) and (3), we have
Lemma 26. As the solution of Equation (78), we obtain

$$
\begin{equation*}
\tilde{G}_{\tilde{K}}(t, 0)=G_{\tilde{K}}(t, 0) \tilde{H}(t), \quad G_{\tilde{K}}(t, 0)=\frac{1}{c-\beta-1} \cdot{ }_{1} F_{1}(a-\beta ; c-\beta ; b t) \tag{80}
\end{equation*}
$$

Theorem 3. Let Condition 2(iii) be satisfied, and $G_{\tilde{K}}(t, 0)$ be given by Equation (80). Then the particular solution of Equation (2) is given by

$$
\begin{equation*}
u_{f}(t)={ }_{0} D_{R}^{\beta} G_{\tilde{K}}(t, 0)=\frac{t^{-\beta}}{(c-\beta-1) \Gamma(1-\beta)} \cdot{ }_{2} F_{2}(1, a-\beta ; 1-\beta, c-\beta ; b t), \tag{81}
\end{equation*}
$$

where ${ }_{2} F_{2}\left(a_{1}, a_{2} ; c_{1}, c_{2} ; z\right)=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}}{k!\left(c_{1}\right)_{k}\left(c_{2}\right)_{k}} z^{k}$.
Proof. $\tilde{u}_{f}(t)$ is given by Equations (79) and (80). Lemma 7 shows that $\tilde{u}_{f}(t)=u_{f}(t) \tilde{H}(t)$ if $u_{f}(t)$ is given by Equation (81), since $\beta \notin \mathbb{Z}_{>-1}$.

### 4.4. Proofs of Lemmas 22-24 and Theorem 2

Proof of Lemma 22. Equation (64) is a special one of (48), where $p_{n}, n, a_{2}(t), a_{1}(t)$ and $a_{0}(t)$ stand for $p_{K}, 2, t, c-b t$ and $-a b$, respectively. Hence by using Equation (37), we see that the second term on the rhs of Equation (48) becomes

$$
\begin{equation*}
t\left(u_{0} D+u_{1}\right) \delta(t)+(c-b t) u_{0} \delta(t)=u_{0}(D[t \delta(t)]-\delta(t))+c u_{0} \delta(t)=u_{0}(c-1) \delta(t) . \tag{82}
\end{equation*}
$$

We prepare a lemma before proving Lemma 23.
Lemma 27. Let $\tau \geq 0, p_{K}\left(t, \frac{d}{d t}\right) \psi(t) \cdot H(t-\tau) \in \mathcal{L}_{l o c}^{1}$ and $\tilde{\psi}_{\tau}(t)=\psi(t) \tilde{H}(t-\tau)$. Then

$$
\begin{equation*}
p_{K}(t, D) \tilde{\psi}_{\tau}(t)=p_{K}\left(t, \frac{d}{d t}\right) \psi(t) \cdot \tilde{H}(t-\tau)+\sum_{l=1}^{2} a_{l}(t)\left\langle D^{l} \hat{\psi}_{\tau}(D)\right\rangle_{0} \delta(t-\tau), \tag{83}
\end{equation*}
$$

where $a_{2}(t)=t, a_{1}(t)=c-b t, a_{0}(t)=a b$, and

$$
\begin{equation*}
\sum_{l=1}^{2} a_{l}(t)\left\langle D^{l} \hat{\psi}_{\tau}(D)\right\rangle_{0} \delta(t-\tau)=\tau \psi^{\prime}(\tau) \delta(t-\tau)+\psi(\tau)(c-b \tau-1) \delta(t-\tau)+\psi(\tau) \tau D \delta(t-\tau) \tag{84}
\end{equation*}
$$

Proof. Equation (83) is a special one of Equation (18) in Corollary 3. The lhs of Equation (84) is evaluated with the aid of Equation (16) as follows:

$$
\begin{aligned}
\sum_{l=1}^{2} a_{l}(t)\left\langle D^{l} \hat{\psi}_{\tau}(D)\right\rangle_{0} \delta(t-\tau) & =t\left[\psi^{\prime}(\tau)+\psi(\tau) D\right] \delta(t-\tau)+(c-b t) \psi(\tau) \delta(t-\tau) \\
& =\left[t \psi^{\prime}(\tau)+\psi(\tau)(c-b t)\right] \delta(t-\tau)+\psi(\tau) t D \delta(t-\tau) \\
& =\tau \psi^{\prime}(\tau) \delta(t-\tau)+\psi(\tau)(c-b \tau-1) \delta(t-\tau)+\psi(\tau) \tau D \delta(t-\tau)
\end{aligned}
$$

where Formula (19) with $h(t)$ and $\tilde{u}(t)$ replaced by $t$ and $\delta(t-\tau)$, respectively, is used in the last term of the third member.

Proof of Lemma 23. If we put $\psi(t)=\frac{1}{c-1} \cdot K_{1}(t)$ and $\tau=0$ in Equation (83), then we have $\tilde{\psi}_{\tau}(t)=\tilde{G}(t, 0)$ on the lhs, and the rhs is $\psi(0)(c-1) \delta(t)=\delta(t)$, since $K_{1}(0)=1$. If we put $\psi(t)=\frac{1}{\tau \psi_{K}^{\prime}(\tau, \tau)} \psi_{K}(t, \tau)$ and $\psi(\tau)=0$ in Equation (83), then we have $\tilde{\psi}_{\tau}(t)=\tilde{G}(t, \tau)$ on the lhs, and the rhs is $\tau \psi^{\prime}(\tau) \delta(t-\tau)=\delta(t-\tau)$.
Proof of Lemma 24. With the aid of Equation (44), we obtain

$$
\begin{align*}
D^{-\beta}\left[p_{K}(t, D)\left[D^{\beta} \tilde{w}(t)\right]\right] & =D^{-\beta}\left[t \cdot D^{2}+(c-b t) \cdot D-a b\right]\left[D^{\beta} \tilde{w}(t)\right] \\
& =[(t \cdot D-\beta) D+c \cdot D-b(t \cdot D-\beta)-a b] \tilde{w}(t)  \tag{85}\\
& =\left[t \cdot D^{2}+(c-\beta-b t) \cdot D-(a-\beta) b\right] \tilde{w}(t)=p_{\tilde{K}}(t, D) \tilde{w}(t)
\end{align*}
$$

which gives Equation (73). When $\tilde{u}(t)=D^{\beta} \tilde{w}(t)$, Equation (64) shows that the lhs of Equation (85) is equal to $D^{-\beta}\left[\tilde{f}(t)+u_{0}(c-1) \delta(t)\right]$ and hence Equation (85) gives Equation (75).

Proof of Theorem 2. Theorem 1 states that when $w_{g}(t)$ is given by Equation (77), $\tilde{w}_{g}(t):=w_{g}(t) \tilde{H}(t)$ is the particular solution of Equation (75) for the term $f_{\beta}(t) \tilde{H}(t)$, and Lemma 24 states that $\tilde{u}_{f}(t)=D^{\beta} \tilde{w}_{g}(t)$ is the particular solution of Equation (64) for the term $f(t) \tilde{H}(t)$. Lemma 7 shows that $\tilde{u}_{f}(t)=u_{f}(t) \tilde{H}(t)$ if $u_{f}(t)$ is given by $u_{f}(t)={ }_{0} D_{R}^{\beta} w_{g}(t)$, since $\beta \notin \mathbb{Z}>-1$.

## 5. Particular Solution of the Hypergeometric Differential Equation

Let

$$
\begin{equation*}
p_{H}(t, s):=t(1-t) \cdot s^{2}+(c-(a+b+1) t) \cdot s-a b \tag{86}
\end{equation*}
$$

where $a \in \mathbb{C}, b \in \mathbb{C}$ and $c \in \mathbb{C}$ are constants. Then the hypergeometric differential equation with an inhomogeneous term $f(t)$ is given by

$$
\begin{equation*}
p_{H}\left(t, \frac{d}{d t}\right) u(t):=t(1-t) \cdot \frac{d^{2}}{d t^{2}} u(t)+(c-(a+b+1) t) \cdot \frac{d}{d t} u(t)-a b \cdot u(t)=f(t), \quad t>0 . \tag{87}
\end{equation*}
$$

If $f(t)=0$ and $c \notin \mathbb{Z}$, the basic solutions of Equation (87) in $[3,19]$ are given by

$$
\begin{align*}
& H_{1}(t):={ }_{2} F_{1}(a, b ; c ; t)  \tag{88}\\
& H_{2}(t):=t^{1-c} \cdot{ }_{2} F_{1}(1+a-c, 1+b-c ; 2-c ; t) \tag{89}
\end{align*}
$$

where ${ }_{2} F_{1}(a, b ; c ; z)=\sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}}{k!(c)} z^{k}$ of $z \in \mathbb{C}$ is the hypergeometric series.
We now obtain a particular solution of this equation by the method stated in Section 3 and used in Section 4.1.
5.1. Green's Function for the Hypergeometric Differential Equation when Condition 2(i) Is Satisfied The following two lemmas are proved in Section 5.4.

Lemma 28. Let $u(t)$ be the solution of Equation (87), which is expressed by Equation (29). Then the differential equation satisfied by $\tilde{u}(t)=u(t) \tilde{H}(t)$ is given by

$$
\begin{equation*}
p_{H}(t, D) \tilde{u}(t)=f(t) \tilde{H}(t)+u_{0}(c-1) \delta(t) . \tag{90}
\end{equation*}
$$

Lemma 29. Let $H_{1}(t)$ and $H_{2}(t)$ be given by Equations (88) and (89), and $\psi_{H}(t, \tau)$ for fixed $\tau>0$ be given by

$$
\begin{equation*}
\psi_{H}(t, \tau):=c_{1}(\tau) \cdot H_{1}(t)+c_{2}(\tau) \cdot H_{2}(t) \tag{91}
\end{equation*}
$$

where $c_{1}(\tau)$ and $c_{2}(\tau)$ are constants which are so chosen that $\psi_{H}(t, \tau)=0$ when $t=\tau$. Then $G_{H}(t, 0)$ and $G_{H}(t, \tau)$ given by

$$
\begin{equation*}
G_{H}(t, 0)=\frac{1}{c-1} \cdot H_{1}(t) H(t), \quad G_{H}(t, \tau)=\frac{1}{\tau(1-\tau) \psi_{H}^{\prime}(\tau, \tau)} \psi_{H}(t, \tau) H(t-\tau) \tag{92}
\end{equation*}
$$

are the Green's functions, so that $\tilde{G}_{H}(t, 0)=G_{H}(t, 0) \tilde{H}(t)$ and $\tilde{G}_{H}(t, \tau)=G_{H}(t, \tau) \tilde{H}(t-\tau)$ satisfy

$$
\begin{equation*}
p_{H}(t, D) \tilde{G}_{H}(t, 0)=\delta(t), \quad p_{H}(t, D) \tilde{G}_{H}(t, \tau)=\delta(t-\tau) \tag{93}
\end{equation*}
$$

Theorem 4. Let $G_{H}(t, \tau)$ and $\psi_{H}(t, \tau)$ be those given in Lemma 29, Condition 2(i) be satisfied, and $u_{f}(t)$ be given by

$$
\begin{equation*}
u_{f}(t)=\int_{0}^{\infty} G_{H}(t, \tau) f(\tau) d \tau=\int_{0}^{t} \psi_{H}(t, \tau) \frac{f(\tau)}{\tau(1-\tau) \psi_{H}^{\prime}(\tau, \tau)} d \tau \tag{94}
\end{equation*}
$$

Then $u_{f}(t)$ and $u_{f}(t) \tilde{H}(t)$ are particular solutions of Equations (87) and (90) for the terms $f(t)$ and $f(t) \tilde{H}(t)$, respectively.

Proof. This is confirmed with the aid of Lemma 18.
The condition $\psi_{H}(\tau, \tau)=0$ requires that $c_{1}(\tau) \cdot H_{1}(\tau)=-c_{2}(\tau) \cdot H_{2}(\tau)$, and hence we may choose $\psi_{H}(t, \tau)$ as

$$
\psi_{H}(t, \tau)= \begin{cases}H_{1}(t)-\frac{H_{1}(\tau)}{H_{2}(\tau)} \cdot H_{2}(t), & \left|H_{1}(\tau)\right|<\left|H_{2}(\tau)\right|  \tag{95}\\ \frac{H_{2}(\tau)}{H_{1}(\tau)} \cdot H_{1}(t)-H_{2}(t), & \left|H_{1}(\tau)\right| \geq\left|H_{2}(\tau)\right|\end{cases}
$$

5.2. Green's Function for the Hypergeometric Differential Equation in which Condition 2(ii) Is Satisfied

We give the solution of Equation (87) of which the inhomogeneous term $f(t)$ satisfies Condition 2(ii), so that $\tilde{f}(t)=D^{\beta} \tilde{f}_{\beta}(t)$, and $f_{\beta}(t)$ satisfies Condition 2(i).

The following lemma is proved in Section 5.4.
Lemma 30. Let $\tilde{u}(t)$ be a solution of Equation (90), and $p_{\tilde{H}}(t, D)$ be related with $p_{H}(t, D)$ given by Equation (86), by

$$
\begin{equation*}
p_{\tilde{H}}(t, D)=D^{-\beta} p_{H}(t, D) D^{\beta} \tag{96}
\end{equation*}
$$

Then

$$
\begin{equation*}
p_{\tilde{H}}(t, D):=t(1-t) \cdot D^{2}+(c-\beta-(a+b-2 \beta+1) t) \cdot D-(a-\beta)(b-\beta) \tag{97}
\end{equation*}
$$

and $\tilde{w}(t)=D^{-\beta} \tilde{u}(t)$ satisfies

$$
\begin{equation*}
p_{\tilde{H}}(t, D) \tilde{w}(t)=f_{\beta}(t) \tilde{H}(t)+u_{0}(c-1) D^{-\beta} \delta(t) \tag{98}
\end{equation*}
$$

Theorem 4 shows that the particular solution of Equation (98) for the term $f_{\beta}(t) \tilde{H}(t)$ is expressed by a particular soltion of

$$
\begin{equation*}
p_{\tilde{H}}\left(t, \frac{d}{d t}\right) w(t)=f_{\beta}(t), \quad t>0 \tag{99}
\end{equation*}
$$

That solution is used in giving a solution of Equation (87) in Theorem 5 given below.
Remark 9. We note that $p_{\tilde{H}}(t, D)$ given by Equation (97) is obtained from $p_{H}(t, D)$ given by Equation (86), by replacing $a, b$ and $c$ by $a-\beta, b-\beta$ and $c-\beta$, respectively, and hence the complementary solutions $H_{\beta, 1}(t)$ and $H_{\beta, 2}(t)$ and the Green's functions $G_{\tilde{H}}(t, 0)$ and $G_{\tilde{H}}(t, \tau)$ of Equation (99) are obtained from those $H_{1}(t)$, $H_{2}(t), G_{H}(t, 0)$ and $G_{H}(t, \tau)$, respectively, of Equation (87), by the same replacement.

Now in place of Theorem 4, we have the following theorem, whose proof is given in Section 5.4.
Theorem 5. Let $G_{\tilde{H}}(t, \tau)$ and $\psi_{\tilde{H}}(t, \tau)$ be obtained from $G_{H}(t, \tau)$ and $\psi_{H}(t, \tau)$ by the replacement stated in Remark 9, Condition 2(ii) be satisfied, and $w_{g}(t)$ be given by

$$
\begin{equation*}
w_{g}(t)=\int_{0}^{t} G_{\tilde{H}}(t, \tau) f_{\beta}(\tau) d \tau=\int_{0}^{t} \psi_{\tilde{H}}(t, \tau) \frac{f_{\beta}(\tau)}{\tau \psi_{\tilde{H}}^{\prime}(\tau, \tau)} d \tau \tag{100}
\end{equation*}
$$

Then $u_{f}(t):={ }_{0} D_{R}^{\beta} w_{g}(t)$ and $u_{f}(t) \tilde{H}(t)$ are particular solutions of Equations (87) and (90) for the terms $f(t)$ and $f(t) \tilde{H}(t)$, respectively.

### 5.3. Particular Solution of the Hypergeometric Differential Equation in which Condition 2(iii) Is Satisfied

We give the solution of Equation (87) of which the inhomogeneous term $f(t)$ satisfies Condition 2(iii), so that $f(t)=g_{v}(t)=\frac{1}{\Gamma(v)} t^{v-1}$ and $\tilde{f}(t)=f(t) \tilde{H}(t)=\hat{f}(D) \delta(t)=\hat{g}_{v}(D) \delta(t)=$ $D^{-v} \delta(t)$. Here we use $\beta \notin \mathbb{Z}_{>-1}$ in place of $-v$.

Lemma 31. Let $\tilde{f}(t)=D^{\beta} \delta(t), p_{\tilde{H}}(t, D)$ be given by Equation (97), and $\tilde{G}_{\tilde{H}}(t, 0)$ satisfy

$$
\begin{equation*}
p_{\tilde{H}}(t, D) \tilde{G}_{\tilde{H}}(t, 0)=\delta(t) . \tag{101}
\end{equation*}
$$

Then the particular solution of Equation (90) for the term $f(t) \tilde{H}(t)=D^{\beta} \delta(t)$ is given by

$$
\begin{equation*}
\tilde{u}_{f}(t)=D^{\beta} \tilde{G}_{\tilde{H}}(t, 0) \tag{102}
\end{equation*}
$$

Proof. $\tilde{u}_{f}(t)$ satisfies $p_{H}(t, D) \tilde{u}_{f}(t)=D^{\beta} \delta(t)$ and hence $p_{\tilde{H}}(t, D) D^{-\beta} \tilde{u}_{f}(t)=\delta(t)$ by Equation (96). Comparing this with Equation (101), we see that Equation (102) is satisfied.

By Remark 9, with the aid of $G_{H}(t, 0)$ given by Equations (92) and (88), we have
Lemma 32. As the solution of Equation (101), we obtain

$$
\begin{equation*}
\tilde{G}_{\tilde{H}}(t, 0)=G_{\tilde{H}}(t, 0) \tilde{H}(t), \quad G_{\tilde{H}}(t, 0)=\frac{1}{c-\beta-1} \cdot{ }_{2} F_{1}(a-\beta, b-\beta ; c-\beta ; t) \tag{103}
\end{equation*}
$$

Theorem 6. Let Condition 2(iii) be satisfied, and $G_{\tilde{H}}(t, 0)$ be given by Equation (103). Then the particular solution of Equation (87) is given by

$$
\begin{equation*}
u_{f}(t)={ }_{0} D_{R}^{\beta} G_{\tilde{H}}(t, 0)=\frac{t^{-\beta}}{(c-\beta-1) \Gamma(1-\beta)} \cdot{ }_{3} F_{2}(1, a-\beta, b-\beta ; 1-\beta, c-\beta ; t), \tag{104}
\end{equation*}
$$

where ${ }_{3} F_{2}\left(a_{1}, a_{2}, a_{3} ; c_{1}, c_{2} ; z\right)=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}\left(a_{3}\right)_{k}}{k!\left(c_{1}\right)_{k}\left(c_{2}\right)_{k}} z^{k}$.
Proof. $\tilde{u}_{f}(t)$ is given by Equations (102) and (103). Lemma 7 shows that $\tilde{u}_{f}(t)=u_{f}(t) \tilde{H}(t)$ if $u_{f}(t)$ is given by (104), since $\beta \notin \mathbb{Z}_{>-1}$.

### 5.4. Proofs of Lemmas $28-30$ and Theorem 5

Proof of Lemma 28. Equation (90) is a special one of (48), where $p_{n}, n, a_{2}(t), a_{1}(t)$ and $a_{0}(t)$ stand for $p_{H}, 2, t(1-t), c-(a+b+1) t$ and $-a b$, respectively. Hence by using Equation (37), we see that the second term on the rhs of Equation (48) becomes

$$
\begin{align*}
\sum_{l=1}^{2} a_{l}(t)\left\langle D^{l} \hat{u}(D)\right\rangle_{0} \delta(t) & =t(1-t)\left(u_{0} D+u_{1}\right) \delta(t)+(c-(a+b+1) t) u_{0} \delta(t)  \tag{105}\\
& =u_{0}(D[t(1-t) \delta(t)]-(1-2 t) \delta(t))+c u_{0} \delta(t)=u_{0}(c-1) \delta(t)
\end{align*}
$$

We prepare the following lemma.
Lemma 33. Let $\tau \geq 0, p_{H}\left(t, \frac{d}{d t}\right) \psi(t) \cdot H(t-\tau) \in \mathcal{L}_{l o c}^{1}(\mathbb{R})$ and $\tilde{\psi}_{\tau}(t)=\psi(t) \tilde{H}(t-\tau)$. Then

$$
\begin{equation*}
p_{H}(t, D) \tilde{\psi}_{\tau}(t)=p_{H}\left(t, \frac{d}{d t}\right) \psi(t) \cdot \tilde{H}(t-\tau)+\sum_{l=1}^{2} a_{l}(t)\left\langle D^{l} \hat{\psi}_{\tau}(D)\right\rangle_{0} \delta(t-\tau), \tag{106}
\end{equation*}
$$

where $a_{2}(t)=t(1-t), a_{1}(t)=c-(a+b+1) t, a_{0}(t)=-a b$, and

$$
\begin{align*}
\sum_{l=1}^{2} a_{l}(t)\left\langle D^{l} \hat{\psi}_{\tau}(D)\right\rangle_{0} \delta(t-\tau)= & \tau(1-\tau) \psi^{\prime}(\tau) \delta(t-\tau)+\psi(\tau)(c-1-(a+b-1) \tau) \delta(t-\tau)  \tag{107}\\
& +\psi(\tau) \tau(1-\tau) D \delta(t-\tau)
\end{align*}
$$

Proof. Equation (106) is a special one of Equation (18) in Corollary 3. The lhs of Equation (107) is evaluated with the aid of Equation (16) as follows:

$$
\begin{aligned}
& \sum_{l=1}^{2} a_{l}(t)\left\langle D^{l} \hat{\psi}_{\tau}(D)\right\rangle_{0} \delta(t-\tau)=t(1-t)\left[\psi^{\prime}(\tau)+\psi(\tau) D\right] \delta(t-\tau)+(c-(a+b+1) t) \psi(\tau) \delta(t-\tau) \\
& =\left[t(1-t) \psi^{\prime}(\tau)+\psi(\tau)(c-(a+b+1) t)\right] \delta(t-\tau)+\psi(\tau) t(1-t) D \delta(t-\tau) \\
& =\tau(1-\tau) \psi^{\prime}(\tau) \delta(t-\tau)+\psi(\tau)(c-1-(a+b-1) \tau) \delta(t-\tau)+\psi(\tau) \tau(1-\tau) D \delta(t-\tau)
\end{aligned}
$$

where Equation (19) with $h(t)$ and $\tilde{u}(t)$ replaced by $t(1-t)$ and $\delta(t-\tau)$, respectively, is used in the last term of the third member.

Proof of Lemma 29. If we put $\psi(t)=\frac{1}{c-1} \cdot H_{1}(t)$ and $\tau=0$ in Equation (106), then we have $\tilde{\psi}_{\tau}(t)=\tilde{G}(t, 0)$ on the lhs, and the rhs is $\psi(0)(c-1) \delta(t)=\delta(t)$, since $H_{1}(0)=1$. If we put $\psi(t)=\frac{1}{\tau(1-\tau) \psi_{H}^{\prime}(\tau, \tau)} \psi_{H}(t, \tau)$ and $\psi(\tau)=0$ in Equation (106), then we have $\tilde{\psi}_{\tau}(t)=\tilde{G}(t, 0)$ on the lhs, and the rhs is $\tau(1-\tau) \psi^{\prime}(\tau) \delta(t-\tau)=\delta(t-\tau)$.

Proof of Lemma 30. With the aid of Equations (44) and (45), we obtain

$$
\begin{align*}
& D^{-\beta}\left[p_{H}(t, D)\left[D^{\beta} \tilde{w}(t)\right]\right]=D^{-\beta}\left[t(1-t) \cdot D^{2}+(c-(a+b+1) t) \cdot D-a b\right]\left[D^{\beta} \tilde{w}(t)\right] \\
& =\left[(t \cdot D-\beta) D-\left(t^{2} \cdot D^{2}-2 \beta t D+\beta(\beta+1)\right)+c \cdot D-(a+b+1)(t \cdot D-\beta)-a b\right] \tilde{w}(t)  \tag{108}\\
& =\left[t(1-t) \cdot D^{2}+(c-\beta-(a+b-2 \beta+1) t) \cdot D-(a-\beta)(b-\beta)\right] \tilde{w}(t)=p_{\tilde{H}}(t, D) \tilde{w}(t),
\end{align*}
$$

which gives Equation (96). When $\tilde{u}(t)=D^{\beta} \tilde{w}(t)$, Equation (90) shows that the lhs of (108) is equal to $D^{-\beta}\left[\tilde{f}(t)+u_{0}(c-1) \delta(t)\right]$ and hence Equation (108) gives Equation (98).

Proof of Theorem 5. Theorem 4 states that when $w_{g}(t)$ is given by Equation (100), $\tilde{w}_{g}(t):=w_{g}(t) \tilde{H}(t)$ is the particular solution of Equation (98) for the term $f_{\beta}(t) \tilde{H}(t)$, and Lemma 30 states that $\tilde{u}_{f}(t)=D^{\beta} \tilde{w}_{g}(t)$ is the particular solution of Equation (90) for the term $f(t) \tilde{H}(t)$. Lemma 7 shows that $\tilde{u}_{f}(t)=u_{f}(t) \tilde{H}(t)$ if $u_{f}(t)$ is given by $u_{f}(t)={ }_{0} D_{R}^{\beta} w_{g}(t)$, since $\beta \notin \mathbb{Z}_{>-1}$.

## 6. Solution of Inhomogeneous Differential Equations with Constant Coefficients

In Section 3 we discuss the solution of an inhomogeneous differential equation with constant coefficients, which takes the form of Equation (56), in terms of the Green's function and distribution theory. In this and next sections, we discuss it in terms of the Green's function and the Laplace transform.

Lemma 34. Let $f(t)$ have the $A C$-Laplace transform $\hat{f}(s)=\mathcal{L}_{H}[f(t)]$. Then the solution $u(t)$ of Equation (56) has the $A C$-Laplace transform $\hat{u}(s)=\mathcal{L}_{H}[u(t)]$, which satisfies

$$
\begin{equation*}
p_{n}(s) \hat{u}(s):=\sum_{l=0}^{n} a_{l} s^{l} \hat{u}(s)=\hat{f}(s)+\sum_{l=1}^{n} a_{l}\left\langle s^{l} \hat{u}(s)\right\rangle_{0}, \tag{109}
\end{equation*}
$$

where $\left\langle s^{l} \hat{u}(s)\right\rangle_{0}$ are given by Equations (36) and (37) with $D$ replaced by $s$.
Proof. This is confirmed with the aid of Lemma 12.
We introduce the Green's function $G(t)$ so that its Laplace transform $\hat{G}(s)$ satisfies

$$
\begin{equation*}
p_{n}(s) \hat{G}(s)=1, \tag{110}
\end{equation*}
$$

and hence $\hat{G}(s)=\frac{1}{p_{n}(s)}$. Multiplying this to Equation (109), we obtain

$$
\begin{equation*}
\hat{u}(s)=\hat{G}(s) \hat{f}(s)+\hat{G}(s) \sum_{l=1}^{n} a_{l}\left\langle s^{l} \hat{u}(s)\right\rangle_{0} . \tag{111}
\end{equation*}
$$

Comparing Equations (110) and (109), we see that the differential equation for the Green's function $G(t)$, whose Laplace transform $\hat{G}(s)$ satisfies Equation (110), is Equation (60), and the initial values of $G(t)$ and its derivatives satisfy $\langle p(s) \hat{G}(s)\rangle_{0}=1$, and hence are given by Equation (61). Thus we confirm Lemma 20.

By the inverse Laplace transform of Equation (111), we obtain Lemma 21.
6.1. Solution of an Inhomogeneous Differential Equation of the First Order

We consider an inhomogeneous differential equation of the first order:

$$
\begin{equation*}
p_{1}\left(\frac{d}{d t}\right) u(t):=\frac{d}{d t} u(t)+c u(t)=f(t), \quad t>0 \tag{112}
\end{equation*}
$$

where $c \in \mathbb{C}$ is a constant.

By Lemma 34, we obtain the following equation for $\hat{\mathcal{u}}(s)=\mathcal{L}_{H}[u(t)]$ :

$$
\begin{equation*}
p_{1}(s) \hat{u}(s)=(s+c) \hat{u}(s)=u_{0}+\hat{f}(s) . \tag{113}
\end{equation*}
$$

Following Section 6, we introduce the Green's function $G(t)$, so that its Laplace transform $\hat{G}(s)$, which satisfies Equation (110), is given by $p_{1}(s) \hat{G}(s)=(s+c) \cdot \hat{G}(s)=1$, and hence we have

$$
\begin{equation*}
\hat{G}(s)=\frac{1}{p_{1}(s)}=\frac{1}{s+c} \tag{114}
\end{equation*}
$$

By using this equation in Equation (113) and putting $\hat{u}_{f}(s)=\hat{G}(s) \hat{f}(s)$, we obtain

$$
\begin{equation*}
\hat{u}(s)=u_{0} \hat{G}(s)+\hat{u}_{f}(s), \quad \hat{u}_{f}(s)=\hat{G}(s) \hat{f}(s) . \tag{115}
\end{equation*}
$$

By the inverse Laplace transform of Equation (114), we obtain

$$
\begin{equation*}
G(t)=e^{-c t} H(t) \tag{116}
\end{equation*}
$$

Theorem 7. Let Condition 2(i) or 2(ii) be satisfied. Then the solution of Equation (112) is given by

$$
\begin{equation*}
u(t)=u_{0} G(t)+u_{f}(t), \quad t>0, \tag{117}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{f}(t)=\int_{0}^{t} G(t-\tau) f(\tau) d \tau=e^{-c t} \int_{0}^{t} e^{c \tau} f(\tau) d \tau, \quad t>0 \tag{118}
\end{equation*}
$$

or

$$
\begin{equation*}
u_{f}(t)={ }_{0} D_{R}^{\beta}\left[\int_{0}^{t} G(t-\tau) f_{\beta}(\tau) d \tau\right]={ }_{0} D_{R}^{\beta}\left[e^{-c t} \int_{0}^{t} e^{c \tau} f_{\beta}(\tau) d \tau\right], \quad t>0, \tag{119}
\end{equation*}
$$

according as Condition 2(i) or 2(ii) is satisfied.
Proof. By the AC-Laplace transform of Equation (117), we obtain Equation (115). When Condition 2(i) is satisfied, the Laplace transform of Equation (118) is $\hat{u}_{f}(s)=\hat{G}(s) \hat{f}(s)$. When Condition 2(ii) is satisfied, we confirm that the AC-Laplace transform of Equation (119) is $\hat{u}_{f}(s)=s^{\beta} \hat{G}(s) \hat{f}_{\beta}(s)$, with the aid of Equations (28) and (27).

Theorem 8. Let Condition 2(iii) be satisfied, so that $\hat{f}(s)=s^{\beta}$ for $\beta \in \mathbb{C} \backslash \mathbb{Z}_{>-1}$. Then the solution of Equation (112) is given by Equation (117) with

$$
\begin{equation*}
u_{f}(t)=t^{-\beta} \sum_{k=0}^{\infty} \frac{(1)_{k}(-c t)^{k}}{k!\Gamma(k+1-\beta)}=\frac{t^{-\beta}}{\Gamma(1-\beta)} \cdot{ }_{1} F_{1}(1 ; 1-\beta ;-c t) . \tag{120}
\end{equation*}
$$

Proof. By using Equation (114) in Equation (115), we have

$$
\begin{equation*}
\hat{u}_{f}(s)=\frac{s^{\beta}}{s+c}=\sum_{k=0}^{\infty}(-c)^{k} s^{-k-1+\beta} . \tag{121}
\end{equation*}
$$

By the inverse Laplace transform of this equation, we obtain Equation (120), where we use $\Gamma(k+1-\beta)=\Gamma(1-\beta)(1-\beta)_{k}$.

### 6.2. Solution of an Inhomogeneous Differential Equation of the Second Order

We consider an inhomogeneous differential equation of the second order:

$$
\begin{equation*}
p_{2}\left(\frac{d}{d t}\right) u(t):=\frac{d^{2}}{d t^{2}} u(t)+b \frac{d}{d t} u(t)+c u(t)=f(t), \quad t>0 \tag{122}
\end{equation*}
$$

where $b \in \mathbb{C}$ and $c \in \mathbb{C}$ are constants.
By Lemma 34, we obtain the following equation for $\hat{u}(s)=\mathcal{L}_{H}[u(t)]$ :

$$
\begin{equation*}
p_{2}(s) \hat{u}(s):=\left(s^{2}+b s+c\right) \hat{u}(s)=\left(u_{0} s+u_{1}\right)+b u_{0}+\hat{f}(s) . \tag{123}
\end{equation*}
$$

Following Section 6, we introduce the Green's function $G(t)$, so that its Laplace transform $\hat{G}(s)$, which satisfies Equation (110), is given by $p_{2}(s) \hat{G}(s)=\left(s^{2}+b s+c\right) \cdot \hat{G}(s)=1$, and hence we have

$$
\begin{equation*}
\hat{G}(s)=\frac{1}{p_{2}(s)}=\frac{1}{s^{2}+b s+c} \tag{124}
\end{equation*}
$$

By using Equation (124) in Equation (123), we obtain

$$
\begin{equation*}
\hat{u}(s)=u_{0} s \hat{G}(s)+\left(u_{1}+b u_{0}\right) \hat{G}(s)+\hat{u}_{f}(s), \tag{125}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{u}_{f}(s)=\hat{G}(s) \hat{f}(s) \tag{126}
\end{equation*}
$$

Equation:

$$
\begin{equation*}
p_{2}(s):=s^{2}+b s+c=0, \tag{127}
\end{equation*}
$$

has one or two roots according as $c=\frac{b^{2}}{4}$ or not. If $c \neq \frac{b^{2}}{4}$, then Equation (127) has two different roots $\mu_{1}$ and $\mu_{2}$, so that $b=-\left(\mu_{1}+\mu_{2}\right)$ and $c=\mu_{1} \mu_{2}$, and Equation (124) gives

$$
\begin{equation*}
\hat{G}(s)=\frac{1}{\left(s-\mu_{1}\right)\left(s-\mu_{2}\right)}=\frac{1}{\mu_{1}-\mu_{2}}\left(\frac{1}{s-\mu_{1}}-\frac{1}{s-\mu_{2}}\right) . \tag{128}
\end{equation*}
$$

By the inverse Laplace transform, we then obtain

$$
\begin{equation*}
G(t)=\frac{1}{\mu_{1}-\mu_{2}}\left(e^{\mu_{1} t}-e^{\mu_{2} t}\right) H(t) \tag{129}
\end{equation*}
$$

If $c=\frac{b^{2}}{4}$, then Equation (127) has only one root $\mu_{1}$, so that $b=-2 \mu_{1}$ and $c=\mu_{1}^{2}$, and in place of Equation (128), we have

$$
\begin{equation*}
\hat{G}(s)=\frac{1}{\left(s-\mu_{1}\right)^{2}} \tag{130}
\end{equation*}
$$

By the inverse Laplace transform, we then obtain

$$
\begin{equation*}
G(t)=t e^{\mu_{1} t} H(t) \tag{131}
\end{equation*}
$$

Theorem 9. Let Condition 2(i) or 2(ii) be satisfied. Then the solution of Equation (122) is given by

$$
\begin{equation*}
u(t)=u_{0} \frac{d}{d t} G(t)+\left(u_{1}+b u_{0}\right) G(t)+u_{f}(t), \quad t>0 \tag{132}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{f}(t)=\int_{0}^{t} G(t-\tau) f(\tau) d \tau, \quad t>0 \tag{133}
\end{equation*}
$$

or

$$
\begin{equation*}
u_{f}(t)={ }_{0} D_{R}^{\beta}\left[\int_{0}^{t} G(t-\tau) f_{\beta}(\tau) d \tau\right], \quad t>0 \tag{134}
\end{equation*}
$$

according as Condition 2(i) or 2(ii) is satisfied. If $c \neq \frac{b^{2}}{4}$, then $b=-\left(\mu_{1}+\mu_{2}\right), c=\mu_{1} \mu_{2}$, and $G(t)$ given by Equation (129) is used in Equation (132). If $c=\frac{b^{2}}{4}$, then $b=-2 \mu_{1}, c=\mu_{1}^{2}$, and $G(t)$ given by Equation (131) is used there.

Proof. By the AC-Laplace transform of Equation (132), we obtain Equation (125). When Condition 2(ii) is satisfied, we have $\hat{f}(s)=s^{\beta} \hat{f}_{\beta}(s)$. By using Equations (28) and (27), we confirm that the AC-Laplace transform of $u_{f}(t)$ given by Equation (134) is $s^{\beta} \hat{G}(s) \hat{f}_{\beta}(s)$.

Theorem 10. Let Condition 2(iii) be satisfied, be satisfied, so that $\hat{f}(s)=s^{\beta}$ for $\beta \in \mathbb{C} \backslash \mathbb{Z}_{>-1}$. Then the solution of Equation (122) is given by Equation (132) with $u_{f}(t)$ given as follows. If $c \neq \frac{b^{2}}{4}$, then $b=-\left(\mu_{1}+\mu_{2}\right)$, $c=\mu_{1} \mu_{2}$, and

$$
\begin{equation*}
u_{f}(t)=\frac{1}{\mu_{1}-\mu_{2}} \frac{t^{-\beta}}{\Gamma(1-\beta)}\left[{ }_{1} F_{1}\left(1 ; 1-\beta ; \mu_{1} t\right)-{ }_{1} F_{1}\left(1 ; 1-\beta ; \mu_{2} t\right)\right] \tag{135}
\end{equation*}
$$

If $c=\frac{b^{2}}{4}$, then $b=-2 \mu_{1}, c=\mu_{1}^{2}$, and

$$
\begin{equation*}
u_{f}(t)=\frac{t^{1-\beta}}{\Gamma(1-\beta)} \cdot{ }_{1} F_{1}\left(2 ; 1-\beta ; \mu_{1} t\right) \tag{136}
\end{equation*}
$$

Proof. When $c \neq \frac{b^{2}}{4}$, by using Equation (128) in Equation (126), we have

$$
\begin{equation*}
\hat{u}_{f}(s)=\frac{1}{\mu_{1}-\mu_{2}}\left(\frac{s^{\beta}}{s-\mu_{1}}-\frac{s^{\beta}}{s-\mu_{2}}\right) \tag{137}
\end{equation*}
$$

In the proof of Theorem 8, we obtain Equation (120), by the inverse Laplace transform of $\hat{u}_{f}(s)$ given by Equation (121). By the corresponding inverse Laplace transform of Equation (137), we obtain Equation (135). When $c=\frac{b^{2}}{4}$, by using Equation (130), we have

$$
\begin{equation*}
\hat{u}_{f}(s)=-s^{\beta} \frac{d}{d s} \frac{1}{s-\mu_{1}}=-s^{\beta} \frac{d}{d s} \sum_{k=0}^{\infty} \mu_{1}^{k} s^{-k-1}=s^{\beta} \sum_{k=0}^{\infty} \mu_{1}^{k}(k+1) s^{-k-2} \tag{138}
\end{equation*}
$$

By the inverse Laplace transform, we have

$$
\begin{equation*}
u_{f}(t)=t^{1-\beta} \sum_{k=0}^{\infty} \frac{(k+1)\left(\mu_{1} t\right)^{k}}{\Gamma(k+1-\beta)}=\frac{t^{1-\beta}}{\Gamma(1-\beta)} \sum_{k=0}^{\infty} \frac{(2)_{k}\left(\mu_{1} t\right)^{k}}{k!(1-\beta)_{k}} \tag{139}
\end{equation*}
$$

which gives Equation (136).
6.3. Application of the Theorems in Section 6.1

We consider an inhomogeneous differential equation with polynomial coefficients of the first order:

$$
\begin{equation*}
\frac{d}{d x} w(x)-2 x w(x)=2 x g(x)=1, \quad x \in \mathbb{R} . \tag{140}
\end{equation*}
$$

We put $t=x^{2}, u(t)=u\left(x^{2}\right)=w(x)$ and $f(t)=f\left(x^{2}\right)=g(x)$. Then $u(t)$ satisfies

$$
\begin{equation*}
\frac{d}{d t} u(t)-u(t)=f(t), \quad t \in \mathbb{R}_{>0} \tag{141}
\end{equation*}
$$

where

$$
\begin{equation*}
f(t)=\frac{1}{2 x}=\frac{t^{-1 / 2}}{2}=\frac{\Gamma(1 / 2)}{2} g_{1 / 2}(t)=\frac{\sqrt{\pi}}{2} g_{1 / 2}(t) \tag{142}
\end{equation*}
$$

where $g_{1 / 2}(t)$ is defined by Equation (26).
Lemma 35. Let $u(t)$ be a solution of Equation (141). Then $w(x)=u\left(x^{2}\right)$ gives a solution of Equation (140).
Lemma 36. The solution of Equation (141) is given by Equation (117), where $u_{0}=u(0)$ and

$$
\begin{equation*}
G(t)=e^{t}, \quad u_{f}(t)=\frac{\sqrt{\pi}}{2} \sum_{k=0}^{\infty} \frac{t^{k+1 / 2}}{\Gamma\left(k+\frac{3}{2}\right)}, \quad t \in \mathbb{R}_{>0} . \tag{143}
\end{equation*}
$$

The solution of Equation (140) is given by

$$
\begin{equation*}
w(x)=w_{0} G_{w}(x)+w_{g}(x), \quad x \in \mathbb{R} \tag{144}
\end{equation*}
$$

where $w_{0}=w(0)$ and

$$
\begin{equation*}
G_{w}(x)=e^{x^{2}}, \quad w_{g}(x)=\frac{\sqrt{\pi}}{2} \sum_{k=0}^{\infty} \frac{x^{2 k+1}}{\Gamma\left(k+\frac{3}{2}\right)}, \quad x \in \mathbb{R} . \tag{145}
\end{equation*}
$$

Proof. By using $c=-1, \beta=\frac{1}{2}$, Equation (142) in Equations (116) and (120), we see that the solution of Equation (141) is given by Equation (117) with Equation (143). Now the solution of Equation (140) is obtained from it with the aid of Lemma 35.

Lemma 37. The asymptotic behavior of $u_{f}(t)$ and $w_{g}(x)$ are given by

$$
\begin{align*}
u_{f}(t) & =\frac{\sqrt{\pi}}{2} e^{t}-\sum_{k=0}^{\infty} \frac{(-1)^{k}\left(-\frac{1}{2}\right)_{k}}{2 t^{k+1 / 2}}, \quad t \rightarrow \infty  \tag{146}\\
w_{g}(x) & = \begin{cases}\frac{\sqrt{\pi}}{2} e^{x^{2}}-\sum_{k=0}^{\infty} \frac{(-1)^{k}\left(-\frac{1}{2}\right)_{k}}{2 x^{2 k+1}}, & x \rightarrow \infty \\
-\frac{\sqrt{\pi}}{2} e^{x^{2}}-\sum_{k=0}^{\infty} \frac{(-1)^{k}\left(-\frac{1}{2}\right)_{k}}{2 x^{2 k+1}}, & x \rightarrow-\infty .\end{cases} \tag{147}
\end{align*}
$$

Proof. By using Equations (142) and (143) in Equation (118), we have

$$
\begin{equation*}
u_{f}(t)=\int_{0}^{t} e^{t-\tau} \frac{\tau^{-1 / 2}}{2} d \tau=e^{t} \frac{\Gamma\left(\frac{1}{2}\right)}{2}-\frac{1}{2} \int_{0}^{\infty} e^{-\tau}(t+\tau)^{1 / 2} d \tau=e^{t} \frac{\sqrt{\pi}}{2}-\frac{1}{2} \sum_{k=0}^{\infty} \frac{(-1)^{k}\left(-\frac{1}{2}\right)_{k}}{t^{k+1 / 2}} \tag{148}
\end{equation*}
$$

which gives Equation (146). Equation (147) is obtained from it with the aid of Lemma 35.
Equation (145) shows that the particular solution $w_{g}(x)$ of Equation (140) is an odd function of $x$. As a consequence of this fact, the asymptotic behavior of $w_{g}(x)$ is given by Equation (147).
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#### Abstract

The goal of this paper is to investigate the following Abel's integral equation of the second kind: $y(t)+\frac{\lambda}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} y(\tau) d \tau=f(t), \quad(t>0)$ and its variants by fractional calculus. Applying Babenko's approach and fractional integrals, we provide a general method for solving Abel's integral equation and others with a demonstration of different types of examples by showing convergence of series. In particular, we extend this equation to a distributional space for any arbitrary $\alpha \in R$ by fractional operations of generalized functions for the first time and obtain several new and interesting results that cannot be realized in the classical sense or by the Laplace transform.
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## 1. Introduction

Abel's equations are related to a wide range of physical problems, such as heat transfer [1], nonlinear diffusion [2], the propagation of nonlinear waves [3], and applications in the theory of neutron transport and traffic theory. There have been many approaches including numerical analysis thus far to studying Abel's integral equations as well as their variants with many applications [4-13]. In 1930, Tamarkin [14] discussed integrable solutions of Abel's integral equation under certain conditions by several integral operators. Sumner [15] studied Abel's integral equation from the point of view of the convolutional transform. Minerbo and Levy [16] investigated a numerical solution of Abel's integral equation using orthogonal polynomials. In 1985, Hatcher [17] worked on a nonlinear Hilbert problem of power type, solved in closed form by representing a sectionally holomorphic function by means of an integral with power kernel, and transformed the problem to one of solving a generalized Abel's integral equation. Singh et al. [18] obtained a stable numerical solution of Abel's integral equation using an almost Bernstein operational matrix. Recently, Li and Zhao [19] used the inverse of Mikusinski's operator of fractional order, based on Mikusinski's convolution, to construct the solution of the integral equation of Abel's type. Jahanshahi et al. [20] solved Abel's integral equation numerically on the basis of approximations of fractional integrals and Caputo derivatives. Saleh et al. [21] investigated the numerical solution of Abel's integral equation by Chebyshev polynomials. Kumar et al. [22] proposed a new and simple algorithm for Abel's integral equation, namely, the homotopy perturbation transform method (HPTM), based on the Laplace transform algorithm, and made the calculation for approximate solutions much easier. The main advance of this proposal is its capability of obtaining rapid convergent series for singular integral equations of Abel type. Recently, Li et al. [23] studied the following Abel's integral equation:

$$
g(x)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{x} \frac{f(\zeta)}{(x-\zeta)^{\alpha}} d \zeta, \quad \text { where } \alpha \in R
$$

and its variants in the distributional (Schwartz) sense based on fractional calculus of distributions and derived new results that are not achievable in the classical sense.

The current work is grouped as follows. In Section 2, we briefly introduce the necessary concepts and definitions of fractional calculus of distributions in $\mathcal{D}^{\prime}\left(R^{+}\right)$, which is described in Section 4. In Section 3, we solve Abel's integral equation of the second kind for $\alpha>0$ and its variants by Babenko's approach, as well as fractional integrals with different types of illustrative examples. Often we obtain an infinite series as the solution of Abel's integral equation and then show its convergence. In Section 4, we extend Abel's integral equation into the distributional space $\mathcal{D}^{\prime}\left(R^{+}\right)$for all $\alpha \in R$ by a new technique of computing fractional operations of distributions. We produce some novel results that cannot be derived in the ordinary sense.

## 2. Fractional Calculus of Distributions in $\mathcal{D}^{\prime}\left(R^{+}\right)$

In order to investigate Abel's integral equation in the generalized sense, we introduce the following basic concepts in detail. We let $\mathcal{D}(R)$ be the Schwartz space [24] of infinitely differentiable functions with compact support in $R$ and $\mathcal{D}^{\prime}(R)$ be the space of distributions defined on $\mathcal{D}(R)$. Further, we define a sequence $\phi_{1}(x), \phi_{2}(x), \cdots, \phi_{n}(x), \cdots$, which converges to zero in $\mathcal{D}(R)$ if all these functions vanish outside a certain fixed bounded interval and converges uniformly to zero (in the usual sense) together with their derivatives of any order. The functional $\delta(x)$ is defined as

$$
(\delta, \phi)=\phi(0)
$$

where $\phi \in \mathcal{D}(R)$. Clearly, $\delta$ is a linear and continuous functional on $\mathcal{D}(R)$, and hence $\delta \in \mathcal{D}^{\prime}(R)$. We let $\mathcal{D}^{\prime}\left(R^{+}\right)$be the subspace of $\mathcal{D}^{\prime}(R)$ with support contained in $R^{+}$.

We define

$$
\theta(x)= \begin{cases}1 & \text { if } x>0 \\ 0 & \text { if } x<0\end{cases}
$$

Then

$$
(\theta(x), \phi(x))=\int_{0}^{\infty} \phi(x) d x \quad \text { for } \quad \phi \in \mathcal{D}(R)
$$

which implies $\theta(x) \in \mathcal{D}^{\prime}(R)$.
We let $f \in \mathcal{D}^{\prime}(R)$. The distributional derivative of $f$, denoted by $f^{\prime}$ or $d f / d x$, is defined as

$$
\left(f^{\prime}, \phi\right)=-\left(f, \phi^{\prime}\right)
$$

for $\phi \in \mathcal{D}(R)$.
Clearly, $f^{\prime} \in \mathcal{D}^{\prime}(R)$ and every distribution has a derivative. As an example, we show that $\theta^{\prime}(x)=\delta(x)$, although $\theta(x)$ is not defined at $x=0$. Indeed,

$$
\left(\theta^{\prime}(x), \phi(x)\right)=-\left(\theta(x), \phi^{\prime}(x)\right)=-\int_{0}^{\infty} \phi^{\prime}(x) d x=\phi(0)=(\delta(x), \phi(x))
$$

which claims

$$
\theta^{\prime}(x)=\delta(x)
$$

It can be shown that the ordinary rules of differentiation apply also to distributions. For instance, the derivative of a sum is the sum of the derivatives, and a constant can be commuted with the derivative operator.

It follows from [24-26] that $\Phi_{\lambda}=\frac{x_{+}^{\lambda-1}}{\Gamma(\lambda)} \in \mathcal{D}^{\prime}\left(R^{+}\right)$is an entire function of $\lambda$ on the complex plane, and

$$
\begin{equation*}
\left.\frac{x_{+}^{\lambda-1}}{\Gamma(\lambda)}\right|_{\lambda=-n}=\delta^{(n)}(x) \text { for } n=0,1,2, \cdots \tag{1}
\end{equation*}
$$

Clearly, the Laplace transform of $\Phi_{\lambda}$ is given by

$$
\mathcal{L}\left\{\Phi_{\lambda}(x)\right\}=\int_{0}^{\infty} e^{-s x} \Phi_{\lambda}(x) d x=\frac{1}{s^{\lambda}}, \quad \operatorname{Re} \lambda>0, \quad \operatorname{Re} s>0
$$

which plays an important role in solving integral equations [27,28].
For the functional $\Phi_{\lambda}=\frac{x_{+}^{\lambda-1}}{\Gamma(\lambda)}$, the derivative formula is simpler than that for $x_{+}^{\lambda}$. In fact,

$$
\begin{equation*}
\frac{d}{d x} \Phi_{\lambda}=\frac{d}{d x} \frac{x_{+}^{\lambda-1}}{\Gamma(\lambda)}=\frac{(\lambda-1) x_{+}^{\lambda-2}}{\Gamma(\lambda)}=\frac{x_{+}^{\lambda-2}}{\Gamma(\lambda-1)}=\Phi_{\lambda-1} \tag{2}
\end{equation*}
$$

The convolution of certain pairs of distributions is usually defined as follows (see Gel'fand and Shilov [24], for example):

Definition 1. Let $f$ and $g$ be distributions in $\mathcal{D}^{\prime}(R)$ satisfying either of the following conditions:
(a) Either $f$ or $g$ has bounded support (set of all essential points), or
(b) the supports of $f$ and $g$ are bounded on the same side.

Then the convolution $f * g$ is defined by the equation

$$
((f * g)(x), \phi(x))=(g(x),(f(y), \phi(x+y)))
$$

for $\phi \in \mathcal{D}(R)$.
The classical definition of the convolution is as follows:
Definition 2. If $f$ and $g$ are locally integrable functions, then the convolution $f * g$ is defined by

$$
(f * g)(x)=\int_{-\infty}^{\infty} f(t) g(x-t) d t=\int_{-\infty}^{\infty} f(x-t) g(t) d t
$$

for all $x$ for which the integrals exist.
We note that if $f$ and $g$ are locally integrable functions satisfying either of the conditions (a) or (b) in Definition 1, then Definition 1 is in agreement with Definition 2. It also follows that if the convolution $f * g$ exists by Definition 1 or 2 , then the following equations hold:

$$
\begin{align*}
& f * g=g * f  \tag{3}\\
& (f * g)^{\prime}=f * g^{\prime}=f^{\prime} * g \tag{4}
\end{align*}
$$

where all the derivatives above are in the distributional sense.
We let $\lambda$ and $\mu$ be arbitrary complex numbers. Then it is easy to show that

$$
\begin{equation*}
\Phi_{\lambda} * \Phi_{\mu}=\Phi_{\lambda+\mu} \tag{5}
\end{equation*}
$$

by Equation (2), without any help of analytic continuation mentioned in all current books.
We let $\lambda$ be an arbitrary complex number and $g(x)$ be the distribution concentrated on $x \geq 0$. We define the primitive of order $\lambda$ of $g$ as a convolution in the distributional sense:

$$
\begin{equation*}
g_{\lambda}(x)=g(x) * \frac{x_{+}^{\lambda-1}}{\Gamma(\lambda)}=g(x) * \Phi_{\lambda} . \tag{6}
\end{equation*}
$$

We note that the convolution on the right-hand side is well defined, as supports of $g$ and $\Phi_{\lambda}$ are bounded on the same side.

Thus Equation (6) with various $\lambda$ will not only give the fractional derivatives but also the fractional integrals of $g(x) \in \mathcal{D}^{\prime}\left(R^{+}\right)$when $\lambda \notin Z$, and it reduces to integer-order derivatives or integrals when $\lambda \in Z$. We define the convolution

$$
g_{-\lambda}=g(x) * \Phi_{-\lambda}
$$

as the fractional derivative of the distribution $g(x)$ with order $\lambda$, writing it as

$$
g_{-\lambda}=\frac{d^{\lambda}}{d x^{\lambda}} g
$$

for $\operatorname{Re} \lambda \geq 0$. Similarly, $\frac{d^{\lambda}}{d x^{\lambda}} g$ is interpreted as the fractional integral if $\operatorname{Re} \lambda<0$.
In 1996, Matignon [26] studied fractional derivatives in the sense of distributions for fractional differential equations with applications to control processing and defined the fractional derivative of order $\lambda$ of a continuous causal (zero for $t<0$ ) function $g$ as

$$
\frac{d^{\lambda}}{d x^{\lambda}} g=g(x) * \Phi_{-\lambda},
$$

which is a special case of Equation (6), as $g$ belongs to $\mathcal{D}^{\prime}\left(R^{+}\right)$. A very similar definition for the fractional derivatives of causal functions (not necessarily continuous) is given by Mainardi in [27].

As an example of finding a fractional derivative of a distribution, we let $g(x) \in \mathcal{D}^{\prime}\left(R^{+}\right)$be given by

$$
g(x)= \begin{cases}1 & \text { if } x \text { is irrational and positive } \\ 0 & \text { otherwise }\end{cases}
$$

Then the ordinary derivative of $g(x)$ does not exist. However, the distributional derivative of $g(x)$ does exist, and $g^{\prime}(x)=\delta(x)$ on the basis of the following:

$$
\left(g^{\prime}(x), \phi(x)\right)=-\left(g(x), \phi^{\prime}(x)\right)=-\int_{0}^{\infty} \phi^{\prime}(x) d x=\phi(0)=(\delta(x), \phi(x))
$$

as the measure of rational numbers is zero. Therefore,

$$
\frac{d^{1.5}}{d x^{1.5}} g(x)=\frac{d^{0.5}}{d x^{0.5}} \delta(x)=\frac{x_{+}^{-1.5}}{\Gamma(-0.5)}=-\frac{1}{2 \sqrt{\pi}} x_{+}^{-1.5}
$$

We note that the sequential fractional derivative holds in a distribution [26].
For a given function, its classical Riemann-Liouville derivative and/or Caputo derivative [29-31] may not exist in general [32-34]. Even if they do, the Riemann-Liouville derivative and the Caputo derivative are not necessarily the same. However, if $g(x)$ is a distribution in $\mathcal{D}^{\prime}\left(R^{+}\right)$, then the case is different. Let $m-1<\operatorname{Re} \lambda<m \in Z^{+}$. From Equation (4), we derive that

$$
\begin{aligned}
g_{-\lambda}(x) & =g(x) * \frac{x_{+}^{-\lambda-1}}{\Gamma(-\lambda)}=g(x) * \frac{d^{m}}{d x^{m}} \frac{x_{+}^{m-\lambda-1}}{\Gamma(m-\lambda)} \\
& =\frac{d^{m}}{d x^{m}}\left(g(x) * \frac{x_{+}^{m-\lambda-1}}{\Gamma(m-\lambda)}\right)=\frac{x_{+}^{m-\lambda-1}}{\Gamma(m-\lambda)} * g^{(m)}(x),
\end{aligned}
$$

which indicates there is no difference between the Riemann-Liouville derivative and the Caputo derivative of the distribution $g(x)$ (both exist clearly). On the basis of this fact, we only call the fractional derivative of the distribution for brevity.

We mention that Podlubny [28] investigated fractional calculus of generalized functions by the distributional convolution and derived many identities of fractional integrals and derivatives related to $\delta(x-a), \theta(x-a)$ and $\Phi_{\lambda}$, where $a$ is a constant in $R$.

We note that the fractional integral (or the Riemann-Liouville fractional integral) $D^{-\alpha}\left(=D_{0, t}^{-\alpha}\right)$ of order $\alpha \in R^{+}$of function $y(t)$ is defined by

$$
D^{-\alpha} y(t)=D_{0, t}^{-\alpha} y(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} y(\tau) d \tau \quad(t>0)
$$

if the integral exists.

## 3. Babenko's Approach with Demonstration

We consider Abel's integral equation of the second kind:

$$
\begin{equation*}
y(t)+\frac{\lambda}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} y(\tau) d \tau=f(t), \quad t>0 \tag{7}
\end{equation*}
$$

where we start with $\alpha>0$ and where $\lambda$ is a constant. This equation was initially introduced and investigated by Hille and Tamarkin [35] in 1930, who considered Volterra's equation (a more general integral equation):

$$
y(t)=f(t)+\lambda \int_{0}^{t} K(t, \tau) y(\tau) d \tau
$$

by the Liouville-Neumann series. In 1997, Gorenflo and Mainardi studied Abel's integral equations of the first and second kind in their survey paper [36], with emphasis on the method of the Laplace transforms, which is a common treatment of such fractional integral equations. They also outlined the method used by Yu. I. Babenko in his book [37] for solving various types of fractional integral and differential equations. The method itself is close to the Laplace transform method, but it can be used in more cases than the Laplace transform method, such as solving integral equations with variable coefficients. Clearly, it is always necessary to prove convergence of the series obtained as solutions, although it is not a simple task in the general case [28].

In this section, we apply Babenko's method to solve many Abel's integral equations of the second kind, as well as their variants with variable coefficients, and we show convergence of the infinite series by utilizing the rapid growth of the Gamma function. We note that if an infinite series is uniformly convergent in every bounded interval of the variable $t$, then term-wise integrations and differentiations are allowed.

We can write Equation (7) in the form

$$
\left(1+\lambda D^{-\alpha}\right) y(t)=f(t)
$$

by the Riemann-Liouville fractional integral operator. This implies that

$$
\begin{equation*}
y(t)=\left(1+\lambda D^{-\alpha}\right)^{-1} f(t)=\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} D^{-\alpha n} f(t) \tag{8}
\end{equation*}
$$

by Babenko's method [28].
Because, for many functions $f(t)$, all the fractional integrals on the right-hand side of Equation (8) can be evaluated, Equation (8) gives the formal solution in the form of a series if it converges.

A two-parameter function of the Mittag-Leffler type is defined by the series expansion

$$
E_{\alpha, \beta}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)}
$$

where $\alpha, \beta>0$.

It follows from the Mittag-Leffler function that

$$
\begin{aligned}
& E_{1,1}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k+1)}=\sum_{k=0}^{\infty} \frac{z^{k}}{k!}=e^{z} \\
& E_{1,2}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k+2)}=\frac{1}{z} \sum_{k=0}^{\infty} \frac{z^{k+1}}{(k+1)!}=\frac{e^{z}-1}{z} \\
& E_{2,1}\left(z^{2}\right)=\sum_{k=0}^{\infty} \frac{z^{2 k}}{\Gamma(2 k+1)}=\sum_{k=0}^{\infty} \frac{z^{2 k}}{(2 k)!}=\cosh (z) .
\end{aligned}
$$

## Demonstration of Examples

Example 1. Let $\lambda$ and a be constants and $\alpha>0$. Then Abel's integral equation:

$$
\begin{equation*}
y(t)+\frac{\lambda}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} y(\tau) d \tau=a t^{\beta} \tag{9}
\end{equation*}
$$

has the solution

$$
y(t)=a \Gamma(\beta+1) t^{\beta} E_{\alpha, \beta+1}\left(-\lambda t^{\alpha}\right)
$$

where $\beta>-1$.
Proof. Clearly, we have

$$
D^{-\alpha n} a t^{\beta}=a D^{-\alpha n} t^{\beta}=\frac{a \Gamma(\beta+1)}{\Gamma(\alpha n+\beta+1)} t^{\beta+\alpha n}
$$

Hence

$$
\begin{aligned}
y(t) & =\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} D^{-\alpha n} a t^{\beta}=\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \frac{a \Gamma(\beta+1)}{\Gamma(\alpha n+\beta+1)} t^{\beta+\alpha n} \\
& =a \Gamma(\beta+1) t^{\beta} \sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \frac{t^{\alpha n}}{\Gamma(\alpha n+\beta+1)} \\
& =a \Gamma(\beta+1) t^{\beta} E_{\alpha, \beta+1}\left(-\lambda t^{\alpha}\right)
\end{aligned}
$$

which is convergent for all $t \in R^{+}$.
This example implies that the following Abel's integral equation:

$$
\begin{equation*}
y(t)=2 \sqrt{t}-\int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau \tag{10}
\end{equation*}
$$

has the solution

$$
y(t)=\sum_{n=1}^{\infty} \frac{(-1)^{n-1}(\pi t)^{n / 2}}{\Gamma(n / 2+1)}
$$

Indeed, Equation (10) can be converted into

$$
y(t)+\frac{\sqrt{\pi}}{\Gamma(1 / 2)} \int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau=2 \sqrt{t}
$$

By Equation (9) we come to

$$
\begin{aligned}
y(t) & =2 \Gamma(1 / 2+1) t^{1 / 2} E_{1 / 2,3 / 2}\left(-\sqrt{\pi} t^{1 / 2}\right)=\sum_{n=0}^{\infty} \frac{(-1)^{n}(\pi t)^{(n+1) / 2}}{\Gamma(n / 2+1 / 2+1)} \\
& =\sum_{n=1}^{\infty} \frac{(-1)^{n-1}(\pi t)^{n / 2}}{\Gamma(n / 2+1)}
\end{aligned}
$$

using

$$
\Gamma(1 / 2+1)=\frac{\sqrt{\pi}}{2}
$$

Example 2. Abel's integral equation:

$$
y(t)+\int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau=t+\frac{4}{3} t^{3 / 2}
$$

has the solution $y(t)=t$.
Proof. First we note that

$$
\begin{aligned}
& \int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau=\frac{\sqrt{\pi}}{\Gamma(1 / 2)} \int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau \\
& D^{-n / 2} t=\frac{t^{(n+2) / 2}}{\Gamma(n / 2+2)}, \text { and } \\
& D^{-n / 2} \frac{4 t^{3 / 2}}{3}=\frac{4}{3} \frac{\Gamma(3 / 2+1)}{\Gamma(n / 2+3 / 2+1)} t^{(n+3) / 2}=\frac{\sqrt{\pi} t^{(n+3) / 2}}{\Gamma((n+3) / 2+1)} .
\end{aligned}
$$

We infer from Equation (8) that

$$
\begin{aligned}
y(t)= & \sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} D^{-\alpha n}\left(t+\frac{4}{3} t^{3 / 2}\right)=\lim _{m \rightarrow \infty} \sum_{n=0}^{m}(-1)^{n} \pi^{n / 2} D^{-n / 2}\left(t+\frac{4}{3} t^{3 / 2}\right) \\
= & \lim _{m \rightarrow \infty}\left\{\left(t+\frac{4}{3} t^{3 / 2}\right)-\sqrt{\pi}\left(\frac{t^{3 / 2}}{\Gamma(1 / 2+2)}+\frac{\sqrt{\pi}}{\Gamma(2+1)} t^{2}\right)+\right. \\
& \left.\pi\left(\frac{t^{2}}{2}+\frac{4}{3} \frac{t^{3 / 2+1}}{3 / 2+1}\right)+\cdots+(-1)^{m} \pi^{m / 2} D^{-m / 2}\left(t+\frac{4}{3} t^{3 / 2}\right)\right\} \\
= & t+\lim _{m \rightarrow \infty}(-1)^{m} \pi^{m / 2} D^{-m / 2} \frac{4}{3} t^{3 / 2}
\end{aligned}
$$

by cancellations. Furthermore,

$$
\lim _{m \rightarrow \infty}(-1)^{m} \pi^{m / 2} D^{-m / 2} \frac{4}{3} t^{3 / 2}=0
$$

for all $t>0$. Indeed,

$$
\begin{aligned}
(-1)^{m} \pi^{m / 2} D^{-m / 2} \frac{4}{3} t^{3 / 2} & =\frac{4}{3}(-1)^{m} \pi^{m / 2} \frac{\Gamma(3 / 2+1)}{\Gamma(m / 2+3 / 2+1)} t^{3 / 2+m / 2} \\
& =\sqrt{\pi} t^{3 / 2} \frac{(-1)^{m}(\pi t)^{m / 2}}{\Gamma(m / 2+3 / 2+1)}
\end{aligned}
$$

and the series

$$
\sum_{m=0}^{\infty} \frac{(\pi t)^{m / 2}}{\Gamma(m / 2+3 / 2+1)}=E_{1 / 2,3 / 2+1}(\sqrt{\pi t})
$$

is convergent. Hence $y(t)=t$ is the solution.
Remark 1. Kumar et al. [22] considered Example 2 by applying the aforesaid HPTM and found an approximate solution that converges to the solution $y(t)=t$ for tonly between 0 and 1 , with more calculations involving Laplace transforms.

Example 3. Abel's integral equation:

$$
y(t)+\frac{\lambda}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} y(\tau) d \tau=\phi(t)
$$

has the solution

$$
y(t)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty}(-1)^{n} \lambda^{n} \frac{\phi^{(k)}(0)}{\Gamma(\alpha n+k+1)} t^{k+\alpha n}
$$

where

$$
\phi(t)=\sum_{k=0}^{\infty} \frac{\phi^{(k)}(0)}{k!} t^{k}
$$

for $t>0$.
Proof. By Equation (8), we obtain

$$
\begin{aligned}
y(t) & =\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} D^{-\alpha n} \phi(t) \\
& =\sum_{n=0}^{\infty} \sum_{k=0}^{\infty}(-1)^{n} \lambda^{n} \frac{\phi^{(k)}(0)}{k!} D^{-\alpha n} t^{k} \\
& =\sum_{n=0}^{\infty} \sum_{k=0}^{\infty}(-1)^{n} \lambda^{n} \frac{\phi^{(k)}(0)}{\Gamma(\alpha n+k+1)} t^{k+\alpha n} .
\end{aligned}
$$

It remains to show that the above series is convergent. We note that

$$
\lim _{n \rightarrow \infty} \frac{\Gamma(n+\alpha)}{\Gamma(n) n^{\alpha}}=1
$$

implies

$$
\Gamma(\alpha n+k+1) \sim \Gamma(k+1) n^{\alpha n}
$$

when $k$ is large [38]. Therefore, the convergence of

$$
\sum_{n=0}^{\infty} \sum_{k=0}^{\infty}(-1)^{n} \lambda^{n} \frac{\phi^{(k)}(0)}{\Gamma(\alpha n+k+1)} t^{k+\alpha n}
$$

is equivalent to that of

$$
\sum_{k=0}^{\infty} \frac{\phi^{(k)}(0)}{k!} t^{k} \sum_{n=0}^{\infty}(-1)^{n}\left(\frac{\lambda t^{\alpha}}{n^{\alpha}}\right)^{n}
$$

which is convergent because it is the product of two convergent series for all $t>0$.
This clearly implies that the following Abel's integral equation:

$$
y(t)+\frac{\lambda}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} y(\tau) d \tau=e^{t}
$$

has the solution

$$
y(t)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty}(-1)^{n} \lambda^{n} \frac{t^{k+\alpha n}}{\Gamma(\alpha n+k+1)},
$$

and Abel's integral equation:

$$
y(t)+\frac{\lambda}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} y(\tau) d \tau=\frac{t}{t^{2}+b^{2}}
$$

has the solution

$$
y(t)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty}(-1)^{n} \lambda^{n} \frac{(-1)^{k}(2 k+1)!}{b^{2 k+2} \Gamma(\alpha n+2 k+2)} t^{\alpha n+2 k+1}
$$

for $0<t<b$. Indeed,

$$
\begin{aligned}
\phi(t) & =\frac{t}{t^{2}+b^{2}}=\frac{t}{b^{2}\left(1+\left(\frac{t}{b}\right)^{2}\right)} \\
& =\frac{t}{b^{2}} \sum_{k=0}^{\infty}(-1)^{k}\left(\frac{t}{b}\right)^{2 k}=\sum_{k=0}^{\infty}(-1)^{k} \frac{t^{2 k+1}}{b^{2 k+2}}
\end{aligned}
$$

which infers that

$$
\phi^{(2 k+1)}(0)=\frac{(-1)^{k}(2 k+1)!}{b^{2 k+2}} \quad \text { and } \quad \phi^{(2 k)}(0)=0
$$

Now we consider some variants of Abel's integral equation.
Example 4. Let $\alpha>0$. Then the integral equation

$$
y(t)+\frac{\lambda t}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} y(\tau) d \tau=t
$$

has the solution

$$
y(t)=t E_{\alpha, 2}\left(-\lambda t^{\alpha+1}\right)
$$

Proof. We can write the original equation in the form

$$
\left(1+\lambda t D^{-\alpha}\right) y(t)=t
$$

Therefore

$$
\begin{aligned}
y(t) & =\left(1+\lambda t D^{-\alpha}\right)^{-1} t=\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} t^{n} D^{-\alpha n} t \\
& =\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \frac{t^{n}}{\Gamma(\alpha n+2)} t^{\alpha n+1} \\
& =t \sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \frac{t^{\alpha n+n}}{\Gamma(\alpha n+2)}=t E_{\alpha, 2}\left(-\lambda t^{\alpha+1}\right) .
\end{aligned}
$$

Similarly, the integral equation

$$
y(t)+\frac{\lambda t^{\beta}}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} y(\tau) d \tau=t^{\gamma} \quad \text { for } t>0
$$

has the solution

$$
\begin{equation*}
y(t)=\Gamma(\gamma+1) t^{\gamma} E_{\alpha, \gamma+1}\left(-\lambda t^{\alpha+\beta}\right) \tag{11}
\end{equation*}
$$

where $\gamma>-1$ and $\alpha+\beta>0$.
Furthermore, the integral equation for $\beta>-1$ :

$$
y(t)-t^{\beta} \int_{0}^{t} y(\tau) d \tau=1
$$

has the solution $y(t)=e^{t^{\beta+1}}$ by noting that $E_{1,1}(t)=e^{t}$.
Clearly, the integral equation

$$
y(t)-\int_{0}^{t}(t-\tau) y(\tau) d \tau=t
$$

has the solution $y(t)=t E_{2,2}\left(t^{2}\right)=\sinh (t)$ by noting that $E_{2,2}\left(t^{2}\right)=\sinh (t) / t$, and the integral equation

$$
y(t)-\int_{0}^{t}(t-\tau) y(\tau) d \tau=1
$$

has the solution $y(t)=\cosh (t)$ as $E_{2,1}\left(t^{2}\right)=\cosh (t)$.
Using the following formula [28]:

$$
E_{1, m}(z)=\frac{1}{z^{m-1}}\left\{e^{z}-\sum_{k=0}^{m-2} \frac{z^{k}}{k!}\right\}
$$

we derive that the following integral equation for $m=1,2, \cdots, \beta>-1$, and $\lambda \neq 0$ :

$$
y(t)+\lambda t^{\beta} \int_{0}^{t} y(\tau) d \tau=t^{m}
$$

has the solution

$$
y(t)=\frac{(-1)^{m} m!}{\lambda^{m} t^{\beta m}}\left\{e^{-\lambda t^{\beta+1}}-\sum_{k=0}^{m-1} \frac{(-\lambda)^{k} t^{(\beta+1) k}}{k!}\right\}
$$

Indeed, from Equation (11), we infer that the solution is

$$
\begin{aligned}
y(t) & =m!t^{m} E_{1, m+1}\left(-\lambda t^{\beta+1}\right) \\
& =\frac{(-1)^{m} m!}{\lambda^{m} t^{\beta m}}\left\{e^{-\lambda t^{\beta+1}}-\sum_{k=0}^{m-1} \frac{(-\lambda)^{k} t^{(\beta+1) k}}{k!}\right\},
\end{aligned}
$$

as $\gamma=m$ and $\alpha=1$.
Finally, we claim that the following integral equation for $\beta>-1 / 2$ :

$$
y(t)+\frac{\lambda t^{\beta}}{\sqrt{\pi}} \int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau=1
$$

has the solution $y(t)=E_{1 / 2,1}\left(-\lambda t^{\beta+1 / 2}\right)$, where

$$
E_{1 / 2,1}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k / 2+1)}=e^{z^{2}} \operatorname{erfc}(-z)
$$

and $\operatorname{erfc}(z)$ is the error function complement defined by

$$
\operatorname{erfc}(z)=\frac{2}{\sqrt{\pi}} \int_{z}^{\infty} e^{-t^{2}} d t
$$

To end this section, we point out that some exact solutions of equations considered in the examples can be easily obtained using the Laplace transform mentioned earlier; for example, applying the Laplace transform to Equation (9) from Example 1, we obtain

$$
y^{*}(s)=\mathcal{L}\{y(t)\}=a \Gamma(\beta+1) \frac{s^{\alpha-(\beta+1)}}{s^{\alpha}+\lambda}
$$

by the formula

$$
\int_{0}^{\infty} t^{\beta} e^{-s t} d t=\frac{\Gamma(\beta+1)}{s^{\beta+1}}, \quad \operatorname{Re} s>0
$$

This implies the following by the inverse Laplace transform and Equation (1.80) in [28]:

$$
y(t)=a \Gamma(\beta+1) t^{\beta} E_{\alpha, \beta+1}\left(-\lambda t^{\alpha}\right) .
$$

Similarly, for the equation from Example 2, we immediately derive

$$
y^{*}(s)=\mathcal{L}\{y(t)\}=\frac{1}{s^{2}}
$$

from

$$
\mathcal{L}\left\{t+\frac{4}{3} t^{3 / 2}\right\}=\frac{1}{s^{2}}+\frac{\sqrt{\pi}}{s^{2.5}}
$$

which indicates that $y(t)=t$. However, it seems much harder for the Laplace transform to deal with the variants of Abel's integral equation with variable coefficients, such as

$$
y(t)+\lambda t^{\beta} \int_{0}^{t} y(\tau) d \tau=t^{m}
$$

which is solved above by Babenko's approach.

## 4. Abel's Integral Equation in Distributions

We let $f(t) \in \mathcal{D}^{\prime}\left(R^{+}\right)$be given. We now study Abel's integral equation of the second kind:

$$
\begin{equation*}
y(t)+\frac{\lambda}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} y(\tau) d \tau=f(t) \tag{12}
\end{equation*}
$$

in the distributional space $\mathcal{D}^{\prime}\left(R^{+}\right)$, where $\alpha \in R$ and $\lambda$ is a constant.
Clearly, Equation (12) is equivalent to the convolutional equation:

$$
\left(\delta+\lambda \Phi_{\alpha}\right) * y(t)=f(t)
$$

in $\mathcal{D}^{\prime}\left(R^{+}\right)$, although it is undefined in the classical sense for $\alpha \leq 0$. We note that the distributional convolution $\Phi_{\alpha} * y(t)$ is well defined for arbitrary $\alpha \in R$ if $y(t) \in \mathcal{D}^{\prime}\left(R^{+}\right)$by Definition 1 (b).

Applying Babenko's method, we can write out $y(t)$ as

$$
y(t)=\left(\delta+\lambda \Phi_{\alpha}\right)^{-1} * f(x)
$$

where $\left(\delta+\lambda \Phi_{\alpha}\right)^{-1}$ is the distributional inverse operator of $\delta+\lambda \Phi_{\alpha}$ in terms of convolution. Using the binomial expression of $\left(\delta+\lambda \Phi_{\alpha}\right)^{-1}$, we can formally obtain

$$
\begin{equation*}
y(t)=\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \Phi_{\alpha}^{n} * f(t)=\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \Phi_{n \alpha} * f(t) \tag{13}
\end{equation*}
$$

by using the following formula [25]:

$$
\Phi_{\alpha}^{n}=\underbrace{\Phi_{\alpha} * \Phi_{\alpha} * \cdots * \Phi_{\alpha}}_{n \text { times }}=\Phi_{n \alpha}
$$

and $\delta$ is a unit distribution in terms of convolution.
Because, for many distributions $f(t)$, all the fractional integrals (if $\alpha>0$ ) or derivatives (if $\alpha<0$ ) on the right-hand side of Equation (13) can be evaluated, Equation (13) gives the formal solution in the form of a series if it converges. We must point out that Equation (12) becomes the differential equation:

$$
y+\lambda y * \delta^{(m)}=y+\lambda y^{(m)}=f
$$

if $\alpha=-m$ (undefined in the classical sense) because of Equation (1), which can be converted into a system of linear differential equations for consideration [24].

Example 5. Abel's integral equation:

$$
\begin{equation*}
y(t)+\int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau=t_{+}^{-1.5} \tag{14}
\end{equation*}
$$

has its solution in the space $\mathcal{D}^{\prime}\left(R^{+}\right)$:

$$
y(t)=t_{+}^{-1.5}+2 \pi \delta(t)-2 \pi t_{+}^{-1 / 2}+2 \pi^{2} E_{1 / 2,1}\left(-\sqrt{\pi t_{+}}\right)
$$

Proof. Equation (14) can be written as

$$
y(t)+\frac{\sqrt{\pi}}{\Gamma(1 / 2)} \int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau=t_{+}^{-1.5}
$$

From Equation (13),

$$
\begin{aligned}
y(t) & =\sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} \Phi_{1 / 2}^{n} * t_{+}^{-1.5}=\sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} \Phi_{n / 2} * \frac{t_{+}^{-1.5}}{\Gamma(-0.5)} \Gamma(-0.5) \\
& =\sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} \Gamma(-0.5) \Phi_{n / 2} * \Phi_{-0.5}=\sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} \Gamma(-0.5) \Phi_{n / 2-0.5} \\
& =\sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} \Gamma(-0.5) \frac{t_{+}^{n / 2-1.5}}{\Gamma(n / 2-0.5)} \\
& =t_{+}^{-1.5}+2 \pi \delta(t)-2 \pi t_{+}^{-1 / 2}+2 \sum_{n=3}^{\infty}(-1)^{n+1} \pi^{(n+1) / 2} \frac{t_{+}^{n / 2-1.5}}{\Gamma(n / 2-0.5)} \\
& =t_{+}^{-1.5}+2 \pi \delta(t)-2 \pi t_{+}^{-1 / 2}+2 \pi^{2} E_{1 / 2,1}\left(-\sqrt{\pi t_{+}}\right)
\end{aligned}
$$

using $\Gamma(-0.5)=-2 \sqrt{\pi}$.
Remark 2. Equation (14) cannot be discussed in the classical sense, because the fractional integral of $t_{+}^{-1.5}$ does not exist in the normal sense. Clearly, the distribution $t_{+}^{-1.5}+2 \pi \delta(t)$ is a singular generalized function in $\mathcal{D}^{\prime}\left(R^{+}\right)$, while $-2 \pi t_{+}^{-1 / 2}+2 \pi^{2} E_{1 / 2,1}\left(-\sqrt{\pi t_{+}}\right)$is regular (locally integrable).

Example 6. For $m=0,1,2, \cdots$, the integral equation

$$
y(t)+t^{m} \int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau=\delta(t)
$$

has the solution

$$
y(t)=\delta(t)-t_{+}^{m-1 / 2}+\pi t_{+}^{2 m} E_{1 / 2,1}\left(-\sqrt{\pi} t_{+}^{m+1 / 2}\right)
$$

Proof. Clearly,

$$
\begin{aligned}
y(t) & =\sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} t^{m n} \Phi_{n / 2} * \delta(t)=\sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} t^{m n} \Phi_{n / 2} \\
& =\delta(t)-\pi^{1 / 2} t^{m} \frac{t_{+}^{-1 / 2}}{\Gamma(1 / 2)}+\sum_{n=2}^{\infty}(-1)^{n} \pi^{n / 2} t^{m n} \Phi_{n / 2} \\
& =\delta(t)-t_{+}^{m-1 / 2}+\sum_{n=2}^{\infty}(-1)^{n} \pi^{n / 2} \frac{t_{+}^{m n-1+n / 2}}{\Gamma(n / 2)} \\
& =\delta(t)-t_{+}^{m-1 / 2}+\pi t_{+}^{2 m} \sum_{k=0}^{\infty}(-1)^{k} \pi^{k / 2} \frac{t_{+}^{m k+k / 2}}{\Gamma(k / 2+1)} \\
& =\delta(t)-t_{+}^{m-1 / 2}+\pi t_{+}^{2 m} E_{1 / 2,1}\left(-\sqrt{\pi} t_{+}^{m+1 / 2}\right)
\end{aligned}
$$

which is a distribution in $\mathcal{D}^{\prime}\left(R^{+}\right)$.
We note that if $f$ is a distribution in $\mathcal{D}^{\prime}(R)$ and $g$ is an infinitely differentiable function, then the product $f g$ is defined by

$$
(f g, \phi)=(f, g \phi)
$$

for all functions $\phi \in \mathcal{D}(R)$. Therefore, the product

$$
t^{m} \int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau
$$

is well defined, as $t^{m}$ is an infinitely differentiable function.
In particular, Abel's integral equation:

$$
y(t)+\int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau=\delta(t)
$$

has the solution

$$
y(t)=\delta(t)-t_{+}^{-1 / 2}+\pi E_{1 / 2,1}\left(-\sqrt{\pi t_{+}}\right)
$$

and the integral equation

$$
y(t)+t \int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau=\delta(t)
$$

has the solution

$$
y(t)=\delta(t)-t_{+}^{1 / 2}+\pi t_{+}^{2} E_{1 / 2,1}\left(-\sqrt{\pi} t_{+}^{1+1 / 2}\right)
$$

We mention that Abel's integral equations or integral equations with more general weakly singular kernels play important roles in solving partial differential equations, in particular, parabolic equations in which naturally the independent variable has the meaning of time. Gorenflo and Mainardi [36] described the occurrence of Abel's integral equations of the first and second kind in the problem of the heating (or cooling) of a semi-infinite rod by influx (or efflux) of heat across the boundary into (or from) its interior. They used Abel's integral equations to solve the following equation of heat flow:

$$
u_{t}-u_{x x}=0, \quad u=u(x, t)
$$

in the semi-infinite intervals $0<x<\infty$ and $0<t<\infty$ of space and time, respectively. In this dimensionless equation, $u=u(x, t)$ refers to temperature. Assuming a vanishing initial temperature, that is, $u(x, 0)=0$ for $0<x<\infty$, and a given influx across the boundary $x=0$ from $x<0$ to $x>0$,

$$
-u_{x}(0, t)=p(t)
$$

The interested readers are referred to [36] for the detailed methods and further references.

## 5. Conclusions

Applying Babenko's method and fractional calculus, we have studied Abel's integral equation of the second kind as well as its variants with variable coefficients, and we have solved many types of different integral equations by showing the convergence of infinite series using the rapid growth of the Gamma function. In particular, we have discussed Abel's equation in the distributional sense for any arbitrary $\alpha \in R$ by fractional operations of generalized functions for the first time, and we have derived several new and interesting results that cannot be realized in the classical sense or by the Laplace transform. For example, Abel's integral equation:

$$
y(t)+\int_{0}^{t} \frac{y(\tau)}{\sqrt{t-\tau}} d \tau=t_{+}^{-\sqrt{2}}+\delta^{(m)}(t)
$$

cannot be considered in the classical sense because of the term $t_{+}^{-\sqrt{2}}+\delta^{(m)}(t)$, but it is well defined and solvable in the distributional sense.
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#### Abstract

This paper is to study certain types of fractional differential and integral equations, such as $\theta\left(x-x_{0}\right) g(x)=\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-\zeta)^{\alpha-1} f(\zeta) d \zeta, y(x)+\int_{0}^{x} \frac{y(\tau)}{\sqrt{x-\tau}} d \tau=x_{+}^{-\sqrt{2}}+\delta(x)$, and $x_{+}^{k} \int_{0}^{x} y(\tau)(x-$ $\tau)^{\alpha-1} d \tau=\delta^{(m)}(x)$ in the distributional sense by Babenko's approach and fractional calculus. Applying convolutions and products of distributions in the Schwartz sense, we obtain generalized solutions for integral and differential equations of fractional order by using the Mittag-Leffler function, which cannot be achieved in the classical sense including numerical analysis methods, or by the Laplace transform.


Keywords: distribution; fractional calculus; convolution; Abel's integral equation; product; Mittag-Leffler function

MSC: 46F10; 26A33; 45E10; 45G05

## 1. Introduction

Fractional calculus deals with integrals and derivatives of arbitrary order, which unifies and extends integer-order differentiation and $n$-fold integration. Up to now, fractional operators have been applied in various areas, such as anomalous diffusion, long-range interactions, long-memory processes and materials, waves in liquids, and physics. Recently, Zimbardo et al. [1] generalized the Parker equation, which describes the acceleration and transport of energetic particles in astrophysical plasmas, to the case of anomalous by Caputo fractional derivatives. As far as we know, fractional calculus is one of best tools to construct certain electro-chemical problems and characterizes long-term behaviors, allometric scaling laws, nonlinear operations of distributions [2] and so on.

An integral equation is an equation containing an unknown function under an integral sign. Integral equations are useful and powerful mathematical tools in both pure and applied mathematics. They have various applications in numerous physical problems, chemistry, biology, electronics and mechanics [3-5]. Many initial and boundary value problems associated with ordinary (or partial) differential equations can be transformed into problems of solving integral equations [6]. For example, Gorenflo and Mainardi [7] provided interesting applications of Abel's integral equations of the first and second kind in solving the partial differential equation which describes the problem of the heating (or cooling) of a semi-infinite rod by influx (or efflux) of heat across the boundary into (or from) its interior. There have been lots of approaches, including numerical analysis, thus far to studying fractional differential and integral equations, including Abel's equations, with many applications [8-21]. Recently, Li et al. [22,23] studied integral equations associated with Abel's types in the distributional (Schwartz) sense, based on new fractional calculus of distributions and derived fresh results which are not achievable in the classical sense. On the other hand, the development of science has led to
formation of many physical and engineering problems that can be mathematically represented by differential equations. For instance, problems from electric circuits, chemical kinetics, and transfer of heat can all be characterized as differential equations [24].

We briefly introduce the necessary concepts and definitions of fractional calculus of distributions in $\mathcal{D}^{\prime}\left(R^{+}\right)$in Section 2, where we demonstrate several examples of computing fractional derivatives as well as applications to solving Abel's integral equations of the first kind for arbitrary $\alpha \in R$. In Section 3, we present Babenko's approach to solving several fractional differential and integral equations based on new convolution and product of generalized functions (an active area in distribution theory). We often obtain an infinite series, related to the Mittag-Leffler function, as the solution of integral or differential equation. We imply a number of novel results, which cannot be derived or approximated by numerical analysis methods or by the Laplace transform, since solutions are in the distributional sense in general.

## 2. Fractional Calculus in $\mathcal{D}^{\prime}\left(R^{+}\right)$

In order to investigate fractional integral and differential equations in the generalized sense, we briefly introduce the following basic concepts, with several interesting examples of solving Abel's integral equations in distribution. Let $\mathcal{D}(R)$ be the Schwartz space (testing function space) [25] of infinitely differentiable functions with compact support in $R$, and $\mathcal{D}^{\prime}(R)$ the (dual) space of distributions defined on $\mathcal{D}(R)$. A sequence $\phi_{1}, \phi_{2}, \cdots, \phi_{n}, \cdots$ goes to zero in $\mathcal{D}(R)$, if and only if these functions vanish outside a certain fixed bounded set, and converge to zero uniformly together with their derivatives of any order. Clearly, $\mathcal{D}(R)$ is not empty since it contains the following function

$$
\phi(x)= \begin{cases}e^{-\frac{1}{1-x^{2}}} & \text { if }|x|<1 \\ 0 & \text { otherwise }\end{cases}
$$

Evidently, any locally integrable function $f(x)$ on $R$ is a (regular) distribution in $\mathcal{D}^{\prime}(R)$ as

$$
(f(x), \phi(x))=\int_{-\infty}^{\infty} f(x) \phi(x) d x
$$

is well defined. Hence $f$ is linear and continuous on $\mathcal{D}(R)$. Furthermore, the functional $\delta\left(x-x_{0}\right)$ on $\mathcal{D}(R)$ given by

$$
\left(\delta\left(x-x_{0}\right), \phi(x)\right)=\phi\left(x_{0}\right)
$$

is a member of $\mathcal{D}^{\prime}(R)$, according to the topological structure of the Schwartz testing function space.
Let $f \in \mathcal{D}^{\prime}(R)$. The distributional derivative $f^{\prime}$ (or $d f / d x$ ), is defined as

$$
\left(f^{\prime}, \phi\right)=-\left(f, \phi^{\prime}\right)
$$

for $\phi \in \mathcal{D}(R)$. Therefore,

$$
\left(\delta^{(n)}\left(x-x_{0}\right), \phi(x)\right)=(-1)^{n}\left(\delta\left(x-x_{0}\right), \phi^{(n)}(x)\right)=(-1)^{n} \phi^{(n)}\left(x_{0}\right) .
$$

Let

$$
g(x)=x_{+}= \begin{cases}x & \text { if } x>0 \\ 0 & \text { otherwise }\end{cases}
$$

As an example, we will find the distributional derivative of $g$ (note that this function is not differentiable at $x=0$ in the classical sense). Indeed, using integration by parts, we derive

$$
\left(g^{\prime}(x), \phi(x)\right)=-\left(g(x), \phi^{\prime}(x)\right)=-\int_{0}^{\infty} x \phi^{\prime}(x) d x=\int_{0}^{\infty} \phi(x) d x=(\theta(x), \phi(x))
$$

which infers that

$$
g^{\prime}(x)=\theta(x)
$$

where $\theta(x)$ is the Heaviside function.
Let $\operatorname{Re} \lambda>-n-1, \lambda \neq-1,-2, \cdots,-n$. Then the distribution $x_{+}^{\lambda}$ [25] is defined by

$$
\begin{aligned}
\left(x_{+}^{\lambda}, \phi(x)\right)=\int_{0}^{\infty} x^{\lambda} \phi(x) d x= & \int_{0}^{1} x^{\lambda}\left[\phi(x)-\phi(0)-\cdots-\frac{t^{n-1}}{(n-1)!} \phi^{(n-1)}(0)\right] d t \\
& +\int_{1}^{\infty} x^{\lambda} \phi(x) d x+\sum_{k=1}^{n} \frac{\phi^{(k-1)}(0)}{(k-1)!(\lambda+k)} .
\end{aligned}
$$

Clearly, the right-hand side regularizes the integral on the left. This defines the distribution $x_{+}^{\lambda}$ for $\operatorname{Re} \lambda \neq-1,-2, \ldots$.

Assume that $f$ and $g$ are distributions in $\mathcal{D}^{\prime}\left(R^{+}\right)$. Then the convolution $f * g$ is well defined by the equation [25]

$$
((f * g)(x), \phi(x))=(g(x),(f(y), \phi(x+y)))
$$

for $\phi \in \mathcal{D}(R)$. This also implies that

$$
f * g=g * f \quad \text { and } \quad(f * g)^{\prime}=g^{\prime} * f=g * f^{\prime}
$$

Let $\mathcal{D}^{\prime}\left(R^{+}\right)$be the subspace of $\mathcal{D}^{\prime}(R)$ with support contained in $R^{+}$. It follows from [25-27] that $\Phi_{\lambda}=\frac{x_{+}^{\lambda-1}}{\Gamma(\lambda)} \in \mathcal{D}^{\prime}\left(R^{+}\right)$is an entire analytic function of $\lambda$ on the complex plane, and

$$
\begin{equation*}
\left.\frac{x_{+}^{\lambda-1}}{\Gamma(\lambda)}\right|_{\lambda=-n}=\delta^{(n)}(x), \quad \text { for } \quad n=0,1,2, \ldots \tag{1}
\end{equation*}
$$

which plays an important role in solving fractional differential equations by using the distributional convolutions. Let $\lambda$ and $\mu$ be arbitrary numbers, then the following identity

$$
\begin{equation*}
\Phi_{\lambda} * \Phi_{\mu}=\Phi_{\lambda+\mu} \tag{2}
\end{equation*}
$$

is satisfied [23].
Let $\lambda$ be an arbitrary complex number and $g(x)$ be a distribution in $\mathcal{D}^{\prime}\left(R^{+}\right)$. We define the primitive of order $\lambda$ of $g$ as the distributional convolution

$$
\begin{equation*}
g_{\lambda}(x)=g(x) * \frac{x_{+}^{\lambda-1}}{\Gamma(\lambda)}=g(x) * \Phi_{\lambda} . \tag{3}
\end{equation*}
$$

Note that this is well defined since the distributions $g$ and $\Phi_{\lambda}$ are in $\mathcal{D}^{\prime}\left(R^{+}\right)$. We shall write the convolution

$$
g_{-\lambda}=\frac{d^{\lambda}}{d x^{\lambda}} g=g(x) * \Phi_{-\lambda}
$$

as the fractional derivative of the distribution $g$ of order $\lambda$ if $\operatorname{Re} \lambda \geq 0$, and $\frac{d^{\lambda}}{d x^{\lambda}} g$ is interpreted as the fractional integral if $\operatorname{Re} \lambda<0$.

We should add that Gorenflo and Mainardi [7] formally presented the derivative of order $n$ (non-negative integer) of $g$ by the generalized convolution between $\Phi_{-n}$ and $g$,

$$
\frac{d^{n}}{d x^{n}} g(x)=g^{(n)}(x)=\Phi_{-n}(x) * g(x)=\int_{0}^{x} g(\tau) \delta^{(n)}(x-\tau) d \tau
$$

based on the well known properties

$$
\int_{-\infty}^{\infty} g(\tau) \delta^{(n)}(\tau-x) d \tau=(-1)^{n} g^{(n)}(x), \quad \delta^{(n)}(x-\tau)=(-1)^{n} \delta^{(n)}(\tau-x)
$$

Then, a formal definition of the fractional derivative of order $\lambda$ could be

$$
\Phi_{-\lambda}(x) * g(x)=\frac{1}{\Gamma(-\lambda)} \int_{0}^{x} \frac{g(\tau)}{(x-\tau)^{1+\lambda}} d \tau, \quad \lambda \in R^{+}
$$

Note that this convolution is in the distributional sense (and it does not exist in the classical sense as the kernel $\Phi_{-\lambda}(x)$ is not locally integrable).

Example 1. Let

$$
g(x)= \begin{cases}1 & \text { if } 0<x<1 \text { and } x \text { is irrational } \\ 0 & \text { otherwise }\end{cases}
$$

Then,

$$
g^{(1.5)}(x)=\delta^{(0.5)}(x)-\delta^{(0.5)}(x-1)
$$

where

$$
\delta^{(0.5)}(x)=-\frac{x_{+}^{-1.5}}{2 \sqrt{\pi}} \quad \text { and } \quad \delta^{(0.5)}(x-1)=-\frac{(x-1)_{+}^{-1.5}}{2 \sqrt{\pi}} .
$$

In fact, we have for $\phi \in \mathcal{D}(R)$

$$
\begin{aligned}
\left(g^{\prime}(x), \phi(x)\right) & =-\left(g(x), \phi^{\prime}(x)\right)=-\int_{-\infty}^{\infty} g(x) \phi^{\prime}(x) d x=-\int_{0}^{1} \phi^{\prime}(x) d x \\
& =-\phi(1)+\phi(0)=(\delta(x)-\delta(x-1), \phi(x))
\end{aligned}
$$

as the measure of rational numbers is zero. This indicates that

$$
g^{\prime}(x)=\delta(x)-\delta(x-1)
$$

Obviously, by the sequential fractional derivative law, we come to

$$
g^{(1.5)}(x)=\frac{d^{0.5}}{d x^{0.5}} g^{\prime}(x)=\delta^{(0.5)}(x)-\delta^{(0.5)}(x-1)
$$

and

$$
\delta^{(0.5)}(x)=\frac{d^{0.5}}{d x^{0.5}} \delta(x)=\frac{d^{0.5}}{d x^{0.5}} \Phi_{0}=\frac{x_{+}^{-1.5}}{\Gamma(-0.5)}=-\frac{x_{+}^{-1.5}}{2 \sqrt{\pi}}
$$

using

$$
\Gamma(-0.5)=-2 \sqrt{\pi}
$$

Furthermore,

$$
g^{(0.5)}(x)=\frac{d^{-0.5}}{d x^{-0.5}} g^{\prime}(x)=\delta^{(-0.5)}(x)-\delta^{(-0.5)}(x-1)
$$

where

$$
\begin{aligned}
& \delta^{(-0.5)}(x)=\Phi_{0.5} * \Phi_{0}=\Phi_{0.5}=\frac{x_{+}^{-0.5}}{\Gamma(0.5)}=\frac{x_{+}^{-0.5}}{\sqrt{\pi}} \\
& \delta^{(-0.5)}(x-1)=\frac{(x-1)_{+}^{-0.5}}{\sqrt{\pi}}
\end{aligned}
$$

which are regular distributions (locally integrable functions on R). In general, we can get

$$
g(x)=\theta(x)-\theta(x-1)
$$

distributionally by noting that

$$
\theta(x)=\Phi_{1}(x)
$$

Then, we imply that for any complex number $\alpha \in C$

$$
\begin{aligned}
g^{(\alpha)}(x) & =\theta^{(\alpha)}(x)-\theta^{(\alpha)}(x-1)=\Phi_{-\alpha}(x) * \Phi_{1}(x)+\Phi_{-\alpha}(x) * \Phi_{1}(x-1) \\
& =\Phi_{1-\alpha}(x)+\Phi_{1-\alpha}(x-1)=\frac{x_{+}^{-\alpha}}{\Gamma(1-\alpha)}+\frac{(x-1)_{+}^{-\alpha}}{\Gamma(1-\alpha)}
\end{aligned}
$$

In particular,

$$
g^{(5 / 2)}=\frac{3 x_{+}^{-5 / 2}}{4 \sqrt{\pi}}+\frac{3(x-1)_{+}^{-5 / 2}}{4 \sqrt{\pi}}
$$

by

$$
\Gamma(-3 / 2)=\frac{4}{3} \sqrt{\pi}
$$

Now we are ready to present the following theorem.
Theorem 1. Let $g(x)$ be an infinitely differentiable function on $[0, \infty]$ and $f$ be an unknown distribution in $\mathcal{D}^{\prime}\left(R^{+}\right)$. Then the generalized Abel's integral equation of the first kind

$$
\begin{equation*}
\theta\left(x-x_{0}\right) g(x)=\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-\zeta)^{\alpha-1} f(\zeta) d \zeta \tag{4}
\end{equation*}
$$

has the solution

$$
f(x)=\theta\left(x-x_{0}\right) g(x) * \Phi_{-\alpha}
$$

where $\alpha$ is any real number in $R$ and $x_{0} \geq 0$. In particular, we have four different cases depending on the value of $\alpha$.
(i) If $m<\alpha<m+1$ for $m=0,1, \ldots$, then

$$
\begin{aligned}
f(x)= & \frac{d^{m+1}}{d x^{m+1}} \theta\left(x-x_{0}\right) g(x) * \frac{x_{+}^{-\alpha+m}}{\Gamma(-\alpha+m+1)} \\
= & g\left(x_{0}\right) \frac{\left(x-x_{0}\right)_{+}^{-\alpha}}{\Gamma(-\alpha+1)}+\cdots+g^{(m)}\left(x_{0}\right) \frac{\left(x-x_{0}\right)_{+}^{-\alpha+m}}{\Gamma(-\alpha+m+1)} \\
& +\frac{1}{\Gamma(-\alpha+m+1)} \int_{x_{0}}^{x} g^{(m+1)}(\zeta)(x-\zeta)^{-\alpha+m} d \zeta
\end{aligned}
$$

for $x \geq x_{0}$.
(ii) If $\alpha=1,2, \ldots$, then

$$
f(x)=g\left(x_{0}\right) \delta^{(\alpha-1)}\left(x-x_{0}\right)+\cdots+g^{(\alpha-1)}\left(x_{0}\right) \delta\left(x-x_{0}\right)+\theta\left(x-x_{0}\right) g^{(\alpha)}(x)
$$

(iii) If $\alpha=0$, then $f(x)=\theta\left(x-x_{0}\right) g(x)$.
(iv) If $\alpha<0$, then for $x \geq x_{0}$

$$
f(x)=\frac{1}{\Gamma(-\alpha)} \int_{x_{0}}^{x} g(\zeta)(x-\zeta)^{-\alpha-1} d \zeta
$$

which is well defined.

Proof. Clearly, we can convert Equation (4) into

$$
\theta\left(x-x_{0}\right) g(x)=f(x) * \Phi_{\alpha}
$$

which infers that

$$
\theta\left(x-x_{0}\right) g(x) * \Phi_{-\alpha}=\left(f(x) * \Phi_{\alpha}\right) * \Phi_{-\alpha}=f(x) * \Phi_{0}=f(x) * \delta(x)=f(x)
$$

by using Equations (1) and (2). Assuming $m<\alpha<m+1$ for $m=0,1, \ldots$, we derive that

$$
\Phi_{-\alpha}=\frac{d^{m+1}}{d x^{m+1}} \frac{x_{+}^{-\alpha+m}}{\Gamma(-\alpha+m+1)}
$$

where

$$
\frac{x_{+}^{-\alpha+m}}{\Gamma(-\alpha+m+1)}
$$

is a locally integrable function on $R$ since $-1<-\alpha+m<0$. Hence,

$$
f(x)=\theta\left(x-x_{0}\right) g(x) * \frac{d^{m+1}}{d x^{m+1}} \frac{x_{+}^{-\alpha+m}}{\Gamma(-\alpha+m+1)}=\frac{d^{m+1}}{d x^{m+1}} \theta\left(x-x_{0}\right) g(x) * \frac{x_{+}^{-\alpha+m}}{\Gamma(-\alpha+m+1)}
$$

In particular, choosing $m=0$ (then $0<\alpha<1$ ) and $x_{0}=0$ we come to

$$
f(x)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{x} \frac{g^{\prime}(\zeta)}{(x-\zeta)^{\alpha}} d \zeta
$$

for a differentiable function $g(x)$ (in the classical sense). This is the solution for the classical Abel's integral equation.

Obviously, we get from integration by parts,

$$
\left(\frac{d}{d x} \theta\left(x-x_{0}\right) g(x), \phi(x)\right)=-\int_{x_{0}}^{\infty} g(x) \phi^{\prime}(x) d x=g\left(x_{0}\right) \phi\left(x_{0}\right)+\int_{x_{0}}^{\infty} \phi(x) g^{\prime}(x) d x
$$

where $\phi$ is the testing function. This implies that

$$
\frac{d}{d x} \theta\left(x-x_{0}\right) g(x)=g\left(x_{0}\right) \delta\left(x-x_{0}\right)+\theta\left(x-x_{0}\right) g^{\prime}(x)
$$

By mathematical induction,

$$
\begin{aligned}
\frac{d^{m+1}}{d x^{m+1}} \theta\left(x-x_{0}\right) g(x) & =g\left(x_{0}\right) \delta^{(m)}\left(x-x_{0}\right)+g^{\prime}\left(x_{0}\right) \delta^{(m-1)}\left(x-x_{0}\right) \\
& =+\cdots+g^{(m)}\left(x_{0}\right) \delta\left(x-x_{0}\right)+\theta\left(x-x_{0}\right) g^{(m+1)}(x)
\end{aligned}
$$

This infers that for $x \geq x_{0}$

$$
\begin{aligned}
f(x)= & \frac{d^{m+1}}{d x^{m+1}} \theta\left(x-x_{0}\right) g(x) * \frac{x_{+}^{-\alpha+m}}{\Gamma(-\alpha+m+1)} \\
= & g\left(x_{0}\right) \frac{\left(x-x_{0}\right)_{+}^{-\alpha}}{\Gamma(-\alpha+1)}+\cdots+g^{(m)}\left(x_{0}\right) \frac{\left(x-x_{0}\right)_{+}^{-\alpha+m}}{\Gamma(-\alpha+m+1)} \\
& +\frac{1}{\Gamma(-\alpha+m+1)} \int_{x_{0}}^{x} g^{(m+1)}(\zeta)(x-\zeta)^{-\alpha+m} d \zeta .
\end{aligned}
$$

The rest of the proof follows easily. This completes the proof of Theorem 1.

Example 2. Let $m=0,1, \ldots$. Then the generalized Abel's integral equation

$$
\begin{equation*}
\theta(x-1) e^{x}=\int_{0}^{x} f(\tau)(x-\tau)^{m-0.5} d \tau \tag{5}
\end{equation*}
$$

has the solution in $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
\begin{aligned}
f(x)= & \frac{1}{\binom{m-0.5}{m} m!\sqrt{\pi}}\left\{\delta^{(m-0.5)}(x-1)\right. \\
& \left.+\delta^{(m-3 / 2)}(x-1)+\cdots+\delta^{(-0.5)}(x-1)+\frac{1}{\sqrt{\pi}} \int_{1}^{x} \theta(\tau-1) e^{\tau}(x-\tau)^{-0.5} d \tau\right\}
\end{aligned}
$$

Proof. Clearly, we can write Equation (5) to

$$
\theta(x-1) e^{x}=\frac{\Gamma(m+0.5)}{\Gamma(m+0.5)} \int_{0}^{x} f(\tau)(x-\tau)^{m-0.5} d \tau=\Gamma(m+0.5) \Phi_{m+0.5} * f
$$

which deduces that by Theorem 1

$$
f(x)=\frac{1}{\Gamma(m+0.5)} \Phi_{-m-0.5} * \theta(x-1) e^{x}=\frac{1}{\Gamma(m+0.5)} \Phi_{0.5} * \Phi_{-m-1} * \theta(x-1) e^{x}
$$

as

$$
\Phi_{0} * f=\delta * f=f
$$

Obviously,

$$
\left(\frac{d}{d x} \theta(x-1) e^{x}, \phi(x)\right)=-\int_{1}^{\infty} e^{x} \phi^{\prime}(x) d x=\phi(1)+\int_{-\infty}^{\infty} \theta(x-1) e^{x} \phi(x) d x
$$

which claims that

$$
\frac{d}{d x} \theta(x-1) e^{x}=\delta(x-1)+\theta(x-1) e^{x}
$$

Similarly, we have

$$
\frac{d^{2}}{d x^{2}} \theta(x-1) e^{x}=\delta^{\prime}(x-1)+\delta(x-1)+\theta(x-1) e^{x}
$$

By mathematical induction, we come to

$$
\frac{d^{m+1}}{d x^{m+1}} \theta(x-1) e^{x}=\delta^{(m)}(x-1)+\delta^{(m-1)}(x-1)+\cdots+\delta(x-1)+\theta(x-1) e^{x}
$$

Therefore,

$$
\begin{aligned}
& \Phi_{0.5} * \Phi_{-m-1} * \theta(x-1) e^{x} \\
& =\Phi_{0.5} * \frac{d^{m+1}}{d x^{m+1}} \theta(x-1) e^{x} \\
& =\Phi_{0.5} *\left\{\delta^{(m)}(x-1)+\delta^{(m-1)}(x-1)+\cdots+\delta(x-1)+\theta(x-1) e^{x}\right\} \\
& =\delta^{(m-0.5)}(x-1)+\delta^{(m-3 / 2)}(x-1)+\cdots+\delta^{(-0.5)}(x-1)+\frac{1}{\sqrt{\pi}} \int_{1}^{x} \theta(\tau-1) e^{\tau}(x-\tau)^{-0.5} d \tau .
\end{aligned}
$$

This completes the proof by noting that

$$
\Gamma(m+0.5)=\binom{m-0.5}{m} m!\sqrt{\pi}
$$

Example 3. Let $m=1,2, \ldots$ and

$$
\sin x_{+}= \begin{cases}\sin x & \text { if } x \geq 0 \\ 0, & \text { otherwise }\end{cases}
$$

Then the generalized Abel's integral equation

$$
\begin{equation*}
\sin x_{+}=\int_{0}^{x} f(\tau)(x-\tau)^{-m-0.5} d \tau \tag{6}
\end{equation*}
$$

has the solution in $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
f(x)=\frac{\binom{-0.5}{m} m!x_{+}^{m+0.5}}{\sqrt{\pi}} E_{2, m+3 / 2}\left(-x^{2}\right)
$$

where $E_{\alpha, \beta}(x)$ is the Mittag-Leffler function, defined by the series expansion

$$
E_{\alpha, \beta}(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma(\alpha k+\beta)}
$$

for $\alpha, \beta>0$.
Proof. Evidently, we can convert Equation (6) to

$$
\sin x_{+}=\frac{\Gamma(-m+0.5)}{\Gamma(-m+0.5)} \int_{0}^{x} f(\tau)(x-\tau)^{-m-0.5} d \tau=\Gamma(-m+0.5) \Phi_{-m+0.5} * f
$$

Hence from Theorem 1, we get

$$
\begin{aligned}
f(x) & =\frac{1}{\Gamma(-m+0.5)} \Phi_{m-0.5} * \sin x_{+}=\frac{1}{\Gamma(-m+0.5) \Gamma(m-0.5)} \int_{0}^{x} \sin \tau(x-\tau)^{m-3 / 2} d \tau \\
& =\frac{1}{\Gamma(-m+0.5) \Gamma(m-0.5)} \sum_{k=0}^{\infty} \frac{(-1)^{k}}{(2 k+1)!} \int_{0}^{x} \tau^{2 k+1}(x-\tau)^{m-3 / 2} d \tau
\end{aligned}
$$

Setting $\tau=x t$, we arrive at

$$
\int_{0}^{x} \tau^{2 k+1}(x-\tau)^{m-3 / 2} d \tau=\frac{\Gamma(2 k+2) \Gamma(m-0.5)}{\Gamma(2 k+m+3 / 2)} x_{+}^{2 k+m+0.5} .
$$

This implies

$$
\begin{aligned}
f(x) & =\frac{1}{\Gamma(-m+0.5)} \sum_{k=0}^{\infty} \frac{(-1)^{k}}{\Gamma(2 k+m+3 / 2)} x_{+}^{2 k+m+0.5} \\
& =\frac{x_{+}^{m+0.5}}{\Gamma(-m+0.5)} \sum_{k=0}^{\infty} \frac{\left(-x^{2}\right)^{k}}{\Gamma(2 k+m+3 / 2)} \\
& =\frac{x_{+}^{m+0.5}}{\Gamma(-m+0.5)} E_{2, m+3 / 2}\left(-x^{2}\right)
\end{aligned}
$$

This completes the proof by using

$$
\Gamma(-m+0.5)=\frac{\sqrt{\pi}}{\binom{-0.5}{m} m!}
$$

Furthermore, the generalized Abel's integral equation

$$
\delta^{(k)}(x)+x_{+}^{-\sqrt{3}}=\int_{0}^{x} f(\tau)(x-\tau)^{-m-0.5} d \tau
$$

has the solution in $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
f(x)=\frac{\binom{-0.5}{m} m!}{\sqrt{\pi}} \Phi_{m-k-0.5}(x)+\frac{\binom{-0.5}{m} \Gamma(-\sqrt{3}+1) m!}{\sqrt{\pi}} \Phi_{m-\sqrt{3}+0.5}(x)
$$

for $k=0,1, \ldots$ and $m=1,2, \ldots$.
Similarly, the generalized Abel's integral equation

$$
\begin{equation*}
\delta^{(k)}(x)+x_{+}^{-\sqrt{3}}=\int_{0}^{x} f(\tau)(x-\tau)^{m-0.5} d \tau \tag{7}
\end{equation*}
$$

has the solution in $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
f(x)=\frac{1}{\binom{m-0.5}{m} m!\sqrt{\pi}} \Phi_{-m-k-0.5}(x)+\frac{\Gamma(-\sqrt{3}+1)}{\binom{m-0.5}{m} m!\sqrt{\pi}} \Phi_{-m-\sqrt{3}+0.5}(x)
$$

for $k, m=0,1, \ldots$.
To end off this section, we would add that many applied problems from physical, engineering and chemical processes lead to integral equations, which at first glance have nothing in common with Abel's integral equations, and due to this perception, additional efforts are undertaken for the development of analytical or numerical procedure for solving these equations. However, their transformations to the form of Abel's integral equations will speed up the solution process [24], or, more significantly, lead to distributional solutions in cases where classical ones do not exist [22].

As an example, the following integral equation with a moving integration limit

$$
\int_{0}^{y} \frac{1}{\left(y^{2}-x^{2}\right)^{\beta}} f(x) d x=g(y)
$$

can be converted into Abel's integral equation to solve in the distributional sense. The interested readers are referred to [22] for the detailed methods.

## 3. Babenko's Approach in Distribution

In this section, we shall extend the method used by Yu. I. Babenko in his book [28], for solving various types of fractional differential and integral equations in the classical sense, to generalized functions. The method itself is close to the Laplace transform method in the ordinary sense, but it can be used in more cases, such as solving fractional differential equations with variable coefficients. Clearly, it is always necessary to show convergence of the series obtained as solutions by other analytical tools, although it is a hard job in general [24]. We point out that Babenko's method can also be used to solve certain partial differential equations for heat and mass transfer theory, and suggest the interested readers are referred to [24] for the detailed arguments.

We must add that Oliver Heaviside (1850-1925) introduced an ingenious way of solving ordinary or partial differential equations arising from electromagnetic problems through algebration [29-31]. He considered, for example, the factor $d^{2} / d x^{2} f$ as product of the differential operator $d^{2} / d x^{2}$ with $f$ itself. Therefore, the differential equation for a given $g(x)$

$$
y(x)+y^{\prime \prime}(x)=g(x)
$$

can be converted to

$$
\left(1+d^{2} / d x^{2}\right) y(x)=g(x)
$$

which implies that the solution

$$
y(x)=\left(1+d^{2} / d x^{2}\right)^{-1} g(x)=\sum_{n=0}^{\infty}(-1)^{n} D^{2 n} g(x), \quad D=d / d x
$$

if it converges. This method is identical to Babenko's Approach.
Let $g(x) \in \mathcal{D}^{\prime}\left(R^{+}\right)$be given. We now study Abel's integral equation of the second kind

$$
\begin{equation*}
y(x)+\frac{\lambda}{\Gamma(\alpha)} \int_{0}^{x}(x-\tau)^{\alpha-1} y(\tau) d \tau=g(x) \tag{8}
\end{equation*}
$$

with demonstrations of examples in the distributional space $\mathcal{D}^{\prime}\left(R^{+}\right)$, where $\alpha \in R$ and $\lambda$ is a constant. Further, we will investigate and solve several integral equations with variable coefficients by products of distributions and fractional operations of generalized functions. The results derived here cannot be achieved by the Laplace transform in general, or numerical analysis methods since distributions are undefined at points in $R$.

Clearly, Equation (8) is equivalent to the convolutional equation

$$
\left(\delta+\lambda \Phi_{\alpha}\right) * y(x)=g(x)
$$

in $\mathcal{D}^{\prime}\left(R^{+}\right)$, although it is undefined in the classical sense for $\alpha \leq 0$. We should point out it becomes the differential equation

$$
y+\lambda y * \delta^{(m)}=y+\lambda y^{(m)}=g
$$

if $\alpha=-m$.
Example 4. Let $\lambda$ be a nonzero constant and $\alpha>0$. Then the fractional differential equation

$$
\begin{equation*}
\lambda y(x)+y^{(\alpha)}(x)=\delta(x) \tag{9}
\end{equation*}
$$

has the solution in the space $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
y(x)=x_{+}^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda x_{+}^{\alpha}\right) .
$$

Proof. Equation (9) can be written into

$$
\lambda y+\Phi_{-\alpha} * y=\delta
$$

which is equivalent to

$$
\lambda \Phi_{\alpha} * y+y=\Phi_{\alpha} * \delta
$$

By Babenko's method we get

$$
\begin{aligned}
y(x) & =\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \Phi_{\alpha}^{n+1} * \delta=\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \Phi_{\alpha}^{n+1} \\
& =\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \Phi_{\alpha(n+1)}=\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \frac{x_{+}^{\alpha n+\alpha-1}}{\Gamma(\alpha n+\alpha)} \\
& =x_{+}^{\alpha-1} \sum_{n=0}^{\infty} \frac{\left(-\lambda x_{+}^{\alpha}\right)^{n}}{\Gamma(\alpha n+\alpha)}=x_{+}^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda x_{+}^{\alpha}\right)
\end{aligned}
$$

which is convergent, and hence well defined, by noting that $x_{+}^{\alpha-1}$ is a locally integrable function on $R$.

In particular, the differential equation

$$
\lambda y(x)+y^{\prime}(x)=\delta(x)
$$

has the solution in the space $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
y(x)=\theta(x) e^{-\lambda x}
$$

Similarly, the fractional differential equation

$$
\lambda y(x)+y^{(\alpha)}(x)=x_{+}
$$

has the solution

$$
y(x)=x_{+}^{\alpha+1} E_{\alpha, \alpha+2}\left(-\lambda x_{+}^{\alpha}\right)
$$

where $\alpha>0$.
Indeed,

$$
\begin{aligned}
y(x) & =\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \Phi_{\alpha}^{n+1} * x_{+}=\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \Phi_{\alpha}^{n+1} * \frac{x_{+}}{\Gamma(2)} \\
& =\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \Phi_{(n+1) \alpha} * \Phi_{2}=\sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \Phi_{(n+1) \alpha+2}(x) \\
& =x_{+}^{\alpha+1} \sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \frac{x_{+}^{\alpha n}}{\Gamma(n \alpha+\alpha+2)}=x_{+}^{\alpha+1} E_{\alpha, \alpha+2}\left(-\lambda x_{+}^{\alpha}\right) .
\end{aligned}
$$

Using the same argument, the fractional differential equation

$$
\lambda y(x)+y^{(\alpha)}(x)=\delta^{\prime}(x)
$$

has the solution

$$
y(x)=x_{+}^{\alpha-2} E_{\alpha, \alpha-1}\left(-\lambda x_{+}^{\alpha}\right)
$$

where $\alpha>1$ and $x_{+}^{\alpha-2}$ is a regular distribution.
More generally, the fractional differential equation

$$
y^{(\alpha)}(x)+\lambda y^{(\beta)}(x)=\delta(x), \quad \alpha>\beta \geq 0
$$

has the solution

$$
y(x)=x_{+}^{\alpha-1} E_{\alpha-\beta, \alpha}\left(-\lambda x_{+}^{\alpha-\beta}\right)
$$

Remark 1. We begin by using Example 4 as a simple demonstration of Babenko's Approach. Clearly, all the equations presented above can be easily solved by the Laplace transform. For example, applying the Laplace transform to the equation

$$
y^{(\alpha)}(x)+\lambda y^{(\beta)}(x)=\delta(x), \quad \alpha>\beta \geq 0
$$

gives

$$
y^{*}(s)=\frac{1}{s^{\alpha}+\lambda s^{\beta}}
$$

The inverse transform implies

$$
y(x)=x_{+}^{\alpha-1} E_{\alpha-\beta, \alpha}\left(-\lambda x_{+}^{\alpha-\beta}\right)
$$

However, we must mention that Babenko's approach in the distributional sense is much more general than that of the Laplace transform. As an example, the Laplace transform does not work for the equation

$$
y^{(\alpha)}(x)+\lambda y^{(\beta)}(x)=x_{+}^{-1.5}, \quad \alpha>\beta \geq 0
$$

as the distribution $x_{+}^{-1.5}$ is not locally integrable. As indicated below, Babenko's approach provides an efficient method of dealing with this kind of equation.

Example 5. Let $\alpha>0$. Then the fractional differential and integral equation (mixed type)

$$
\begin{equation*}
y^{(0.75)}(x)+\frac{\lambda}{\Gamma(\alpha)} \int_{0}^{x}(x-\tau)^{\alpha-1} y(\tau) d \tau=x_{+}^{-1.5} \tag{10}
\end{equation*}
$$

has the solution in the space $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
y(x)=-2 \sqrt{\pi} x_{+}^{-0.75} E_{\alpha+0.75,0.25}\left(-\lambda x_{+}^{\alpha+0.75}\right) .
$$

Proof. Equation (10) can be changed to

$$
y^{(0.75)}(x)+\lambda y^{(-\alpha)}(x)=\Gamma(-0.5) \Phi_{-0.5}(x)
$$

which is equivalent to

$$
\Phi_{-0.75} * y+\lambda \Phi_{\alpha} * y=-2 \sqrt{\pi} \Phi_{-0.5}
$$

Applying $\Phi_{0.75}$ to both sides of the above equation, we only need to study the following integral equation

$$
y+\lambda \Phi_{\alpha+0.75} * y=-2 \sqrt{\pi} \Phi_{0.25}
$$

Therefore,

$$
\begin{aligned}
y(x) & =-2 \sqrt{\pi} \sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \Phi_{\alpha n+0.75 n} * \Phi_{0.25}=-2 \sqrt{\pi} \sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \Phi_{\alpha n+0.75 n+0.25} \\
& =-2 \sqrt{\pi} \sum_{n=0}^{\infty}(-1)^{n} \lambda^{n} \frac{x_{+}^{\alpha n+0.75 n-0.75}}{\Gamma(\alpha n+0.75 n+0.25)} \\
& =-2 \sqrt{\pi} x_{+}^{-0.75} \sum_{n=0}^{\infty} \frac{\left(-\lambda x_{+}^{\alpha+0.75}\right)^{n}}{\Gamma(\alpha n+0.75 n+0.25)} \\
& =-2 \sqrt{\pi} x_{+}^{-0.75} E_{\alpha+0.75,0.25}\left(-\lambda x_{+}^{\alpha+0.75}\right)
\end{aligned}
$$

which is convergent.
Example 6. The generalized Abel's integral equation

$$
\begin{equation*}
y(x)+\int_{0}^{x} \frac{y(\tau)}{\sqrt{x-\tau}} d \tau=x_{+}^{-\sqrt{2}}+\delta(x) \tag{11}
\end{equation*}
$$

has the solution in the space $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
\begin{aligned}
y(x)= & x_{+}^{-\sqrt{2}}+\delta(x)-x_{+}^{-0.5}-\frac{\Gamma(1-\sqrt{2}) \sqrt{\pi} x_{+}^{0.5-\sqrt{2}}}{\Gamma(3 / 2-\sqrt{2})}+\frac{\pi}{1-\sqrt{2}} x_{+}^{1-\sqrt{2}} \\
& -\Gamma(1-\sqrt{2}) \pi^{3 / 2} x_{+}^{3 / 2-\sqrt{2}} E_{0.5,5 / 2-\sqrt{2}}\left(-\sqrt{\pi} x_{+}^{0.5}\right)+\pi E_{0.5,1}\left(-\sqrt{\pi} t_{+}^{0.5}\right)
\end{aligned}
$$

Proof. Equation (11) can be written into

$$
y(x)+\frac{\sqrt{\pi}}{\Gamma(0.5)} \int_{0}^{x} \frac{y(\tau)}{\sqrt{x-\tau}} d \tau=\Gamma(1-\sqrt{\pi}) \frac{x_{+}^{-\sqrt{2}}}{\Gamma(1-\sqrt{\pi})}+\frac{x_{+}^{-1}}{\Gamma(0)}=\Gamma(1-\sqrt{\pi}) \Phi_{1-\sqrt{\pi}}+\Phi_{0}
$$

By Babenko's method we get

$$
\begin{aligned}
y(x)= & \sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} \Phi_{n / 2} *\left(\Gamma(1-\sqrt{\pi}) \Phi_{1-\sqrt{\pi}}+\Phi_{0}\right) \\
= & \sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} \Phi_{n / 2} * \Gamma(1-\sqrt{\pi}) \Phi_{1-\sqrt{\pi}} \\
& +\sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} \Phi_{n / 2} \triangleq I_{1}+I_{2} .
\end{aligned}
$$

## Clearly,

$$
\begin{aligned}
I_{2} & =\sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} \Phi_{n / 2}=\sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} \frac{x_{+}^{n / 2-1}}{\Gamma(n / 2)} \\
& =\delta(x)-\sqrt{\pi} \frac{x_{+}^{-0.5}}{\Gamma(0.5)}+\sum_{n=2}^{\infty}(-1)^{n} \pi^{n / 2} \frac{x_{+}^{n / 2-1}}{\Gamma(n / 2)} \\
& =\delta(x)-x_{+}^{-0.5}+\pi E_{0.5,1}\left(-\sqrt{\pi} x_{+}^{0.5}\right)
\end{aligned}
$$

where

$$
E_{0.5,1}(x)=e^{x^{2}} \operatorname{erfc}(-x)
$$

and $\operatorname{erfc}(x)$ is the error function complement defined by

$$
\operatorname{erfc}(x)=\frac{2}{\sqrt{\pi}} \int_{x}^{\infty} e^{-t^{2}} d t
$$

As for $I_{1}$, we come to

$$
\begin{aligned}
I_{1}= & \Gamma(1-\sqrt{2}) \sum_{n=0}^{\infty}(-1)^{n} \pi^{n / 2} \Phi_{n / 2+1-\sqrt{2}} \\
= & x_{+}^{-\sqrt{2}}-\frac{\Gamma(1-\sqrt{2}) \sqrt{\pi} x_{+}^{0.5-\sqrt{2}}}{\Gamma(3 / 2-\sqrt{2})} \\
& +\Gamma(1-\sqrt{2}) \pi \frac{x_{+}^{1-\sqrt{2}}}{\Gamma(2-\sqrt{2})}+\Gamma(1-\sqrt{2}) \sum_{n=3}^{\infty}(-1)^{n} \pi^{n / 2} \Phi_{n / 2+1-\sqrt{2}} \\
= & x_{+}^{-\sqrt{2}}-\frac{\Gamma(1-\sqrt{2}) \sqrt{\pi} x_{+}^{0.5-\sqrt{2}}}{\Gamma(3 / 2-\sqrt{2})}+\frac{\pi}{1-\sqrt{2}} x_{+}^{1-\sqrt{2}} \\
& -\Gamma(1-\sqrt{2}) \pi^{3 / 2} x_{+}^{3 / 2-\sqrt{2}} E_{0.5,5 / 2-\sqrt{2}}\left(-\sqrt{\pi} x_{+}^{0.5}\right)
\end{aligned}
$$

The result follows from the sum of $I_{1}$ and $I_{2}$.

Remark 2. Equation (11) cannot be discussed in the classical sense, including the Laplace transform, since the fractional integral or derivative of $x_{+}^{-\sqrt{2}}$, does not exist in the normal sense. Clearly, the distribution $x_{+}^{-\sqrt{2}}+\delta(x)$ in the solution is a singular generalized function in $\mathcal{D}^{\prime}\left(R^{+}\right)$, while the rest

$$
\begin{aligned}
& x_{+}^{-0.5}-\frac{\Gamma(1-\sqrt{2}) \sqrt{\pi} x_{+}^{0.5-\sqrt{2}}}{\Gamma(3 / 2-\sqrt{2})}+\frac{\pi}{1-\sqrt{2}} x_{+}^{1-\sqrt{2}} \\
& -\Gamma(1-\sqrt{2}) \pi^{3 / 2} x_{+}^{3 / 2-\sqrt{2}} E_{0.5,5 / 2-\sqrt{2}}\left(-\sqrt{\pi} x_{+}^{0.5}\right)+\pi E_{0.5,1}\left(-\sqrt{\pi} x_{+}^{0.5}\right)
\end{aligned}
$$

is regular (locally integrable).
Assume $f$ is a distribution in $\mathcal{D}^{\prime}(R)$ and $g$ is a function in $C^{\infty}(R)$. Then the product $f g$ is well defined by

$$
(f g, \phi)=(f, g \phi)
$$

for all functions $\phi \in \mathcal{D}(R)$ as $g \phi \in \mathcal{D}(R)$. Therefore, the product, for $k=0,1, \ldots$,

$$
\frac{\lambda x^{k}}{\Gamma(\alpha)} \int_{0}^{x}(x-\tau)^{\alpha-1} y(\tau) d \tau
$$

makes sense since $x^{k}$ is in $C^{\infty}(R)$ and

$$
\frac{\lambda}{\Gamma(\alpha)} \int_{0}^{x}(x-\tau)^{\alpha-1} y(\tau) d \tau=\lambda \Phi_{\alpha} * y
$$

is a distribution in $\mathcal{D}^{\prime}\left(R^{+}\right)$(subspace of $\mathcal{D}^{\prime}(R)$ ) for arbitrary $\alpha \in R$ if $y \in \mathcal{D}^{\prime}\left(R^{+}\right)$, according to Section 2.
Example 7. Let $k \geq 1$ be an integer. Then the integral equation

$$
x^{k} \int_{0}^{x} \frac{y(\tau)}{\sqrt{x-\tau}} d \tau=\delta^{(m)}(x)
$$

has a solution in the space $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
y(x)=\frac{1}{\sqrt{\pi}}\left\{(-1)^{k} \frac{\delta^{(m+k+0.5)}(x)}{k!\binom{m+k}{k}}+C_{0} \delta^{(0.5)}(x)+\cdots+C_{k-1} \delta^{(k-0.5)}(x)\right\}
$$

where $m$ is a non-negative integer and $C_{0}, \cdots, C_{k-1}$ are arbitrary constants.
Proof. First, we show that

$$
x^{k} \delta^{(s)}(x)= \begin{cases}(-1)^{k} k!\binom{s}{k} \delta^{(s-k)}(x) & \text { if } k \leq s \\ 0 & \text { otherwise }\end{cases}
$$

for $k, s=0,1,2, \ldots$.
Indeed,

$$
\begin{aligned}
\left(x^{k} \delta^{(s)}(x), \phi(x)\right) & =\left.(-1)^{s}\left(x^{k} \phi(x)\right)^{(s)}\right|_{x=0} \\
& =(-1)^{s} k!\binom{s}{k} \phi^{(s-k)}(0) \\
& =(-1)^{k} k!\binom{s}{k}\left(\delta^{(s-k)}(x), \phi(x)\right)
\end{aligned}
$$

for $k \leq s$.

On the other hand, we have

$$
x^{k} \delta^{(s)}(x)=0
$$

if $k>s$.
It follows that

$$
x^{k} \delta^{(m+k)}(x)=(-1)^{k} k!\binom{m+k}{k} \delta^{(m)}(x)
$$

Therefore,

$$
\int_{0}^{x} \frac{y(\tau)}{\sqrt{x-\tau}} d \tau=(-1)^{k} \frac{\delta^{(m+k)}(x)}{k!\binom{m+k}{k}}+C_{0} \delta(x)+\cdots+C_{k-1} \delta^{(k-1)}(x)
$$

which implies that

$$
\begin{aligned}
y(x) & =\frac{1}{\sqrt{\pi}} \Phi_{-0.5} *\left\{(-1)^{k} \frac{\delta^{(m+k)}(x)}{k!\binom{m+k}{k}}+C_{0} \delta(x)+\cdots+C_{k-1} \delta^{(k-1)}(x)\right\} \\
& =\frac{1}{\sqrt{\pi}}\left\{(-1)^{k} \frac{\delta^{(m+k+0.5)}(x)}{k!\binom{m+k}{k}}+C_{0} \delta^{(0.5)}(x)+\cdots+C_{k-1} \delta^{(k-0.5)}(x)\right\}
\end{aligned}
$$

where $C_{0}, \cdots, C_{k-1}$ are arbitrary constants.
Furthermore, we let $k \geq 1$ be an integer. Then the integral equation

$$
x^{k} \int_{0}^{x} \frac{y(\tau)}{(x-\tau)^{3 / 2}} d \tau=\delta^{(m)}(x)
$$

has a solution in the space $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
y(x)=-2 \sqrt{\pi}\left\{(-1)^{k} \frac{\delta^{(m+k-0.5)}(x)}{k!\binom{m+k}{k}}+C_{0} \delta^{(-0.5)}(x)+\cdots+C_{k-1} \delta^{(k-3 / 2)}(x)\right\}
$$

where $m$ is a non-negative integer and $C_{0}, \cdots, C_{k-1}$ are arbitrary constants.
In fact, we derive that

$$
\begin{aligned}
y(x) & =\Gamma(-0.5) \Phi_{0.5} *\left\{(-1)^{k} \frac{\delta^{(m+k)}(x)}{k!\binom{m+k}{k}}+C_{0} \delta(x)+\cdots+C_{k-1} \delta^{(k-1)}(x)\right\} \\
& =-2 \sqrt{\pi}\left\{(-1)^{k} \frac{\delta^{(m+k-0.5)}(x)}{k!\binom{m+k}{k}}+C_{0} \delta^{(-0.5)}(x)+\cdots+C_{k-1} \delta^{(k-3 / 2)}(x)\right\} .
\end{aligned}
$$

It generally follows that the integral equation

$$
x^{k} \int_{0}^{x} y(\tau)(x-\tau)^{\alpha-1} d \tau=\delta^{(m)}(x)
$$

has a solution

$$
y(x)=\frac{1}{\Gamma(\alpha)}\left\{(-1)^{k} \frac{\delta^{(m+k+\alpha)}(x)}{k!\binom{m+k}{k}}+C_{0} \delta^{(\alpha)}(x)+\cdots+C_{k-1} \delta^{(k+\alpha-1)}(x)\right\}
$$

where $\alpha \neq 0,-1, \ldots$

Example 8. Let $k \geq 1$ be an integer. Then the generalized integral equation

$$
\begin{equation*}
x_{+}^{k} \int_{0}^{x} \frac{y(\tau)}{\sqrt{x-\tau}} d \tau=\delta^{(m)}(x) \tag{12}
\end{equation*}
$$

has a solution in the space $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
y(x)=\frac{1}{\sqrt{\pi}}\left\{\frac{2(-1)^{k} m!}{(m+k)!} \delta^{(k+m+0.5)}(x)+C_{0} \delta^{(0.5)}(x)+\cdots+C_{k-1} \delta^{(k-0.5)}(x)\right\} .
$$

where $m=0,1,2, \ldots$ and $C_{0}, \cdots, C_{k-1}$ are arbitrary constants.
Proof. To solve this integral equation, we require the following more complicated product of distributions, as $x_{+}^{k}$ is not an infinitely differentiable function (but it is a locally integrable function). It follows from Theorem 2.3 in [32] that

$$
x_{+}^{r} \delta^{(r+m)}(x)=\frac{(-1)^{r}(r+m)!}{2 m!} \delta^{(m)}(x)
$$

for $m, r=0,1,2, \ldots$. We note that this product can be derived directly from the complex analysis approach based on the Laurent series of $x_{+}^{\lambda}, x_{-}^{\lambda}$ as well as $e^{ \pm i \lambda \pi}$, given below

$$
\begin{aligned}
& x_{+}^{\lambda}=\frac{(-1)^{n-1}}{(n-1)!(\lambda+n)} \delta^{(n-1)}(x)+F_{-n}\left(x_{+}, \lambda\right), \\
& x_{-}^{\lambda}=\frac{1}{(n-1)!(\lambda+n)} \delta^{(n-1)}(x)+F_{-n}\left(x_{-}, \lambda\right), \\
& e^{ \pm i \lambda \pi}=(-1)^{n}[1 \pm(\lambda+n) \pi+\cdots] .
\end{aligned}
$$

Hence,

$$
\int_{0}^{x} \frac{y(\tau)}{\sqrt{x-\tau}} d \tau=\frac{2(-1)^{k} m!}{(m+k)!} \delta^{(k+m)}(x)+C_{0} \delta(x)+\cdots+C_{k-1} \delta^{(k-1)}(x)
$$

by noting that

$$
x_{+}^{k} \delta^{(i)}(x)=0
$$

where $i=0,1,2, \cdots, k-1$ and $C_{0}, \cdots, C_{k-1}$ are arbitrary constants. This implies that Equation (12) has a solution

$$
\begin{aligned}
y(x) & =\frac{1}{\sqrt{\pi}} \Phi_{-0.5} *\left\{\frac{2(-1)^{k} m!}{(m+k)!} \delta^{(k+m)}(x)+C_{0} \delta(x)+\cdots+C_{k-1} \delta^{(k-1)}(x)\right\} \\
& =\frac{1}{\sqrt{\pi}}\left\{\frac{2(-1)^{k} m!}{(m+k)!} \delta^{(k+m+0.5)}(x)+C_{0} \delta^{(0.5)}(x)+\cdots+C_{k-1} \delta^{(k-0.5)}(x)\right\} .
\end{aligned}
$$

Similarly, we let $k \geq 1$ be an integer. Then, the integral equation

$$
x_{+}^{k} \int_{0}^{x} \frac{y(\tau)}{(x-\tau)^{3 / 2}} d \tau=\delta^{(m)}(x)
$$

has a solution in the space $\mathcal{D}^{\prime}\left(R^{+}\right)$

$$
y(x)=-\frac{1}{2 \sqrt{\pi}}\left\{\frac{2(-1)^{k} m!}{(m+k)!} \delta^{(k+m-0.5)}(x)+C_{0} \delta^{(-0.5)}(x)+\cdots+C_{k-1} \delta^{(k-3 / 2)}(x)\right\}
$$

where $m$ is a non-negative integer, and $C_{0}, \cdots, C_{k-1}$ are arbitrary constants.
Clearly, the integral equation

$$
x_{+}^{k} \int_{0}^{x} y(\tau)(x-\tau)^{\alpha-1} d \tau=\delta^{(m)}(x)
$$

has a solution

$$
y(x)=\frac{1}{\Gamma(\alpha)}\left\{\frac{2(-1)^{k} m!}{(m+k)!} \delta^{(k+m+\alpha)}(x)+C_{0} \delta^{(\alpha)}(x)+\cdots+C_{k-1} \delta^{(k+\alpha-1)}(x)\right\}
$$

where $\alpha \neq 0,-1, \ldots$
Gorenflo and Mainardi [7] presented the applications of Abel's integral equations of the first and second kind to solve the following partial equation of heat flow:

$$
u_{t}-u_{x x}=0, \quad u=u(x, t)
$$

in the semi-infinite intervals $0<x<\infty$ and $0<t<\infty$ of space and time, respectively. Our results on the distributional Abel's integral equations have potential applications to dealing with differential equations in distribution and hence finding distributional (weak) solutions.

Remark 3. Generally speaking, there is the lack of definitions for nonlinear operations, such as product and composition in distribution theory, although it is of great demand in the areas of differential equations and quantum field theory. As an example, it seems hard to define the distribution $\delta^{2}(x)$, as

$$
\left(\delta^{2}(x), \phi(x)\right)=(\delta(x), \delta(x) \phi(x))=\delta(0) \phi(0)
$$

is undefined. Fisher, with his coauthors [33-41], has actively used the $\delta$-sequence and neutrix limit due to van der Corput since 1969, to deduce numerous products, powers, convolutions, and compositions of distributions by several workable definitions. From the above examples, it is clear to see the relations between products of generalized functions and integral equations with variable coefficients in distribution.

## 4. Conclusions

Applying Babenko's method and fractional calculus, we have studied and solved several fractional differential and integral equations, including ones with variable coefficients and a mixed type equation, in the distributional space $\mathcal{D}^{\prime}\left(R^{+}\right)$by using well defined products of generalized functions and the Mittag-Leffler function. In particular, we discussed Abel's integral equations of the first and second kind for arbitrary $\alpha \in R$ by fractional operations of distributions, and derived several new and interesting results which cannot be realized by numerical analysis, as they involve distributions which are undefined on $R$, or by the Laplace transform.
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#### Abstract

In this paper, we introduce $F$-convex contraction via admissible mapping in the sense of Wardowski [Fixed points of a new type of contractive mappings in complete metric spaces. Fixed Point Theory Appl., 94 (2012), 6 pages] which extends convex contraction mapping of type-2 of Istrățescu [Some fixed point theorems for convex contraction mappings and convex non-expansive mappings (I), Libertas Mathematica, 1(1981), 151-163] and establish a fixed point theorem in the setting of metric space. Our result extends and generalizes some other similar results in the literature. As an application of our main result, we establish an existence theorem for the non-linear Fredholm integral equation and give a numerical example to validate the application of our obtained result.
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## 1. Introduction and Preliminaries

The Banach's contraction principle [1] first appeared in explicit form in 1922, where it was used to establish the existence of a solution for an integral equation. Since then, because of its simplicity, usefulness and constructiveness, it has become a very popular and a fundamental tool in solving existence problems arising not only in pure and applied mathematics but also in many branches of sciences, engineering, social sciences, economics and medical sciences. One of the most common generalizations of Banach's contraction is the 1971's Ćirić contraction [2] (also see [3]), in that he considered all possible six values $d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)$ and $d(T x, T y)$ by combining $x, y, T x, T y$ for all $x, y \in X$ and $T$ (self mapping on a metric space $(X, d)$ ). Later, in 1982, Istrǎţescu [4] introduced the class of convex contractions in metric space, where he considered seven values $d(x, y), d(T x, T y), d(x, T x), d\left(T x, T^{2} x\right), d(y, T y), d\left(T y, T^{2} y\right)$ and $d\left(T^{2} x, T^{2} y\right)$ for all $x, y \in X$. Further, he showed with example (see Example 1.3, [4]) that $T$ is in the class of convex contraction but it is not a contraction. Recently, some researchers studied on generalization of such class of mappings in the setting of various spaces (for example, Alghamdi et al. [5], Ghorbanian et al. [6], Latif et al. [7], Miandaragh et al. [8], Miculescu [9], etc.). Khan et al. [10], introduced the notion of generalized convex contraction mapping of type-2 by extending the generalized convex contraction (respectively, generalized convex contraction of order-2) of Miandaragh et al. [8] and the convex contraction mapping of type-2 of Istrǎţescu [4]. Very recently, Khan et al. [11], discussed the notions of $(\alpha, p)$-convex contraction (respectively ( $\alpha, p$ )-contraction) and asymptotically $T^{2}$-regular (respectively $\left(T, T^{2}\right)$-regular) sequence and, showed that $(\alpha, p)$-convex contraction reduces to two-sided convex
contraction [4]. Further, they have also shown with examples that the notions of asymptotically $T$-regular and $T^{2}$-regular sequences are independent to each other.

Generalizing the Banach contraction principle, Wardowski [12] introduced the notion of $F$-contraction and proved a new fixed point theorem concerning $F$-contractions.

Definition 1. [12] Let $F: R^{+} \rightarrow R$ be a mapping satisfying the following:
$\left(F_{1}\right) \quad F$ is strictly increasing, i.e., for all $\alpha, \beta \in R^{+}$such that $\alpha<\beta, F(\alpha)<F(\beta)$;
$\left(F_{2}\right)$ For each sequence $\left\{\alpha_{n}\right\}_{n \in N}$ of positive numbers $\lim _{n \rightarrow \infty} \alpha_{n}=0$ if and only if $\lim _{n \rightarrow \infty} F\left(\alpha_{n}\right)=-\infty$;
$\left(F_{3}\right)$ There exists $k \in(0,1)$ such that $\lim _{\alpha \rightarrow 0+} \alpha^{k} F(\alpha)=0$.
We denote $\mathcal{F}$, the set of all functions satisfying the above definition.
Definition 2. [12] A mapping $T: X \rightarrow X$ is said to be an F-contraction on $(X, d)$ if there exist $F \in \mathcal{F}$ and $\tau>0$ such that $\forall x, y \in X$,

$$
\begin{equation*}
d(T x, T y)>0 \Rightarrow \tau+F(d(T x, T y)) \leq F(d(x, y)) \tag{1}
\end{equation*}
$$

Example 1. [12] The following functions $F: \mathbb{R}^{+} \rightarrow \mathbb{R}$ are in $\mathcal{F}$.
(i) $F(\alpha)=\ln \alpha$;
(ii) $F(\alpha)=\ln \alpha+\alpha$;
(iii) $F(\alpha)=-\frac{1}{\sqrt{\alpha}}$;
(iv) $F(\alpha)=\ln \left(\alpha^{2}+\alpha\right)$.

By using F-contraction, Wardowski [12] proved a fixed point theorem which generalizes Banach's contraction principle in a different way than in the known results from the literature.

Theorem 1. [12] Let $(X, d)$ be a complete metric space and $T: X \rightarrow X$ be an $F$-contraction. Then, we have
(i) $T$ has a unique fixed point $z \in X$;
(ii) For all $x \in X$, the sequence $\left\{T^{n} x\right\}$ is convergent to $z \in X$.

Definition 3. ([2,3]) Let $(X, d)$ be a metric space and $T: X \rightarrow X$ be a mapping. Then, $T$ is said to be orbitally continuous on $X$ if $\lim _{i \rightarrow \infty} T^{n_{i}} x=z$ implies that $\lim _{i \rightarrow \infty} T^{n_{i}} x=T z$.

Let $T: X \rightarrow X$ be a mapping on a non-empty set $X$. We denote $\operatorname{Fix}(T)=\{x: T x=x$ for all $x \in X\}$.
Definition 4. [13] Let $T: X \rightarrow X$ be a self mapping on a non-empty set $X$ and $\alpha: X \times X \rightarrow[0, \infty)$ be a mapping, we say that $T$ is an $\alpha$-admissible if $x, y \in X, \alpha(x, y) \geq 1$ implies that $\alpha(T x, T y) \geq 1$.

Obviously, $\alpha(\ldots$.$) may or may not be symmetric and \alpha(x, y)=\alpha(y, x)$ (i.e., symmetric) if and only if $x=y$.

Definition 5. [14] Let $T: X \rightarrow X$ and $\alpha: X \times X \rightarrow(-\infty,+\infty)$. We say that $T$ is said to be a triangular $\alpha$-admissible if
( $\left.T_{1}\right) ~ \alpha(x, y)$ implies $\alpha(T x, T y) \geq 1, x, y \in X$;
$\left(T_{2}\right) \alpha(x, z) \geq 1$ and $\alpha(z, y) \geq 1$ imply $\alpha(x, y) \geq 1$ for all $x, y, z \in X$. (see for more examples Karapinar et al. [14]).

Example 2. Let $X=[0, \infty)$. Define $T: X \rightarrow X$ and $\alpha: X \times X \rightarrow[0, \infty)$ by $T x=\ln (1+x)$ for all $x \in X$ and

$$
\alpha(x, y)= \begin{cases}1+x, & \text { if } x \geq y \\ 0, & \text { otherwise }\end{cases}
$$

Then, $T$ is $\alpha$-admissible as $\alpha(x, y) \geq 1$ implies that $\alpha(T x, T y) \geq 1$ for $x \geq y$ and $\alpha(x, y)=\alpha(y, x)$ for all $x=y$.

Definition 6. [15] Let $T$ be an $\alpha$-admissible mapping on a non-empty set $X$. We say that $X$ has the property $(H)$ if for each $x, y \in \operatorname{Fix}(T)$, there exists $z \in X$ such that $\alpha(x, z) \geq 1$ and $\alpha(y, z) \geq 1$.

Definition 7. An $\alpha$-admissible mapping $T$ is said to be an $\alpha^{*}$-admissible, if for each $x, y \in \operatorname{Fix}(T) \neq \varnothing$, we have $\alpha(x, y) \geq 1$. If Fix $(T)=\varnothing$, we say that $T$ is vacuously $\alpha^{*}$-admissible.

The above definition is used by some authors without its nomenclature concerning the uniqueness of fixed point (for examples Alsulami et al. [16], Khan et al. [10], etc.).

Example 3. Let $X=[0, \infty)$. Define $T: X \rightarrow X$ and $\alpha: X \times X \rightarrow[0, \infty)$ by $T x=1+x$ for all $x \in X$ and

$$
\alpha(x, y)= \begin{cases}e^{2(x-y)}, & \text { if } x \geq y \\ 0, & \text { otherwise }\end{cases}
$$

Then, $T$ is $\alpha$-admissible. Since $T$ has no fixed point, i.e., $\operatorname{Fix}(T)=\varnothing$, so $T$ is vacuously $\alpha^{*}$-admissible.
Example 4. Let $X=[0, \infty)$. Define $T: X \rightarrow X$ and $\alpha: X \times X \rightarrow[0, \infty)$ by $T x=\frac{x^{2}}{2}$ for all $x \in X$ and

$$
\alpha(x, y)= \begin{cases}1, & \text { if } x, y \in[0,2] \\ 0, & \text { otherwise }\end{cases}
$$

Obviously, $T$ is $\alpha$-admissible and $\operatorname{Fix}(T)=\{0,2\}$. Then, $T$ is $\alpha^{*}$-admissible
Example 5. Let $X=[0, \infty)$. Define $T: X \rightarrow X$ and $\alpha: X \times X \rightarrow[0, \infty)$ by $T x=\sqrt{\frac{x\left(x^{2}+2\right)}{3}}$ for all $x \in X$ and

$$
\alpha(x, y)= \begin{cases}1, & \text { if } x, y \in[0,1] \\ 0, & \text { otherwise }\end{cases}
$$

Obviously, $T$ is $\alpha$-admissible and $\operatorname{Fix}(T)=\{0,1,2\}$. Note that $T$ is not an $\alpha^{*}$-admissible, since $\alpha(x, 2)=0$ for $x \in\{0,1\}$.

In the next section, we extend the notion of convex contraction [4] to an $\alpha-F$-convex contraction and prove a fixed point theorem in the setting of metric space.

## 2. $\alpha$-F-Convex Contraction

In this section, we discuss the class of $\alpha-F$-convex contractions. Let $T$ be a mapping on a metric space $(X, d)$. We denote

$$
\begin{align*}
& M^{p}(x, y)=\max \left\{d^{p}(x, y), d^{p}(T x, T y), d^{p}(x, T x), d^{p}\left(T x, T^{2} x\right), d^{p}(y, T y)\right.  \tag{2}\\
&\left.d^{p}\left(T y, T^{2} y\right)\right\}
\end{align*}
$$

Definition 8. A self mapping $T$ on $X$ is said to be an $\alpha-F$-convex contraction, if there exist two functions $\alpha: X \times X \rightarrow[0, \infty)$ and $F \in \mathcal{F}$ such that

$$
\begin{equation*}
d^{p}\left(T^{2} x, T^{2} y\right)>0 \Rightarrow \tau+F\left(\alpha(x, y) d^{p}\left(T^{2} x, T^{2} y\right)\right) \leq F\left(M^{p}(x, y)\right) \tag{3}
\end{equation*}
$$

for all $x, y \in X$ where $p \in[1, \infty)$ and $\tau>0$.
Example 6. Let $F(\gamma)=\ln (\gamma), \gamma>0$. Obviously, $F \in \mathcal{F}$. Let $T: X \rightarrow X$ be a self mapping on a metric space $(X, d)$. Consider the convex contraction of type-2 (Istrăţescu [4]) taking with $\alpha(x, y)=1$ for all $x, y \in X$, $e^{-\tau}=k=\sum_{i=1}^{6} \alpha_{i}<1$ and $\alpha_{i} \geq 0$ for all $i=1,2, \ldots, 6$.

$$
\begin{aligned}
d\left(T^{2} x, T^{2} y\right) \leq & \alpha_{1} d(x, y)+\alpha_{2} d(T x, T y)+\alpha_{3} d(x, T x)+\alpha_{4} d\left(T x, T^{2} x\right) \\
& +\alpha_{5} d(y, T y)+\alpha_{6} d\left(T y, T^{2} y\right)
\end{aligned}
$$

where $x, y \in X$ with $x \neq y$. Then, we obtain

$$
\begin{aligned}
\alpha(x, y) d\left(T^{2} x, T^{2} y\right)= & d\left(T^{2} x, T^{2} y\right) \\
\leq & \sum_{i=1}^{6} \alpha_{i} \max \{d(x, y), d(T x, T y), d(x, T x) \\
& \left.d\left(T x, T^{2} x\right), d(y, T y), d\left(T y, T^{2} y\right)\right\}
\end{aligned}
$$

which implies that

$$
\alpha(x, y) d\left(T^{2} x, T^{2} y\right) \leq k M^{1}(x, y)=e^{-\tau} M^{1}(x, y)
$$

Taking natural logarithm on both sides, we obtain

$$
\tau+F\left(\alpha(x, y) d\left(T^{2} x, T^{2} y\right)\right) \leq F\left(M^{1}(x, y)\right)
$$

Therefore,

$$
d\left(T^{2} x, T^{2} y\right)>0 \Rightarrow \tau+F\left(\alpha(x, y) d\left(T^{2} x, T^{2} y\right)\right) \leq F\left(M^{1}(x, y)\right)
$$

for all $x, y \in X$. This shows that $T$ is an $\alpha$-F-convex contraction with $p=1$.
Example 7. Let $X=[0,1]$ with usual metric $d(x, y)=|x-y|$. Define a mapping $T: X \rightarrow X$ by $T x=\frac{x^{2}}{2}+\frac{1}{4}$ for all $x \in X$ with $\alpha(x, y)=1$ for all $x, y \in X$. Then, $T$ is $\alpha$-admissible. Further, we see that $T$ is non-expansive, since we have

$$
|T x-T y|=\frac{1}{2}\left|x^{2}-y^{2}\right| \leq|x-y| \quad \text { for all } x, y \in X
$$

Setting $F \in \mathcal{F}$ such that $F(\gamma)=\ln \gamma, \gamma>0$. Then, for all $x, y \in X$ with $x \neq y$, we obtain

$$
\begin{aligned}
\alpha(x, y)\left|T^{2} x-T^{2} y\right| & =\left|T^{2} x-T^{2} y\right| \\
& =\frac{1}{8}\left(\left|\left(x^{4}+x^{2}\right)-\left(y^{4}+y^{2}\right)\right|\right) \\
& \leq \frac{1}{8}\left(\left|x^{4}-y^{4}\right|+\left|x^{2}-y^{2}\right|\right) \\
& \leq \frac{1}{2}|T x-T y|+\frac{1}{4}|x-y| \\
& \leq \frac{3}{4} \max \{|T x-T y|,|x-y|\} \\
& \leq e^{-\tau} M^{1}(x, y) \leq e^{-\tau} M^{1}(x, y)
\end{aligned}
$$

where $-\tau=\ln \left(\frac{3}{4}\right)$. Taking natural logarithm on both sides, we obtain

$$
\tau+F\left(\alpha(x, y) d\left(T^{2} x, T^{2} y\right)\right) \leq F\left(M^{1}(x, y)\right)
$$

This shows that $T$ is an $\alpha$-F-convex contraction with $p=1$.
Example 8. Let $T: X \rightarrow X$, where $X=[0,1]$ with usual metric $d(x, y)=|x-y|$. Define $T x=\frac{1-x^{2}}{2}$, for all $x \in X$ and $\alpha(x, y)=1$ for all $x, y \in X$. Then, $T$ is $\alpha$-admissible. Setting $F \in \mathcal{F}$ such that $F(\gamma)=\ln \gamma, \gamma>0$. Then, for all $x, y \in X$ with $x \neq y$, we obtain

$$
|T x-T y|=\frac{1}{2}\left|x^{2}-y^{2}\right| \leq|x-y|
$$

and

$$
\begin{aligned}
\alpha(x, y)\left|T^{2} x-T^{2} y\right| & =\frac{1}{8}\left(\left|\left(2 x^{2}-x^{4}\right)-\left(2 y^{2}-y^{4}\right)\right|\right) \\
& =\frac{1}{8}\left(2\left|x^{2}-y^{2}\right|+\left|x^{4}-y^{4}\right|\right) \\
& \leq \frac{1}{2}|x-y|+\frac{1}{4}\left|x^{2}-y^{2}\right| \\
& =\frac{1}{2}|x-y|+\frac{1}{2}|T x-T y| \\
& \leq \max \{|x-y|,|T x-T y|\} \\
& \leq M^{1}(x, y)
\end{aligned}
$$

Taking natural logarithm on both sides, we obtain

$$
F\left(\alpha(x, y) d\left(T^{2} x, T^{2} y\right)\right) \leq F\left(M^{1}(x, y)\right) .
$$

However, there does not exist $\tau>0$ such that

$$
\tau+F\left(\alpha(x, y) d\left(T^{2} x, T^{2} y\right)\right) \leq F\left(M^{1}(x, y)\right)
$$

Therefore, $T$ is not an $\alpha-F$-convex contraction with $p=1$. Also, consider

$$
|T x-T y|^{2}=\frac{1}{4}\left|x^{2}-y^{2}\right|^{2} \leq|x-y|^{2}
$$

and

$$
\begin{aligned}
\alpha(x, y)\left|T^{2} x-T^{2} y\right|^{2} & =\frac{1}{64}\left|\left(2 x^{2}-x^{4}\right)-\left(2 y^{2}-y^{4}\right)\right|^{2} \\
& \leq \frac{1}{64}\left(4\left|x^{2}-y^{2}\right|^{2}+\left|x^{4}-y^{4}\right|^{2}\right) \\
& =\frac{1}{16}\left|x^{2}-y^{2}\right|^{2}+\frac{1}{64}\left|x^{4}-y^{4}\right|^{2} \\
& \leq \frac{1}{4}|x-y|^{2}+\frac{1}{16}\left|x^{2}-y^{2}\right|^{2} \\
& \leq \frac{5}{16} \max \left\{|x-y|^{2},|T x-T y|^{2}\right\} \\
& =\frac{5}{16} M^{2}(x, y)=e^{-\tau} M^{2}(x, y)
\end{aligned}
$$

Taking natural logarithm on both sides, we obtain

$$
\tau+F\left(\alpha(x, y) d\left(T^{2} x, T^{2} y\right)\right) \leq F\left(M^{2}(x, y)\right)
$$

where $-\tau=\ln \frac{5}{16}$. Therefore, $T$ is an $\alpha-F$-convex contraction with $p=2$.

## 3. Fixed Point Results of an $\alpha-F$-Contraction

We prove the following lemma which will be used in the sequel.
Lemma 1. Let $(X, d)$ be a metric space and $T: X \rightarrow X$ be an $\alpha$-F-convex contraction satisfying the following conditions:
(i) $T$ is $\alpha$-admissible;
(ii) there exists $x_{0} \in X$ such that $\alpha\left(x_{0}, T x_{0}\right) \geq 1$.

Define a sequence $\left\{x_{n}\right\}$ in $X$ by $x_{n+1}=T x_{n}=T^{n+1} x_{0}$ for all $n \geq 0$. Then $\left\{d^{p}\left(x_{n}, x_{n+1}\right)\right\}$ is strictly non-increasing sequence in $X$.

Proof. Let $x_{0} \in X$ be such that $\alpha\left(T x_{0}, x_{0}\right) \geq 1$ and $\left\{x_{n}\right\}$ is a sequence defined by $x_{n+1}=T x_{n}$ for all $n \in \mathbb{N} \cup\{0\}$. Since $T$ is $\alpha$-admissible, $\alpha\left(x_{0}, x_{1}\right)=\alpha\left(x_{0}, T x_{0}\right) \geq 1$ implies that $\alpha\left(x_{2}, x_{3}\right)=$ $\alpha\left(T x_{1}, T^{2} x_{0}\right) \geq 1$. One can obtain inductively that $\alpha\left(x_{n}, x_{n+1}\right) \geq 1$ for all $n \geq 0$. Assume that $x_{n} \neq x_{n+1}$ for all $n \geq 0$. Then, $d\left(x_{n}, x_{n+1}\right)>0$ for all $n \geq 0$. Setting $v=\max \left\{d^{p}\left(x_{0}, x_{1}\right), d^{p}\left(x_{1}, x_{2}\right)\right\}$. From (2), taking $x=x_{0}$ and $y=x_{1}$, we obtain

$$
\begin{align*}
& M^{p}\left(x_{0}, x_{1}\right)= \max \left\{d^{p}\left(x_{0}, x_{1}\right), d^{p}\left(T x_{0}, T x_{1}\right), d^{p}\left(x_{0}, T x_{0}\right),\right. \\
&\left.d^{p}\left(T x_{0}, T^{2} x_{0}\right), d^{p}\left(x_{1}, T x_{1}\right), d^{p}\left(T x_{1}, T^{2} x_{1}\right)\right\} \\
&= \max \left\{d^{p}\left(x_{0}, x_{1}\right), d^{p}\left(x_{1}, x_{2}\right), d^{p}\left(x_{0}, x_{1}\right),\right.  \tag{4}\\
&\left.d^{p}\left(x_{1}, x_{2}\right), d^{p}\left(x_{1}, x_{2}\right), d^{p}\left(x_{2}, x_{3}\right)\right\} \\
&=\max \left\{d^{p}\left(x_{0}, x_{1}\right), d^{p}\left(x_{1}, x_{2}\right), d^{p}\left(x_{2}, x_{3}\right)\right\} .
\end{align*}
$$

Since $F$ is strictly increasing and $\alpha\left(x_{0}, x_{1}\right) \geq 1$, by (3) and (4), we obtain

$$
\begin{align*}
F\left(d^{p}\left(x_{2}, x_{3}\right)\right) & =F\left(d^{p}\left(T^{2} x_{0}, T^{2} x_{1}\right)\right) \\
& \leq F\left(\alpha\left(x_{0}, x_{1}\right) d^{p}\left(T^{2} x_{0}, T^{2} x_{1}\right)\right) \\
& \leq F\left(M^{p}\left(x_{0}, x_{1}\right)\right)-\tau  \tag{5}\\
& =F\left(\max \left\{d^{p}\left(x_{0}, x_{1}\right), d^{p}\left(x_{1}, x_{2}\right), d^{p}\left(x_{2}, x_{3}\right)\right\}\right)-\tau \\
& \leq F\left(\max \left\{v, d^{p}\left(x_{2}, x_{3}\right)\right\}\right)-\tau .
\end{align*}
$$

If $\max \left\{v, d^{p}\left(x_{2}, x_{3}\right)\right\}=d^{p}\left(x_{2}, x_{3}\right)$, then (5) gives

$$
F\left(d^{p}\left(x_{2}, x_{3}\right)\right) \leq F\left(d^{p}\left(x_{2}, x_{3}\right)\right)-\tau<F\left(d^{p}\left(x_{2}, x_{3}\right)\right) .
$$

This is a contradiction. It follows that

$$
F\left(d^{p}\left(x_{2}, x_{3}\right)\right) \leq F(v)-\tau<F(v)
$$

Since $\tau>0$ and $F$ is strictly increasing, it follows that

$$
d^{p}\left(x_{2}, x_{3}\right)<v=\max \left\{d^{p}\left(x_{0}, x_{1}\right), d^{p}\left(x_{1}, x_{2}\right)\right\}
$$

Again, from (2) taking with $x=x_{1}$ and $y=x_{2}$, we obtain

$$
\begin{align*}
& M^{p}\left(x_{1}, x_{2}\right)= \max \left\{d^{p}\left(x_{1}, x_{2}\right), d^{p}\left(T x_{1}, T x_{2}\right), d^{p}\left(x_{1}, T x_{1}\right),\right. \\
&\left.d^{p}\left(T x_{1}, T^{2} x_{1}\right), d^{p}\left(x_{2}, T x_{2}\right), d^{p}\left(T x_{2}, T^{2} x_{2}\right)\right\} \\
&= \max \left\{d^{p}\left(x_{1}, x_{2}\right), d^{p}\left(x_{2}, x_{3}\right), d^{p}\left(x_{1}, x_{2}\right),\right.  \tag{6}\\
&\left.d^{p}\left(x_{2}, x_{3}\right), d^{p}\left(x_{2}, x_{3}\right), d^{p}\left(x_{3}, x_{4}\right)\right\} \\
&=\max \left\{d^{p}\left(x_{1}, x_{2}\right), d^{p}\left(x_{2}, x_{3}\right), d^{p}\left(x_{3}, x_{4}\right)\right\} .
\end{align*}
$$

By (3) and (6), we obtain

$$
\begin{aligned}
F\left(d^{p}\left(x_{3}, x_{4}\right)\right) & =F\left(d^{p}\left(T^{2} x_{1}, T^{2} x_{2}\right)\right) \\
& \leq F\left(\alpha\left(x_{1}, x_{2}\right) d^{p}\left(T^{2} x_{1}, T^{2} x_{2}\right)\right) \\
& \leq F\left(M^{p}\left(x_{1}, x_{2}\right)\right)-\tau \\
& =F\left(\max \left\{d^{p}\left(x_{1}, x_{2}\right), d^{p}\left(x_{2}, x_{3}\right), d^{p}\left(x_{3}, x_{4}\right)\right\}\right)-\tau .
\end{aligned}
$$

If max $\left\{d^{p}\left(x_{1}, x_{2}\right), d^{p}\left(x_{2}, x_{3}\right), d^{p}\left(x_{3}, x_{4}\right)\right\}=d^{p}\left(x_{3}, x_{4}\right)$, then we obtain

$$
F\left(d^{p}\left(x_{3}, x_{4}\right)\right) \leq F\left(d^{p}\left(x_{3}, x_{4}\right)\right)-\tau<F\left(d^{p}\left(x_{3}, x_{4}\right)\right)
$$

This is again a contradiction. It follows that

$$
\max \left\{d^{p}\left(x_{1}, x_{2}\right), d^{p}\left(x_{2}, x_{3}\right)\right\}>d^{p}\left(x_{3}, x_{4}\right)
$$

Therefore, $v>d^{p}\left(x_{2}, x_{3}\right)>d^{p}\left(x_{3}, x_{4}\right)$. Continuing in this process, one can prove inductively that $\left\{d^{p}\left(x_{n}, x_{n+1}\right)\right\}$ is a strictly non-increasing sequence in $X$.

Theorem 2. Let $(X, d)$ be a complete metric space and $T: X \rightarrow X$ be an $\alpha$-F-convex contraction satisfying the following conditions:
(i) $T$ is $\alpha$-admissible;
(ii) there exists $x_{0} \in X$ such that $\alpha\left(x_{0}, T x_{0}\right) \geq 1$;
(iii) $T$ is continuous or, orbitally continuous on $X$.

Then, $T$ has a fixed point in $X$. Further, if $T$ is $\alpha^{*}$-admissible, then $T$ has a unique fixed point $z \in X$. Moreover, for any $x_{0} \in X$ if $x_{n+1}=T^{n+1} x_{0} \neq T x_{n}$ for all $n \in \mathbb{N} \cup\{0\}$, then $\lim _{n \rightarrow \infty} T^{n} x_{0}=z$.

Proof. Let $x_{0} \in X$ be such that $\alpha\left(T x_{0}, x_{0}\right) \geq 1$ and define a sequence $\left\{x_{n}\right\}$ by $x_{n+1}=T x_{n}$ for all $n \in \mathbb{N} \cup\{0\}$. If $x_{n_{0}}=x_{n_{0}+1}$, i.e., $T x_{n_{0}}=x_{n_{0}}$ for some $n_{0} \in \mathbb{N} \cup\{0\}$, then $x_{n_{0}}$ is a fixed point of $T$.

Now, we assume that $x_{n} \neq x_{n+1}$ for all $n \geq 0$. Then, $d\left(x_{n}, x_{n+1}\right)>0$ for all $n \geq 0$. Since $T$ is $\alpha$-admissible, $\alpha\left(x_{0}, T x_{0}\right) \geq 1$ implies that $\alpha\left(x_{1}, x_{2}\right)=\alpha\left(T x_{0}, T^{2} x_{0}\right) \geq 1$. Therefore, one can obtain inductively that $\alpha\left(x_{n}, x_{n+1}\right)=\alpha\left(T^{n} x_{0}, T^{n+1} x_{0}\right) \geq 1$ for all $n \geq 0$. Setting $v=\max \left\{d^{p}\left(x_{0}, x_{1}\right), d^{p}\left(x_{1}, x_{2}\right)\right\}$.

Now from (2), taking $x=x_{n-2}$ and $y=x_{n-1}$, where $n \geq 2$, we obtain

$$
\begin{aligned}
M^{p}\left(x_{n-2}, x_{n-1}\right)= & \max \left\{d^{p}\left(x_{n-2}, x_{n-1}\right), d^{p}\left(T x_{n-2}, T x_{n-1}\right), d^{p}\left(x_{n-2}, T x_{n-2}\right)\right. \\
& \left.d^{p}\left(T x_{n-2}, T^{2} x_{n-2}\right), d^{p}\left(x_{n-1}, T x_{n-1}\right), d^{p}\left(T x_{n-1}, T^{2} x_{n-1}\right)\right\} \\
= & \max \left\{d\left(x_{n-2}, x_{n-1}\right), d\left(x_{n-1}, x_{n}\right), d\left(x_{n-2}, x_{n-1}\right)\right. \\
& \left.d^{p}\left(x_{n-1}, x_{n}\right), d^{p}\left(x_{n-1}, x_{n}\right), d^{p}\left(x_{n}, x_{n+1}\right)\right\} \\
= & \max \left\{d^{p}\left(x_{n-2}, x_{n-1}\right), d^{p}\left(x_{n-1}, x_{n}\right), d^{p}\left(x_{n}, x_{n+1}\right)\right\} .
\end{aligned}
$$

Since $F$ is strictly increasing and $T$ is $\alpha$-admissible, by (3), we obtain

$$
\begin{aligned}
F\left(d^{p}\left(x_{n}, x_{n+1}\right)\right) & =F\left(d^{p}\left(T^{2} x_{n-2}, T^{2} x_{n-1}\right)\right) \\
& \leq F\left(\alpha\left(x_{n-2}, x_{n-1}\right) d^{p}\left(T^{2} x_{n-2}, T^{2} x_{n-1}\right)\right) \\
& \leq F\left(M^{p}\left(x_{n-2}, x_{n-1}\right)-\tau\right. \\
& \leq F\left(\max \left\{d^{p}\left(x_{n-2}, x_{n-1}\right), d^{p}\left(x_{n-1}, x_{n}\right), d^{p}\left(x_{n}, x_{n+1}\right)\right\}\right)-\tau
\end{aligned}
$$

If $\max \left\{d^{p}\left(x_{n-2}, x_{n-1}\right), d^{p}\left(x_{n-1}, x_{n}\right), d^{p}\left(x_{n}, x_{n+1}\right)\right\}=d^{p}\left(x_{n}, x_{n+1}\right)$, then we obtain

$$
F\left(d^{p}\left(x_{n}, x_{n+1}\right)\right) \leq F\left(d^{p}\left(x_{n}, x_{n+1}\right)\right)-\tau<F\left(d^{p}\left(x_{n}, x_{n+1}\right)\right) .
$$

This is a contradiction. Therefore,

$$
F\left(d^{p}\left(x_{n}, x_{n+1}\right)\right) \leq F\left(\max \left\{d^{p}\left(x_{n-2}, x_{n-1}\right), d^{p}\left(x_{n-1}, x_{n}\right)\right\}\right)-\tau
$$

By Lemma 1, $\left\{d^{p}\left(x_{n}, x_{n+1}\right)\right\}$ is strictly non-increasing sequence. Therefore,

$$
\begin{equation*}
F\left(d^{p}\left(x_{n}, x_{n+1}\right)\right) \leq F\left(d^{p}\left(x_{n-2}, x_{n-1}\right)\right)-\tau \leq \cdots \leq F(v)-l \tau \tag{7}
\end{equation*}
$$

whenever $n=2 l$ or $n=2 l+1$ for $l \geq 1$.
From (6), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} F\left(d^{p}\left(x_{n}, x_{n+1}\right)\right)=-\infty \tag{8}
\end{equation*}
$$

Therefore, by $\left(F_{2}\right)$ with (8), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+1}\right)=0 \tag{9}
\end{equation*}
$$

From $\left(F_{3}\right)$, there exists $k \in(0,1)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left[d^{p}\left(x_{n}, x_{n+1}\right)\right]^{k} F\left(d^{p}\left(x_{n}, x_{n+1}\right)\right)=0 \tag{10}
\end{equation*}
$$

Also, from (7), we obtain

$$
\begin{equation*}
\left[d^{p}\left(x_{n}, x_{n+1}\right)\right]^{k}\left[F\left(d^{p}\left(x_{n}, x_{n+1}\right)\right)-F(v)\right] \leq-\left[d^{p}\left(x_{n}, x_{n+1}\right)\right]^{k} l \tau \leq 0 \tag{11}
\end{equation*}
$$

where $n=2 l$ or $n=2 l+1$ for $l \geq 1$.

Letting $n \rightarrow \infty$ in (11) together with (9) and (10), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} l\left[d\left(x_{n}, x_{n+1}\right)\right]^{k}=0 \tag{12}
\end{equation*}
$$

Now, it arises in the following cases.
Case-(i): If $n$ is even and $n \geq 2$, then from (12), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n\left[d\left(x_{n}, x_{n+1}\right)\right]^{k}=0 \tag{13}
\end{equation*}
$$

Case-(ii): If $n$ is odd and $n \geq 3$, then from (12), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(n-1)\left[d\left(x_{n}, x_{n+1}\right)\right]^{k}=0 \tag{14}
\end{equation*}
$$

Using (9), (14) gives

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n\left[d\left(x_{n}, x_{n+1}\right)\right]^{k}=0 \tag{15}
\end{equation*}
$$

It may be observed from the above cases that, there exists $n_{1} \in \mathbb{N}$ such that

$$
n\left[d\left(x_{n}, x_{n+1}\right)\right]^{k} \leq 1 \quad \text { for all } n \geq n_{1}
$$

Therefore, we obtain

$$
d\left(x_{n}, x_{n+1}\right) \leq \frac{1}{n^{\frac{1}{k}}} \quad \text { for all } n \geq n_{1}
$$

Now, we show that $\left\{x_{n}\right\}$ is a Cauchy sequence. For all $p>q \geq n_{1}$, we obtain

$$
\begin{aligned}
d\left(x_{p}, x_{q}\right) & \leq d\left(x_{p}, x_{p-1}\right)+d\left(x_{p-1}, x_{p-2}\right)+\cdots+d\left(x_{q+1}, x_{q}\right) \\
& <\sum_{i=q}^{\infty} d\left(x_{i}, x_{i+1}\right) \leq \sum_{i=q}^{\infty} \frac{1}{i^{\frac{1}{k}}}
\end{aligned}
$$

Since $\sum_{i=q}^{\infty} \frac{1}{i \frac{1}{k}}$ is convergent, taking $q \rightarrow \infty$, we get $\lim _{p, q \rightarrow \infty} d\left(x_{p}, x_{q}\right)=0$. This shows that $\left\{x_{n}\right\}$ is a Cauchy sequence in $X$. Since $X$ is complete, there exists $z \in X$ such that $\lim _{n \rightarrow \infty} x_{n}=z$. Now we prove that $z$ is a fixed point of $T$. Suppose $T$ is continuous, then

$$
d(z, T z)=\lim _{n \rightarrow \infty} d\left(x_{n}, T x_{n}\right)=\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+1}\right)=0
$$

This shows that $z$ is a fixed point of $T$.
Again, we suppose that $T$ is orbitally continuous on $X$, then $x_{n+1}=T x_{n}=T\left(T^{n} x_{0}\right) \rightarrow T z$ as $n \rightarrow \infty$. Since $(X, d)$ is complete this implies that $T z=z$. Therefore, $\operatorname{Fix}(T) \neq \varnothing$.

Further, we suppose that $T$ is $\alpha^{*}$-admissible, it follows that for all $z, z^{*} \in \operatorname{Fix}(T)$, we have $\alpha\left(z, z^{*}\right) \geq 1$. From (2) and (3), we obtain

$$
\begin{aligned}
F\left(d^{p}\left(z, z^{*}\right)\right)= & F\left(d^{p}\left(T^{2} z, T^{2} z^{*}\right)\right) \\
= & F\left(\alpha\left(z, z^{*}\right) d^{p}\left(T^{2} z, T^{2} z^{*}\right)\right) \\
\leq & F\left(M^{p}\left(z, z^{*}\right)\right)-\tau \\
= & F\left(\operatorname { m a x } \left\{d^{p}\left(z, z^{*}\right), d^{p}\left(T z, T z^{*}\right), d^{p}(z, T z), d^{p}\left(T z, T^{2} z\right)\right.\right. \\
& \left.\left.d^{p}\left(z^{*}, T z^{*}\right), d^{p}\left(T z^{*}, T^{2} z^{*}\right)\right\}\right)-\tau \\
= & F\left(d^{p}\left(z, z^{*}\right)\right)-\tau
\end{aligned}
$$

Since $\tau>0$ and using $F$ is strictly increasing, we obtain

$$
F\left(d\left(z, z^{*}\right)\right)<F\left(d\left(z, z^{*}\right)\right) .
$$

This is a contradiction. Therefore, $T$ has a unique fixed point in $X$.
One can verify the validity of Theorem 2 with Examples 7 and 8 with proper choose of $\alpha(x, y)$ and $p$.

Corollary 1. Let $(X, d)$ be a complete metric space and $\alpha: X \times X \rightarrow[0, \infty)$ be a function. Suppose that $T: X \rightarrow X$ be a self mapping satisfying the following conditions:
(i) for all $x, y \in X$

$$
\begin{gather*}
\alpha(x, y) d\left(T^{2} x, T^{2} y\right) \leq k \max \left\{d(x, y), d(T x, T y), d(x, T x), d\left(T x, T^{2} x\right),\right. \\
\left.d(y, T y), d\left(T y, T^{2} y\right)\right\} \tag{16}
\end{gather*}
$$

where $k \in[0,1)$;
(ii) $T$ is $\alpha$-admissible;
(iii) there exists $x_{0} \in X$ such that $\alpha\left(x_{0}, T x_{0}\right) \geq 1$;
(iv) $T$ is continuous or, orbitally continuous on $X$.

Then, $T$ has a fixed point in $X$. Further, if $T$ is an $\alpha^{*}$-admissible, then $T$ has a unique fixed point $z \in X$. Moreover, for any $x_{0} \in X$ if $x_{n+1}=T^{n+1} x_{0} \neq T^{n} x_{0}$ for all $n \in \mathbb{N} \cup\{0\}$, then $\lim _{n \rightarrow \infty} T^{n} x_{0}=z$.

Proof. Setting $F(\gamma)=\ln (\gamma), \gamma>0$. Obviously, $F \in \mathcal{F}$. Taking natural logarithm on both sides of (16), we obtain

$$
\begin{aligned}
& -\ln k+\ln \alpha(x, y) d\left(T^{2} x, T^{2} y\right) \\
& \leq \ln \left(\max \left\{d(x, y), d(T x, T y), d(x, T x), d\left(T x, T^{2} x\right), d(y, T y), d\left(T y, T^{2} y\right)\right\}\right)
\end{aligned}
$$

which implies that

$$
\tau+F\left(\alpha(x, y) d\left(T^{2} x, T^{2} y\right)\right) \leq F\left(M^{1}(x, y)\right)
$$

for all $x, y \in X$ with $x \neq y$ where $\tau=-\ln k$. This shows that $T$ is $\alpha$ - $F$-convex contraction with $p=1$. Thus, all the conditions of Theorem 2 are satisfied and hence, $T$ has a unique fixed point in $X$.

The following is proved in Khan et al. ([10], [Theorem 2.2]) by extending convex contraction of type-2 (Istrǎţescu [4]) to generalized convex contraction of type-2 in the setting of $b$-metric space .

Corollary 2. Let $(X, d)$ be a complete metric space and $\alpha: X \times X \rightarrow[0, \infty)$ be a function. Suppose that $T: X \rightarrow X$ be a self mapping satisfying the following conditions:
(i) for all $x, y \in X$

$$
\begin{aligned}
\alpha(x, y) d\left(T^{2} x, T^{2} y\right) \leq & \alpha_{1} d(x, y)+\alpha_{2} d(T x, T y)+\alpha_{3} d(x, T x)+\alpha_{4} d\left(T x, T^{2} x\right) \\
& \left.+\alpha_{5} d(y, T y)+\alpha_{6} d\left(T y, T^{2} y\right)\right\}
\end{aligned}
$$

where $0 \leq \alpha_{i}<1, i=1,2, \ldots, 6$ such that $\sum_{i=1}^{6} \alpha_{i}<1$;
(ii) $T$ is $\alpha$-admissible;
(iii) there exists $x_{0} \in X$ such that $\alpha\left(x_{0}, T x_{0}\right) \geq 1$;
(iv) $T$ is continuous or, orbitally continuous on $X$.

Then, $T$ has a fixed point in $X$. Further, if $T$ is $\alpha^{*}$-admissible, then $T$ has a unique fixed point $z \in X$.
Moreover, for any $x_{0} \in X$ if $x_{n+1}=T^{n+1} x_{0} \neq T^{n} x_{0}$ for all $n \in \mathbb{N} \cup\{0\}$, then $\lim _{n \rightarrow \infty} T^{n} x_{0}=z$.
Proof. Setting $F(\gamma)=\ln (\gamma), \gamma>0$. Obviously, $F \in \mathcal{F}$. For all $x, y \in X$ with $x \neq y$, we obtain

$$
\begin{aligned}
\alpha(x, y) d\left(T^{2} x, T^{2} y\right)= & d\left(T^{2} x, T^{2} y\right) \\
\leq & \alpha_{1} d(x, y)+\alpha_{2} d(T x, T y)+\alpha_{3} d(x, T x)+\alpha_{4} d\left(T x, T^{2} x\right) \\
& \left.+\alpha_{5} d(y, T y)+\alpha_{6} d\left(T y, T^{2} y\right)\right\} \\
\leq & k \max \left\{d(x, y), d(T x, T y), d(x, T x), d\left(T x, T^{2} x\right)\right. \\
& \left.d(y, T y), d\left(T y, T^{2} y\right)\right\},
\end{aligned}
$$

where $k=\sum_{i=1}^{6} \alpha_{i}<1$. Therefore, by above Corollary $1, T$ has a unique fixed point in $X$.

Corollary 3. Let $T$ be a continuous mapping on a complete metric space $(X, d)$ into itself. If there exists $k \in[0,1)$ satisfying the following inequality

$$
\begin{gathered}
d\left(T^{2} x, T^{2} y\right) \leq k \max \left\{d(x, y), d(T x, T y), d(x, T x), d\left(T x, T^{2} x\right)\right. \\
\left.d(y, T y), d\left(T y, T^{2} y\right)\right\}
\end{gathered}
$$

for all $x, y \in X$, then $T$ has a unique fixed point in $X$.

## 4. Application

In this section, we apply our result to establish an existence theorem forthe non-linear Fredholm integral equation and give a numerical example to validate the application of our obtained result.

Let $X=C[a, b]$ be a set of all real continuous functions on $[a, b]$ equipped with metric $d(f, g)=|f-g|=\max _{t \in[a, b]}|f(t)-g(t)|$ for all $f, g \in C[a, b]$. Then, $(X, d)$ is a complete metric space.

Now, we consider the non-linear Fredholm integral equation

$$
\begin{equation*}
x(t)=v(t)+\frac{1}{b-a} \int_{a}^{b} K(t, s, x(s)) d s \tag{17}
\end{equation*}
$$

where $t, s \in[a, b]$. Assume that $K:[a, b] \times[a, b] \times X \rightarrow \mathbb{R}$ and $v:[a, b] \rightarrow \mathbb{R}$ continuous, where $v(t)$ is a given function in $X$.

Theorem 3. Suppose that $(X, d)$ is a metric space equipped with metric $d(f, g)=|f-g|=\max _{t \in[a, b]} \mid f(t)-$ $g(t) \mid$ for all $f, g \in X$ and $T: X \rightarrow X$ be a continuous operator on $X$ defined by

$$
\begin{equation*}
T x(t)=v(t)+\frac{1}{b-a} \int_{a}^{b} K(t, s, x(s)) d s \tag{18}
\end{equation*}
$$

If there exists $k \in[0,1)$ such that for all $x, y \in X$ with $x \neq y$ and $s, t \in[a, b]$ satisfying the following inequality

$$
\begin{align*}
|K(t, s, T x(s))-K(t, s, T y(s))| \leq k \max \{ & |x(s)-y(s)|, \mid T x(s)-T y(s) \\
& |x(s)-T x(s)|,\left|T x(s)-T^{2} x(s)\right|  \tag{19}\\
& \left.|y(s)-T y(s)|,\left|T y(s)-T^{2} y(s)\right|\right\},
\end{align*}
$$

then the integral operator defined by (18) has a unique solution $z \in X$ and for each $x_{0} \in X, T x_{n} \neq x_{n}$ for all $n \in \mathbb{N} \cup\{0\}$, we have $\lim _{n \rightarrow \infty} T x_{n}=z$.

Proof. We define $\alpha: X \times X \rightarrow[0, \infty)$ such that $\alpha(x, y)=1$ for all $x, y \in X$. Therefore, $T$ is $\alpha$-admissible. Setting $F \in \mathcal{F}$ such that $F(\gamma)=\ln (\gamma), \gamma>0$. Let $x_{0} \in X$ and define a sequence $\left\{x_{n}\right\}$ in $X$ by $x_{n+1}=T x_{n}=T^{n+1} x_{0}$ for all $n \geq 0$. By (18), we obtain

$$
\begin{equation*}
x_{n+1}=T x_{n}(t)=v(t)+\frac{1}{b-a} \int_{a}^{b} K\left(t, s, x_{n}(s)\right) d s \tag{20}
\end{equation*}
$$

We show that $T$ is $\alpha$ - $F$-convex contraction on $C[a, b]$. Using (18) and (19), we obtain

$$
\begin{aligned}
\left|T^{2} x(t)-T^{2} y(t)\right|= & \frac{1}{|b-a|}\left|\int_{a}^{b} K(t, s, T x(s)) d s-\int_{a}^{b} K(t, s, T y(s)) d s\right| \\
\leq & \frac{1}{|b-a|} \int_{a}^{b}|K(t, s, T x(s))-K(t, s, T y(s))| d s \\
\leq & \frac{k}{|b-a|} \int_{a}^{b} \max \{|x(s)-y(s)|,|T x(s)-T y(s),|x(s)-T x(s)|, \\
& \left.\left|T x(s)-T^{2} x(s)\right|,|y(s)-T y(s)|,\left|T y(s)-T^{2} y(s)\right|\right\} d s .
\end{aligned}
$$

Taking maximum on both sides for all $t \in[a, b]$, we obtain

$$
\begin{aligned}
d\left(T^{2} x, T^{2} y\right)= & \max _{t \in[0,1]}\left|T^{2} x(t)-T^{2} y(t)\right| \\
\leq & \frac{k}{|b-a|} \max _{t \in[a, b]} \int_{a}^{b} \max \{|x(s)-y(s)|,|T x(s)-T y(s),|x(s)-T x(s)|, \\
& \left.\left|T x(s)-T^{2} x(s)\right|,|y(s)-T y(s)|,\left|T y(s)-T^{2} y(s)\right|\right\} d s \\
\leq & \frac{k}{|b-a|} \max \left[\max _{r \in[a, b]}\{|x(r)-y(r)|,|T x(r)-T y(r),|x(r)-T x(r)|,\right. \\
& \left.\left.\left|T x(r)-T^{2} x(r)\right|,|y(r)-T y(r)|,\left|T y(r)-T^{2} y(r)\right|\right\}\right] \int_{a}^{b} d s \\
= & k \max \left\{d(x, y), d(T x, T y), d(x, T x), d\left(T x, T^{2} x\right), d(y, T y), d\left(T y, T^{2} y\right)\right\} \\
= & k M^{1}(x, y) .
\end{aligned}
$$

Therefore

$$
\alpha(x, y) d\left(T^{2} x, T^{2} y\right) \leq k M^{1}(x, y)
$$

Now, taking natural logarithm on both sides, we obtain

$$
-\ln k+\ln \left[\alpha(x, y) d\left(T^{2} x, T^{2} y\right)\right] \leq \ln M^{1}(x, y)
$$

Thus, we obtain

$$
\tau+F\left(\alpha(x, y) d\left(T^{2} x, T^{2} y\right)\right) \leq F\left(M^{1}(x, y)\right)
$$

where $-\ln k=\tau$. This shows that $T$ is $\alpha-F$-convex contraction with $p=1$ for all $x, y \in X$ with $x \neq y$. Since $T$ is $\alpha$-admissible and $X=C[a, b]$ is complete metric space. Therefore, the iteration scheme (4.4) converges to some point $z \in X$, i.e., $\lim _{n \rightarrow \infty} x_{n} \rightarrow z$. By continuity of $T$, one can prove that $T$ has a fixed point, i.e., $T z=z$. Consequently, $\operatorname{Fix}(T) \neq \varnothing$. Also, for all $x, y \in \operatorname{Fix}(T), \alpha\left(z, z^{*}\right)=1$ follows that $T$ is $\alpha^{*}$-admissible. Thus, all the conditions of Theorem 2 are satisfied and hence, the integral operator $T$ defined by (18) has a unique solution $z \in X$.

The following example shows the existence of unique solution of an integral operator satisfying all the hypothesis in Theorem 3, however, one can also check that the following example does not satisfy $F$-contraction.

Example 9. Let $X=C[0,1]$ be a set of all continuous functions defined on $[0,1]$ equipped with metric $d(f, g)=|f-g|=\max _{t \in[0,1]}|f(t)-g(t)|$ for all $f, g \in X$. Let $T: X \rightarrow X$ be the operator defined by

$$
\begin{equation*}
T x(t)=v(t)+\int_{0}^{1} K(t, s, x(s)) d s \tag{21}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
T^{2} x(t) & =v(t)+\int_{0}^{1} K(t, s, T x(s)) d s \\
& =v(t)+\int_{0}^{1} K\left(t, s, v(t)+\int_{0}^{1} K(t, s, x(t)) d s\right) d s \tag{22}
\end{align*}
$$

Letting $v(t)=\frac{8}{15} t^{2}$ and $K(t, s, x(s))=\frac{1}{4} t^{2}(1+s)\left(x^{2}(s)+1\right)$. Then, (21) becomes

$$
\begin{equation*}
T x(t)=\frac{8}{15} t^{2}+\int_{0}^{1} \frac{1}{4} t^{2}(1+s)\left(x^{2}(s)+1\right) d s \tag{23}
\end{equation*}
$$

Then, (i) $v(t)$ and $K(t, s, x(s))$ are continuous,
(ii) $\max \frac{1}{4}\left|t^{2}(1+s)\right| \leq \frac{1}{2}$ for all $(t, s) \in[0,1] \times[0,1]$,
(iii) $T x \in X$ for all $x \in X$,
(iv) For all $x, y \in X$ with $x \neq y$ and $(t, s) \in[0,1] \times[0,1]$ and using (21) and (22), we obtain

$$
\begin{aligned}
|T x(t)-T y(t)| & =\left|\int_{0}^{1} K(t, s, x(s)) d s-\int_{0}^{1} K(t, s, y(s)) d s\right| \\
& \left.\leq \int_{0}^{1} \mid K(t, s, x(s))-K(t, s, y(s)) d s\right) \mid d s \\
& =\int_{0}^{1}\left|\frac{t^{2}(1+s)}{4}\left(x^{2}(s)-y^{2}(s)\right)\right| d s
\end{aligned}
$$

Taking maximum on both sides for all $t \in[a, b]$, we obtain

$$
\begin{aligned}
|T x-T y| & =\max _{t \in[0,1]}|T x(t)-T y(t)| \\
& \leq \max _{t \in[0,1]} \int_{0}^{1}\left|\frac{t^{2}(1+s)}{4}\left(x^{2}(s)-y^{2}(s)\right)\right| d s \\
& \leq \frac{1}{2} \max _{\rho \in[0,1]}\left|x^{2}(\rho)-y^{2}(\rho)\right| \int_{0}^{1} d s \\
& \leq|x-y|
\end{aligned}
$$

From the above, one can verify that the integral operator $T$ is not an F-contraction. Also, we have

$$
\begin{aligned}
\left|T^{2} x(t)-T^{2} y(t)\right|= & \left|\int_{0}^{1} K(t, s, T x(s)) d s-\int_{0}^{1} K(t, s, T y(s)) d s\right| \\
= & \mid \int_{0}^{1} K\left(t, s, v(t)+\int_{0}^{1} K(t, s, x(t)) d s\right) d s \\
& -\int_{0}^{1} K\left(t, s, v(t)+\int_{0}^{1} K(t, s, y(t)) d s\right) d s \mid \\
\leq & \int_{0}^{1} \mid K\left(t, s, v(t)+\int_{0}^{1} K(t, s, x(t)) d s\right) d s \\
& -K\left(t, s, v(t)+\int_{0}^{1} K(t, s, y(t)) d s\right) \mid d s \\
= & \int_{0}^{1}\left|\frac{t^{2}(1+s)}{4} \int_{0}^{1}\left[\frac{t^{2}(1+s)}{8}\left(x^{2}(s)-y^{2}(s)\right)\right] d s\right| d s \\
\leq & \int_{0}^{1} \int_{0}^{1}\left|\left[\frac{t^{2}(1+s)}{4}\right]^{2}\left(x^{2}(s)-y^{2}(s)\right)\right| d s d s .
\end{aligned}
$$

Taking maximum on both sides for all $t \in[a, b]$, we obtain

$$
\begin{aligned}
\left|T^{2} x-T^{2} y\right| & =\max _{t \in[0,1]}\left|T^{2} x(t)-T^{2} y(t)\right| \\
& \leq \max _{t \in[0,1]} \int_{0}^{1} \int_{0}^{1}\left|\left[\frac{t^{2}(1+s)}{4}\right]^{2}\left(x^{2}(s)-y^{2}(s)\right)\right| d s d s \\
& \leq \frac{1}{4} \max _{\rho \in[0,1]}\left|x^{2}(\rho)-y^{2}(\rho)\right| \int_{0}^{1} \int_{0}^{1} d s d s \\
& =\frac{1}{4}\left|x^{2}-y^{2}\right| \leq \frac{1}{2}|x-y| \leq \frac{1}{2} M^{1}(x, y) \\
& =e^{-\tau} M^{1}(x, y)
\end{aligned}
$$

where $\ln \frac{1}{2}=-\tau$. Setting $\alpha: X \times X \rightarrow[0, \infty)$ by $\alpha(x, y)=1$ for all $x, y \in X$ and $F \in \mathcal{F}$ such that $F(\gamma)=\ln (\gamma), \gamma>0$. Therefore, we obtain

$$
\alpha(x, y)\left|T^{2} x-T^{2} y\right| \leq e^{-\tau} M^{1}(x, y)
$$

Taking natural logarithm on both sides, we obtain

$$
\tau+\ln \alpha(x, y) d\left(T^{2} x, T^{2} y\right) \leq \ln M^{1}(x, y)
$$

that is,

$$
\tau+F\left(\alpha(x, y) d\left(T^{2} x, T^{2} y\right)\right) \leq F\left(M^{1}(x, y)\right)
$$

This shows that $T$ is $\alpha$-F-convex contraction with $p=1$ for all $x, y \in X$. Thus, all the conditions of Theorem 3 are satisfied and therefore, the integral Equation (21) has a unique solution. One can verify that $x(t)=t^{2}$ is the exact solution of the equation (21). Using the iteration scheme (20), (23) becomes

$$
\begin{equation*}
x_{n+1}=T x_{n}(t)=\frac{8}{15} t^{2}+\frac{1}{4} \int_{0}^{1}\left[t^{2}(1+s)\left\{x_{n}^{2}(s)+1\right\}\right] d s \tag{24}
\end{equation*}
$$

Letting $x_{0}(t)=0$ be an initial solution. Putting $n=0,1,2, \ldots$, successively in (24), we obtain

$$
\begin{array}{rlll}
x_{1}(t) & =0.90833333 t^{2}, & x_{2}(t)=0.98396470 t^{2}, & x_{3}(t)=0.99708377 t^{2} \\
x_{4}(t) & =0.99946614 t^{2}, & x_{5}(t)=0.99990215 t^{2}, & x_{6}(t)=0.99998206 t^{2} \\
x_{7}(t) & =0.99999671 t^{2}, & x_{8}(t)=0.99999940 t^{2}, & x_{9}(t)=0.99999985 t^{2} \\
x_{10}(t) & =0.99999998 t^{2}, & x_{11}(t)=t^{2} . &
\end{array}
$$

Therefore, $x(t)=t^{2}$ is the unique solution.
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