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Editorial

Special Issue: Feature Papers in Eng 2024

Antonio Gil Bravo

INAMATˆ2, Science Department, Public University of Navarra, Building Los Acebos, Campus of Arrosadia,
E-31006 Pamplona, Spain; andoni@unavarra.es

1. Introduction

Similarly to previous Special Issues of this series, the aim of this fourth edition of “Fea-
ture Papers in Eng” is to collect experimental and theoretical works related to engineering
science and technology. The general topics published in Eng include electrical, electronic,
and information engineering; chemical and materials engineering; energy engineering;
mechanical and automotive engineering; industrial and manufacturing engineering; civil
and structural engineering; aerospace engineering; biomedical engineering; geotechnical
engineering and engineering geology; and ocean and environmental engineering. Many
of these topics are included as they contribute to the circular economy and sustainable de-
velopment. These aspects are addressed from various points of view and are supported
by the fascinating field of engineering and its applications. The following selection of
representative works of these topics were published in our journal in 2024–early 2025.

The intersection of Industry 4.0 and the circular economy, considered in a manuscript
in this Special Issue [1], offers numerous opportunities for businesses to create more
sustainable, efficient, and resilient operations. Some examples include digital product
passports, which involve using digital technologies to track product lifecycles, thus enabling
more efficient recycling and reuse; predictive maintenance, which involves using Internet
of Things (IoT) sensors and machine learning to predict maintenance needs, thus reducing
waste and improving resource utilization; and product as a service, which involves offering
products as services, encouraging sharing and collaboration, and reducing waste.

In a similar vein, sustainable charging stations, alongside electric vehicles (EVs) as key
components of a low-carbon transportation system [2], can be designed to minimize
environmental impacts while supporting the growth of EVs. Key features include charging
stations powered by solar, wind, or other renewable energy sources; battery storage systems
to reduce peak demand and stabilize the grid; and fast-charging technologies that minimize
energy losses and reduce charging times. The benefits reported for sustainable charging
stations also include reduced greenhouse gas emissions due to the use of renewable energy
sources; improved air quality by promoting the adoption of EVs; and enhanced energy
security by diversifying energy sources and reducing dependence on fossil fuels [3].

Synthetic nitrogen fertilizers are a widely used agricultural tool that has both ben-
efits and drawbacks for sustainable development [4]. Its cited benefits include significant
increases in crop yields, helping to meet global food demands; improvements in food
security, particularly in regions with limited agricultural resources; and economic benefits
for farmers, due to increases in yield and income. However, some of the drawbacks of
synthetic nitrogen fertilizers include the significant environmental impacts of its production
and use, including water pollution, soil degradation, and greenhouse gas emissions; the
significant amounts of energy required, which is often generated from fossil fuels; and the
negative health impacts, particularly for farmers and rural communities, due to exposure
to toxic chemicals.

Eng 2025, 6, 78 https://doi.org/10.3390/eng6040078
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Finally, some sustainable alternatives to the use of synthetic nitrogen fertilizers and
their development opportunities include organic fertilizers, such as compost and manure,
which can provide a more sustainable alternative to synthetic nitrogen fertilizers; crop
rotation and intercropping, which can help improve soil fertility and reduce the need for
synthetic nitrogen fertilizers; promoting sustainable agriculture practices, such as organic
farming and agroecology, which can help reduce the environmental impacts of synthetic
nitrogen fertilizers; implementing circular economy approaches, such as recycling and
reusing nutrients, which can help reduce waste and minimize environmental impacts;
and developing policies and regulatory frameworks that support sustainable agriculture
practices and reduce the use of synthetic nitrogen fertilizer, which can help promote
sustainable development.

Some of these aspects have been addressed in this Special Issue, allowing for greater
discussion among potential readers. For more information, please see the List of Contributions.

2. Overview of the Published Articles

This Special Issue contains 42 papers, including 6 Reviews and 1 Perspective, published
by several authors interested in new cutting-edge developments in the field of engineering.
The submitted papers are from authors from 33 countries, including Australia, Bosnia and
Herzegovina, Brazil, Brunei, Canada, China, Croatia, the Czech Republic, Estonia, Finland,
France, Germany, Greece, Hungary, India, Iran, Italy, Japan, Malaysia, Mexico, Poland,
Portugal, the Republic of Korea, Romania, Serbia, Slovakia, Slovenia, Spain, Taiwan, Turkey,
Ukraine, the United Kingdom, and the USA.

3. Conclusions

The articles published in this Special Issue present important advancements in engi-
neering. I express my sincere gratitude to all the authors, who have professionally and
enthusiastically contributed to this Special Issue, and I thank the managing editors and
reviewers who helped to improve the papers and made important contributions to this
Special Issue. I hope that the articles showcased in this Special Issue are interesting and
inspiring to its readers, especially young scholars who are eager to learn about recent
advances in the field and to contribute future research.

Acknowledgments: The author is grateful for the financial support from the Spanish Ministry of
Science and Innovation (MCIU/AEI/10.13039/501100011033/FEDER, EU) through project PID2023-
146935OB-C21.

Conflicts of Interest: The author declares no conflicts of interest.
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Abstract: Given the significant increase in electricity consumption, especially in the indus-
trial and commercial categories, exploring new energy sources and developing innovative
technologies are essential. The fourth industrial revolution (Industry 4.0) and digital trans-
formation are not just buzzwords; they offer real opportunities for energy sustainability,
using technologies such as cloud computing, artificial intelligence, and the Internet of
Things (IoT). In this context, this study focuses on improving energy efficiency in smart
spaces within the context of Industry 4.0 by utilizing the SmartParcels framework. This
framework creates a detailed and cost-effective plan for equipping specific areas of smart
communities, commonly referred to as parcels. By adapting this framework, we propose an
integrated model for planning and implementing IoT applications that optimizes service
utilization while adhering to operational and deployment cost constraints. The model con-
siders multiple layers, including sensing, communication, computation, and application,
and adopts an optimization approach to meet the needs related to IoT deployment. In simu-
lated industrial environments, it demonstrated scalability and economic viability, achieving
high service utility and ensuring broad geographic coverage with minimal redundancy.
Furthermore, the use of heuristics for device reuse and geophysical mapping selection pro-
motes cost-effectiveness and energy sustainability, highlighting the framework’s potential
for large-scale applications in diverse industrial contexts.

Keywords: Industry 4.0; energy efficiency; Internet of Things; smart space planning

1. Introduction

As the world faces increasingly intricate energy production, distribution, and con-
sumption challenges, energy efficiency has emerged as a crucial pillar in tackling these
obstacles [1]. In industrial settings, optimizing energy consumption is crucial for competi-
tiveness and cost reduction, a challenge that industries worldwide face. For example, the
industrial sector is the largest consumer of energy in Brazil [2].

Based on information from the Brazilian Energy Research Company [3], the industrial
class in Brazil leads to an increase in energy consumption, with an annual rate of 3.0% in
January 2025. The sector’s ongoing growth is evident in this rising pattern, while the
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population increase and the widespread use of electronic devices contribute to this trend,
the primary issues lie in poor device management and the lack of effective strategies for
energy conservation.

As growing energy demands push industries toward more efficient solutions, the
search for alternative energy sources and technological advancements becomes increas-
ingly valuable [4–6]. Over the recent few decades, industrial sectors have faced mounting
pressure to optimize energy use while minimizing the environmental impact. In response,
Industry 4.0 [7], also known as the fourth industrial revolution, has emerged as a transfor-
mative force, integrating digital technologies into manufacturing and operational processes.

By leveraging artificial intelligence, the Internet of Things (IoT), cloud computing,
and big data analytics, Industry 4.0 enables organizations to monitor and optimize energy
consumption in real time. For instance, predictive maintenance systems powered by
machine learning can identify inefficiencies in machinery before they escalate, thereby
preventing unnecessary energy waste [8]. Furthermore, smart grids and automated energy
management systems allow industries to dynamically adjust power usage, aligning it with
fluctuating production demands [9].

These solutions should be implemented in a manner that ensures satisfactory per-
formance while aiming to reduce costs, such as through resource sharing. Recent studies
have emphasized the importance of adopting holistic approaches that integrate advanced
technologies and strategic planning to achieve energy efficiency goals [1,10]. For instance,
energy-efficient resource allocation strategies and predictive models are essential for op-
timizing operations in smart industrial environments [11]. These approaches leverage
real-time data analytics and adaptive systems to balance the energy supply and demand
and enhance operational resilience and sustainability.

Despite efforts to improve energy efficiency, current solutions have limitations in
choosing and implementing applications that fulfill these requirements. As a result, this
study presents a comprehensive approach that integrates the sensing, communication,
computing, and application layers. It utilizes a variety of heterogeneous devices and
takes into account the structure and specific needs of different applications. This study
outlines the model for the proposed solution and details its implementation. By using
the software for planning, we expect that the project’s execution will lead to reduced
energy consumption through better regulation of connectivity restrictions, resources, and
equipment. Additionally, the software shows promise in supporting strategic planning and
decision-making processes related to the modeled spaces, with the goals of cutting costs
and promoting sustainability.

2. Related Work

Several studies have explored the role of emerging technologies in promoting energy
sustainability and the evolution of IoT in manufacturing and service environments. Next,
representative works are discussed to contextualize this paper’s proposal.

Trstenjak and Cosic [12] discuss how Industry 4.0 redefines process planning through
cyber-physical systems (CPSs), IoT, and cloud computing, introducing the concept of a
“product planner”. The proposal highlights the integration of advanced algorithms to
optimize the sequencing of operations and scheduling, and to promote productivity and
mass customization. However, since this study is centered exclusively on the manufac-
turing sector, it does not explore potential challenges or adaptations for applying these
technologies in other domains, such as the energy sector.

Oluyisola et al. [13] propose a smart production planning and control (PPC) system
using IoT, machine learning, and big data analytics for dynamic and near-real-time actions.
Although this study offers an appropriate manufacturing approach, its methodology faces
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scalability challenges in systems with high device heterogeneity, which is common in
complex and multifunctional industrial environments.

Reichardt et al. [14] aims to understand why manufacturing industries adopt IoT
energy monitoring systems, what impact these systems have on energy consumption, and
how companies can successfully implement them. Therefore, it explores factors like cost
reduction, regulatory requirements, and customer expectations as drivers for adoption
and examines the role of data collection and organizational capabilities in realizing energy-
saving potential.

Chang et al. [15] present QuIC-IoT, a planning platform for temporarily deploying IoT
infrastructures in short-term events. The model addresses scenarios, such as controlled
fires using mobile and fixed devices, based on physical models for monitoring. Although
relevant, the focus on sporadic events limits its applicability in continuous industrial
contexts that require integrated solutions for energy management.

Krishna et al. [16] developed IoT Composer, a tool for behavioral modeling and
composition of IoT objects, with automated validation and deployment plans. Despite its
success in case studies, the tool faces challenges in integrating heterogeneous devices into
highly distributed and energy-efficient systems such as those discussed in this paper.

Hu et al. [17] introduce the AIoTML language for modeling artificial intelligence-based
cyber-physical systems. The proposed method facilitates platform-independent simulation
and control optimization for heterogeneous devices. However, its practical application is
limited by the increasing complexity of IoT systems with high device densities and the
absence of explicit consideration of energy constraints.

Guan et al. [18] investigate communication scheduling strategies in battery-powered
and renewable energy IoT deployments. This study proposes heuristics to minimize energy
consumption, but the analysis is restricted to edge computing scenarios without directly
addressing sustainability demands in more complex industrial architectures.

Herrera et al. [19,20] explored the quality of service (QoS) and energy consumption
optimization in next-generation IoT applications. Although they present significant per-
formance improvements, the proposed frameworks do not directly address the need to
balance the energy efficiency and connectivity in industrial contexts with high volumes of
data and heterogeneous devices.

Brogi and Forti [21] highlighted the challenges of deploying IoT applications in dis-
tributed environments that integrate edge and cloud infrastructures. Although their pro-
posed approach shows promise, it lacks a thorough practical assessment within industrial
IoT ecosystems, particularly those characterized by high heterogeneity and strict energy
constraints. Similarly, Ghaderi and Movahedi [22] introduced an energy-efficient data
management scheme aimed at optimizing power consumption in Industrial Internet of
Things (IIoT) networks while also adhering to latency and cache capacity limitations. How-
ever, a significant drawback of their approach is its exclusive focus on energy efficiency,
which neglects important aspects of network communication performance. In contrast, this
study takes a more integrative perspective by incorporating both communication efficiency
and cost factors into its optimization framework, ensuring a more balanced and practical
solution for IIoT environments.

Although the works discussed offer significant advances in their respective domains,
they exhibit limitations that this study aims to address. The majority of existing proposals
focus on specific scenarios, such as manufacturing or short-duration events, neglecting the
necessity for integrated solutions encompassing sensing, communication, computation, and
application in heterogeneous industrial systems. Moreover, few studies have investigated
the optimization of connectivity and resource constraints to reduce energy consumption in
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IoT architectures. This study addresses this gap and proposes an integrated approach to
promote energy sustainability.

3. Proposed Modeling

The proposed modeling is centered around the SmartParcels tool [23,24], a frame-
work designed to develop plans for equipping specific areas within smart communities.
The problem is divided into four layers—application, information, infrastructure, and
geophysics—as shown in Figure 1.

Figure 1. Summary of the proposed modeling.

The scenario unfolds as an optimization challenge, poised to maximize the overall
utility of applications following the strategic deployment of IoT devices, edge servers, and
network switches. Service utility is quantified through two essential dimensions: (i) cov-
erage, which delineates the geographical scope where application events can be detected,
and (ii) accuracy, which gauges the likelihood of accurately identifying those events.

Crafting an effective deployment strategy demands adherence to a series of stringent
constraints. These include financial limitations for installation and operation as well as
considerations of detection ranges, computing capacity, network bandwidth, and quality-
of-service (QoS) expectations. Tackling the intricacies of application planning is seen as
a challenging task, given the intricate interdependencies among four vital layers: the
application layer, tasked with executing services; the information layer, responsible for
managing data processing and transmission; the infrastructure layer, which encompasses vi-
tal hardware resources; and the geophysical factors, which significantly impact deployment
feasibility and efficiency.

In this complex landscape, the quest for an optimal solution promises enhanced
performance and a transformative leap in harnessing technology for better outcomes.

The solution to be developed will serve as a differentiator compared to other en-
ergy efficiency promotion solutions. It aims to optimize the quantity of equipment and
components needed while considering factors such as functionality and coverage.

The formulated model focuses on a manufacturing facility comprising multiple distinct
rooms, denoted as S, where each individual room is represented by si ∈ S. Within this
industrial environment, a diverse set of applications Ai is required to support various
operational tasks, with each specific application being identified as ai,j ∈ Ai.
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The industrial environment is formally defined as a tuple (S, Ai|∀ si ∈ S), where
S represents the set of rooms, and Ai denotes the set of applications associated with each
room si. For modeling convenience, each room is represented by the coordinates of its
geometric center.

The facility consists of a set L of candidate deployment points, which include con-
ventional infrastructure elements, such as lighting systems, air conditioning units, and
computing devices, alongside IoT components like environmental sensors, edge computing
nodes, and network communication equipment. These elements serve as potential locations
for application execution and data collection.

Since different applications contribute variably to operational efficiency, each room
si is assigned a weight βi,j for each required application ai,j, indicating its relative priority
within that space. It is assumed—without loss of generality—that the sum of weights
across all applications in a given room satisfies ∑∀ai,j∈Ai βi, j = 1, ∀si ∈ S. This weighting
mechanism facilitates an optimized resource allocation strategy by reflecting the specific
functional demands of each industrial zone.

Modeling must be conducted for an industry by considering all its rooms. As-
suming the industry has 15 rooms, we can establish a model where |S|= 15 and S =

{s1, s2, · · · , s15}. Let us further assume that one of these rooms, specifically room s1, is an
administrative room that requires two applications: temperature control and consumption
monitoring. In this case, we can represent these applications as a11 and a12. Furthermore,
|A1|= 2 and A1 = {a11, a12}. This example is intended solely to illustrate the distribution
of applications across rooms. The specific weight assigned to each application is detailed
in the sections describing information and infrastructure flows, where factors such as
coverage, accuracy, and resource allocation are considered. The model ensures that these
weights reflect the relative importance of each application based on its functional role in
the industrial environment.

The other elements of the model are described below.

3.1. Information Flows for an Application

Each application can be implemented using various combinations of sensor data from
IoT devices and analytical algorithms on computing devices, such as edge servers. These
devices are connected through directed graphs known as information flows. Different
information flows for the same application enable planners to balance quality of service
(QoS) with both deployment and operational costs. This allows for the selection of the most
appropriate information flow to meet industry requirements.

To implement application ai,j, a set of information flows Fin f o
i,j can be adopted, with

f in f o
i,j,k ∈ Fin f o

i,j being the k-th information flow. More precisely, f in f o
i,j,k =

(
Vin f o, Ein f o

)
is

a directed weighted graph where v ∈ Vin f o denotes a unit of information, which may
consist of raw data or components of the communication middleware, and e(u, v) ∈ Ein f o

represents the data flow between these information units. Both the vertices and edges
have associated weights. The weight of a vertex w(v) indicates the computing resources
consumed by that unit of information, while the weight of an edge w(e(u, v)) reflects the
bandwidth consumption. Additionally, each information flow specifies the number of
sensors needed; for example, three microphones are required for sound source detection
using triangulation. Figure 2 illustrates how these information flows can be implemented
in each application.
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Figure 2. Representation of information flows for an application.

3.2. Infrastructure Flows Implementing an Information Flow

Each information flow can be deployed across various combinations of sensors, edge
servers, and network switches, which are referred to as infrastructure flows. Different
combinations of infrastructure flows associated with multiple information flows can result
in varying levels of resource, or device, sharing. This allows for strategic planning to make
use of resource reuse, leading to greater efficiency.

Each information flow f in f o
i,j,k can be represented by a set of infrastructure flows Fi f r

i,j,k,

where f i f r
i,j,k,m ∈ Fi f r

i,j,k denotes the m-th infrastructure flow. Let f i f r
i,j,k,m =

(
Vi f r, Ei f r

)
be a

directed weighted graph, where v ∈ Vi f r represents a device and e(u, v) ∈ Ei f r represents
the data flow between two devices. For our purposes, we consider various types of devices,
such as sensors (for example, power meters or cameras), computing devices (like edge
servers), and network switches (including LTE cells or Ethernet switches). The weights
assigned to a vertex w(v) and an edge w(e(u, v)) reflect the computing resources and
network bandwidth they provide, respectively.

A tuple
(

Fin f o
i,j ,

{
Fi f r

i,j,k

∣∣∣∀ f in f o
i,j,k ∈ Fin f o

i,j

})
encapsulates all information flows and their

corresponding infrastructure flows for each application ai,j.

Given a f in f o
i,j,k and a f i f r

i,j,k,m, each processing unit v ∈ Vin f o is assigned to a device

v′ ∈ Vi f r through a specific function R(v) = v′. Additionally, for a given edge e(u, v) ∈
Ein f o, 〈R(u), R(v)〉 represents the shortest path in f i f r

i,j,k,m that includes the involved devices,
reflecting the actual data flow at the infrastructure layer. For the sake of clarity, it is assumed
that 〈R(u), R(v)〉 contains at least one network switch unless devices R(u) and R(v) are
identical. If processes u and v operate on the same device, their network bandwidth is
significantly higher, leading to the assumption that w(e(R(u), R(v))) = ∞.

Figure 3 illustrates how infrastructure flows can facilitate each type of information flow.

Figure 3. Infrastructure flow representation.
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3.3. Planning Graph

Application deployment planning can be carried out by analyzing the flow of informa-
tion and infrastructure. There are two types of deployments: (i) initial deployment, where
no existing IoT infrastructure is in place (such as in a greenfield industry), and (ii) retrofit
deployment, where IoT devices, edge servers, and network switches are already integrated
(as seen in a growing industry).

An auxiliary structure known as a planning graph is created based on the following
concepts. This planning graph is defined as a two-layer graph Gp = (Vp, Ep): the first layer
Gp

1 =
(

Vp
1 , Ep

1

)
consists of a set of information flows, while the second layer Gp

2 =
(

Vp
2 , Ep

2

)
comprises a set of infrastructure flows. In both layers, flows can share vertices and edges.
Additionally, a set of assignment edges Er is defined, where each edge e(v, R(v)) represents
the assignment of v ∈ Vin f o ⊂ Vp

1 to R(v) ∈ Vi f r ⊂ Vp
2 for f in f o

i,j,k and f i f r
i,j,k,m. This planning

graph can be denoted as Vp =
{

Vp
1 , Vp

2

}
and Ep =

{
Ep

1 , Ep
2 , Er

}
.

3.4. Infrastructure Geophysical Mapping Function

To identify candidate locations, a geophysical mapping function f (v) maps a vertex
v ∈ Vp

2 from the infrastructure layer of a planning graph Gp to each candidate location
l ∈ L.

A tuple tv =
(
rtr

v , rsin
v , τv

)
represents each device v ∈ Vp

2 . The device’s transmission
range is denoted by rtr

v , while rsin
v indicates its detection range. τv specifies the type of

device, which can be either a sensor, a compute unit, or a network device. If τv �= “network”,
then rtr

v represents the transmission range of its associated network device u, denoted as
rtr

v = rtr
u , e(v, u) ∈ Ep

2 . Furthermore, multiple devices can be assigned to the same candidate

location. For clarity, Vsin
i,j,k,m is used to refer to the sensors of f i f r

i,j,k,m (that is, ∀v ∈ Vsin
i,j,k,m, τv =

“sensor”). Figure 4 illustrates the geophysical mapping for an infrastructure flow. To
identify candidate locations, a geophysical mapping function f (v) will associate a vertex
v ∈ Vp

2 of the infrastructure layer of a planning graph Gp with a potential candidate
location l ∈ L.

Figure 4. Representation of geophysical mapping.

3.5. Utility of a Service in an Infrastructure Flow

The Euclidean distance between two candidate locations l1, l2 ∈ L is defined as
dist(l1, l2). By definition, the Euclidean distance between two two-dimensional points
(x1, y1) and (x2, y2) is given by Equation (1):√

(x2 − x1)
2 + (y2 − y1)

2 (1)
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Infrastructure flow is considered connected if all its devices are linked after mapping,
i.e., dist( f (u), f (v)) ≤ min

(
rtr

u , rtr
v
)
, ∀e = (u, v) ∈ f i f r

i,j,k,m; otherwise, the flow is deemed

unconnected. If f i f r
i,j,k,m is connected, the service utility in a room si is determined by

Equation (2):
U
(

f i f r
i,j,k,m, si

)
= A

(
f i f r
i,j,k,m

)
× P

(
Vsen

i,j,k,m, si

)
(2)

where A
(

f i f r
i,j,k,m

)
represents accuracy, while P

(
Vsin

i,j,k,m, sj

)
signifies the probability of detection.

If f i f r
i,j,k,m is not connected, then U

(
f i f r
i,j,k,m, si

)
is defined as 0. Each f i f r

i,j,k,m that pertains

to the application ai,j includes a precision model A
(

f i f r
i,j,k,m

)
that varies based on the method

used. For instance, detection based on presence sensors is generally more accurate for
identifying presence than detection based on images.

The detection probability models used here, similar to those in SmartParcels, are based
on the concept of attenuated truncated mode [25]. This concept indicates that the coverage
measure becomes very small when the distance between a spatial point and a sensor is too
large. In such cases, the coverage measure can be disregarded, allowing for approximations
by truncating the coverage measure at greater distance values. This approach ensures
that signal coverage is realistically represented, preventing overestimating utility in areas
with limited sensor effectiveness. However, it is important to note that the current imple-
mentation focuses on planning rather than real-time adjustments. Future developments
could integrate dynamic recalibration mechanisms, adapting detection strategies based on
environmental conditions and signal propagation variations in real-time applications.

Initially, for a sensor v ∈ Vsin
i,j,k,m, the probability is attenuated (or decayed) with

increasing distance in si, dist( f (v), si) and truncated by its detection range rsin
v . Therefore,

if dist( f (v), si) ≤ rsin
v , ∀v ∈ Vsin

i,j,k,m, the average truncated attenuated detection probability,
denoted as Y, is expressed by Equation (3) as follows:

p =
∑∀v∈Vsen

i,j,k,m
e−αv∗dist( f (v),si)

| Vsen
i,j,k,m | (3)

where αv is a parameter that is related to v. If this relationship does not hold, then p = 0.
The detection probability is limited by the sensors’ detection range, as defined in

Equation (4):

P
(

Vsen
i,j,k,m, si

)
=

{
p, if dist( f (v), si) ≤ rsen

v , ∀v ∈ Vsen
i,j,k,m;

0, otherwise.
(4)

The definitions provided complete the concept known as the utility of a service. It is
important to note that the proposed algorithms are not dependent on the mathematical
properties of this utility. As a result, there is complete freedom to apply various models. For
instance, one can enhance the analysis by incorporating non-line-of-sight detection ranges
[26]. These scenarios occur when detection is possible despite obstacles blocking the direct
line of sight, relying on signal reflections, diffractions, or scattering to reach the receiver.

3.6. Costs

Each device v ∈ Vp
2 in the infrastructure layer is subject to two types of costs:

(i) deployment cost δdeploy(v, l) due to deploying the device v at the candidate location
l ∈ L, and

(ii) operational cost δop(v) due to maintaining its operation.
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The deployment cost charged once, while the operational cost is recurring. Further-
more, we define Bdp and Bop as the budgets for deploying and operating the devices. The
operational cost refers to the ongoing expenses required to keep the device functioning,
such as energy consumption, maintenance, software updates, and other associated costs
necessary for its continuous operation.

3.7. Problem Formulation

Given the industry’s operational characteristics, the interaction between informa-
tion and infrastructure flows, and the constraints regarding resource availability, the en-
ergy efficiency planning problem seeks to optimize the overall quality of services while
adhering to predefined cost budgets. The objective is to derive an optimal planning
graph, denoted as Gp∗ , and determine the corresponding geophysical mapping functions
F∗ = f ∗ (v)|∀v ∈Vp∗

2 that best allocate resources across the industrial environment.
More precisely, the problem involves selecting an optimal set of locations for deploying

IoT devices, network infrastructure, and edge computing resources to enhance the energy
efficiency without compromising system performance. This requires balancing multiple
constraints, including power consumption, latency, computational capacity, and spatial
deployment feasibility. The energy efficiency planning problem is formally structured
as follows:

Maximize ∑
∀si∈S

∑
∀ f i f r∗

i,j,k,m∈Gp∗
2

βi,jU
(

f i f r∗
i,j,k,m, si

)
, (5)

subject to : ∑
∀v∈Vp∗

2

δdeploy(v, f ∗(v)) ≤ Bdp, (6)

∑
∀v∈Vp∗

2

δop(v) ≤ Bop, (7)

∑
∀e(u,v)∈Er∗

w(u) ≤ w(v), ∀v ∈ Vp ast

2 , (8)

∑
∀e(u,v)∈Ep∗

2

w(e(u, v)) ≤ ∑
∀e(v,u′)∈Ep∗

2

w
(
e
(
v, u′)), ∀v ∈ Vp∗

2 , (9)

w(e(u, v)) ≤ min
∀e′∈〈R(u),R(v)〉

w
(
e′
)
, ∀e(u, v) ∈ Ep∗

1 . (10)

The objective function in Equation (5) is designed to determine the optimal planning
graph Gp∗ and the corresponding geophysical mapping functions F∗ that maximize the
total utility of the system. This optimization process efficiently balances resource allocation,
service quality, and energy consumption.

Budget constraints are enforced through Equations (6) and (7), which, respectively,
limit the implementation cost

(
Bdp

)
and the operational cost

(
Bop
)
. These constraints

ensure that the deployment and ongoing management of the industrial infrastructure
remain within financial feasibility.

To maintain computational efficiency, Equation (8) restricts every device v ∈ Vp∗
2 ,

ensuring that its available computational resources are sufficient to process all assigned
information units u. This constraint means that each device’s weight w(v) must be at
least equal to the cumulative weight of all associated processing tasks, preventing system
overloads and performance degradation.
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Furthermore, Equation (9) guarantees that each device’s output bandwidth capacity is
at least as high as its input bandwidth demand. This condition ensures smooth data trans-
mission across the network, reducing bottlenecks and enhancing system responsiveness.

For every data stream e(u, v) ∈ Ep∗
1 , Equation (10) enforces that the minimum band-

width along the allocated communication path 〈R(u), R(v)〉 meets or exceeds the required
bandwidth threshold. This constraint is required to maintain reliable data flow across the
industrial IoT network, support real-time applications, and minimize latency issues.

On top of these definitions, the energy efficiency planning problem can be classified
as a NP-hard optimization problem, which inherently resists approximation within a
factor of 1 − 1/e. This complexity can be established by demonstrating a polynomial-time
reduction from the well-known max K-cover problem [27] to a constrained version of the
energy efficiency planning problem.

To achieve this reduction, consider a simplified instance where resource constraints are
entirely removed by disregarding Equations (8)–(10). In this special case, each application
is assumed to be associated with a single infrastructure flow, while deployment and
operational costs are set to a uniform value of one. Additionally, both budget limits
are defined as exactly K. Under these conditions, solving the energy efficiency planning
problem is equivalent to selecting K infrastructure flows for a set of rooms in a way that
maximizes overall service utility.

Since the max K-cover problem is NP-hard and has a polynomial reduction to this
special case, the original energy efficiency planning problem retains the same computational
complexity. Furthermore, as demonstrated by Feige [28], the max K-cover problem cannot
be approximated within a factor better than 1 − 1/e unless P = NP . Consequently, this
inapproximability threshold extends to the energy efficiency planning problem, reinforcing
the inherent computational challenge associated with optimizing the energy efficiency
under deployment and operational constraints.

4. Heuristic Solution

The smart space planning problem is decomposed into two subproblems targeting re-
ducing complexity and avoiding redundant calculations: (i) geophysical mapping selection,
which chooses promising mappings among infrastructure flows and candidate locations,
and (ii) generation of planning graphs, which calculates mappings between information
flows and infrastructure flows that maximize the overall service utility.

Let Gp∗ =
(

Vp∗ , Ep∗
)

denote the optimized planning graph, where Gp∗
1 =

(
Vp∗

1 , Ep∗
1

)
represents the set of information flows and Gp∗

2 =
(

Vp∗
2 , Ep∗

2

)
defines the infrastructure

flows. This decomposition is essential because identifying the optimal planning graph
requires the continuous generation and assessment of geophysical mappings associated
with Gp∗ . Since these mappings remain largely static, a more efficient strategy involves
storing and reusing them rather than recalculating them at each step.

Figure 5 illustrates the interdependence between these subproblems and the computa-
tional methods used to solve them. The Selection (SEL) algorithm prioritizes geophysical
mappings that maximize service utility and communication reach, aiming to reduce the
number of deployed devices. Meanwhile, the Maximum Reusability (MR) algorithm
iteratively chooses infrastructure flows that optimize device utilization, minimizing re-
dundancy and enhancing resource efficiency. Integrating these approaches, the proposed
model balances service performance, network efficiency, and cost-effectiveness in energy-
efficient planning.
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Figure 5. Problem decomposition, main inputs/outputs and proposed algorithms.

Based on the results from [24], it was possible to develop a solution approach based
on dynamic programming that generates the planning graph with maximum service utility.
However, the execution time increases dramatically when the number of rooms, required
applications, implementation methods (information flows and infrastructure), or candidate
locations increases. Therefore, the optimal solution is unfeasible due to its extremely long
time to complete. As a result, the algorithms presented represent a heuristic solution for
each subproblem.

The first heuristic, SEL, is based on selection policies to eliminate less promising
mappings. The policies contain the following intuitions: (i) MIFs with more significant
utilities should be included earlier and (ii) MIFs with more excellent communication
coverage should be included earlier.

For each f i f r
i,j,k,m, the utility can be estimated by Equation (2) after mapping all equip-

ment (assuming that the graph is connected). Similarly, the communication coverage
of a network device can be estimated after mapping. Algorithm 1 presents the adopted
heuristic, using M and N to represent the user-specified pruning criteria for utility and
communication coverage, respectively.

Algorithm 1: SEL
(

S, A, Fin f o, Fi f r
)

.

input: set of rooms ( S), applications ( A), information flows ( Fin f o), and infrastructure
flows ( Fi f r).

output: promising set of geophysical mappings for possible infrastructure flows.

1 Select all possible geophysical mapping functions f (v) for each sensor
v ∈ Vsen

i,j,k,m ⊂ Vi f r where si is within the sensing radius of v,

i.e., dist( f (v), si) ≤ rsen
v

2 Update F̂ to contain only the M best service utilities
3 foreach possible combination F̂ do

4 Select all possible mappings f (u) for each infrastructure u adjacent to the

sensors in f i f r
i,j,k,m, i.e., dist( f (v), f (u)) ≤ min(rtr

v , rtr
u )

5 Update F̂ to contain only the N best communication coverages if the examined
infrastructure is a network device

6 end

7 Recursively execute Step 3 for infrastructures adjacent to those previously
examined until all have been examined

In the MR heuristic, instead of examining all possible combinations of MIFs, it itera-
tively (i) selects an application ai,j ∈ Â to implement and (ii) merges an END F̂ ∈ Mi f r

i,j,k,m in

the planning graph Ĝ(K) according to the reusability of F̂, where Mi f r
i,j,k,m ∈ M̂i,j. A reusabil-
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ity index was defined, considering the investment efficiency and the gain in communication
coverage when merging F̂.

Investment efficiency is the ratio between the application’s utility gain and the cost
gain after merging F̂ into Ĝ(K). In other words, the more infrastructures are reused, the
lower the costs will be with merging F̂. Specifically, whether we choose ΔU

(
F̂, Ĝ(K)

)
,

and considering the application’s utility gain after merging F̂ into Ĝ(K), the cost gain is
given by

Δδ
(

F̂, Ĝ(K)
)
= δ̂dp(K)− δ̂dp(K − 1) + δ̂op(K)− δ̂op(K − 1) (11)

Therefore, we have

Ie f f
(

F̂, Ĝ(K)
)
=

ΔU
(

F̂, Ĝ(K)
)

Δδ
(

F̂, Ĝ(K)
) (12)

which is the investment efficiency of merging F̂ into Ĝ(K).
The current investment efficiency formula balances utility gain and costs in a struc-

tured industrial environment. However, we acknowledge that a more adaptive approach
could be beneficial in environments with a highly variable application utility and re-
source costs. One potential adaptation would be introducing weight adjustments based
on real-time demand fluctuations, prioritizing applications with a higher dynamic impact.
Additionally, integrating cost prediction models could refine investment decisions by an-
ticipating resource variations. Although this extension is not currently implemented, it
represents a promising direction for future work, particularly for applications in heteroge-
neous or rapidly changing industrial contexts.

Communication coverage gain is determined by the locations of network devices. If a
network device has greater communication coverage after deployment, fewer devices will
be needed. Let Lcov(K) ⊂ L be the candidate locations in the communication coverage of
network devices in Ĝ(K). The communication coverage gain after merging F̂ into Ĝ(K) is
given by

Icov
(

F̂, Ĝ(K)
)
= Lcov(K)− Lcov(K − 1) (13)

The reusability index is defined as a weighted sum of the investment efficiency and
communication coverage gain when merging an FIM F̂ into the intermediate planning
graph Ĝ(K). Let αe f f and αcov be the weights of the investment efficiency and communica-
tion coverage gain, respectively. The reusability index is written as

I
(

F̂, Ĝ(K)
)
= αe f f Ie f f

(
F̂, Ĝ(K)

)
+ αcov Icov

(
F̂, Ĝ(K)

)
(14)

Without the loss of generality, it is assumed that αe f f + αcov = 1.
With these definitions, MR starts with an empty planning graph Ĝ(0) and iteratively

selects an application aij ∈ Â to implement by merging an END F̂ ∈ Mi f r
i,j,k,m in the current

intermediate planning graph Ĝ(K) (as established in Algorithm 2), where Mi f r
i,j,k,m ∈ M̂i,j.

When viewing Lines 1 to 3 (Algorithm 2), for each application aij ∈ Â, it can be seen

that the algorithm examines the reusability index I
(

F̂, Ĝ(K)
)

for each END F̂ within the set
of possible mappings Mi, j, k, mi f r, where M̂i, j represents the set of all mappings for the
considered application. In Line 4 (Algorithm 2), the END F̂ with the highest reusability
index I

(
F̂, Ĝ(K)

)
is then incorporated into the planning graph Ĝ(K). Applications corre-

sponding to this END are excluded from the set A, indicating that their infrastructure needs
have already been met.
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Algorithm 2: MR
(

S, A, Fin f o, Fi f r
)

input: set of rooms (S), applications (A), information flows (Fin f o), and infrastructure
flows ( Fi f r).

output: planning graph.

1 foreach aij ∈ Â do

2 Examine the reusability index I (F̂ , Ĝ(K)) of each MIF

F̂ ∈ M i f r
i,j,k,m, ∀M i f r

i,j,k,m ∈ M̂i,j

3 end

4 Integrate F̂ with the largest I (F̂ , Ĝ(K)) in Ĝ(K) and delete the corresponding
applications of A

5 while at least one of the constraints is not violated for all MIFs of the remaining
applications or all reusability indices generated are zero do

6 Repeat previous steps
7 end

The process repeats the evaluation and selection steps as long as at least one of the
constraints is not violated for the MIFs of the remaining applications, or until all calculated
reusability indices are zero. This strategy ensures that planning continues to optimize
component reuse without violating operational or design constraints. As output, the
algorithm produces a planning graph representing the infrastructure and application
mapping, prioritizing component reuse.

To establish the convergence of our heuristic methodology, we validate two funda-
mental characteristics: (i) each successive step enhances the function U

(
Gp∗

)
, and (ii) these

enhancements gradually diminish, yielding convergence.
Initially, observe that the functional expression in the optimization challenge is ex-

pressed as
U
(

Gp∗
)
= ∑

∀si∈S
∑

∀ f i f r∗
i,j,k,m∈Gp∗

2

βi,jU
(

f i f r∗
i,j,k,m, si

)

where U
(

f i f r∗
i,j,k,m, si

)
represents the utility of a selected infrastructure flow at room si, and

βi,j is a weighting factor for each application. The MR heuristic iteratively selects a FIM
F̂ that maximizes the reusability index. Since the heuristic always selects F̂ such that it
improves utility, it follows that

U
(

Gp∗(t+1)
)
≥ U

(
Gp∗(t)

)
, ∀t.

This characteristic guarantees that the efficacy function exhibits monotonic growth
across iterations.

Next, we demonstrate that these improvements attenuate, culminating in convergence.
Let ΔUt represent the utility gain at iteration t, defined as

ΔUt = U
(

Gp∗(t+1)
)
− U

(
Gp∗(t)

)
.

Initially, when many high-impact infrastructure flows are available, ΔUt is relatively
large. However, as the number of remaining candidate FIMs decreases, additional selections
yield redundancies due to overlapping mappings, reducing their incremental contribution
to the utility. This behavior can be modeled as an exponential decay in utility gain as follows:

ΔUt = c·ΔUt−1, where 0 < c < 1.
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Since ΔUt approaches zero as t → ∞ , we conclude that

lim
t→∞

ΔUt = 0.

Finally, because U
(

Gp∗
)

is both monotonically increasing and bounded above by the
maximum achievable utility under budgetary and infrastructural constraints, the Monotone
Convergence Theorem [29] guarantees that U

(
Gp∗

)
converges to a finite value as follows:

lim
t→∞

U
(

Gp∗(t)
)
= U∗.

Thus, we have established that the heuristic progressively achieves an optimal or
near-optimal configuration, ensuring convergence while maximizing energy efficiency
throughout industrial environments.

Implementation

The proposed solution was implemented as a prototype that was made available
through a Web API. The objective was to develop a flexible application for both local and
cloud infrastructure. Based on this, the implemented architecture is presented in Figure 6.

Figure 6. Solution architecture.

The first component is the user interface, which is designed to enable modeling and
planning. This interaction occurs through the REST API. User models were validated
according to the specifications intended for IoT models. This process is based on standards
and specifications developed to facilitate interoperability and simplified data exchange
between devices and systems in IoT environments.

Among the standards used, a large part is from [30], which is a collaborative initiative
that aims to improve data models aimed at IoT. The data models are compatible with
FIWARE version 2 [31] and Next-Generation Service Interface-Linked Data (NGSI-LD) [32]
specifications, enabling their use by these standards. They encompass detailed definitions
of properties, attributes, and relationships between various data entities, ensuring that
information is not only accessible but also meaningful and readily usable across diverse
systems. In total, 15 application domains were available, and models from 4 of them were
used: Smart Energy, Smart Cities, Smart Robotics, and Smart Sensing.

In addition to Smart Data Models, schemas from [33] are used, which is a collaborative
initiative led by large search engines aiming to structure information on the Internet through
a standardized set of tags via Extensible Markup Language (XML).

To represent information and infrastructure flows, ref. [34] was used, which is a
convention used to describe the data structure in graphs using the JSON format, facilitat-
ing data storage, manipulation, and transfer. Figure 7 summarizes the models used for
data representation.

Figure 7. Models used in solution.
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After validating the models, planning is performed using the heuristic solution de-
scribed in the previous section.

The industry and its rooms are represented using GeoJSON [35], an open standard
format designed to represent simple geographic features, along with their non-spatial
attributes using JSON. Each candidate location is represented by the geographic coordinates
of its location and deployment cost for each type of equipment in that location.

In information and infrastructure flows, each node is assigned a role that specifies
its role. Vertices can be classified as sensor, representing sensors or any data collection
device, network for component parts of the network, or compute, indicating devices with
processing capacity. For vertices categorized as sensors, attributes list the data types that a
device can collect.

The attributes that were introduced were r_tr and r_sen, which represent the trans-
mission range (rtr

v ) and sensing range (rsin
v ), respectively. In addition, precision_model was

introduced as a representation of the precision model A
(

f i f r
i,j,k,m

)
. The procedure starts by

selecting all possible geophysical mapping functions for each room, considering the sensors
whose sensing area includes part of the room. In this analysis, candidate locations in the
room and external locations are considered, as long as the room is in the sensing coverage
area of a sensor in these locations.

The application was implemented in Python using the Django framework [36]. The
choice for these tools was made because Python has a clear and readable syntax and is a
robust option with a vast number of libraries available.

In the implementation, Shapely and Geopy libraries were used in Python 3.9. Shapely
is used to manipulate and analyze plane geometry. It allows for the creation, manipulation,
and analysis of geometries in addition to performing operations such as union, intersection,
and difference on geometric objects. On the other hand, Geopy provides a simple and
consistent interface for performing various geographic operations, such as geocoding,
distance calculation between geographic points, and route calculation between locations.
Moreover, it is often used in applications involving geographic data analysis, geolocation,
and geocoding.

5. Performance Evaluation

The performance evaluation of our proposed smart space planning framework focuses
on assessing the system scalability and cost-effectiveness in industrial environments. Using
the simulated scenarios, we evaluated the efficiency of our IoT-based planning model.
We employed a multifaceted evaluation that included scalability and cost-effectiveness
analysis. By implementing optimized information and infrastructure flows, the system
demonstrated consistent efficiency gains even as the number of deployed devices increased.

5.1. Setup

The experiments were implemented using a data generator to simulate data on indus-
tries and applications. The goal was to create a structured representation of the industry’s
physical space and operational processes to simulate possible scenarios for using the
proposed solution.

The total area of the specified physical space is divided into functional categories,
such as production, offices, utility and storage, ensuring that the spaces are proportional to
an industry’s typical needs. Each generated room has attributes, such as size, occupancy
capacity, type of functional area, and geographic location.

Specific applications were also created for each room by considering the following
possibilities: (A) detection of mechanical failures, abnormal vibrations, or compressed air
leaks in industrial equipment through acoustic sensing; (B) monitoring of emissions in
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boilers and thermal processes through smoke sensing; (C) monitoring of the efficiency of
ventilation systems through air quality sensing; (D) detection of overheating in machines
or industrial processes through temperature sensing; and (E) lighting and cooling control
through presence detection.

The experiment was modeled on a typical industrial setup, featuring functional spaces
commonly found in industries worldwide. The physical plant was divided into five distinct
rooms (s1 to s5). The Brazilian case was utilized solely to demonstrate the applicability of the
solution. This division aims to simulate the industrial environment in detail, reflecting the
typical requirements for evaluating the proposed IoT solution. The rooms were categorized
as follows:

• s1: Production Area: represents the majority of the space, housing essential industry
production processes.

• s2: Storage Area: designated for storing materials and finished products.
• s3: Utilities’ Area: this area is intended for operational support, such as production

support machines and general utilities.
• s4: Office: place dedicated to administrative and management activities.
• s5: Other Production Area: this area complements the production processes and may

include specific production lines.

Specific IoT applications were simulated for each of these areas to meet the functional
and operational demands of each space:

• s1 and s5 (Production): Applications A (detection of mechanical failures, abnormal
vibrations, or compressed air leaks), B (monitoring of emissions in boilers and thermal
processes), C (monitoring of the efficiency of ventilation systems), D (detection of
overheating), and E (lighting and cooling control).

• s2 (Storage): Applications C (monitoring of ventilation efficiency) and E (lighting and
cooling control).

• s3 (Utilities): Application E (lighting and cooling control).
• s4 (Office): Applications C (monitoring of air quality) and E (lighting and cooling

control).

The floor plan presented in Figure 8 illustrates the layout of these rooms and their
respective applications, simulating real scenarios and allowing for a practical evaluation of
the IoT deployment planning tool.

Wi-Fi and Lora were considered for network communication. The equipment param-
eters used to deploy the applications were the same as those adopted in [24], as listed
in Table 1. However, in our representation, we include the memory requirement by con-
sidering a buffer of 10 s. Moreover, hertz (Hz) measures the computing requirements by
converting bits per second (bps) using

fHz =
Rbps

N
(15)

where

• fHz is the frequency in hertz (Hz);
• Rbps is the transmission rate in bits per second (bps);
• N is the number of bits transmitted per cycle (we assume it as 64).
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Figure 8. Application deployment plan considered in the experiment.

Table 1. Parameters used in the experiments [24].

Parameters Values

Bandwidth consumption

Image 10 Mbps
Motion sample 1.92 Kbps

Emission reading 0.64 Kbps
Sound 128 Kbps

Computing resource
requirement

Image 1.25 MHz
Motion sample 60 Hz

Emission reading 20 Hz
Sound 6 KHz

Memory requirement

Image 1.25 GB
Motion sample 240 B

Emission reading 80 B
Sound 16 KB

Computing resource Edge server 6.8 GHz (4 × 1.7 GHz)

Transmission range
and bandwidth

WiFi AP 50 m/100 Mbps
Lora gateway 1 km/50 Kbps

Sensing range

Camera 15 m
Motion sensor 10 m

Gas sensor 600 m
Microphone 300 m

Sensing parameter αv
in Equation (3) All sensors Reciprocal of sensing range

Regarding information flow, two patterns were considered, as illustrated in Figure 9:
a single source of sensing data that sends information to an analytical model or multiple
sources of sensing data.

Infrastructure flows are generated from each information flow, as specified in the
patterns in Figure 10, and a sensor is established for each source of sensing data and an edge
server for each analysis model. In addition, one or more network devices were considered.
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Sensing data Analysis modelf in f o
i,j,1

...

Sensing data

...

Sensing data

Analysis modelf in f o
i,j,k

Figure 9. Patterns considered for information flows.

Sensing data Analysis modelf in f o
i,j,k

Sensor Network device Edge serverf i f r
i,j,k,1

Sensor Network device

Network device

Edge server

...

...f i f r
i,j,k,m

Figure 10. Patterns considered for infrastructure flows.

The values established in [24] were also maintained for the cost of implementing
and operating equipment. However, corrections were applied due to inflation, based on
what was established by the U.S. Bureau of Labor Statistics [37]. The adjusted values are
presented in Table 2.

Table 2. Deployment and operational costs in USD.

Device Camera
Motion
Sensor

Gas Sensor Mic. WiFi AP
Lora

Gateway
Edge

Server

Deployment cost 1613.05 415.08 847.45 790.96 272.11 728.70 433.53

Operational cost 13.86 9.66 6.35 18.16 9.25 23.11 77.28

The number of candidate locations was established using the Brazilian standard
ABNT NBR 5410 [38], which defines standards for electrical installations. According to this
standard, one power outlet point is sufficient if the area reaches 6 m2. One outlet point
is required for every 5 m, or a fraction thereof, of the perimeter if the area of the room or
dependency is greater than 6 m2; these points should be spaced as evenly as possible.

The proposed solution was developed to be geographically neutral, relying on uni-
versal energy efficiency principles and IoT deployment. This neutrality ensures that the
solution can seamlessly adapt to industries with varying infrastructural, economic, and
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regulatory conditions. Therefore, this Brazilian case study served as an illustrative example,
and the model can be readily applied to other regions, supported by its modular and
flexible architecture.

The experiments were conducted by varying the following parameters: (i) number
of applications per room, (ii) number of information flows per application, (iii) number
of infrastructure flows per information flow, (iv) deployment and operation budgets, and
(v) MR weights to study their implications on various performance metrics.

5.2. Experimental Results

Figure 11 presents the results of running the tool for the considered scenario. When
analyzing the implementation cost of the number of flows (Figure 11a), both information
and infrastructure, it is possible to observe trends that reveal the interdependence between
these parameters. The data suggest that, as the number of flows increases, the cost also
tends to increase proportionally. This behavior is expected because more information flows
imply an increase in the number of detection and communication devices required to
ensure application coverage and reliability.

Similar behavior was observed when analyzing the service utility of the number of
flows (Figure 11b). As the number of flows increases, the utility tends to grow. This
behavior is justified by the greater density of information collected and transmitted, which
expands the application’s ability to detect events in a broader area with greater precision.
However, utility tends to show decreasing marginal gains as the flows reach a certain
level. In other words, after a certain point, the addition of new flows does not generate a
significant increase in utility, indicating the presence of redundancies.

Regarding coverage, it is possible to observe a direct and significant relationship
in Figure 11c, which reveals how the increase in flows affects the IoT solution’s ability
to monitor geographic areas and expand event detection. The coverage tends to grow
proportionally when the number of flows increases, especially in the initial stages. This
behavior occurs because additional flows allow the inclusion of more devices and sensors,
increasing network density and expanding the geographic reach of the application. How-
ever, as the flow continued to grow, the rate of gain in coverage decreased. This behavior is
explained by the fact that after reaching a specific density of sensors, additional flows begin
to overlap areas that are already covered, resulting in redundancy and not a significant
gain in coverage.

On the other hand, investment efficiency shows a decreasing trend as the number of
flows increases (Figure 11d). This behavior reflects a relationship of diminishing returns in
which the growth of the utility obtained does not keep pace with the proportional increase
in costs. In other words, adding new flows contributes to significant gains; however, these
gains become progressively smaller as flows increase, whereas costs continue to grow
linearly or exponentially.

When analyzing the relationship between the covered locations (Figure 11e), a par-
ticular behavior is observed when αe f f = 1 and αcov = 0. In this configuration, the covered
location metric does not reach a value of 5, whereas all other weight configurations manage
to reach or exceed this value. This result indicates that the system’s ability to expand
the served geographic area by exclusively prioritizing efficiency over coverage, which is
limited even with increased flows. Furthermore, as the number of flows increased in this
specific configuration, the number of covered locations increased at a steadier pace than in
the other weight configurations. This behavior suggests that, even under the exclusive pri-
oritization of efficiency, the flow increase still contributes to expanding coverage but is less
effective. The absence of weight attributed to coverage limits the impact of new flows on
the expansion of the served geographic area. In contrast, in configurations where αcov has
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positive values, the system can simultaneously optimize efficiency and coverage, achieving
higher values for covered locations. This result occurs because the weight attributed to
coverage directs resources to expand the system’s performance geographically, maximizing
utility and the area served.

Figure 11. Experimental results.

The experimental results indicate that the proposed model demonstrates scalability
to a certain extent, particularly regarding the increasing number of deployed devices and
their impact on cost, utility, and coverage. The heuristic-based approach optimizes resource
allocation, ensuring efficient device reuse while minimizing redundancy. However, we

25



Eng 2025, 6, 53

acknowledge that the scalability assessment did not cover all potential factors, such as
extreme increases in the number of rooms or highly heterogeneous industrial environments.
Nevertheless, given that the solution is designed for planning within a specific industrial
context, we do not anticipate scenarios requiring an exceptionally high number of rooms.
The model primarily focuses on optimizing the energy efficiency within predefined indus-
trial spaces rather than handling large-scale deployments across multiple facilities. Future
work could explore adaptations to enhance scalability for broader applications beyond the
targeted industrial setting.

6. Final Remarks

One of the primary motivations for the solution presented in this work was the increas-
ing complexity of challenges related to energy production, distribution, and consumption.
The solution seeks to contribute to the energy efficiency in smart spaces in the context of
Industry 4.0. The global demand for solutions that combine sustainability and technological
innovation requires models capable of integrating advanced technologies, such as the IoT,
artificial intelligence, and cloud computing, to promote more efficient, connected, and
resilient industrial operations.

In this scenario, this study presented an adaptation of the SmartParcels framework,
which constitutes an integrated model for planning smart spaces, combining sensing, com-
munication, computing, and application layers. The model allows for the optimization of
resource utilization and for maximizing the utility of services, respecting cost constraints
and ensuring high energy efficiency. Specific heuristics were used to select promising
geophysical mappings and maximize the reuse of devices, promoting economic and envi-
ronmental sustainability. The experimental results demonstrated that the proposed solution
is scalable and viable for large-scale applications across diverse industrial contexts. By
not assuming region-specific characteristics, the model ensures adaptability to different
industries and geographical regions.

Our analysis reveals that implementing a structured methodology for selecting infor-
mation and infrastructure flows as well as heuristic-based optimization techniques yields
substantial efficiency improvements. These insights provide valuable practical guidance
for manufacturing, logistics, and industrial automation sectors navigating the transition
to Industry 4.0 paradigms. Using our approach, the strategic allocation of IoT devices
demonstrates multiple tangible benefits: (i) reduced energy consumption across industrial
systems, (ii) minimized infrastructure expenditure, and (iii) enhanced system scalability
for future expansion.

The results suggest that organizations can apply these methodologies to achieve
optimal resource utilization while maintaining operational effectiveness. This balance be-
tween efficiency and performance represents a critical consideration for industries seeking
competitive advantages in increasingly digitized operational landscapes.

However, some challenges pave the way for future work. It is important to note
that the proposed solution focuses exclusively on the planning phase of smart spaces,
specifically the design and deployment of IoT infrastructure to optimize energy efficiency.
It does not address tasks or costs associated with the real-time execution of applications
within these spaces, which remains outside the scope of this work.

Additionally, the model does not differentiate between constant and variable en-
ergy consumption scenarios. For example, energy usage in production areas may vary
depending on production volume, while offices and utilities typically exhibit more con-
stant consumption patterns. Future research should incorporate these dynamic factors
to improve the model’s applicability to real-world industrial contexts. Furthermore, the
model could be adapted to various sectors, such as precision agriculture, healthcare, and
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transportation, expanding its applicability and relevance. Another possibility would be to
incorporate algorithms based on machine learning or artificial intelligence to improve the
accuracy and adaptability of planning decisions, especially in dynamic scenarios with high
device heterogeneity.

Additionally, validating the model in real industrial environments is essential to
confirm its robustness and ability to meet complex demands. Such validation would
enable a deeper analysis, including statistical hypothesis testing and sensitivity analy-
ses, which are not feasible within the current simulation-based framework. This analysis
could involve case studies in diverse industries, providing insights into operational effi-
ciency, sustainability gains, and return on investment while addressing dynamic energy
consumption patterns.

Finally, creating more intuitive interfaces and visualization tools could facilitate the
model’s adoption by multidisciplinary teams, promoting its integration into strategic
decision-making processes. Thus, this work lays the foundations for developing even more
advanced solutions aligned with contemporary demands for innovative, sustainable, and
efficient industrial operations.
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Abbreviations

The following abbreviations are used in this manuscript:

ABNT Brazilian Association of Technical Standards
CPSs Cyber-physical systems
IoT Internet of Things
IIoT Industrial Internet of Things
NGSI-LD Next-Generation Service Interface-Linked Data
NBR Brazilian Technical Standard
PPC Production planning and control
QoS Quality of service
XML Extensible Markup Language
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Abstract: Lubricant friction modifier additives are used on lower viscosity engine oils
to mitigate boundary friction. This work presents the development of a graphene-based
material as an oil friction modifier additive, from formulation to actual vehicle tests. The
graphene material was initially characterized using scanning electron microscopy (SEM)
and Raman spectroscopy, which revealed the predominance of graphene nanoplatelets
(GNPs) with an average of nine layers. After functionalization, two GNP additive variants
were initially mixed with a fully formulated SAE 0W-20 engine oil and tribologically
evaluated using reciprocating sliding tests at 40 and 120 ◦C and Hertzian pressure up to
1.2 GPa when both variants presented friction reduction. Then, the GNP additive variant
with better performance was evaluated in a vehicle emission test using a fully formulated
5W-20 SAE oil as a reference. The addition of 0.1% of GNPs reduced fuel consumption by
2.6% in urban conditions and 0.8% in highway ones. The urban test cycle was FTP75 and
higher benefits of the GNP additive occurred especially on the test start, when the engine
and oil were still cold and on test portions where the vehicle speed was lower.

Keywords: graphene; friction; fuel economy; viscosity

1. Introduction

The search for reducing fuel consumption and CO2 emission has led to continuous
efforts for reducing the mechanical losses caused by friction. For combustion engines,
lower viscosity oils are being introduced to reduce engine-dominant hydrodynamic friction
losses but with the risk of increasing boundary friction [1,2]. To protect engine parts against
potential damage related to metal-to-metal contact, due to the increasing trend in reducing
oil viscosity, some lubricant formulation strategies are applied. These initiatives include
introducing the right type of friction modifier, choosing high-viscosity index base oils and
selecting efficient viscosity index improvers based on olefin copolymers to minimize shear
thinning, as demonstrated in previous works [3–6].

In [5], different types of FM additives (MoDTC, three variants based on ester polymer
and an Amine-based one) were tested in TE-77 rotational and floating liner reciprocating
testers. The tested MoDTC additive provided the highest reductions in friction force and
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friction losses. Combining those efforts with engine adaptations to operate in the presence
of ultra-low viscosity oils, the results of the fuel economy in homologation test cycles may
reach values up to 5.5% depending on the baseline oil of a given engine, as shown in [7,8].

More recently, nanoparticles are being investigated as lubricant additives. Spikes [9]
has mentioned five potential advantages of using nanoparticles as lubricant additives:
(1) insolubility in nonpolar base oils, (2) low reactivity with other additives in the lubricant,
(3) high possibility of film formation on many different types of surfaces, (4) more dura-
bility and (5) high nonvolatility to withstand high temperatures. Different elements have
been investigated as nanoparticles, including metals, ceramics, chalcogenides, MXenes
and carbon-based materials [9–16]. Lubricants with nanoparticles are also called “Nanol-
ubricants”, with the nanoparticles acting as an anti-wear or friction modifier. However,
these solutions usually require the use of dispersants and surfactants to functionalize the
nanoparticles as an oil additive [11,13,14]. Carbon-based nano materials include carbon
dots, Carbon Nanotubes (CNTs), graphene, Graphene Oxide and others [13,14]. Graphene-
based materials, due to unique properties such as low shear resistance, high stiffness and
thermal conductivity, are attractive materials for tribological applications, including im-
provement on the properties of lubricants [13,14]. The exact mechanism that improves
tribological performance is still being investigated and probably more than one occur on
actual applications. Figure 1 summarizes the main potential tribological mechanisms of
nanoparticles. Graphene and other nanosheets may also work as a viscous modifier (see
discussion in [13]).

 

Figure 1. Graphene’s tribological mechanisms. (a) Typical FM tribofilm; (b) surface filling and
mending; (c) polishing effect; (d) nano roller bearings; (e) hydrodynamics at (1) low shear rate, (2) high
shear rate; (f) thermal effects; (g) superlubricity, incommensurable contact. Reproduced from [9].

Synergic or antagonistic mechanisms with other oil additives as well as with the
materials in contact may occur [17]. In summary, despite all the research already conducted,
there are several knowledge gaps about the use of nanoparticles as lubricant additives.
Especially for engine oils, it appears mandatory to test fully formulated oils and test on
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actual applications. Following the steps of the formulation and the initial characterization
of a given engine oil, the evaluation of tribological behavior usually starts with laboratory
tests [5,6]. Despite the importance that these initial tests have, it is frequently difficult to
evaluate how much a difference in the coefficient of friction in a laboratory represents in
terms of the overall performance of real engines, for example in terms of fuel consumption.
Factors that contribute to these difficulties include the following: (i) the relatively large
fuel consumption dispersion on actual vehicle tests; (ii) the impact that other energy losses
(e.g., thermal) have on efficiency [8]; and (iii) the diversity of tribological systems inside an
engine, each one with specific tribological conditions including lubrication regimes that
can vary from boundary to hydrodynamic ones [2]. The use of laboratory data as inputs to
the numerical simulations of an engine, or of a specific system within, may help to bridge
the gap between laboratory and engine tribological results [1,2].

This work aims to cover all the main steps mentioned in the paragraphs above.
Two variations of graphene-based additives of engine oil were developed and charac-
terized. Laboratory lubricated reciprocating sliding tests were then conducted with these
oils, to evaluate the friction reduction potential. Finally, the investigation was completed by
vehicle tests to compare fuel consumption when oils with or without the additive were used.

2. Materials and Methods

2.1. Graphene Characterization

Graphene samples, after deposition as a powder over a conductive carbon adhesive
tape, were characterized by scanning electron microscopy (SEM) using a Hitachi SU5000
model. Raman spectroscopy was used to characterize the structure of the samples using
Oxford Instruments (Ulm, Germany) Witec Alpha 300 RA equipment with a 532 nm laser.
A typical Raman spectrum of graphene has three main bands that describe the crystalline
quality of the material and stacking characteristics, such as the number of coupled in-
terlayers. The D band, located at 1350 cm−1, is activated by the disorder generated at
1580 cm−1, caused by stretching the C-C covalent bonds common in all carbon systems
with sp2 hybridization. The 2D band, located at approximately 2700 cm−1, is the overtone
of the D band, with two transverse optical phonons.

Raman spectra were the inputs of an improved version of the protocol described in [18]
to quantify crystalline defects and the number of graphene-coupled interlayers (see Table 1
and Figures 2 and 3). The GNP used had on average 9 layers and a lateral size of 71.1 nm.
The diagram (b) in Figure 2, proposed by Silva et al. [18], relates point defects and linear
defects based on the ratio between the areas of the G and D bands and the G bandwidth,
thereby analyzing the structure of graphene. In this diagram, values corresponding to larger
crystallite sizes and greater distances between point defects (indicating fewer defective
samples) are located in the lower left corner. As the defects in the structure increase, the
position in the diagram shifts upward and to the right. Thus, it can be observed that
the graphene used in this work has a preserved crystalline structure with a low density
of defects. Under higher magnification SEM, it is possible to notice that its sheets are
aggregated in a spherical manner (Figure 4).

Table 1. GNP characterization.

Characteristic Unit Mean Q90

Number of layers—<N>2D (nm) - 9 11
Surface density of point defects—nD 1010 cm−2 2.8 4.3
Lateral size—La nm 71.1 99.4
D to G peak intensity ratio (ID/IG) 0.28 0.44
Percentile of volume-based particle size distribution 9.6 (D50) 19.3 (D90)
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Figure 2. (a) Characteristic Raman spectrum. (b) Scatter plot with the frequency distributions of the
G-band that is full-width at half max (ΓG) and the ratio between the integrated areas of the D and G
bands (AD/AG) multiplied by the fourth power. (c) Layer distribution.

Figure 3. Thermogravimetric and derivative curves obtained under air gas flow of 100 mL/min and
at a heating rate of 10 ◦C/min.
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Figure 4. GNP scanning electron microscopy—SEM photos with increasing magnifications.

2.2. Booster with Graphene

To ensure effective interaction between graphene and lubricants, a molecule featuring
a highly reactive cyclic group and an oxygen functional group was used to functionalize
the graphene powders (samples L66_1 and L66_2). This functionalization process was
followed by treatment with an organic long-chain compound to enhance compatibility with
the lubricant matrix. Both samples underwent advanced preparation methods tailored to
optimize their performance in lubrication systems.

L66_1 was produced on an industrial scale using a high-energy mixing process, yield-
ing a concentrated formulation with approximately 38% graphene nanoplatelets (GNPs).
L66_2, on the other hand, followed the same preparation method as L66_1 but incorporated
an additional exfoliation step purely through shear mixing. This extra step was introduced
to further reduce graphene aggregation, resulting in a more homogenous dispersion. The
effectiveness of this modification was evidenced by a notable decrease in the viscosity of
L66_2 (see Figure 5).
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Figure 5. Viscosity of the additives L66_1 and L66_2.

The specific substances and techniques employed for graphene functionalization and
mixing are proprietary and cannot be disclosed.

2.3. Tribological Tests

For the tribological tests, the additives L66_1 and L66_2 were mixed with a fully
formulated oil, SAE 0W-20 SN. To mix the GNP additives, the oil was heated to 40 ◦C
and the GNP mass required to achieve a 0.2 w/w% concentration was weighed on an
analytical scale. The additive was then added to the warmed oil. The mixture was first
stirred manually with a glass rod and then placed in an ultrasonic bath for 45 min. After
this period, no sediment was observed. The mixture was stored, and photographs were
taken as a function of time, as presented in Figure 6. Immediately after mixing (as new),
and after 10 days, the dispersion remained visually stable. However, after 20 days, some
sedimentation of the additive was observed at the bottom. The dispersion could easily be
restored by gentle shaking and a brief ultrasonic bath treatment.

Figure 6. L66_1 on 0W20 (a) as new, (b) after 10 days, (c) after 20 days.
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Tribological tests were conducted using an SRV tribometer (Optimol, München, Ger-
many). This test involved the reciprocating sliding of a ball against the flat surface of
a 24 mm diameter AISI H13 steel disc specimen. To ensure consistent roughness across
all tests, the disc was polished, with the final polishing stage performed using a paste
containing 1 μm diamond particles. After polishing, the surface roughness (Sa) was mea-
sured using a 3D laser interferometer. The ball was made of AISI 52100 steel, presenting a
diameter of 10 mm. See Table 2.

Table 2. SRV sample parameters.

Sample Diameter (mm) Material
Hardness

(Hv)
Young Modulus (GPa)

Poisson
Ratio Roughness Sa (μm)

Ball 10 AISI 52100 813 ± 6 210 0.3 0.042 ± 0.004

Disc 24 AISI H13 615 210 0.3 0.012 ± 0.002

Tribological tests were conducted in triplicate. Each repetition followed the procedure
detailed in Table 3. Each repetition lasted 105 min, divided into steps of 15 min each. Five
drops of oil were applied at each test start, covering the entire disc surface. After each
test, residual oil was observed on the surface, indicating consistent lubrication throughout
the test.

Table 3. Tribological test procedure.

Parameter Unit

Temperature ◦C 40 120

Load N 20 5 5 20 5

Max. Hertzian Pressure GPa 1.2 0.5 0.5 1.1 0.5

Stroke mm 5

Frequency Hz 5

Duration min/per step 15

2.4. Vehicle Emission Tests

Vehicle tests were part of a larger test program comparing different lubricants, and the
GNPs were added to a fully formulated 5W-20 oil. After the tests with SAE 5W-20 reference
oil for the vehicle emission test, the engine was started and ran until the oil temperature
reached the operation value, 90 ◦C. The engine was stopped and 500 mL of oil was removed.
From these, 250 mL was kept as a sample after the test and the other 250 mL, while still
hot, was used to disperse the graphene additive. The mix was conducted only manually
with the help of a “spoon” (Such a simple mixing method was conducted to somehow
mimic the expected application of the additive as a booster, on a common workshop). Then,
the 250 mL plus additive was returned to the engine. The engine was completed with a
volume of new oil considering the small amount of additive to ensure that the test sequence
started with the same volume as with the reference oil. The engine was again restarted
and run for a few minutes before being conditioned (“soaking period”) according to the
test procedure standard. Brazil uses the so-called flex fuel and Brazilian standards (NBR)
define fuel consumption in liters per 100 km, calculated from the balance of carbon in the
emissions to calculate the fuel mass converted to volume using the density of the test fuel.

The experimental emissions tests were performed with a large sport utility vehicle
in an emissions laboratory following a combined cycle over a chassis dyno, according to
NBR7024 [19], composed of 55% in an urban cycle (FTP75) and 45% in a highway cycle. To
better investigate the influence of the GNP additive, the urban FTP75 cycle was divided into
three phases: Ph1, Ph2 and Ph3. See Figure 7 and Table 4. Ph3 has an identical vehicle speed
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profile as Ph1, but as the engine and oil are already hot, fuel consumption is significantly
lower than in Ph1. Due to the temperature on the aftertreatment 3-way catalytic converter,
almost all pollutant emissions occur in Ph1. See discussion in [20].

Figure 7. NBR7024 chassis emissions test. Ph1 to Ph3 are identical to the FTP75 emission test.

Table 4. Emission test cycle details.

Units Ph1 and 3 Ph2 Highway

Duration s 505 864 765

Distance km 5.78 6.21 16.45

Mean Velocity km/h 41.20 25.88 77.73

Max. Velocity km/h 91.2 55.2 96.56

Stops 6 13 None

The vehicle is equipped with a 4-cylinder, spark ignition, direct injection, turbocharged
engine coupled to a 6-gear automatic transmission by a torque converter. At least two tests
were performed with each lubricant version. The test uncertainties were compensated in
terms of vehicle speed profile and battery voltage based on ECU data measurements by
ETAS Inca. The test compensation factors were determined by 1D numerical simulation
with a vehicle mathematical model in a GT-Suite v.2024 from Gamma Technologies. The
test compensation is detailed in [21].

3. Results

3.1. Reciprocating Friction Tests

The data were analyzed using the “all data” file generated by the SRV acquisition
system. This file records CoF (coefficient of friction) data for 1 minute at intervals of 5 min,
with measurements taken every 1.9 × 10−5 s during the recording minute. In this setup,
each step consists of three such 5 min intervals, totaling 15 min of testing under specific
conditions (e.g., load or temperature). For each step, an average COF is calculated for
the three individual measurements, and the overall CoF for the step is determined as the
average of these three values. Figure 8 presents the CoF results for each step. Here, L66_1
and L66_2 refer to the dispersion of SAE 0W-20 with the respective additive variant.
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Figure 8. Cycle average CoF.

Adding L66_1 and L66_2 decreased the CoF compared to the reference oil, SAE 0W-
20, under all test conditions. The CoF values for L66_1 and L66_2 were similar; L66_2
presented a lower CoF than L66_1 in the first test steps, with the difference between the
two additive variants reducing along the test. It can be speculated that along the test the
GNPs exfoliated in fewer layers and created a tribofilm on the surface. Such processes
reduced the advantages of the more exfoliated and dispersed L66_2 in comparison to the
66_1, while in others L66_1 shows a slight advantage. The largest difference between the
L66 additives and the reference oil was observed in the test steps with 5N. The error bars
in Figure 8 reflect the variation in the COF during a single stroke, superimposed on the
variations in the COF throughout the strokes during the 15 min evaluation period. Of
these two causes, variations during the strokes may be significant, as presented in Figure 9,
which reflects specific conditions at each contact point and the effect of the varying velocity
during reciprocating motion. The lowest values of the COF were obtained near mid-stroke,
where higher velocities lead towards the hydrodynamic lubrication regime. Figure 7 also
indicates a trend for larger error bars for the tests conducted with the lower 5 N, which
impacts the precision of the measurement of friction load.

Another way to analyze the tribological results is in terms of friction losses [22]. The
energy dissipation due to the friction force is calculated through the force–displacement
amplitude (F–D) hysteresis loops for each cycle during the test. Figure 9 shows one typical
example of each lubricant variant and test step. Figure 10 shows the average results. As for
the CoF, L66_2 presented a slight advantage compared to L66_1 in most of the test steps.
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Figure 9. Friction force–displacement curves for the steps with 20 N of applied load. (a,b) Reference
oil 0W-20m (c,d) with L66_1, (e,f) with L66_2.
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Figure 10. Dissipated energy calculated based on force–displacement amplitude (F–D) hysteresis
loops during the reciprocating tests.

3.2. Fuel Consumption

As mentioned before, fuel consumption was measured by using the carbon balance
converted to liters per 100 km. To allow more detailed analysis, the FTP75 cycle was
divided into three phases. Ph1 and Ph3 have identical speed profiles, but Ph1 starts with
the engine at room temperature, so oil viscosity is significantly higher than in Ph3. For this
reason and for normal combustion issues, fuel consumption is also significantly higher
in Ph1 than in Ph3. Figure 11 shows the delta fuel consumption (difference with respect
to the consumption using the reference oil) in each of the three FTP75 phases, as well
as: the accumulated one, the one in the highway cycle and the NBR7024 one (indicated
as “combined”), which is composed of 55% of the FTP75 values and 45% of the highway
values. Compared with the 5W-20 reference oil, tests with graphene additive presented a
fuel saving of 2.6% in the FTP75 cycle and 0.8% in the highway cycle, providing combined
NBR7024 standard of 1.9% fuel saving. Figure 10 shows the range obtained with the
minimum and average compensations described in [21]. The values in the plot refer to the
ones with the average compensation.

Figure 11. Delta fuel consumption with the L66_2, 0.1% GNPs in the different test steps.
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4. Discussion

Paying attention to Figure 11, it can be observed that, as expected, fuel-saving re-
ductions with the GNP additive were more significant in the Ph1 and Ph2 phases, where
friction losses have more impact on fuel consumption. Internal combustion engines present
several lubricated systems, which vary in terms of the predominant lubrication regime. In
part of the systems, such as in cam-follower, the boundary lubrication may prevail, while
in journal bearings hydrodynamic lubrication is expected to be the most important. Thus,
the decrease in fuel consumption with the use of the GNP additives can be due to both
boundary and hydrodynamic effects. In addition, graphene additives have shown the
potential of increasing the lubricant conductivity. In the conducted tests, the oil with the
GNP additive showed a slighter quicker temperature drop during the vehicle stop interval
between the cold and hot phases. See Figure 12. Such behavior suggests that the addition
of graphene increased the oil thermal conductivity as seen by other authors. Alqahtani [23]
obtained a 20% increase in the thermal conductivity ofSAE 5W-30 when this oil presented
a concentration of 0.09 wt% of graphene. A similar increase in thermal conductivity was
seen in [24,25]. In the vehicle test described in this work, the oil with GNPs started the hot
phase approximately 2 ◦C cooler. The impact on viscosity is negligible, but such an increase
in thermal conductivity could be beneficial in terms of wear and on applications such as
Electrical Vehicles [26] and rolling bearings [24,27].

Figure 12. Oil temperature along the test.
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5. Conclusions

The use of graphene nanoplatelets, with an average of nine layers, after function-
alization to work as a lubricant additive reduced both the CoF and friction losses in a
reciprocating test. Specifically, at the more severe test condition of 40 N and 120 ◦C, the
L66_2 additive reduced the CoF and energy losses in 5% and 8%, respectively, in comparison
with the reference oil, a fully formulated SAE 0W-20.

In vehicle emission tests, adding 0.1% w/w of GNPs on a fully formulated 5W-20 SAE
oil reduced fuel consumption by 2.6% in the FTP-75 cycle and 0.8% in the highway one,
resulting in 1.9% in the combined cycle.

The conducted work showed promising fuel savings for SI engines under vehicle
emission tests. This work is part of a larger project where durability and additive degrada-
tion are key factors. Additive selection is especially important for Diesel engines, where
MoDTC is not used because it causes clogging in the Diesel Particulate Filter (DPF). As
with other friction modifier additives, the benefits of using GNPs are expected to be higher
on oils with ultra-low viscosity.
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Abstract: This article presents a cost-effective camera network system that employs neural network-
based object detection and stereo vision to assist a pan–tilt–zoom camera in imaging fast, erratically
moving small aerial targets. Compared to traditional radar systems, this approach offers advantages
in supporting real-time target differentiation and ease of deployment. Based on the principle of
knowledge distillation, a novel data augmentation method is proposed to coordinate the latest open-
source pre-trained large models in semantic segmentation, text generation, and image generation
tasks to train a BicycleGAN for image enhancement. The resulting dataset is tested on various model
structures and backbone sizes of two mainstream object detection frameworks, Ultralytics’ YOLO and
MMDetection. Additionally, the algorithm implements and compares two popular object trackers,
Bot-SORT and ByteTrack. The experimental proof-of-concept deploys the YOLOv8n model, which
achieves an average precision of 82.2% and an inference time of 0.6 ms. Alternatively, the YOLO11x
model maximises average precision at 86.7% while maintaining an inference time of 9.3 ms without
bottlenecking subsequent processes. Stereo vision achieves accuracy within a median error of 90 mm
following a drone flying over 1 m/s in an 8 m × 4 m area of interest. Stable single-object tracking
with the PTZ camera is successful at 15 fps with an accuracy of 92.58%.

Keywords: object detection; object tracking; data augmentation; Stable Diffusion; pan–tilt–zoom;
camera calibration; YOLO11x; YOLOv8-Nano; Segment Anything Model; BicycleGAN

1. Introduction

The widespread use of small drones has created opportunities for improving efficiency
and technology advancements in many applications, such as precision agriculture, wildlife
monitoring, and urban logistics. However, the booming drone usage also increases drone
incidents and threats in both the commercial and defence sectors. Unauthorised drone
flights pose a significant safety threat to the public as they may potentially collide with
airliners and buildings. One of the most notorious recent examples is the 2018 incident at
London’s Gatwick Airport, where multiple unregistered drones resulted in the cancellation
of approximately 800 flights [1]. In addition, large outdoor gatherings such as open-air
concerts and carnivals attract unauthorised drone flights, which pose a serious threat
to public safety. Yet, a suitable system that can detect and track these illegal drones is
almost non-existent. This paper presents the development and experimental validation of
a portable and field-deployable PTZ camera system that can detect, track and classify small
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aerial targets, with the object detection computer vision algorithm being a key component
of the study. To demonstrate the versatility of the method, the cameras used in this study
are unmodified commercial off-the-shelf products controlled by the original firmware.

Detecting and tracking aerial targets has always been highly challenging in object
detection. The cost and accessibility appeal of unmanned aerial vehicles (UAVs), more
commonly known as drones, will only raise the possibility of airspace obstacles and covert
attacks. Wildlife also falls under this category of aerial targets, with frequent bird strikes
below altitudes of 1000 m threatening aircraft take-off and approach [2]. In these cases,
vision-based autonomous airspace monitoring holds advantages over existing radar and
surveillance systems, which struggle to detect small targets.

Small targets may be classified as taking up less than 0.1% of the frame, adapted
from the definition from the International Society for Optics and Photonics [3]. Fewer
pixels—and, thus, a narrower feature space—create challenges when identifying small
objects in varying environmental conditions. Preliminary studies have shown that targets
such as birds were only a few pixels in size, far below the standard definition of small
objects in typical detection tasks. The size, movement speed, and trajectory of aerial targets
add complexity to environmental clutter and occlusions. Fast-moving objects become
blurred or distorted in camera frames, making them difficult to identify compared to when
stationary. Furthermore, an overlooked concern arises when annotating many small targets.
While a significant burden, segments of objects are more prone to being excluded from
their bounding boxes as they more easily blend into their environments. Existing datasets
that are not sufficiently expansive may also encounter targets that cannot be identified.
Finally, balancing model performance given fixed computational resources tends to be
neglected in existing literature. Current object detection frameworks such as Ultralytics
and MMDetection [4] support hundreds of detection algorithms, though they cannot assess
algorithm suitability for system-specific deployment.

The proposed detection and tracking framework first investigates the effectiveness of
two mainstream object detector frameworks: You Only Look Once (YOLO) and MMDetec-
tion. The former is known for its accurate real-time capabilities, while the latter provides
modularity depending on the required task. Both are actively developed in the computer
vision community. To construct a dataset, semi-supervised techniques assist in labelling
small targets. Two dataset augmentation methods are proposed: one is based on the Seg-
ment Anything Model (SAM) [5] and Stable Diffusion [6] to replace image backgrounds; the
other uses Llama 3 [7] and Stable Diffusion to generate image pairs for training generative
adversarial networks (GANs) [8] to simulate environmental variations. Target ID tracking
between frames is tested and implemented between two accessible and state-of-the-art ob-
ject trackers: BoT-SORT and ByteTrack. While object detection effectiveness is determined
on the mean average precision (mAP) and inference time, object tracking is independently
measured based on a set of proposed metrics.

The complete framework is deployed into a pan–tilt–zoom (PTZ) camera network for
detailed imaging of small aerial objects. The network comprises two low-cost cameras for
target triangulation and a PTZ camera for high-definition visualisation and tracking. Such
a system offers advantages over standalone PTZ trackers by enabling target localisation
and depth perception over a significantly larger monitoring area. To ensure real-time
capabilities, the YOLO model is deployed through TensorRT to dramatically decrease
inference time. Following camera calibration, triangulation accuracy is validated using
a motion capture system. The resulting PTZ frame balances between keeping the target
within view and having it fill a notable proportion of the frame.

The primary contribution of this study is the development and experimental valida-
tion of a networked camera system for ground-to-air surveillance. The computer vision
techniques used are specifically optimised for the detection and classification of small flying
targets. Furthermore, the proposed PTZ camera network implementation offers the advan-
tage of depth perception and, thus, target localisation over single PTZ camera tracking.
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2. Related Work

2.1. Data Augmentation

Data augmentation is a common training strategy used to enhance the performance
and robustness of object detection models. It is commonly integrated into existing image
detection frameworks. Traditional image augmentation typically includes synchronously
rotating and flipping images and bounding boxes, altering brightness and contrast, and
randomly adding motion blur and noise.

Modern augmentation methods have appeared through CutMix [9] and Mixup [10],
proposed in ICLR 2018 and ICCV 2019, respectively. These methods improve a model’s
generalisation ability by combining two images and their labels. YOLO adopts the mosaic
augmentation method, which is an extension of CutMix. This process randomly crops
multiple images to combine into a single image. From YOLOv4 [11], each version has
improved mosaic augmentation up to YOLOv8 [12], which introduces negative samples
of background frames into mosaic augmentation. This enhancement method significantly
improves training efficiency and effectiveness.

Yanming et al. [13] proposed a particular data augmentation method against small
targets. It divides the image into nine equal parts and randomly changes the scale of the
targets in each part, replicating them within that section. The advantage of this approach
is that it ensures the semantics of the augmented targets in the overall image remain
unchanged. Thus, the augmented results become more suitable for backbone networks like
Swin Transformer [14] and ViT [15] that tend to extract global features. However, these
methods do not resolve interference from background pixels of irrelevant objects within
the bounding boxes. This leads to poor model generalisation and an over-sensitivity to
backgrounds during training.

With the introduction of GANs, pixel-level augmentation schemes for datasets have
been proposed where generative tasks assist object detection tasks. However, training
GANs often requires paired datasets or two sets of datasets with sufficiently different styles,
which are almost nonexistent in aviation.

The advent of the Stable Diffusion model [6] allows for generating high-quality images
based on prompts and original images. However, there are two issues with directly
using Stable Diffusion in practice. First, the inference time is excessively long, leading to
low augmentation efficiency. Second, some small targets may not be preserved during
generation, or details may be severely distorted. Therefore, adapted from the methods in
InstructPix2Pix [16], this article proposes a new augmentation scheme.

2.2. Object Detection

The fundamental goal of object detection tasks is to classify relevant targets in an image
and to locate the dimensions of bounding boxes that most tightly enclose these targets.
In practice, when the quality of dataset annotations meets the requirements of semantic
segmentation tasks, object detection models can be extended to instance segmentation tasks.
This is attributed to the principle of instance segmentation, which identifies the region
where the instance is located and classifies the pixels within that region based on whether
they belong to such an instance. Since it can more precisely distinguish between the target
and the background, it is more accurate than general object detection models. However,
inference speed is increased as this process requires pixel-level processing.

This article collectively defines object detection and instance segmentation as gener-
alised object detection tasks, typically implemented using three independent sequential
network structures: backbone, neck, and head. These are used, respectively, for feature
extraction, feature fusion, and outputting results.

Currently, the mainstream object detection frameworks are Ultralytics and MMDetec-
tion. Ultralytics primarily supports algorithms based on one-stage object detection (without
region proposal networks), covering the YOLO series and Real-Time Detection Transformer
(RT-DETR) [17] algorithms. It allows developers to freely integrate their modules into

46



Eng 2024, 5

YAML files to improve existing YOLO models. Due to its flexibility, ease of deployment,
and rapid inference, its primary users are from industry.

MMDetection integrates state-of-the-art (SOTA) object detection algorithms proposed
at top computer vision conferences up to 2022. It supports users in integrating their
developed backbone, neck, and head structures and combining them with existing struc-
tures. As it is highly suitable for comparative experiments with existing SOTA algorithms
and routinely maintained by the Multimedia Laboratory (MMLab), its primary users are
from academia.

Since its inception, the YOLO model has evolved to its 11th generation. The original
YOLO simplified object detection into an end-to-end regression problem, utilising a single
neural network to simultaneously predict bounding boxes and categories. Starting from
the second generation, YOLO drew inspiration from another well-known single-stage
object detection algorithm of the same era, SSD [18], incorporating prior anchor boxes and
detection based on multi-scale feature maps. From the third generation onward, YOLO
introduced the iconic CSPDarknet53 backbone network. Since then, each generation of
YOLO has made improvements to its signature one-stage detection head and backbone
network, reducing the number of parameters and inference latency.

The region-based convolutional neural network (R-CNN) series is the most iconic
two-stage object detection framework. The original R-CNN [19] was proposed very early
and used CNNs for feature extraction, SVMs for object classification, and linear regres-
sion for bounding box adjustment - typical model combinations for SOTA algorithms of
that era. Subsequently, Fast R-CNN [20] and Faster R-CNN [21] gradually replaced all
non-neural network components with neural networks that can be graphics processing
unit (GPU)-accelerated. Mask R-CNN, proposed by Kaiming [22], extended the R-CNN
series to instance segmentation tasks. Currently, the highest-scoring R-CNN algorithm in
the MMDetection leaderboard is Cascade Mask R-CNN [23], an improved method pro-
posed by Zhaowei and Nuno. It enhances the model’s performance in detecting difficult
(low Intersection over Union) targets by adding a cascade matching mechanism to the
detection head.

In recent years, Transformer-based object detection algorithms in the DETR [24] series
have been proposed. These solutions can better handle occlusion and densely packed
objects in complex scenes through global features, which aligns well with scenarios such
as detecting flocks of birds. However, DETR faces challenges such as difficulty in conver-
gence, slow inference, and poor performance in small object detection. To address these
issues, DINO [25], RT-DETR [17], and Deformable DETR [26] have been proposed. The
improvements in the aforementioned algorithms focus on the Head component. Standard
optimisations are usually based on the classic feature pyramid network (FPN), such as
PAFPN [27] and BiFPN [28]. Additionally, the SOTA solution on MMDetection’s leader-
board, DyHead [29], is an improvement based on the neck. It adaptively extracts features
through dynamic convolution and enhances feature representation and fusion by introduc-
ing spatial, attention, and task attention. The process balances classification and regression
tasks during training, thus achieving significant performance improvements.

The backbone network is the core of object detection tasks and is responsible for
extracting features from images. It largely determines the algorithm’s inference time and
accuracy. Common backbone network baselines include Darknet from the YOLO series
and ResNet proposed by Kaiming. With the advent of neural architecture search (NAS)
technology, EfficientNet [30] has become the SOTA solution for lightweight convolutional
backbone networks. With the application of Transformers in visual tasks, using Transformer-
based SOTA feature extractors as backbone networks, such as Swin Transformer, have
become common due to their ability to capture global features. Recent SOTA backbone
networks, such as ConvNeXt [31], have combined the advantages of both CNNs and
Transformers. It has been implemented on Cascade Mask R-CNN to achieve results
surpassing ResNet [32], but lacks comparative experiments. This study aims to fill this gap
in the literature.
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2.3. Multi-Object Tracking

Both Ultralytics and MMDetection support the integration of object trackers into exist-
ing object detection models. In recent years, mainstream multi-object tracking (MOT) tasks
mostly use tracking-by-detection methods based on Kalman filter motion state estimation.
End-to-end methods have also been explored to integrate detection and tracking into a
single network.

The most classic MOT algorithm is the simple, online, and real-time (SORT) [33] algo-
rithm based on Kalman filters and the Hungarian matching algorithm. The DeepSORT [34]
algorithm builds upon this by adding a Re-ID component based on CNNs to extract target
features and calculate similarity, assisting in matching trajectories with low reliability. The
ByteTrack [35] algorithm proposed in 2022, as an improvement over SORT, does not use
Re-ID to enhance computational efficiency. Instead, it re-matches low-confidence detections
with the trajectories of high-confidence targets that were mismatched in previous frames,
thereby reducing the mismatch rate of small and occluded targets and improving trajectory
continuity. In the same year, the BoT-SORT [36] algorithm was proposed to improve the
ByteTrack model. It uses an enhanced Kalman filter and camera motion compensation
while reintegrating Re-ID to assist in trajectory matching.

2.4. PTZ Tracking Applications

Most literature on object tracking using a PTZ camera integrates object detection within
itself rather than supplementary cameras. This method relies on the target remaining visible
over consecutive frames to apply the relevant PTZ commands. This imposes a limitation on
smaller targets that move quickly. Tracking aerial targets such as first-person view drones
thus becomes difficult, balancing between observing the target with sufficient zoom at the
risk of losing sight.

PTZ tracking is more popular in fixed surveillance systems, simplifying object de-
tection processes due to greater background consistency. Kang et al. [37] leveraged this
observation using the concept of background subtraction. While the PTZ camera remains at
a single view, a corresponding background frame is generated on observations over 20–40 s.
Their results were some of the earliest examples showing the viability of real-time PTZ
tracking. Caterina et al. [38] provided a benchmark of comparison for real-time capability
by achieving an execution time of under 38ms with an internet protocol (IP) PTZ camera.

Unlu et al. [39] presented the closest literature to this study, exploring a UAV-based
PTZ tracking system based on deep learning techniques. Their work involved K-nearest
neighbours’ background subtraction to segment moving objects and validate the presence
of a UAV using a modified ResNet identifier. This object detector was trained on a 55:45
ratio using a mix of open-source datasets and in-house images versus negatives. The UAV
target was successfully tracked for 71.2% and 60.8% of frames over indoor and outdoor
locations separately, estimating the 3D position to be within 0.67 m of the ground truth
within a 2 × 2 × 2 m space.

2.5. Camera Modelling and Calibration

Conventional optical cameras are modelled through the pinhole projection model,
which relates 3D world coordinates to its projected point on a camera frame. This model
requires knowledge of characteristics including its intrinsic parameters, extrinsic parame-
ters and distortion coefficients. Such values are estimated through camera calibration. This
process has become more accessible following the input of calibration patterns of varying
orientations, introduced by Zhang [40]. Camera calibration is currently freely available via
MATLAB’s Camera Calibration Toolbox or OpenCV’s calibrateCamera.

With PTZ cameras, the calibration approach remains largely similar. Varying zoom
changes lens properties and, thus, the camera’s intrinsic parameters. Hence, the most
conventional method for PTZ camera calibration is calibrating at discrete zoom values.
Calibration results from Sinha and Pollefeys [41] have shown multiple possible trends
between PTZ camera models. Focal length is expected to increase with a linear or parabolic
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relationship to zoom level, while the principle point deviates more severely from the frame
centre with increasing zoom. Distortion effects are less critical for this study as the PTZ
camera will only be used for visual identification. However, it is noted that radial distortion
effects are less prominent with increasing zoom.

Additional errors in a PTZ camera may arise from mechanical variation depending on
manufacturing quality. Wu and Radke [42] proposed a method to determine such errors by
capturing a calibration pattern before and after a pan–tilt command. A homography matrix
may be calculated to reflect the true amount of rotation. The results showed that angular
error increased linearly as the camera rotated further from its directional origin, as expected
of the stepper motor used in the construction. Other errors that arose included random,
accumulated, and power-cycling errors. The same azimuth and elevation command was
observed to have varied by 5–7 pixels after 30 min of movement, increasing to 38 pixels
after 200 h.

2.6. Triangulation

Triangulation describes extracting 3D information based on 2D information from two
or more scene images. Apart from stereo vision, it is also commonly used for tasks such
as structure from motion and simultaneous localisation and mapping. After detecting a
target’s bounding box, a line of sight (LOS) may be determined from the camera’s optical
centre through the bounding box centroid. These LOS rays ideally intersect a single point
representing the object’s 3D world coordinates. In reality, these lines are always skew due
to measurement noise, uncertainties of intrinsic or extrinsic parameters, and subpixel 2D
inaccuracies [43].

How optimal a triangulation algorithm is deemed is most widely determined by how
well it minimises reprojection error [44], known as 2D error. This describes how well
the calculated 3D point projects back onto the observed 2D points of each frame. A 3D
error is also a valuable metric, taken from a comparison to the true 3D position in world
space. Additionally, the robustness of an algorithm is determined by its invariance to affine
transformations (scaling, rotation, etc.), projective transformations (changes in perspective),
and Euclidean (position and orientation) reconstruction.

An elementary form of triangulation is the midpoint method, which takes the midpoint
where two rays approach each other the closest. Hartley and Sturm [45] criticise this
method for lacking affine and projective invariance despite the ease of computation. Lee
and Civera [44] proposed a generalised weighted midpoint method that extracts the depths
from each frame to a single 3D point, locates a point on each ray of the corresponding
depth, and computes a weighted average of such points. More recently, Nasiri et al. [43]
claimed that the midpoint method was advantageous over alternative methods due to
having less sensitivity to error when there is uncertainty in extrinsic camera parameters.

Another widely used form of triangulation is Direct Linear Transformation (DLT).
With a known camera projection matrix P and set of homogenous frame coordinates

→
x ,

the corresponding homogenous 3D coordinates
→
X may be estimated with (xW , yW , zW)

representing the world frame. This system may be solved through a least-squares solution
using pseudo-inverses, singular value decomposition, or the solution corresponding to the
smallest eigenvector of the matrix ATA [45]. Triangulation via DLT is used by OpenCV’s
triangulatePoints.

Additionally, Hartley and Sturm [45] proposed a notable alternative to the midpoint
and DLT methods by solving a sixth-degree polynomial to minimise a chosen cost function.
While computational time is of a higher relative order to alternatives, it was shown to have
affine and projective invariance.

3. Methodology

3.1. Dataset Collection and Annotation

This study obtained 49 videos containing birds, drones, aircraft, ships, and unidentified
flying objects through on-site filming. Five of these videos were reserved for a test set, with
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the remaining videos used as the training set. From the training videos, one frame out of
every five frames was extracted for annotation.

Subsequently, manual annotations on 18,205 images, including images without targets,
were performed using LabelImg in the VOC format. Some birds occupied too few pixels in
the images. However, birds usually appear in groups. In such cases, movement patterns of
dense bird groups were observed in adjacent frames and annotated as several bird flocks.

Finally, a semi-supervised annotation tool was trained using YOLOv7x to label the
remaining images, with manual checks and adjustments conducted on these annotations.
The manual and semi-supervised annotations amounted to 199,141 labels. Images without
targets were deleted, resulting in a total of 21,217 images. The cleaned dataset was divided
into an 80:20 split for training and validation, then annotations were converted into COCO
and YOLO formats using X-Anylabeling.

3.2. Dataset Augmentation

This article proposes a novel data augmentation method to overcome the over-
sensitivity of object detection models to background pixels within bounding boxes. It
relies on the coordinated work among the latest open-source pre-trained large models in
segmentation, text generation, and image generation tasks.

First, there must be considerations towards segmenting the target from the original
image background rather than cropping the entire bounding box. This article leverages
SAM to accomplish this task. Compared to traditional segmentation models, SAM has the
advantage of accepting bounding boxes and coordinate points as input prompts, accurately
extracting the masks of targets within the bounding boxes or associated with the coordinate
points. Based on this feature, an algorithm filters bounding boxes of birds, aircraft and
drones occupying more than 30 pixels. These bounding boxes are passed to SAM to
complete instance segmentation and obtain object masks.

Next, a method is required to generate backgrounds appropriate to deployment environ-
ments. Limitations arise from directly using existing background image libraries or generating
images via text prompts using Stable Diffusion, as the scene composition is not guaranteed to
remain consistent between the original and augmented background. For aerial object detection,
unrealistic scenes can be generated, such as an aircraft in front of a forest background. These
combinations stray the model away from real-world conditions while increasing the training
burden, thus cannot effectively improve the model’s generalisation ability.

This study’s dataset includes environments of farmland, forests, oceans, courtyards,
and indoor laboratories. Based on detailed text prompts and ControlNet, which can use
the original image as a control condition, this article refines and guides the generation
process of Stable Diffusion. This process generates frames with new scenes, such as parks,
roads, cities, hills, lakes, warehouses, ports, and beaches. The targets segmented by SAM
are randomly copied within preset pixel coordinate ranges to obtain new images with
enhanced backgrounds, demonstrated in Figure 1. Simultaneously, this process records the
coordinates of the new target bounding boxes to generate new labels.

(a) (b) (c)

Figure 1. SAM and Stable Diffusion Augmentation Process. (a) Original Frame. (b) Object Mask.
(c) Augmented Frame.
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A procedure was adopted to ensure bounding box locations were consistent when
converted into augmented images. First, the segmentation mask of the object was extracted,
where a value of 1 represents the segmented pixels of the target and a value of 0 represents
the background. Element-wise multiplication of the mask with the original image was
performed to isolate the segmented target, resulting in an image where all pixels outside the
target are set to 0. Subsequently, the new background, resized to match the dimensions of
the original image, was multiplied element-wise with the binary inverse of the segmentation
mask, effectively removing the regions corresponding to the embedded object. Finally, the
isolated target and the background image with the target region removed were combined
through element-wise addition to generate the final augmented image.

Apart from background sensitivity, aerial object detectors are also highly sensitivity to
lighting conditions affected by the time of day, weather, and seasons. Hence, the following
process will also enhance images of the same background under these conditions while
preserving existing details. Therefore, the computational cost and volatility of Stable
Diffusion are too high. GANs can overcome these two issues. This step is motivated by
the CVPR highlight article “InstructPix2Pix” to obtain a high-quality training set for the
GAN. Suitable images from the LAION-Aesthetics dataset are filtered based on captions
containing words representing seasons, weather, day and night, and outdoor scenes.

Next, using Llama 3 and prompt templates, the captions are batch-modified into
Stable Diffusion prompts. For example, if the original image’s caption is “a snowy lake in
winter”, the generated prompt is “Please strictly base the generated image on the scene
provided in my image and generate a lake in sunny winter”. The generated prompts and
filtered original images are fed into a Stable Diffusion model guided by ControlNet to
obtain a large-scale, high-quality set of paired images. Large-scale generation is conducted
on 16 NVIDIA cloud GPUs operating for over 168 h. The paired image dataset trains
BicycleGAN [46], which augments these images while retaining their core features. If
particular image pairs have notably different details, CycleGAN [47] is trained instead. The
GAN weights are then used to obtain augmented images based on the required changes in
time of day, weather and season, such as those in Figure 2.

(a) (b) (c)

Figure 2. LLM and Stable Diffusion augmentation processes. (a) Hilly terrain—raining. (b) Hilly
terrain—evening. (c) Hilly terrain—winter.

This approach consumes a large amount of time in the data preparation stage for
training the GANs. However, it achieves a once-and-for-all solution. Once the GANs are
trained, images can be rendered quickly without repeatedly recalling the Stable Diffusion
model. The efficiency of these large models is improved through inference acceleration
methods provided by Hugging Face. The lightweight version of SAM, MobileSAM, was
evaluated to be less precise in segmentation performance at the benefit of efficiency. For
Stable Diffusion, optimised samplers were utilised to reduce the number of sampling steps.
Model deployment techniques were also used to accelerate the inference time of Stable
Diffusion and Llama 3, including mixed precision (FP16) to load pre-trained models and
multi-GPU pipeline parallelism.
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3.3. Object Detection

The presented framework supports both the Ultralytics and MMDetection libraries.
The Ultralytics library was further developed to integrate enhancement modules open-
sourced by YOLO-related developer communities and ensure compatibility with YOLOv7,
the only version from 5 to 11 omitted from the native library. Most importantly, this
modification allows the framework to fetch pre-trained models from the Hugging Face
timm library as backbone networks.

This study selects mAP50 and mAP50-95 as the primary evaluation metrics while
also considering floating point operations per second (FLOPS), parameter count, and
inference time to ensure that the model size and computational requirements remain within
reasonable limits for real-time inference. Confusion matrices are generated to determine
class-specific detection capabilities.

Hyperparameter selection is a further consideration. Based on the champion of the
2023 ICCV UAV Detection Challenge, increasing the input size significantly enhances the
performance of detection models. Therefore, the input size was set to 1080p for all models.
Additionally, the number of epochs is set to 30 as most models converge at this value during
preliminary experiments. Other parameters, such as training strategies and augmentation
methods, use the models’ default settings.

Initially, experiments are conducted on 38 models from the Ultralytics library, en-
compassing various network architectures from the YOLOv5 to YOLO11 generations.
Subsequently, the following algorithms are chosen from the MMDetection framework: the
SOTA DyHead algorithm, the best-performing Cascade Mask R-CNN from the R-CNN
series, and the highest-scoring Transformer-based representative algorithm Deformable
DETR. These algorithms are paired with backbone networks, including ResNet, Swin
Transformer, ConvNeXt, and EfficientNet, resulting in 12 comparative experiments. An
example of a standard network architecture layout is visualised in Figure 3, showing that
of YOLO11x.

Figure 3. YOLO11x network architecture diagram.
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3.4. Object Tracking

The chosen object tracking methods employed the representative tracking-by-detection
algorithms ByteTrack and BoT-SORT. They determine whether the targets identified in
consecutive frames belong to the same object and assign IDs accordingly. BoT-SORT is
derived from ByteTrack, though the former possesses more complex hyperparameters and
distance calculation logic than the latter. The robustness of these algorithms is evaluated by
running them on test videos containing only a single drone. The drone performs steady
flight at constant speeds, then flight with complex trajectories at varying speeds.

Ultralytics does not provide evaluation methods to determine MOT metrics. Therefore,
assuming that only one target in the video exists, an appropriate set of metrics is proposed,
as follows:

1. Number of tracks (NOT): Since it is known in advance that only one target appears
in the video from start to finish, the optimal result is that all detected targets are
assigned a single track ID. Therefore, a larger number of track IDs corresponds to
lesser model stability. It is noted that track IDs are not sequential in ByteTrack. When
the target temporarily mismatches, the algorithm assumes a new target has appeared
and assigns a new track ID. Once these targets are successfully re-matched with the
previous target, the previous track ID is reused, and the newly assigned ID is removed.
Therefore, track IDs are not equivalent to the number of tracks.

2. Tracking length (TL): The number of consecutive frames in which the algorithm can
continuously track the target in the longest identified trajectory in the video.

3. Average tracking length (ATL): The mean tracking length of all trajectories. A higher
value indicates a more robust algorithm.

4. Matching rate (MR): The percentage of frames where targets are assigned IDs to all
frames where targets are detected. A higher value indicates a more robust algorithm.

5. Long-term matching rate (LTMR): The percentage of the total number of frames from
all trajectories with tracking lengths exceeding a set threshold to all frames where
targets are detected. A higher value indicates a more robust algorithm.

3.5. Camera Calibration

Camera calibration will be conducted using MATLAB 2024a’s stereo camera calibrator.
Intrinsic parameters are calibrated by placing two cameras sufficiently close so that a
checkerboard pattern fills up most of both frames. Outlier frame pairs are removed until
the reprojection error is sufficiently low. Schmalz et al. suggested aiming for a reprojection
error of less than 0.3 for “day-to-day calibrations” [48]. The calculated intrinsic parameters
are then fixed when calculating extrinsic parameters, as it becomes much more difficult to
determine distortion effects, with the calibration pattern taking up much less of the screen.
A comparison of pattern distances to cameras is visualised in Figure 4.

(a) (b)

Figure 4. Calibration pattern visualisation. (a) Intrinsic parameters. (b) Extrinsic parameters.
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MATLAB’s single-camera stereo calibrator is then used to determine the intrinsic
parameters of the PTZ camera. Frames are taken at appropriate increments of zoom values,
with smaller increments taken closer to 100% zoom due to the dramatic increase in focal
length from initial observations. The scale factor (S) of a frame will then vary with respect
to the corresponding focal length (f ) and the focal length at 0% zoom ( f0):

S = f
f0

(1)

A relationship between the zoom (Z) and focal length will be curve-fitted depending
on the appropriate shape as a function f = g(Z).

3.6. Stereo Triangulation

Object detector models are deployed on two optical cameras facing an area of interest.
As variations in the target pose are unknown, the bounding box centroid is extracted from
each frame for triangulation. Following results from Nasiri et al. on the midpoint method’s
advantages under uncertainty of intrinsic parameters, this method was chosen to conduct
indoor testing and validation [43]. The deployment pipeline is largely conducted through
Python 3.11. Firstly, lens distortion is corrected through OpenCV’s undistortPointswhich
iterates through normalised distorted pixels to reach the corresponding undistorted pixels.

When introducing equations for the midpoint method, the notation is equivalent to
that used in Section 2.6. First, the unit vector of each line of sight from frame coordinates(
uj, vj

)
to world coordinates vj are determined, derived from the pinhole projection model

on the concept of similar triangles:

vj = RT
[uj − u0

fx
,

vj − v0

fy
, 1
]T

for j = 1, 2 (2)

The shortest distance between these skew rays is determined, corresponding to the
distance between two points on each ray p1, p2. The distances from the optical centre to
each of these points d1, d2 are such, with Rj, tj representing the corresponding rotational
and translational matrices of Camera j:

d1 =

((
RT

1 t1 − RT
2 t2
)× v2

)·(v1 × v2)

|v1 × v2|2
(3)

d2 =

((
RT

2 t2 − RT
1 t1
)× v1

)·(v2 × v1)

|v2 × v1|2
(4)

The coordinates of the calculated point on each ray are such:

pj = −RT
j tj + dj·vj for j = 1, 2 (5)

From this step, the midpoint method takes the average of both points. When multiple
objects are detected in the frame, a distance threshold between points is imposed. The
calculated midpoint for a certain frame is only passed if the two predicted points are under
such a threshold. These equations are extendable to take the point averages across n cameras.

3.7. Coordinate Transformation

The direction vector from the PTZ camera position to the target may be converted to
azimuth θ, elevation φ, and distance |→v |:

θ = atan2(y, x) (6)

φ = tan−1

(
z√

x2 + y2

)
(7)

|→v | =
√

x2 + y2 + z2 (8)
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The pan and tilt commands correspond to azimuth and elevation, respectively. To
determine an appropriate zoom command, an object’s size is assumed to be inversely
proportional to its distance from the camera. This consideration is used to determine the
required scale factor S for the frame. For Camera j, we have the following:

Sj =
|→v |

Cam to Point Dist.
× min

(
Frame Width
BBox Width

,
Frame Height
BBox Height

)
(9)

The minimum value between S1 and S2 is taken after calculating for instances of
each camera to ensure the whole target is within the frame. A zoom undershoot factor
0 < UF < 1 is also applied to account for PTZ camera errors addressed by Wu and
Radke [42] and display a complete view of the surrounding environment:

S = UF × min(S1, S2) (10)

3.8. Model Deployment and Experimental Setup

The chosen YOLO models are trained in Python to output a weighted format. This
format generally has a longer inference time and becomes less advantageous for real-time
deployment. TensorRT is widely accepted to most effectively minimise inference speed
while sacrificing negligible mAP results, while having been tested with YOLOv5 and
announced on the Ultralytics forum.

Stereo vision is conducted over an area of interest measuring 8 m × 4 m, visualised
in Figures 5 and 6. The experimental hardware is listed in Table 1. Before conducting
extrinsic calibration, the webcams are positioned at appropriately high parallax to minimise
triangulation error. Notably, tracking performance is independent of any obstructions to
the PTZ camera, such as the glass wall. Such a configuration is only reliant on the visibility
of the fixed cameras.

Figure 5. Experimental setup.

Inferences are conducted on a Jetson TX2 for portability, which returns results to a
Ryzen 9 5900HX laptop for localisation and PTZ control. If real-time capabilities cannot
be achieved, inference shall be conducted solely on the laptop, which supports TensorRT
through a mobile RTX3050 GPU. The motion capture system is positioned overhead. The
asynchronous framework in Python will allow the task of dual object detection and localisa-
tion to occur simultaneously with the task of sending PTZ inputs through cURL commands.
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Table 1. Experimental Hardware.

Component Manufacturer Details Manufacturer Country

GPU NVIDIA Geforce RTX3050 Santa Clara, CA, USA

CPU AMD Ryzen 9 5900HX Santa Clara, CA, USA

Webcam Logitech C922 Lausanne, Switzerland

PTZ Camera FLIR M300C Washington, DC, USA

Embedded
System Module NVIDIA Jetson TX2 Santa Clara, CA, USA

Figure 6. Top view—environment visualisation.

A motion capture system is used to validate the accuracy of triangulation and deter-
mine the 3D error. The effectiveness of the PTZ camera in tracking a moving aerial target is
determined by its computational efficiency and the frequency with which it maintains the
target within the frame. Hence, PTZ tracking performance is evaluated as follows:

• E2E time: Median end-to-end processing time from the webcam frame capture to PTZ
command.

• Success rate: Percentage of frames where the target is completely in the PTZ frame.

4. Results and Discussion

4.1. Detection Performance Metrics

Appendix A Table A1 provides model comparisons over the YOLO, cascade R-CNN,
DyHead, and deformable DETR algorithms. The accuracy rankings of the models im-
plemented using MMDetection align with their corresponding official accuracy rankings.
However, the best model configuration, DyHead combined with Swin Transformer, only
achieved performance comparable to the early lightweight YOLO models. Notably, MMDe-
tection models typically converge faster than the YOLO series, which may be due to differ-
ences in training strategies. A significant difference in inference time is noted between the
YOLO and MMDetection series. YOLO indeed has an advantage in inference time, though
this is likely related to the implementation of the frameworks. The Ultralytics framework,
geared towards industrial applications, likely incorporates more inference optimisations.

Most of the MMDetection models are from work published two years ago, so it is
reasonable that they have been surpassed in performance by the more recent YOLO versions.
Furthermore, most models exhibited abnormal convergence when using EfficientNet as the
backbone, so it was not included in the comparison.
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Due to its notable performance advantages, focus shall be placed on comparing the
YOLO version models. A performance comparison between YOLO model formats from v5
to v11 is shown in Figures 7 and 8, with extensive metrics in Appendix A Table A1. The
best-performing model based on test set precision is YOLO11x at a mAP50 of 86.7%, with
a mAP50-95 of 60.9%. However, the YOLOv8n model, among the lightweight variants,
holds the highest mAP50 at 82.2% while maintaining the advantage of the lowest inference
time at 0.6 ms. Older versions of v5 and v7 show abnormal results that do not follow the
trend where the mAP and inference time increase with larger models. YOLOv7 likely lacks
streamlined integration as Ultralytics do not natively support it. The larger YOLOv6 models
likely overfitted during training to cause lower mAP even with more parameters. At IoU
thresholds of 50–95%, overfitting is also observed with YOLOv6, though YOLOv7 holds
results that are more consistent with expected trends. The mAP degrades from v8 to v10
with smaller models, suggesting unsuitability in model architecture or hyperparameters to
the existing dataset.

Figure 7. mAP50 vs. inference time.

Figure 9 presents performance variation of key metrics during the training process
to demonstrate stability. Notably, there was a significant spike in training loss around the
20th epoch due to the training process disabling YOLO’s built-in mosaic augmentation.
While the training distribution focal loss (DFL) increased, the validation metrics did not
deteriorate, validating the rationale behind this proposed training strategy. Precision
plateaus at 30 epochs while recall, and thus mAP, retains a positive gradient. There is
potential for improvement in results by increasing the number of epochs, though it comes
at the risk of overfitting to the test set.
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Figure 8. mAP50-95 vs. inference time.

The confusion matrices for the highlighted YOLOv8n and YOLO11x models are shown
in Figure 10. Both models achieved high detection accuracy for the critical targets of drones,
aircraft, and flocks of birds. YOLO11x showed notable improvements in detecting larger
objects of aircraft and ships, as more parameters were available for feature extraction.
Both models struggled with the classes of birds and bird flocks, commonly declaring false
positives to background objects. The contrary of this observation was also true, with
birds often failing to be detected. Annotations on the bird class likely lacked distinctive
features, such as being predominantly composed of one colour for cases of crows and
ravens at a distance. The proposed data augmentation strategy also could not be applied
to objects under 30 pixels due to the limitations of SAM. Class-based F1 score metrics are
provided in Appendix A Figure A1, to visualise the balance of precision and recall with
varying confidence.

Table 2 compares BoT-SORT and ByteTrack through the proposed object tracking
metrics. ByteTrack holds higher matching and long-term matching rates, showing higher
confidence in linking an existing track to the corresponding ID. However, the higher NOT
suggests that ByteTrack is more susceptible to hastily assigning new IDs when a track
disappears and is thus less stable. A higher average tracking length also validates that
BoT-SORT holds higher stability than ByteTrack and will thus be chosen for subsequent
experiments. However, both algorithms are seamlessly interchangeable within Ultralytics,
and ByteTrack can be substituted if experiments miss too many existing IDs.
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(a) (b) (c)

(d) (e) (f)

Figure 9. YOLO training metrics for 30 epochs. (a) Train DFL. (b) Precision. (c) Recall. (d) Val DFL.
(e) mAP50. (f) mAP50-95.

(a) (b)

Figure 10. YOLO Confusion matrices on test datasets. (a) YOLOv8n. (b) YOLO11x.
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Table 2. Object tracking metrics.

Tracker NOT TL ATL MR (%) LTMR (%)

BoT-SORT 45 262 79.91 87.79 67.92
ByteTrack 51 276 72.37 96.64 68.48

Deployment with the TensorRT model is tested on a Jetson TX2 due to its small form
factor, achieving an inference time of 105.08 ms at 9.38 frames per second (FPS). Applied
to two cameras, the FPS will halve. While there will be difficulty in implementing real-
time localisation and tracking on this device, the feasibility of this pipeline is proven.
Improvements may be made through network pruning, further inference optimisation, and
switching to higher-performing devices. Hence, deployment is conducted on a laptop (the
specifications are proposed in Section 3.8).

4.2. Stereo Validation

Outlier image pairs of high mean error were filtered until the overall mean error
reached around 1 pixel or less. Image pairs and overall mean reprojection error are shown
in Table 3 with individual errors shown in Appendix A Figure A2. Image pairs with higher
mean errors, such as pairs 3 and 14, had their calibration planes at a greater angle to the
camera field of view. Further uncertainties arise from calibrating extrinsic parameters
using an A1-sized checkerboard pattern, as the grid corners are no longer in focus at
greater distances. Without fixing the intrinsic parameters before extrinsic calibration, earlier
calibration experiments have also shown overfitting on a local cluster of patterns. In these
cases, the mean reprojection error becomes misleadingly low. Overfitting can be noticed
by observing discrepancies between the estimated camera extrinsic characteristics and
pattern locations.

Table 3. Calibration metrics.

Number of Image Pairs Overall Mean Error (px)

Intrinsic 33 0.40
Extrinsic 35 0.10

Intrinsic parameters were generated with 33 image pairs to a mean reprojection error
of 0.40 pixels. These parameters were set as defaults when calculating extrinsic parameters.
A mean reprojection error of 0.10 pixels is achieved, validating against overfitting.

Triangulation 3D error was verified through controlled drone flying experiments in
fixed and randomised paths. Three flight tests were conducted for each scenario to be
compared with the motion capture system. Figures 11–14 provide a visualisation of the
travelled paths and 1D results between the ground truth and predicted coordinates. Pre-
processing was conducted to correct any constant offsets in either axes. The results for
the highest drone target velocity and, thus, the highest median Cartesian error are shown.
Additional results are shown in Appendix A Figures A3–A6.

Predictions do not return a positive result at around 10 s, consistent across all three
experiments. At this position, the drone is furthest from both cameras and appears much
smaller in frame. Hence, the detection framework may struggle more to return positive
detections. The prediction error is most significant when approaching closest to Camera 1,
around 25 to 30 s. Camera calibration accuracy may become less reliable as the target strays
from the cameras’ working distances. In this case, the object is so close to Camera 1 that it
almost leaves the field of view of Camera 2. Both observations expose the shortcomings of
the asymmetrical camera positioning, which are limited by device connection distances
and laboratory space.

60



Eng 2024, 5

Figure 11. Experiment 3—path visualisation.

Figure 12. Experiment 3—predicted vs. ground truth coordinates.

Results from the random flight test expose more significant errors in the y and z axes.
The geometry of the camera setup is separated by a greater x-distance, resulting in a more
considerable disparity along the corresponding x-axis. Otherwise, the magnitude of error
remains proportional to the target velocity. Less significant predictive discrepancies also
remain in the experimental setup. Algorithm errors may arise from skewed camera lines of
sight or mean projection errors during calibration, especially as only one pair of sight lines
is used for localisation. Up to two tracking markers may also disappear due to the inherent
motion capture configuration and propeller inference. In these cases, one marker is used to
estimate ground truth, which will have a discrepancy from the true centroid. Outside this
article’s scope of investigation, temperature variation and mechanical changes over time
will also influence camera accuracy. Table 4 displays the 1D axes and Cartesian errors of
all experiments.
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Figure 13. Experiment 6—Path Visualisation.

Figure 14. Experiment 6—predicted vs. ground truth coordinates.

Table 4. Predicted vs. ground truth metrics.

Experiment
Mean Target

Velocity (mm/s)
Median X

Error (mm)
Median Y

Error (mm)
Median Z

Error (mm)
Recall (%)

Fixed: 1 345 10 36 33 74.96
Fixed: 2 357 12 40 44 66.78
Fixed: 3 363 30 29 28 72.78

Random: 4 449 16 38 39 68.30
Random: 5 684 16 42 39 77.68
Random: 6 1026 14 72 34 85.71
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Table 4 displays the 1D axes and Cartesian errors compared to the drone velocity,
reflecting reliable accuracy in estimating the 3D position of the target. The median er-
rors for the x- and y-axes fall within half the dimensions of the DJI Spark, which are
289 × 245 × 56 mm. However, the z-axis error may localise the drone’s position away from
the ground truth within an order of 10−2 mm. It should be noted that these errors may
compound as the viewable area of interest increases. The recall metric is determined by a
true positive from both cameras. Greater variation was present in random experiments,
with a higher value corresponding to when the drone flew more often towards Camera 2.
The drone class within the dataset likely holds fewer annotations of such scale viewed by
Camera 2.

Figure 15 visualises the 3D error distributions combined over the six experiments over
5123 data points, taken as the norm of all 1D errors. Similar trends are observable, with
the x-direction having a smaller error than the other directions at a median of less than
20 mm. Considering outliers, the upper bound of errors approaches equal magnitudes of
up to 180 mm. The results remain positively skewed, supporting prediction reliability.

Figure 15. Error distribution across axes for all experiments. Each box plot displays the distribution
of each quartile alongside the measured outliers, which are shown as red crosses towards the right.

Single camera calibration at zoom segments verified that zoom and focal length did
not follow a linear relationship. Thus, calibration points were curve-fit using an exponential
relationship. Figure 16 displays results for the x-axis focal length, as the difference in x- and
y-directions was negligible.

A relationship between the zoom and principle point was also determined to ensure
that corresponding PTZ commands would keep the target close to centred. The linear fit on
u mostly aligns with the ideal optical centre of u0 = 540 for a 1080p display, while variation
in v holds uncertainty due to deviations at 100% zoom. A horizontal correction shall be
included during deployment. Calibration at each zoom was repeated for over 50 image
pairs at the same requirement of under a 0.50 mean reprojection error. Thus, errors may
have arisen from limited pattern angles or motion blur as frame pairs were adjusted.
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Figure 16. Zoom vs. focal length (left). Zoom vs. principal point (right).

4.3. PTZ Tracking Accuracy

Results are extracted using the fixed path from earlier experiments over 40 s. For
this case, an undershoot factor of 0.2 is applied to show the surrounding environment
adequately, as seen in Figure 17. Table 5 quantifies the final performance of the end-to-end
system holding real-time performance at 15 FPS to a high tracking efficacy of 92.58%.

Table 5. PTZ tracking performance metrics.

E2E Time (ms) Success Rate (%)

64.23 92.58

Since asynchronous processes are used to send a PTZ command and calculate the
subsequent 3D coordinates, the end-to-end processing time entirely depends on the PTZ IP
delay. The final deployment runs at an equivalent of 15 FPS. The results have a notably
higher success rate than existing literature, such as that of Unlu et al. [39] at 71.2% while
displaying the target at higher resolution. Figures 17 and 18 display frame segments where
the PTZ camera undergoes a pan–tilt–zoom combination.

Figure 17. Pan, tilt, and zoom feed (UF = 0.2).
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Figure 18. Zoom-only feed (UF = 0.4).

The drone veering from the frame centre reflects the input lag contributed by the
inherent delay of IP cameras, distinguishable in Figure 17. This deviation increases as
the drone’s velocity increases, likely due to negative detections from motion blur. When
stationary, the drone exhibits the same central offset that varies depending on its position
within the area of interest. A coordinate offset is likely present between the world frame
and the PTZ coordinate frame. Figure 18 shows that zoom estimation is capable within
this small-scale environment. An undershoot factor of 0.4 corresponds to the drone width,
taking up approximately 40% of the PTZ camera frame. Frames that lose sight of the drone
are almost always a result of the detection framework failing to detect it.

5. Conclusions

The proposed camera network successfully detected, localised, and tracked a single
aerial target in real-time. The pipeline was operational at 15 FPS, with the target visible in
92.58% of the PTZ camera frames. The object detection framework successfully augmented
a dataset of aerial targets to output YOLO models, achieving an accuracy of at least 82.2%
even in its most lightweight version through YOLOv8n. Maximising accuracy through
YOLO11 at 86.7% retained real-time capabilities.

5.1. Contributions

This article provides the following contributions:

• Collection and annotation of a large dataset of videos for object detection in flight
under various backgrounds, seasons, and weather conditions.

• A data augmentation pipeline that utilises knowledge distillation based on the collab-
oration of open-source pre-trained large models for different tasks.

• Comparative experiments to analyse how detection metrics vary by combining repre-
sentative model structures (head, neck, and backbone) and backbone network sizes.
In particular, this study incorporates the latest object detection model at the time of
publication: YOLO11.

• Metrics to aid the evaluation of single object tracking performance and optimise
hyperparameters in the absence of video annotations.

• A solution towards the absence of depth perception for PTZ-based imaging systems in
the literature, improving the means of characterising aerial targets through localisation.
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5.2. Limitations and Future Work

In real-world scenarios, aerial objects may remain unrecognised or sparsely annotated
in existing datasets. Techniques such as out-of-distribution detection or zero-shot learning
can be introduced to improve the detector’s performance in handling such cases. The
linear Kalman filter may perform poorly in motion estimation for targets with complex
trajectories. Hence, tracking can extend to non-linear motion estimation algorithms or
adopt end-to-end trained trackers to achieve more accurate motion predictions. This also
resolves the cases where the PTZ camera loses track of the target by filling in between
available predictions.

Providing rectangular boxes to SAM can generate masks for the instances within
the boxes, yielding segmentation labels. This approach allows for extending object detec-
tion datasets into instance segmentation datasets, enabling the training of more confident
detectors. Furthermore, many studies have proposed neural network modules specifi-
cally designed to enhance small object detection and moving object detection, such as
SPD convolution and DyHead. These modules can be integrated into YOLO to improve
inference accuracy.

Furthermore, the object detection dataset augmentation method proposed in this study
holds significant potential for further research. In our future work, we will explore how to
better optimise the coordination between these large models, which involves engineering
optimisations, such as employing inference acceleration techniques. It may also involve
structural and learning strategy optimisations, such as improving the network architecture
at the task interface of the collaborative large models and leveraging fine-tuning techniques
to make the proposed workflow as end-to-end as possible. Alternatively, we may explore
knowledge distillation to learn more lightweight networks as substitutes for large models.

Deployment shows functionality within a small-scale environment of an 8 m × 4 m
area of interest. However, accuracy will deteriorate with increasing surveillance area, given
that object scale and camera hardware remain identical. Deployment should be considered
for a large-scale environment where cameras can be connected wirelessly, such as through
900 MHz LoRa radio modules. In the case of monitoring very large airspace, the system is
envisioned to be a modular setup where each computational node only communicates with
a few cameras that cover a smaller part of the airspace of interest. The computer vision is
done locally at each node. The global position of the tracked target is then computed by
a central computer once the data from each individual node is collected. In this case, the
accuracy and coverage may improve by including more modules without compromising
the stability of the whole system.

An extrinsic calibration process suggested in research by Wu and Radke [42] may
be explored to improve accuracy in keeping the drone precisely in the PTZ frame centre.
Alternative PTZ camera models should also be tested to minimise end-to-end processing
and reduce latency, thus improving the operational FPS.
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Abbreviations

The following abbreviations are used in this manuscript:

ATL average tracking length
DFL distribution focal loss
DLT direct linear transformation
E2E end-to-end
FLOPS floating point operations per second
FPN feature pyramid network
FPS frames per second
GAN generative adversarial network
GPU graphics processing unit
IP Internet Protocol
LOS line of sight
LTMR long-term matching rate
mAP mean average precision
MMLab Multimedia Laboratory
MOT multi-object tracking
MR matching rate
NOT number of tracks
PTZ pan–tilt–zoom
R-CNN region-based convolutional neural network
RT-DETR Real-Time Detection Transformer
SAM Segment Anything Model
SOTA state-of-the-art
SORT simple, online, and real-time
TL tracking length
UAV unmanned aerial vehicle
UF undershoot factor
YOLO You Only Look Once

Appendix A

Table A1. Performance metrics of tested models. Bolded data relate to chosen models of the
main body.

Model Scale mAP50 mAP50:100 Parameters Flops (G) Inference (ms)

YOLOv5 n 0.783 0.486 2,509,634 7.2 0.6
s 0.789 0.508 9,124,514 24.1 1.2
m 0.816 0.535 25,068,610 64.4 2.5
l 0.827 0.557 53,167,970 135.3 4.3
x 0.828 0.551 97,205,186 246.9 7.4

YOLOv6 n 0.765 0.486 4,238,738 11.9 0.6
s 0.800 0.521 16,307,010 44.2 1.3
m 0.795 0.519 51,998,962 161.6 3.8
l 0.774 0.510 110,897,826 391.9 7.4
x 0.789 0.515 173,025,874 611.2 8.3

YOLOv7 tiny 0.721 0.404 8,116,226 21.3 0.7
vanilla 0.836 0.549 44,224,385 132.2 4.7

x 0.837 0.553 44,224,386 132.2 5.3
w6 0.826 0.552 102,496,192 – 5.7
e6 0.827 0.556 141,203,328 – 9.3
e6e 0.836 0.562 195,713,904 – 13
d6 0.835 0.562 197,285,568 – 10
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Table A1. Cont.

Model Scale mAP50 mAP50:100 Parameters Flops (G) Inference (ms)

YOLOv8 n 0.822 0.538 3,012,018 8.2 0.6
s 0.845 0.570 11,137,922 28.7 1.3
m 0.856 0.585 25,859,794 79.1 2.7
l 0.860 0.596 43,634,466 165.4 4.7
x 0.866 0.607 68,158,386 258.1 7.6

YOLOv9 t 0.808 0.534 2,006,578 7.9 0.7
s 0.831 0.563 7,289,730 27.4 1.6
m 0.851 0.590 20,162,658 77.6 3.3
c 0.852 0.588 25,533,858 103.7 4.5
e 0.854 0.587 58,149,538 192.7 9.8

YOLOv10 n 0.804 0.525 2,709,380 8.4 0.8
s 0.840 0.570 8,070,980 24.8 1.6
m 0.846 0.575 16,491,076 64.0 2.9
b 0.848 0.585 20,460,276 98.7 4.0
l 0.851 0.592 25,774,580 127.2 4.8
x 0.855 0.594 31,666,420 171.1 7.7

YOLO11 n 0.819 0.535 2,591,010 6.4 0.9
s 0.85 0.581 9,430,098 21.6 1.8
m 0.862 0.595 20,057,618 68.2 4
l 0.862 0.599 25,315,090 87.3 5.3
x 0.867 0.609 56,880,690 195.5 9.3

Cascade
R-CNN ResNet 0.504 0.316 69,167,000 166 21.4

Swin
Transformer 0.618 0.417 93,883,000 229 36.1

ConvNeXt 0.704 0.522 94,501,000 224 29.9

DyHead ResNet 0.739 0.506 38,901,000 70.5 59.5
Swin

Transformer 0.785 0.545 210,000,000 569 78.7

ConvNeXt 0.75 0.522 64,276,000 130 61.4

Deformable
DETR ResNet 0.573 0.245 40,100,000 127 28.5

Swin
Transformer 0.111 0.04 61,908,000 191 42.6

ConvNeXt 0.626 0.31 62,525,000 184 36.7

(a) (b)

Figure A1. YOLO F1-confidence curves. (a) YOLO11x. (b) YOLOv8n.
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(a) (b)

Figure A2. Mean reprojection error per image pair. (a) Intrinsic parameters. (b) Extrinsic parameters.

(a) (b)

Figure A3. Experiment 1—fixed flight. (a) Target path visualisation. (b) Predicted vs. ground
truth coordinates.

(a) (b)

Figure A4. Experiment 2—fixed flight. (a) Target path visualisation. (b) Predicted vs. ground
truth coordinates.
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(a) (b)

Figure A5. Experiment 4—random flight. (a) Target path visualisation. (b) Predicted vs. ground
truth coordinates.

(a) (b)

Figure A6. Experiment 5—Random Flight. (a) Target Path Visualisation. (b) Predicted vs. Ground
Truth Coordinates.
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Abstract: The goal of this research is to examine the applicability of the Hottel–Whillier–Bliss model,
developed for flat-plate collectors, to evacuated tube solar collectors. During this study, the model
is applied to an evacuated tube collector, and then the identification and validation of the model
are made with the help of measurements performed on the collector. This research also includes
the application, identification and validation of the energy balance model for the investigated solar
collector. This model works for both flat-plate and evacuated tube collectors. The results obtained
with the two different models are then compared. By comparing the modelled results with the
measured values, the accuracy and applicability of the models can be determined. Based on the
results, the Hottel–Whillier–Bliss model works excellently with evacuated tube solar collectors for
predicting the outlet temperature of the medium from the solar collector. It is important to note that
the identification gives negative heat transfer parameter values. According to the validation, the
average absolute error is 0.8 ◦C, and the average relative error is 1%. For the energy balance model,
these values are 0.87 ◦C and 1.1% respectively, indicating that the accuracy of the Hottel–Whillier–
Bliss model is very similar, and even slightly higher. Additionally, the research provides further proof
of the applicability of the energy balance model to evacuated tube collectors.

Keywords: solar energy; solar collector; mathematical modelling; simulation results; measurements

1. Introduction

Modelling methods make the examination of different systems significantly easier.
Their fundamental advantage is that they enable testing the operation of a specific con-
struction without having to physically build it [1], so costs and time can be saved with their
help. In the field of mathematical modelling, physically based, or white-box, and black-box
models are the most common ones. The grey-box model also occurs as a combination of
the previous ones.

Physically based modelling assumes precise knowledge and understanding of the
system’s operation and physical principles. In this method, the structure of the system,
its components and the relationships between them are known in detail. The modelling
process is characterized by transparency and is based on explicit knowledge of the structure
of the system [2]. For physically based models, it can be stated that the more complex the
modelled system is, the more challenging it is to prepare the model. However, with its help,
we can gain more accurate understanding of the operation of the system.

Black-box modelling is a more result-oriented approach. In this type, the internal
operation of the system is treated as a so-called black box, and the analysis focuses on
the observed inputs and outputs. The internal physical structure and processes are not
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known or are not particularly taken into account during modelling. Black-box modelling is
typically used in cases where, due to the complexity of the system, it is difficult to fully
understand its internal operation, or the focus is on the system’s behaviour [3,4]. Based on
this, this modelling method is particularly useful in cases with many influencing factors, as
it enables the preparation of predictive models based on observed behaviour. These are
often probabilistic, statistical models or such methods are used in their examination [5].

In practice, a hybrid approach known as grey-box modelling is used. Grey-box
modelling combines the components of the physically based (white-box) and black-box
methods, thus enabling a balance between transparency and practicality. The approach is
especially useful when we have partial knowledge of the internal operation of a system,
and the focus is on general understanding, taking feasibility into account as well [6].

Both physically based and black-box modelling have advantages and disadvantages.
Physically based models provide deep understanding of the underlying physical content,
thus enabling the mapping of the operation of the system. In addition, however, they can
be computationally demanding, require precise knowledge of many parameters, especially
for complex systems, and may not be practical in cases where a complete understanding of
the internal operation is too challenging. Black-box models are often simpler to implement,
more flexible and easier to adapt to real conditions. At the same time, it is not certain
that their accuracy provides sufficient and adequate depth of insight into the internal
functioning of the system [7].

The decision between physically based and black-box modelling depends on the exact
goals of the analysis and the nature and complexity of the system to be investigated. Both
methods are important tools that contribute to a holistic understanding of different systems,
effective problem solving and optimization.

Models for solar collector systems can be found in the literature. In [8], a system of
ordinary differential equations is presented, which can describe the transient processes
in a solar collector–solar storage system with adequate accuracy. For the model in [8],
an analytical solution that enables the quick and easy determination of the collector and
solar storage temperatures can be found in [9]. In [10], a mathematical model for parabolic
trough collector systems is proposed to perform heat transfer analysis. In [11], a model
was developed for an evacuated tube collector-thermal storage system to analyze the
performance of a solar cabinet dryer equipped with the collector. In [12], the use of
physics-informed neural networks is proposed for optimizing solar collector design. There
are models which also include the length and other physical properties of pipes, too.
The physically based model in [13] is a system of differential equations enabling the
calculation of the inlet temperature, and Ref. [14] contains a grey-box model describing
the temperature of pipes conveying liquid. There are also models describing other system
elements like solar storages and heat exchangers. The study in [15] presents complete
analytical models for fully mixed and stratified seasonal solar storage tanks. In [16],
a model was used to determine optimal flow control in a solar collector system with
fully mixed storage tanks. In [17], a black-box type model for solar storage tanks is
presented. The model is based on multiple linear regression. Practical examples are
provided for different solar storage modelling strategies in [18]. In [19], a one-dimensional
model is proposed for stratified storage tanks. The model considers buoyancy and mixing
effects. A dynamic, transient simulation model is presented in [20] for solar heating
and cooling systems including several storage tanks. Several one-dimensional models
for stratified solar storage tanks are compared in [21] and performance studies of such
models can be found in [22]. In [23], a multi-node dynamic model for stratified storage
tanks is developed and analyzed. A heat transfer model for crossflow heat exchangers
is presented in [24] and thermal hydraulic models can be found in [25]. In [26], three-
dimensional modelling of compact heat exchangers is presented. Mathematical models for
heat exchangers considering heat gain and loss to the environment are proposed in [27].
In [28], second-order concentrated parameter models based on the logarithmic mean
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temperature difference approach are discussed. The results showed that these models can
describe the dynamics of heat exchangers reliably.

There are also solar collector models in the literature. In [29], several mathematical
models describing the dynamic behaviour of different flat-plate collectors without glazing
can be found. The most complex of these is the physically based model marked D2. By
validating the D2 model with measurement data, it was proven that it can be well used
for modelling the temperature distribution of the solar collector even in cases where the
change in volumetric flow rate is significant.

In [30], a device used for domestic hot water production and heating was investigated,
in which a solar collector was combined with a mirror. A physically based mathematical
model was made for evacuated tube collectors, which can be used to estimate the total
solar irradiance reaching the collector. The isotropic diffuse sky model, with certain
simplifications, was also used. The model was validated with data from a meteorological
database for one year. The modelled results followed the measured values well. The
validated model made it possible to run the simulations that were used to determine the
optimal angle of inclination of the solar collector and the mirror. By this, it was possible
to alleviate the two typical problems of solar collectors, which are the reduced energy
production in the heating season and the overheating occurring in the summer season. The
optimal angle of the mirror and the collector, which differs in the two seasons, enables the
maximization of energy production during the heating season, and the maximum possible
energy production in the summer season without overheating.

In [31], a physically based mathematical model for an evacuated tube collector is made.
Using the model, it is possible to predict the thermal efficiency of the collector and the
temperature of the exiting water through simulation.

The Hottel–Whillier–Bliss physically based mathematical model [32,33], specially
created for flat collectors, can be used to describe the temperature distribution of the
working medium along the length of the collector as a function of time and place.

Among black-box models, the so-called neural network models can be found. During
the design of these models, probabilistic and statistical methods are used, even though
their primary functionality is typically driven by optimization techniques. The goal in [34]
was to create a neural network that can be used to describe the thermal behaviour of a
flat-plate collector. Knowing the intensity of solar radiation, the ambient temperature
and the temperature of the heat transfer medium entering the collector, with a constant
mass flow rate, the temperature of the exiting working medium can be predicted with the
model. The neural network was created using measured data and calculated data using
the validated Hottel–Whillier–Bliss model. The latter were necessary because training
the model requires a lot of data in order to operate with sufficient accuracy in different
operating conditions, but the measurement possibilities were limited. The Levenberg–
Marquardt algorithm [35,36] was also used. The model proved to be suitable for learning
the thermal behaviour of the investigated solar collectors. The temperatures measured and
calculated with the Hottel–Whillier–Bliss model were very close to the values calculated
with the neural network model.

In [37], a physically based mathematical model that can be used to describe the
behaviour of a solar collector is created. The model describes the temperature of the
working medium leaving the collector as a function of the variables and parameters. The
model is based on the energy balance of the collector, which is why it is also called the
energy balance model.

In [38], a black-box model based on multiple linear regression for solar collectors
is described. The inputs of the model are the corresponding values of solar irradiance,
ambient temperature and temperature of the entering and exiting working medium. The
appropriate temperature of the exiting working medium can be calculated as an output.
The model takes the volumetric flow rate of the collector circuit pump to be zero or constant
corresponding to the on–off control, which is one of the most common controlling methods.
The effect of the inputs on the output is not immediate (due to the finite propagation speed

75



Eng 2024, 5

of effect), which is taken into account with a time delay. The identified and validated model
was compared to the energy balance model, and it was able to predict the temperature of
the exiting working medium more accurately. The importance of the model, in addition
to the appropriate accuracy (average accuracy better than 5%), is its simplicity. It has few
calculation demands and can be used for any type of collector.

The goal of this research is to examine the applicability of the Hottel–Whillier–Bliss
(hereinafter HWB) model, originally created for flat-plate collectors, to evacuated tube
collectors. Although the HWB model was extended to different types of collectors [39,40],
it has never been examined before with evacuated tube collectors.

The contribution of the present paper is as follows:

1. An experimental evacuated tube solar collector system is assembled. Different vari-
ables of the system are measured.

2. Application of the Hottel–Whillier–Bliss and the energy balance model for the ex-
amined collector, identification and validation of the two models, and performing
simulations with the validated models.

3. It is proven with measurement and simulation data that the Hottel–Whillier–Bliss
model, originally created for flat-plate solar collectors, works excellently for evacuated
tube solar collectors as well.

4. The applicability of the energy balance model for evacuated tube collectors is further
confirmed with measurement and simulation data.

2. Materials and Methods

During the research, the HWB model is applied to an evacuated tube solar collector,
and then the model is identified and validated with the help of measurements made on the
collector. The accuracy and applicability of the model can be determined by comparing
the modelled results with the measured values. The research also includes the application,
identification and validation of the energy balance (hereafter EE) model for the investigated
solar collector, which is suitable for both flat-plate and evacuated tube collectors, and then
the comparison of the results obtained with the EE model with the results of the HWB
model. All this makes it possible to draw further conclusions regarding the applicability of
the HWB model to evacuated tube solar collectors.

2.1. Description of the Measurement System

The tested solar collector is an evacuated tube collector (Figure 1), the surface of which
is 2.2 m2. It is oriented to the south; its inclination angle is 40◦. The volume of the working
medium of the collector (including the connecting pipes) is 16 litres. The working medium
is water, its density is 1000 kg/m3 and its specific heat is 4200 J/kgK. The volumetric flow
rate of the pump is a constant 100 litres/hour. The equipment is located on the Szent István
Campus of the Hungarian University of Agriculture and Life Sciences in Gödöllő, Hungary.

 

Figure 1. The examined solar collector.
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2.2. Measurements

A total of three temperature values were measured using type K thermocouples,
which have an average measurement uncertainty of 1 ◦C. These are the temperature of the
working medium entering the collector, the temperature of the working medium leaving
the collector and the temperature of the solar collector’s environment. The flow rate
was measured using a Kobold Unirota URM-33 33H G5 0 type rotameter (Nyíregyháza,
Hungary). The uncertainty of the instrument is 0.1 litres/min. A Theodor Friedrichs
6003.3000 BG global irradiance meter (Elmshorn, Germany) placed in the plane of the
collector was used to measure solar irradiance (measurement uncertainty 30 W/m2). The
frequency of measurements was 30 s. The sensors were connected to an Almemo 2590 data
logger manufactured by Ahlborn (Ilmenau, Germany), which was connected to a laptop via
a data cable to read the measured data. The data were read out on the computer using the
Ahlborn AMR Win Control V5 software. The measurement data stored in the program’s
memory can be saved in a text document.

2.3. Mathematical Modelling

The modelling and simulation tasks were performed using Matlab and Simulink
(https://www.mathworks.com/products/simulink.html, accessed on 16 December 2024).
The HWB model, if we are only interested in the temperature of the medium leaving the
collector, takes the following form, depending only on time:

Tc,out(t) = Tc,e(t) +
I(t)
kae

+

[
Tc,in(t)− Tc,e(t)− I(t)

kae

]
·e−kwe ·Ac

c· .
m , (1)

where the ambient temperature of the collector is Tc,e [K], the collector inlet water tem-
perature is Tc,in [K], the collector outlet water temperature is Tc,out [K], the global solar
irradiance in the plane of the collector is I [W/m2], the mass flow rate in the collector circuit
is

.
m [kg/s], the specific heat capacity of water is c [J/kgK], the surface of the collector

is Ac [m2], the heat transfer coefficient between the absorber and the environment is kae
[W/m2K], the heat transfer coefficient between the water and the environment is kwe
[W/m2K] and time is denoted by t [s]. The HWB model constructed in Simulink can be
seen in Figure 2.

Figure 2. The HWB model in Simulink.

The EE model, written for the derivative of the outlet water temperature of the
evacuated tube collector, is as follows:

dTc,out

dt
=

Acηo
ρ·c·Vc

I − UAc

ρ·c·Vc
(Tc,av − Tc,e) +

.
vc

Vc
(Tc,in − Tc,out), (2)
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where the average collector temperature is Tc,av [K] (arithmetic mean of Tc,in and Tc,out),
the volumetric flow rate in the collector circuit is

.
v [m3/s], the optical efficiency is ηo [-],

the overall heat loss coefficient is U [W/m2K], the volume of the collector is Vc [m3], the
density of water is ρ and the specific heat capacity of water is c [J/kgK]. Figure 3 shows the
model realized in Simulink. Since the solution for the differential equation of the EE model
is similar to Equation (1), it is expected that the HWB model should work quite well for
evacuated tube collectors, too. The solution for Equation (2) is as follows:

Tc,out(t) =
(

Tc,out,0 − (2ρc
.
vc−UAc)Tc,in+2Ac(UTc,e+ηoI)

2ρc
.
vc+UAc

)
e
−(2·ρ·c· .

vc+UAc)t
2·ρ·c·Vc +

(2ρc
.
vc−UAc)Tc,in+2Ac(UTc,e+ηoI)

2ρc
.
vc+UAc

,
(3)

where Tc,out,o is the initial value.

Figure 3. The EE model in Simulink.

The values of the terms in the equations are either known or determined by mea-
surement. However, the values of certain parameters are obtained using parameter iden-
tification. Both models were identified based on the data of the same two measurement
days (24 May and 11 June 2024). One day was cloudier, the other one was clear and sunny
(Figure 4). In the case of the HWB model, the two parameters determined by identification
are the heat transfer coefficient between the absorber and the environment and the coef-
ficient between the working medium and the environment. For the EE model, these are
the optical efficiency and the overall heat loss coefficient. For the identification, we need
an objective function. During the measurements, the collector outlet temperature was also
measured, so the modelled values can be compared with them. Since the measured values
are discrete, the objective function is also used in a discrete form. The value of the objective
function is the absolute error calculated from the difference between the measured and
modelled temperatures, summed up in all measurement points. This value depends on the
two parameters, so the parameter values of the investigated collector can be determined by
minimum search; thus, the model can be made more precise. The objective function J can
be written in the following form:

J[p1, p2] = ∑n
i=1|Tc,out,meas − Tc,out|, (4)

where p1 and p2 are the two parameters and n is the number of measurement points.
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Figure 4. Global irradiance on the days used during the identification.

The validation of the models was carried out using the obtained parameter values
and the data of a total of nine days at the end of May and June, which were not used
for identification. Figure 5 shows the global solar irradiance for these measurement days.
The results were evaluated with the average absolute error and the average absolute error
divided by the difference between the largest and smallest measured outlet temperatures,
i.e., the average relative error.

Figure 5. Global irradiance on the days used during the validation.

3. Results

3.1. Identification

The values of heat transfer coefficients after the identification of the HWB model are
kae = −7.14 [W/m2K] and kwe = −1.96 [W/m2K]. These values are negative despite the
fact that they should be positive according to the physical content of the model. However,
when the model is run for the days of identification, it works excellently with the obtained
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negative parameter values. This can be seen in Figure 6, and the average absolute error of
0.58 ◦C and the average relative error of 1% also confirms this.

 
Figure 6. Measured and modelled collector outlet temperatures for the days of identification
(HWB model).

The value of the optical efficiency after the identification of the EE model is ηo = 0.68
[-], and the overall heat transfer coefficient is U = 1.54 [W/m2K]. The model works
excellently with the obtained parameter values when it is run for the days of identification
(Figure 7). The average absolute error is 0.41 ◦C and the average relative error is 0.7%.

 

Figure 7. Measured and modelled collector outlet temperatures for the days of identification
(EE model).
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3.2. Validation

Despite the negative parameter values, the HWB model works with high accuracy
even with the independent data, so the validation was successful. Figure 8 shows the
measured and modelled collector outlet temperatures. The average absolute error is 0.8 ◦C
and the average relative error is 1%.

Figure 8. Measured and modelled collector outlet temperatures for the days of validation
(HWB model).

The EE model also works with high accuracy with the independent data, so the
validation proved to be successful in this case as well. The measured and modelled outlet
temperatures are shown in Figure 9. The average absolute error is 0.87 ◦C, and the average
relative error is 1.1%.

Figure 9. Measured and modelled collector outlet temperatures for the days of validation (EE model).
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4. Conclusions

The aim of this research was to investigate the applicability of the HWB model, created
for flat collectors, to evacuated tube solar collectors. During this research, the model was
applied on an evacuated tube collector, and then the model was identified and validated
with the help of measurements made on the collector. This research also included the
application, identification and validation of the EE model for the tested solar collector. This
model is applicable to both flat-plate and evacuated tube collectors. Then, a comparison of
the results obtained with the two different models was made. The accuracy and applicability
of the model can be determined by comparing the modelled results with the measured
values. The identification of the HWB model resulted in negative heat transfer coefficients,
even though they should be positive according to the model’s physical content. The
reason for this is most likely the operating principle of the evacuated tube solar collector,
which is different from the one of flat-plate collectors. Evacuated tube collectors involve
more complex heat transfer processes, including boiling and condensation, which are not
adequately captured by the simpler HWB model designed for flat-plate collectors. The
geometry of evacuated tube collectors, such as the presence of absorber fins and the vacuum
between the absorber and the glass tube, affects the heat transfer differently compared
to flat-plate collectors. These structural differences are not accounted for in the HWB
model. The mentioned discrepancies can lead to negative parameters when the model is
applied to evacuated tube collectors. By extending the HWB model (which was originally
created for flat-plate collectors) to evacuated tube collectors, these parameters, instead of
being the usual heat transfer coefficients, serve as their generalization and thus lose their
precise physical meaning. This explains why the model works with high accuracy during
validation with the obtained negative parameter values. Based on the results, the HWB
model can also be used excellently in the case of evacuated tube collectors for predicting the
outlet temperature of the solar collector’s working medium. Based on the validation, the
average absolute error was 0.8 ◦C, and the average relative error was 1%. The same values
for the EE model were 0.87 ◦C and 1.1%, so the accuracy of the HWB model created for flat
collectors was very similar, and even slightly higher. During the research, the applicability
of the EE model to evacuated tube collectors was further proven.
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On the Game-Based Approach to Optimal Design

Vladimir Kobelev

Faculty IV, School of Science and Technology, University of Siegen, Paul-Bonatz-Str. 9–11,
D-57076 Siegen, Germany; vladimir.kobelev@uni-siegen.de

Abstract: A game problem of structural design is defined as a problem of playing against external
circumstances. There are two classes of players, namely the “ordinal” and “cardinal” players. The
ordinal players, designated as the “operator” and “nature”, endeavor to, respectively, minimize or
maximize the payoff function, operating within the constraints of limited resources. The fundamental
premise of this study is that the action of player “nature” is a priori unknown. Statistical decision
theory addresses decision-making scenarios where these probabilities, whether or not they are known,
must be considered. The solution to the substratum game is expressed as a value of the game “against
nature”. The structural optimization extension of the game considers the value of the game “against
nature” as the function of certain parameters. Thus, the value of the game is contingent upon the
design parameters. The cardinal players, “designers”, choose the design parameters. There are
two formulations of optimization. For the single cardinal player, the pursuit of the maximum and
minimum values of the game reduces the problem of optimal design. In the second formulation,
there are multiple cardinal players with conflicting objectives. Accordingly, the superstratum game
emerges, which addresses the interests of the superstratum players. Finally, the optimal design
problems for games with closed forms are presented. The game formulations could be applied for
optimal design with uncertain loading, considering “nature” as the source of uncertainty.

Keywords: structural optimization; game theory; design under uncertainty

1. Introduction

1.1. The overarching objective of optimal structural design theory is to identify a
structure that optimizes a specific mechanical characteristic while adhering to the prescribed
constraints. In the classical optimal design problem, there is a single decision-maker,
or “designer”, who must consider the shapes, sizes, material properties, and mutual
positions of the structural members. These parameters are referred to as design parameters.
Additionally, the conditions of exploitation and external actions on the structure must
be defined.

The scalar and vector problems are commonly studied in structural optimization. The
goal of scalar design optimization is to select the values of the design variables, given vari-
ous constraints, so that a single objective function reaches an extreme value. A characteristic
feature of such multi-criteria optimization problems is the occurrence of objective conflict,
i.e., none of the feasible solutions allows for the simultaneous minimization of all objectives
or the individual solutions of each individual objective function differ. Consequently,
multiobjective optimization deals with all kinds of conflicting problems, (Section 1.2 in [1]).
In the current context, the scalar optimization formulation is represented by an antagonistic
game formulation. Analogously, the vector optimization formulation corresponds to the
bi-matrix game. Each of the two players has its own payoff matrix. These concepts will be
discussed in detail later.

1.2. Game theory is a framework for understanding situations of conflict and coop-
eration between rational decision-makers. It builds on the ideas of mainstream decision
theory and economics, which say that people act rationally when they choose actions that
maximize their payoff, given the constraints they face. The field of game theory is primarily
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concerned with the logical foundations of decision-making processes in situations where
the outcome is contingent upon the actions of two or more autonomous agents. A crucial
aspect of such scenarios is that each decision-maker possesses only partial control over
the resulting outcomes. The phrase “the theory of interdependent decision-making” more
accurately encapsulates the core tenets of the theory. Game theory pertains to situations
wherein the options at the disposal of each decision-maker and their potential consequences
are clearly delineated, and each decision-maker exhibits consistent preferences regarding
the prospective outcomes. The primary objective of game theory is to identify solutions
to games. Matrix games are two-person games with finite strategy sets. A matrix game
with the matrix A =

{
aij } of size m × n is a zero-sum game with two players. In classical

game theory, the coefficients of the payoff matrix are the given fixed values. The first player
has m strategies. This player is referred to as “nature” in the current context. The opposite
player has n strategies. In this context, the second player is called “operator”. The payoff
function of the first player is defined by ai,j. The payoff function of the second player is
defined by −ai,j. The first player selects a row i of the matrix and wants to maximize ai,j,
while the opponent second player selects a column j of the matrix and wants to minimize
ai,j. A matrix game is a zero-sum game, which means that, when the strategies of row and
column players are fixed, the sum of the payoffs for the two players is zero.

The most important theorem in matrix games is Neumann’s minimax theorem [2].
Neumann’s theorem was proved using Brouwer’s fixed point theorem. Another proof from
1944 was based on dual linear programming [3]. A solution is defined as a set of criteria
that delineates the decision to be made and the subsequent outcome that will be reached if
the decision-makers adhere to the established rationality criteria. One potential approach
to structural optimal design can be formulated as follows. External actions are suboptimal
in that they result in the greatest stress intensity, maximal deflection, or highest level of
fracture. In game theory, the term “payoff function” is typically used in place of the “aim
function”, which is the goal of the optimal design problem. Game theory is concerned with
analyzing the conflict situations in which the participants are conscious and rational beings
trying to achieve a certain goal. However, in many cases, one of the participants cannot
be considered a conscious individual with preferences and goals. Consequently, the other
players cannot assume that this participant will behave rationally.

1.3. The application of game theory to optimal design is a long-standing field of
study. It has been demonstrated [4] that the role of the payoff function in ensuring integral
compliance can be expressed in terms of the minimal eigenvalue of the inverse operator of
the system (continual case) or the response matrix (discrete case). This is a fundamental
characteristic of the game, and it is, therefore, referred to as the upper game value. A
game-theoretic approach to robust topological optimization with uncertain loading is
illustrated using three different games for the design of both two-dimensional and three-
dimensional structures.

1.4. For optimization purposes, the payoff matrix is modified by the player “designer”
acting according to the “cardinal” strategy. The alteration is made in favor of the player
who receives the winnings. Once the “substratum” game has commenced, it is no longer
possible to modify the payout matrix. The degrees of freedom of the “cardinal” players
are known under the same names as those used in classical structural optimization. The
degrees of freedom of the “cardinal” players are identified as “control functions” or “design
parameters”. In the event that there is only one “cardinal” player, no conflict of interest
arises. In the event that there are multiple “cardinal” players with disparate interests, a
situation of conflict may arise. The aforementioned conflict gives rise to the “superstratum”
game on the upper level. This scenario is typical in the field of engineering. For example, the
objective of the system designer is to achieve the optimal performance of the system. The
production designer seeks to implement the system in the most effective and cost-efficient
manner. The operating ecology manager aims to ensure the lowest emission level during
the system’s operational phase. The production ecology manager recognizes the necessity
of reducing emissions during the manufacturing stage. Ultimately, the customer strives to
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minimize the system’s overall cost and operational expenses. However, these objectives are
not always aligned, leading to potential conflicts among the “cardinal players”.

1.5. The term “stratified game” can be more easily defined by reference to the concept
of matrix games. The typical game formulations utilize a fixed game matrix. The objective
of the game is to identify the optimal strategies for the players, given the predefined and
unchanging game matrix. In light of the aforementioned statements, the term “stratified
game” is defined as a game formulation with a controllable value. In a stratified game, the
elements of the matrix are predefined functions of the design parameters. Accordingly,
the value of the game is a function of the design parameters. The value of the game is the
result of the lower-level (substratum) game task for each fixed set of design parameters.
The determination of the maximum value of the game value as a function of the design
parameters is the upper-level (superstratum) task. For an upper-level task, the methods of
optimization or control theories are applied. The occurrence of these two levels leads to the
term “stratified game”.

The mentioned line of reasoning can be applied to diverse optimization problems that
involve multiple levels of decision-making. To illustrate, lawmakers can be considered
the “superstratum” of a social game. The actions of the superstratum players shape the
governing equations of the game, such as those related to taxation or ecological laws.
Meanwhile, the players in the “substratum” adhere to the legislation that defines their
objectives and the associated modus vivendi.

1.6. There is a fundamental difference between the concepts of game theory in social
sciences and operations theory on the one hand, and in engineering and natural sciences on
the other. The difference lies in the understanding of the resource limits of the game players.
It is possible to examine the issue of resource constraints from the perspective of functional
analysis. In functional analysis and related areas of mathematics, a sequence space is a
vector space whose elements are infinite sequences of real or complex numbers. Lp-norm is
a norm on the space of p-integrable functions [5]. These are special cases of Lp spaces for
the counting measure on the set of natural numbers. The most important sequence spaces
in the analysis are the lp spaces, which consist of sequences summable to the p-th power
with the p-norm. lp-norm denotes the norm in the space of p-summable sequences.

The total resources in social sciences and operations theory are the linear sum of
the partial resources of each player. For example, the bank account represents the total
amount of money of the player. Each element of the sequence is the transaction to or from
the account. That is, the actual state of the account is the linear sum of sequences. Each
operation is the linear addition of some amount of money. The power p in the sequences
that arise in the usual game theory of social sciences is one. The summation of probabilities
in the decision-making theory is linear per definition as well. The corresponding game
theory with linearly summed resources (i.e., p = 1) is fully established in well-known
works [2,3] and does not require revision or extension.

The application of game-theoretic methods to problems of a physical nature presents
a different situation. The total resources in engineering and science are the quadratic
sum of the partial resources of each player (i.e., p = 2). The Euclidean norm, standard
norm, or 2-norm is a vector norm commonly used in science and engineering. In two-
and three-dimensional Euclidean space, the Euclidean norm corresponds to the visual
length or magnitude of a vector and can be calculated using the Pythagorean theorem.
More generally, the Euclidean norm is also defined for real and complex vector spaces of
arbitrary finite dimension and is then the norm derived from the standard scalar product.
For example, the total energy of vibration is composed of a sequence of vibrational modes.
From the viewpoint of the sequence space concept, each element of the sequence is the
energy of a vibrational mode. The total energy is the quadratic sum of the partial energies
of each mode. That is, the total energetic resource is the quadratic sum of sequences. The
power p in the sequences arising in the common game theory for engineering and science is
two. The possible applications of quadratic sequences to the quadratic estimation of energy
are numerous. The Poynting vector represents the directional energy flux (the energy
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transfer per unit area, per unit time) or power flux of an electromagnetic field. The intensity
of an electromagnetic wave is the average of the squares of the sinusoidal functions for
each mode. The quadratic summation of sequences is widely used in the natural sciences
and is used to evaluate the energy of seismic waves and the energy of wind and ocean
currents and to calculate the elastic deformation energy of external excitations. In light
of the application of game theory in engineering, it is necessary to revisit the concept of
resource limitation, which should be revised from a linear summation to a quadratic one.

1.7. In summary, the tasks of the study and the central ideas for their solution are
the following.

• The fundamental premise of this study is that the probability distribution governing
nature’s “choice” of states remains unknown. Statistical decision theory addresses
decision-making scenarios where these probabilities, whether objective or subjective,
are pertinent factors;

• In classical structural optimization, the “cardinal” players are responsible for assum-
ing the role of “design parameters” or “control functions”. If the number of design
freedoms is finite, one speaks about “design parameters”. For the continuous design
freedom, the “control functions” are involved according to Pontryagin’s maximum
principle [6]. In an actual context, the “cardinal” players modify the governing equa-
tions and payoff functions in the game formulations [1]. In structural optimization, the
“cardinal” players are responsible for determining the coefficients of the governing
equations. In essence, their function is to establish the rules of engagement, which
may result in conflict between certain players. In the context of the stratified game
approach, the “cardinal” players form the “superstratum”, or the upper level of the
game. The “cardinal payers” are designated as “designers” due to their capacity to
alter, for instance, the coefficients of matrices in matrix games with the objective of
attaining a superior value for the game;

• Furthermore, other participants act in accordance with the governing equations, which
are determined by the “cardinal” players. In the context of the stratified game ap-
proach, the “ordinal” players represent the “substratum”. “Ordinal” players are
permitted to make decisions within their respective stratum, but they are unable to
impact the governing equations. The “ordinal” payers could be referred to as “nature”
or “operators”. Certain “ordinal” participants represent the external forces. These
external factors are typically referred to as “nature”. For the sake of clarity, it may be
more appropriate to refer to nature’s strategies as “states” rather than strategies. Such
games are, therefore, classified as “games against nature”. The remaining “ordinal”
participants aim to offset the impact of “nature” in order to mitigate potential risks or
to achieve the most favorable outcome [4]. For the sake of clarity, these participants
will henceforth be referred to as “operators” and “nature”. In the case of an antag-
onistic matrix game, the payout matrix is only relevant for “operators”. The role of
“cardinal players” is inherited from the common optimization formulations;

• The conflict between the two “ordinal” players, namely “nature” and “operators”,
is studied for the linearly summed resources using the common principles of game
theory. This case is typical for interdependent decision-making in operational research
and social games;

• The application of game formulations for problems of engineering and natural sciences
assumes the quadratically summed resources of the ordinal players. The solutions of
matrix and bi-matrix games with quadratically summed resources are essential for the
application of a game-theoretical approach to engineering and physical tasks.

1.8. The following summarizes the results of the current study.

• In the matrix game, there is a single payoff matrix. From the perspective of opti-
mization theory, there is a single objective function. In consequence, the optimization
problem is of a scalar nature. This value represents the goal function of the matrix
game. At the low-level (substratum level), the win of “nature” is the loss of the “opera-
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tor” This game is antagonistic, with a single goal function. The theory of quadratically
constrained matrix and bi-matrix games is presented in Sections 2 and 3;

• The solution of the stratified matrix game is presented in Section 2. In a bi-matrix game,
payoff matrices are employed. From the perspective of optimization theory, there are
two distinct goal functions. The optimization problem is of a vector type. These goal
functions are derived from the solution of a bi-matrix game. The equilibrium between
the interests of “nature” and “operator” results in a solution to the game at the lower
level. The designer determines the optimal value for the goal function in accordance
with the methods of vector optimization. The solution of the stratified bi-matrix game
is presented in Section 3;

• In Section 4, the results of the aforementioned sections are generalized for self-adjoint
positive definite differential operators. The optimization of elastic energy was selected
as an example of an optimization task with a closed form of solution. The action of
“Nature” is the external load. The load that results in the greatest structural response
among all permissible loads and represents the strategy of “nature” in low-level tasks.
The upper value of the game could be determined in all cases. The third player, the
“designer”, acts on the upper level. The “Designer” determines the optimal value for
the aforementioned goal function, manipulating the “design variables”. The designer
optimizes the upper value, creating a stiffer structural element for the most dangerous
action of “nature”. The corresponding examples are given in Sections 4–7;

• For a special type of game with stored energy, the value of the game is shown to
be equal to the eigenvalue of the structural matrix. The optimal strategies of the
“operator” and “nature” are uniquely determined. In the simplest formulation, the
resources of the “operator” are limited to zero. In this case, there is no opposite
reaction to all possible actions of “nature” on the lower level. In this case, the role of
the opposite player takes the cardinal player, the “designer”. The “designer” modifies
the coefficients of the payoff matrix, while “nature” alters both the left and right
vectors of the payoff function;

• The application of the aforementioned considerations to structural optimization prob-
lems will be discussed in the following sections. Sections 5 and 6 demonstrate the
applications of the developed technique for structural optimization problems with
continuous control functions. In Section 5, the beam is subjected to arbitrary bend-
ing efforts, and the designer determines the optimal beam shape for resisting these
forces. In Section 6, the rod is subjected to arbitrary twist moments, and the designer
determines the optimal design of the twisted bar, ensuring the greatest stiffness;

• Section 7 presents a mathematical analysis of the solutions presented in Sections 5
and 6, employing the tools of inequalities theory to elucidate the underlying mathe-
matical principles of the PARETO and NASH fronts.

2. Antagonistic Matrix Stratified Games

2.1. This section contains basic information from the theory of finite antagonistic
(matrix) games. The existence theorem of the equilibrium situation in the class of mixed
strategies, the properties of optimal mixed strategies, and methods for solving matrix
games are well-established areas of research.

The study of game theory commences with the most basic static model, namely a
matrix game in which two players engage, the set of strategies available to each player is
finite, and the gain of one player is equal to the loss of the other:

ΓK[a] = (X, Y, K[a]), (1)

where X and Y are nonempty sets, and the function K[a] : X × Y → R1 is called an
antagonistic stratified game in normal form. The elements x ∈ X and y ∈ Y are called
the strategies of ordinal players 1 and 2, respectively, in the game ΓK[a]. The elements of
the Cartesian product X × Y (i.e., the pair of strategies (x, y) where x ∈ X and y ∈ Y)
are situations, and the function K[a] is the win function of player 1. The payoff of player 2
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in situation (x, y) is assumed to be equal to [−K[a](x, y)]. Therefore, the function K[a] is
also called the win function of game ΓK[a] itself, and game ΓK[a] is called a zero-sum game.

Thus, using the accepted terminology to define game ΓK[a], it is necessary to define
the sets of strategies X, Y of ordinal players 1 and 2 and also the winning function K[a],
defined on the set of all situations X × Y.

The stratified game ΓK[a] is interpreted as follows. Ordinal players simultaneously and
independently choose strategies x ∈ X, y ∈ Y. In the substratum game, ordinal player 1
then receives a payoff equal to K[a](x, y), and ordinal player 2 receives (−K[a](x, y)). The
elements a ∈ A are called the strategies of cardinal players in the stratified game ΓK[a].

In a stratified game, the elements a ∈ A are referred to as the strategies of cardinal
players. The superstratum game pertains to the strategies for cardinal players a that ensure
the maximal and minimal values of the substratum payoff function. When there is only one
cardinal player, the superstratum game reduces to the optimization problem. In contrast,
when there are two or more cardinal players, their interests may be in opposition, resulting
in what is known as an antagonistic game. The total payoff for both ordinal players on
the lower level is zero. The goal function on the upper level is the payoff of the oppositely
acting ordinal players, e.g., the “nature” and “operator”. This objective function is modified
by the “designer” at the upper level.

2.2. The following definition is proposed: antagonistic games in which both ordinal
players possess finite strategy sets are designated as substratum matrix games.

In the matrix game, ordinal player 1 is assumed to have only m strategies. The set of
strategies available to the first ordinal player, X, must be ordered [7,8]. That is, a one-to-one
correspondence must be established between X and M = {1, 2, . . . , m}. The same process
must be repeated for the second ordinal player, with N = {1, 2, . . . , n} and Y. The sets M
and N are then ordered in a one-to-one correspondence with X and Y, respectively, where
M and N are finite sets of the cardinalities m and n, respectively.

The substratum matrix game Γ is thus completely defined by the matrix A = A[a],
where A is defined as follows:

A =
{

aij
}

, (2)

where:
aij = K

(
xi, yj

)(
xi, yj

) ∈ X × Y, (i, j) ∈ M × N,
i ∈ M, j ∈ N.

This is the rationale behind the name of the game, which is derived from the afore-
mentioned matrix. In this instance, the game Γ is realized as follows. Player 1 selects a row,
i ∈ M, and player 2 (simultaneously with player 1 and independently of him) chooses a
column, j ∈ N. Ordinal player 1 then receives a payoff, aij, and ordinal player 2 receives
−aij. In the event that the payoff is a negative number, it constitutes an actual loss for the
ordinal player.

We denote the substratum game Γ with win matrix A[a] by ΓA[a] and refer to it as an
(m × n)− game, in accordance with the dimensions of matrix A[a] with the fixed values of
strategies for cardinal players a.

2.3. The question of the optimal behavior of players in an antagonistic game is
worthy of consideration. It is reasonable to conclude that a situation (x∗, y∗) in the game
ΓK[a] = (X, Y, K[a]) is optimal if deviating from it is not favorable for any of the players.
Such a situation (x∗, y∗) is referred to as an equilibrium, and the optimality principle based
on the construction of an equilibrium situation is known as the equilibrium principle.

For an equilibrium situation to exist in substratum game ΓK[a] = (X, Y, K[a]), it is
necessary and sufficient that there exist a minimax and a maximin:

min
y

sup
x

K[a](x, y), max
x

inf
y

K[a](x, y),

and the equality is satisfied:
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v∗[a] = min
y

sup
x

K[a](x, y)= max
x

inf
y

K[a](x, y) = v∗∗[a]. (3)

Equation (3) establishes a connection between the equilibrium principle and the
minimax and maximin principles in an antagonistic game. Games in which equilibrium
situations exist are called well-defined games. Therefore, this theorem establishes a criterion
for a well-defined game and can be reformulated as follows. For a game to be well-defined,
it is necessary and sufficient that there exist min sup and max inf in Equation (3), and the
equality in minimax is satisfied.

If there exists an equilibrium situation, then the minimax is equal to the maximin.
According to the definition of the equilibrium situation, each player can communicate his
optimal (maximin) strategy to the opponent, and neither player can obtain an additional
benefit from it.

2.4. Now, suppose that there is no equilibrium situation in the substratum game ΓA[a].
Since a random variable is characterized by its distribution, we will further identify a mixed
strategy with a probability distribution on the set of pure strategies of ordinal players. Thus,
the mixed strategy x of ordinal player 1 in the substratum game is an m-dimensional vector,
which is constrained by the following equation:

x = (ξ1, . . . , ξm), ‖x‖p,m = 1. (4)

where the Lp norm in the real vector space Rq is defined as [5]:

‖x‖p,q
def
==

(
∑q

i=1 ξi
p
)1/p

. (5)

Similarly, the mixed strategy y of player 2 is an n-dimensional vector:

y = (η1, . . . , ηn), ‖y‖p,n = 1. (6)

The positive natural number p determines the class of the game. Note that the numbers
n and m must not equal.

2.5. If p = 1, the values ξi ≥ 0 and ηi ≥ 0 are the probabilities of choosing pure
strategies i ∈ M and j ∈ N, respectively, when ordinal players use mixed strategies
x and y. Let us denote by X and Y the sets of mixed strategies of the first and second
players, respectively. It is easy to see that the set of mixed strategies of each player is a
compact in the corresponding finite-dimensional Euclidean space (a closed, bounded set).
A mixed set represents an extension of the pure strategy space available to the player. An
arbitrary matrix game is well-defined within the class of mixed random strategies. The
von Neumann theorem of matrix games states that in the case p = 1, every matrix game
has an equilibrium situation within the context of mixed strategies [7]. The cited literature
provides an overview of the methods used to evaluate game values. The setting p = 1 is
typical for the application of game theory fields of economics, political science, and the
social sciences. This setting reflects the fact that the mixed strategy for ordinal players is
simply a probability distribution over their pure strategies. The probability of any event
must be positive, and the total probability of all events must be one. Consequently, any
mixed strategy must adhere to the following conditions:

‖x‖1,m = 1, ‖y‖1,m = 1.

2.6. If p = 2, the values ξi and ηi are the Euclidian coordinates of vector strategies x, y
of the ordinal players. The Euclidean length of a vector x, y in the real vector spaces Rn and
Rm are given by their Euclidean norms:

‖x‖2,m ≡
(
∑m

i=1 ξi
2
) 1

2 , ‖y‖2,n ≡
(
∑n

i=1 ηi
2
)1/2

. (7)
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As illustrated in the aforementioned examples, this scenario is typical in the game
formulations of engineering and physical applications. In such applications, the module of
actions for the ordinal players is restricted. The modules of strategy vectors are less than or
equal to one:

‖x‖2,m ≤ 1, ‖y‖2,n ≤ 1. (8)

With definitions (4) and (5), the payoff function of the matrix game on the lower
substratum level reads:

I [x, y, a] =
1
2
〈A[a]x, y〉. (9)

The Lagrangian combines the payoff function (9) with the constraints (8), taken with
the non-negative multipliers λ,μ:

L[x, y, a] def
== I [x, y, a] + λ

(
‖x‖2,m − 1

)
+ μ

(
‖y‖2,n − 1

)
. (10)

For the payoff function (9) with the conditions (8), the equilibrium state
(
x*, y*

)
satisfies the equations:

∂L
∂x ≡ AT[a]y + λx = 0, ∂L

∂y ≡ A[a]x + μy = 0. (11)

The resolution of Equation (11) reads:

A[a]AT [a]y = λμy, AT [a]A[a]x = λμx. (12)

The left sides of Equation (12) contain two auxiliary matrices:

KA
def
== AT [a]A[a], KB

def
== A[a]AT [a].

The matrix KA is an m square Hermitian matrix. The matrix KB is an n square
Hermitian matrix. A real symmetric matrix is Hermitian. A Hermitian matrix is always
self-adjoint. It follows from (Theorem 2.8, Section 2.4 in [9]), that both matrices KA and KB
have the same nonzero eigenvalues, counting multiplicity. The matrices KA and KB are
positive-semidefinite (Theorem 7.3, Section 7.1 in [9]). The number of zero eigenvalues of
KA and KB is at least |m − n|. Let K1 be the matrix with the smallest dimensions of KA
and KB. In other words,

K1
def
==

{KA if m ≤ n,
KB if m > n.

Generally saying, the matrix K1 is positive-semidefinite. The eigenvalues of matrix
K1 are:

Li = eigenvalues(K2) ≥ 0,
i = 1, . . . , j,

j def
== min(m, n).

(13)

If m = n, then the matrices are equal KA = KB and have the same set of eigenvalues.
If K1 is positive definite, the number of its zero eigenvalues is exactly |m − n|. The

eigenvalues of the positive definite matrix KS are:

Li = eigenvalues(K1) > 0,
i = 1, . . . , j,

j def
== min(m, n).

From Equation (12), it follows that λiμi = Li. Finally,

λi= μi =
√
Li, i = 1, . . . , j. (14)

Consequently, every matrix quadratic game possesses the equilibrium situation within
the context of mixed strategies.
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2.7. In this section, the solution (14) to the substratum matrix game with constrained
actions (Equations (4), (6) and (8)) is identified. The objective of the superstratum task is to
determine the optimal solution for the “designer” by searching for the extremal value of
(14) through a manipulation of the design variables [10].

If the resources available to both players are identical, as illustrated in Equation (8),
the resulting total payoff is zero. In the event that player x possesses a greater quantity
of resources than player y, the possibilities available to them are subject to different con-
straints: ‖x‖2,m > ‖y‖2,n. In this case, the “designer”, who shares similar interests with the
“operator”, attempts to minimize the maximum potential damage. The maximal potential
damage is represented by the maximal eigenvalue Lj with a negative sign. Consequently,
the objective is to minimize the maximal eigenvalue, Lj[a].

In the case that player x holds fewer resources, than player y, we get the following
inequality: ‖x‖2,m < ‖y‖2,n. The designer will ensure that the payoff is guaranteed to
be certain outcome, regardless of the potential actions of the first player x, designated as
“nature”. The equilibrium point is identified as the minimal positive eigenvalue L1. In this
case the objective of “designer” is to maximize the minimal eigenvalue, L1[a]. This latter
scenario will be the focus of subsequent analysis.

3. Bi-Matrix Stratified Games

3.1. In game theory, a bi-matrix game is defined as a simultaneous game for two
players, each of whom has a finite set of possible actions. Such a game can be represented
by two matrices: matrix A, which outlines the payoffs for ordinal player 1, and matrix B,
which outlines the payoffs for ordinal player 2. The substratum bi-matrix game deals with
two m × n matrices, A[a] and B[a], whose elements depend parametrically upon the design
vector a of the cardinal players. For the fixed values of strategies for cardinal players a, the
wins of the first and second ordinal players are, correspondingly:

I1[x, y, a] = 1
2 〈A[a] x, y〉, I2[x, y, a] = 1

2 〈B[a] x, y〉. (15)

The mixed strategies of both ordinal players at the substratum level of the game are
vectors, which are constrained by the following equations:

x = (ξ1, . . . , ξm), ‖x‖p,m = 1,
y = (η1, . . . , ηn), ‖y‖p,n = 1.

(16)

3.2. It is well known that, for p = 1, the bi-matrix game has an equilibrium in
randomized strategy [7,8,11]. Thus, the linear case does not require further investigation.

3.3. In the vector case p = 2, the substratum bi-matrix game has an equilibrium
solution, which reduces to the generalized eigenvalue problem [12,13]. We study the
following bi-matrix game:

max
x

I1[x, y, a] subject to I2[x, y, a] ≥ 1 for all y. (17)

According to the generalized Rayleigh–Ritz quotient method [14], this optimization
problem can be restated as:

min
x

max
y

I1[x, y, a]
I2[x, y, a]

. (18)

The Lagrangian for (17) reads:

L[x, y, a] def
== I1[x, y, a] + λ

(
‖x‖2,m − 1

)
+ μ

(
‖y‖2,n − 1

)
+ Λ(I2[x, y, a]− 1), (19)

where λ, μ, Λ are the Lagrange multipliers. Equating the derivatives of L to zero gives:
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⎧⎪⎨⎪⎩
∂L
∂x ≡ CT[a]y + λx = 0,
∂L
∂y ≡ C[a]x + μy = 0,

C[a, ρ] = (1 − Λ)A[a] + ΛB[a].
(20)

The resolution of Equation (20) reads:{KCy − λμy = 0,
KDx − λμx = 0.

(21)

The symmetric semi-positive matrices in (21) are the following:{
KC[a, Λ]

def
== C CT ≡ (1 − Λ)2AAT + Λ·(1 − Λ)

(
ABT + BAT)+ Λ2BBT,

KD[a, Λ]
def
== CTC ≡ (1 − Λ)2ATA + Λ·(1 − Λ)

(
BTA + ATB

)
+ Λ2BTB.

For briefness, the auxiliary matrix K2 will be defined. This matrix represents the
matrix with the smallest dimensions of KC and KD. In other words,

K2[a, ρ]
def
==

{KC if m ≤ n,
KD if m > n.

The x, y are the eigenvectors, and the λ = μ are the non-zero eigenvalues of the
symmetric semi-positive matrix K2:

∼
Li

def
== eigenvalues(K2) ≥ 0,

0 ≤
∼
L1 ≤

∼
L2 ≤ . . . ≤

∼
Lj,

∼
Lmin

def
==

∼
L1,

∼
Lmax

def
==

∼
Lj,

i = 1, . . . , j, j def
== min(m, n).

(22)

The eigenvalues depend parametrically upon the strategies for cardinal players a and
the parameter Λ of Equation (20):

∼
Li =

∼
Li(a, Λ). (23)

The eigenvectors x, y are the functions of these parameters as well. The parameter Λ
plays the role of Lagrange multiplier. It parametrizes the front of the bi-matrix game. If the
second player fixes its payoff in Equation (17) to I2[x, y, a] = 1, the value of the Lagrange
multiplier Λ∗ follows from this constraint. If Equation (17) displays a maximization
problem, the eigenvector is the one with the largest eigenvalue of matrix K2:

∼
Lmax[a, Λ∗] = max

u

〈K2[a, Λ∗]u, u〉
〈u, u〉 .

Alternatively, if Equation (17) is a minimization problem, the eigenvector is the one
with the smallest eigenvalue:

∼
Lmin[a, Λ∗] = min

u

〈K2[a, Λ∗]u, u〉
〈u, u〉 .

The payoff of the first player satisfies the inequalities:⎧⎪⎪⎨⎪⎪⎩
λmin ≤ I2 ≤ λmax.

λmin[a, Λ∗] def
==

√∼
Lmin[a, Λ∗],

λmax[a, Λ∗] def
==

√∼
Lmax[a, Λ∗].

(24)

This solves the substratum bi-matrix game problem for the ordinal players on the
lower, substratum level in the vector case p = 2.
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Based on the substratum game value, the superstratum problem optimizes the eigen-
value in accordance with the goals of the cardinal players:

λ[a] →
a

extremum.

If there is only one cardinal player, namely a “designer”, finding the extremum in
the above equation is a common optimization task. In the actual context, there is only
one cardinal player involved, which reduces the extremum search to a common task of
mathematical programming.

In general, finding the extremum in the above equation can be a game optimization
task, depending on the number of cardinal players involved. If there is no conflict between
these players, finding the extremum is a standard optimization. Studying this is beyond
the scope of the current manuscript.

3.4. This section presents the solution (24) to the substratum bi-matrix game with
constrained actions (Equation (16)). The objective of the superstratum task is to identify
the optimal solution for the “designer” by searching for the extremal value of (24) through
variation of the design variables.

4. Optimization Games with One “Cardinal Player”

4.1. The results of Section 3 can be generalized for self-adjoint positive definite differ-
ential operators using the technique of control theory [15]. A comparable interpretation
will be made from the perspective of game theory, with regard to the optimization tasks
involving an infinite number of design parameters for each player. In lieu of the payoff
function, the payoff functional emerge. The system described by the equilibrium equations
is to be considered in the following form:

Ku = m. (25)

The self-adjoint positive definite operator K describes the state of the system. In
structural optimization, there are definite “ordinal players”. In the most basic formulation
of the self-adjoint operator of the continuous system, the actions of both ordinal “nature”
and “operator” match. In the matrix formulation, it was shown in Section 2, Equation (12).
The “designer” modifies the coefficients of the payoff matrix, while both ordinal players
simultaneously alter symmetrically both the left and right vectors of the payoff function. In
the self-adjoint formulation, the solution of the game problem for the continuous system
is essentially simplified. In Equation (25), u is the function of the state variables and m is
the function of the external loads of an ordinal player, “nature” or “operator”. All values
are determined in some domain Ω. In the one-dimensional case, the domain Ω could be
thought of as an open interval.

The vector of “nature” and “operator” actions should belong to the set of admissible
external loads m ∈ P,

∼
m ∈ P, which Lp-norm on the space of p-integrable functions [5] is

constrained. We consider the set of real measurable functions whose absolute value raised
to the p-th power has a constraint integral:

‖m‖p ≤ 1,
∥∥∥∼m∥∥∥

p
≤ 1. (26)

As discussed in Section 2, in addition to the “ordinal players” there is the “cardinal
player”. The “cardinal player” owns the “design variables” a. For example, the function
a describes the mechanical properties along the length of the element. In essence, this
function can be conceived of as a vector function. The coefficients of the operator depend
upon a:

K = K[a]. (27)
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As usual, certain isoperimetric conditions restrict the possible designs. For example,
the total volume of the element could be restricted:

V [a] ≤ V0. (28)

The payoff functional is the functional of the design and loads of both players:

I = I
[
m,

∼
m, a

]
. (29)

This functional characterizes the essential mechanical characteristic of the structure,
for example, compliance, period of vibration, maximal stress, etc. Putting it roughly, the
natural aim of the “operator”

∼
m is to minimize the functional I for all possible actions

of “nature”.
The upper and lower game values are defined as follows:⎧⎪⎨⎪⎩

P *[a] = min∼
m∈P

max
f∈P

I
[
m,

∼
m, a

]
,

P **[a] = max
m∈P

min∼
m∈P

I
[
m,

∼
m, a

]
.

(30)

The minimax theorem states that, in general,

P **[a] ≤ P *[a] (31)

If the upper value of the game is equal to the lower value, the common value of
minimaxes P * and P ** is called the value of the game:

G[a] = P **[a] = P *[a] (32)

4.2. The case p = 1 was considered in (Ch. 16, [8]). In classical game theory, the games
played over the unit square are considered as a generalization of the matrix games. The
payoff function in “game played over the unit square” is thus defined for the non-negative
functions. In this case, a single continuous variable was retained for each individual due to
the limitations imposed upon the strategies of each player:

0 ≤ a ≤ 1, ‖m‖1 ≤ 1,
∥∥∥∼m∥∥∥

1
≤ 1, m ≥ 0,

∼
m ≥ 0.

4.3. In the current contest of application of game theory to structural optimization
the value p = 2. The payoff functional will be the stored elastic energy of the structural
element [16]. This functional has the physical meaning of integral compliance. Thus, this is
the game with the payoff functional (29) with the scalar product:

〈m, u〉 def
==

∫
Ω

m(x)u(x)dx (33)

In Equation (33), the symbol 〈m, u〉 stays for the bilinear form, or scalar product, satisfying:

〈u, m〉 = 〈m, u〉, 〈m, m〉 > 0 for m �= 0. (34)

The solution to Equation (25) may be expressed in the following form:

u = L[a]m. (35)

In Equation (35), the operator

L[a] = K−1[a] (36)

is the symbolic inverse of the K[a] operator.
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As shown above, the restriction is assumed in quadratic form:

‖m‖2 ≡
∫

Ω
m(x)·m(x) dx ≤ 1. (37)

4.4. Following the substitution of (35) into Equation (33), the bi-linear payoff functional
is expressed as follows:

I =
〈
L[a]m,

∼
m
〉

. (38)

The objective is to reduce the stored energy (38), given the restricted resources (37).
The expression

G[a] def
==

〈
L[a]m,

∼
m
〉
= min∼

m∈P
max
m∈P

〈
L[a]m,

∼
m
〉

(39)

stays for the average elastic energy, which cause the stochastic actions of “nature” under
the stochastic compensating action of the “operator”, m = −∼

m. The determination of the
minimal value of the game G[a] is reduced to an ordinary optimization problem with the
unknown design function a. The optimization game with the stored elastic energy as the
payoff function could be referred to as a “compliance game”.

Using the variational property of eigenvalues [17], one can obtain the equivalent
expression:

G[a] = P

L[a]
.

In the above Equation, L[a] is the minimal eigenvalue of the operator K[a].
Correspondingly,L−1[a] is the maximal eigenvalue of the operator L[a]:⎧⎪⎪⎨⎪⎪⎩

L[a] = min
u

〈K[a]u,u〉
〈u,u〉 ≡ 〈K[a]u,u〉

〈u,u〉 ,

L−1[a] = min
m∈P

〈m,m〉
〈L[a]m,m〉 ≡

〈
m,

∼
m
〉

〈
L[a]∼m,

∼
m
〉 .

(40)

Formulas (40) manifest in the sense of equilibrium strategies m of “nature”. The
strategy of both concurrent players is given by the eigenvector of operator L[a], which
corresponds to its eigenvalue L−1[a]:

L[a]m =
1

L[a]
·m.

In the case, a single continuous variable was selected for each individual, given the
limitations imposed by the strategies of each player:

0 ≤ a ≤ 1, ‖m‖2 ≤ 1,
∥∥∥∼m∥∥∥

2
≤ 1.

The equilibrium loads represent in the saddle point of structural response among all
permissible loads. At least the upper value of the game could be determined in all cases.
The application of the aforementioned considerations to structural optimization problems
will be discussed in the following sections.

5. Game Formulation for the Beam Subjected to Arbitrary Bending Moments

5.1. Consider the beam of a certain cross-section. The beam, or rod, is placed hori-
zontally along the x axis. The beam is subjected to an external moment m(x) distributed
perpendicularly to a longitudinal axis of the element. The applied compensating moment
∼
m(x) is a priori unknown. When a transverse load is applied on it, the beam deforms, and
stresses develop inside it. According to the Euler–Bernoulli theory of slender beams, the
equation-describing beam deflection can be presented as:
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E J u′′ = m.

E is the Young’s modulus, J is the area moment of inertia of the cross-section, and m is
the internal bending moment in the beam. The quantity E J in the above equation stays
for the bending stiffness of the beam. The bending moment m is a two-times continuously
differentiable function on 0 ≤ x ≤ l. The area moment of inertia of the cross-section is
given by the relation:

J = C ak,

where k is the shape exponent and C = C(k) is the shape factor. The shape factor depends
on the cross-sectional shape. The admissible cross-sectional area of the rod is the scalar
function a = a(x). The function is two times continuously differentiable. The cross-
sectional area a plays the role of the strategy of “designer”. The shape exponent k takes the
values of one, two, and three [12]. In all of these cases, the game will be convex, and both
players have pure strategies. The case k = 2 corresponds to a similar variation of the form
of the cross-section. The areas, area moment of inertia, and shape factors for the similar
variation of the form of the cross-section k = 2 are shown in Table 1. These formulas are
valid for both a horizontal and a vertical axis through the centroid and, therefore, are also
valid for an axis with an arbitrary direction that passes through the origin of the regular
cross-sections. The a priori unknown cross-sectional area a is the variable function along
the span of the beam.

Table 1. Areas, area moment of inertia, and shape factors for the similar variation of the cross-section
k = 2.

Solid or (Filled) Cross
Section

Equilateral
Triangle

Regular
Hexagon

Square Circular Area

side length of s radius s
area a

√
3s2

4
3
√

3s2

2 s2 πs2

area moment of inertia J s4

32
√

3
5
√

3s
4

16
s4

12
πs4

4

shape factor C
√

3
18

5
√

3
108

1
12

1
4π

For brevity, the authors use the integral of an arbitrary function ϕ(x), 0 ≤ x ≤ l for
the symbolization:

〈ϕ〉 def
==

∫ l

0
ϕ(ξ)dξ

The boundary conditions must be prescribed as well. For easiness, the rod is hinged at
the end x = −l and clamped at the end x = 0. The boundary conditions are [4]:

m′∣∣
x=0 = 0, u′∣∣

x=0 = 0, m|x=l = 0, u|x=l = 0. (41)

5.2. The payoff functional P is the integral distortion of the structural element. It is
reasonable to express the integral distortion as the stored elastic energy W :

I
[
m,

∼
m, a

]
def
== W =

〈
m

∼
m

EJ

〉
. (42)

The game problem is defined exactly as already presented for the general status quo.
There are two active ordinal players, “nature” and “operator” who behave recurrently
and stochastically. The player (“nature”) can apply an arbitrary admissible external load
m = m(x) in order to affect the maximal elastic energy W . Due to the symmetry of the
game, the “operator” applies the opposite moments

∼
m =

∼
m(x). These moments compensate

for the deformation caused by “nature” m. The total efforts of the “nature” and “operator”
are restricted:
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〈
m′2
〉
=

〈
∼
m

′2〉
= 1. (43)

Admissible is any effort of “nature” and “operator”, which is a continuously differen-
tiable function, that satisfies (43) and certain boundary conditions. Because the quadratic
norm (43) is restricted, the sign of the moment statistically plays no role. The game will be
symmetric in the sense of Nash [18].

The third player, “designer”, attempts to select the most appropriate shape J = C ak(x),
which will guarantee the smallest deformation energy during the exploitation of the struc-
tural element. The most appropriate shape is generally referred to as a. Once completed,
the design remains unaltered over the period of exploitation. That is why the “designer” is
considered as the “passive” player, contrary to both of the other opponent players, “nature”
and “operator”.

The stiffest design corresponds to the minimal integral measure of deformation, which
is presented by the stored energy I = W . The attempts of the “designer” to withstand the
deformation are also limited. Namely, the material volumes of all of the competing designs
of the rods are less than the certain, fixed volume of material V :

〈a〉 ≤ V . (44)

The conflict leads to the antagonistic game formulation of the optimization task. This
game is referred to as the functional game because the values of the game depend on
function a. According to Equation (40), the optimal value of the game in mixed strategies is
equal to:

Gopt = min
〈a〉≤V

G[a], G[a] = P
ECL[a] . (45)

The symbol L in (45) signifies the minimal eigenvalue of the game of the ordinary
differential equation with the boundary conditions:{

m′′ +L[a]·a−km = 0
m′|x=0 = 0, m|x=l = 0.

(46)

The optimization game with the minimal eigenvalue as the payoff function could be
referred to as the “eigenvalue game”. From (45) and (46), it follows that the maximization
of the upper value of the game reduces to the maximization of the minimal eigenvalue:

1
Gopt

=
1

min
〈a〉≤V

G[a] = max
〈a〉≤V

1
G[a] =

EC
P

max
〈a〉≤V

L[a]. (47)

The cross-section for the Nash equilibrium state will be designated with the capital
letter A, leaving the small letter a for any admissible cross-section function. The optimal
cross-section presents the strategy for the active players. In other words, the beam with the
thickness distribution A possesses the guaranteed stiffness:

1
Gopt

=
EC
P

·max
〈a〉≤V

L[a] def
==

EC
P

L[A]. (48)

The eigenvalue problem (46) is self-adjoint. The boundary conditions (46) are of the
Sturm type, see [19]. There exists an infinite set of eigenvalues. All eigenvalues are real and
positive and can be arranged as a monotonic sequence, and each eigenvalue is simple:

L[a] ≡ λ1[a] < . . . < λ2k−1[a] < λ2k[a] < . . . . (49)

Rayleigh’s quotient for the eigenvalue problem (46) reads as:

R[m, a] =
〈
m′2〉〈

a−km2
〉 .
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In the Rayleigh’s quotient, the admissible functions m(x) are all functions, having
piecewise continuous first derivatives, satisfying the boundary conditions (46). The admis-
sible moment of both active players: m = m(x) stays as the argument in the Rayleigh’s
quotient. The Rayleigh’s quotient plays the role of the payoff functional of “nature”. The
player “nature” wants to maximize −R[m, a], while the opposite player “operator” wants
to minimize R[m, a]. The game is a zero-sum game, which means that, when the strategies
of both players are fixed, the sum of the payoffs for the two players is zero. The self-
adjointness of the eigenvalue problem implies that the action of the “operator” is opposite,
but proportional to the action of the physical process, which we may refer to as “nature”.

Among all of the admissible strategies of “nature”, the most favorable strategy set for
“nature” is m = m(x). This choice delivers the minimal value for the Rayleigh’s quotient:

L[a] = min
m

R[m, a], L[a] ≡ λ1[a]. (50)

The favorable strategy set that minimizes the Rayleigh’s quotient increases, according
to (45), the energy of deformation W from (42) under its condition (43).

5.3. The “designer” has the opposite task. The necessity of the “designer” is to mini-
mize the energy of deformation for all admissible a under his condition (44). This task is
equivalent to the maximization of the Rayleigh’s quotient with the restriction (43), see [20].
The Lagrangian functional is the sum of (50) and (44):

I = 〈l〉, l = a−km2 + Λa.

Here, Λ represents the Lagrange multiplier of the variational calculus problem. The
variation of the Hamiltonian functional reads:

δI =

〈
∂l
∂a

〉
δa,

∂l
∂a

= −ka−k−1m2 + Λ.

The nullification of the derivative ∂l/∂a = 0 leads to the necessary optimality condition.
The strategies in the state of Hash equilibrium are m → M , a → A , and consequently:

M2 =
Λ
k
Ak+1 (51)

From the viewpoint of the “designer”, the thickness distribution A must satisfy the
necessary optimality condition (51).

From the viewpoint of the “designer”, the beam with the thickness distribution A
guarantees the highest effectiveness for the most unfavorable effort of the player (“nature”).
Again, due to the self-adjoint nature of differential equations, the answer of the “operator” in
equilibrium is exactly the opposite of the action of “nature”.

5.4. The next task is to determine the Nash equilibrium strategies for the “designer” A
and for the “nature” M. The governing equation is the nonlinear ordinary differential
equations of the second order:

M′′ +L·A−kM = 0 A = M 2
k+1 . (52)

In the Equations of this Section, L signifies the minimal eigenvalue (49) in the Nash
equilibrium point:

L = L[A] ≡ λ1[A].

The boundary conditions (41) could be proven to be optimal for the boundary con-
ditions of the Sturm type. The equilibrium conditions of the game task are equivalent to
the necessary optimality condition for a column’s Euler buckling load. The substitution of
Equation (51) into (52) gives:

M′′ +L·M 1−k
1+k = 0. (53)
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The solution of the boundary value problem (41), and (53) determines the strategy of
“nature” M. With this solution, the highest possible eigenvalue (52) and, consequently, the
upper value of the game have to be evaluated:

P * = P
ECL , L = L[A].

The dependent variable M and independent variable x of Equation (53) are to be
exchanged. In the new variables x(M), Equation (53) turns into the ordinary differential
equation of the second order of Emden–Fowler type (Section 14.3 of [21]):

d2x
dM2 = L·

(
dx

dM
)3

MR, R def
==

1 − k
1 + k

., (54)

The Emden–Fowler Equation (54) has the following parameters:

d2x
dM2 = L·

(
dx

dM
)1−S

MP−1, S = −2, R = P − 1, P = 2
k+1 . (55)

The closed-form solution results in an arbitrary acceptable value of the shape exponent
k. The general solution of Equation (54) for k > 1 is:

x = i
√

P·
∫ M

n

dt√
2LtP −N (56)

The symbols n and N stay for the integration constants. The integration constants
are to evaluated from the solution of the nonlinear transcendental equations. To avoid the
solutions of the nonlinear equations, the authors prefer the symmetrical sights. Specifically,
the sense of the constant n is the moment on the end x = 0:

n def
== M(x = 0).

Due to the symmetry of the equations, with respect to the point x = 0, the function
M(x) must be an even function of the variable x. This condition fixes the relation between
the integration constants: N = 2LnP.

With this value, integral (56) evaluates in the closed form. For the shape exponent
k ≥ 1 and K = 0, the solution reads as:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

x(M) = cL·
∫M

0
ds√

nP−sP ,

x(M) = n− 1
k+1 ·M·2F2

([
1
2 , k+1

2

]
,
[

k+3
2

]
,
(
M
n

) 2
k+1
)

x(n) =
√

πn− k
k+1 · Γ( k+3

2 )
Γ( k+1

2 )
.

, (57)

Equation (57) presents the axial coordinate x as the function of the new independent
parameter M. For k = 1, 2, 3, the hypergeometric function from Equation (57) expresses
in terms of elementary functions (Table 2). The graphs of the solutions are displayed for
different values of parameters k on Figure 1.

Table 2. Expressions for axial coordinate x as the function of M for k = 1 and k = 2.

k x(M)

1 x = M
1+

√
1−4M

2 x = 2
π ·arcsin

(√
3π
2

3
√M

)
−

√
3

2
√

π
· 3
√M·

√
4 − 3π

3
√
M2
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Figure 1. Shapes of beams for the Nash equilibrium states from Equation (57).

According to the boundary conditions (41), the dimensionless moment m vanishes on
the hinged end: M|x=l = 0. From this condition, the length of the rod could be determined
as the function of an unknown integration constant n. Because the length l of the rod is
known, the unknown constant n evaluates from the solution of the equation:

x(n) = l.

From its solution, the integration constant n follows as:

n =

⎛⎝ Γ
(

k
2 + 1

)
Γ
(

k+3
2

) l√
π

⎞⎠
k+1

k

. (58)

To find the volume of the element, the authors evaluate the proper integral of the
cross-section area A(M). For all values of k that are higher that one, the volume of the
optimal structural element will be:

V =
1 + k
2 + k

· k

√√√√√ k2

π

l2+k

(1 + k)2

Γ2
(

k
2

)
Γ2
(

k+1
2

) . (59)

The authors define one other constant that was referred to above as the total stiffness
E of the structural element. The total stiffness E of the beam expresses as an integral of
the moment of inertia of the cross-sections along the length l of the beam. To find the total
stiffness of element in the Nash equilibrium state, the authors evaluate another proper
integral. The integral follows of the energy density M2/ECAk as:

W
EC =

1 + k
2 + k

· k

√√√√√ 4
π

l2+k

(2 + k)2

Γ2
(

2 + k
2

)
Γ2
(

k+3
2

) . (60)

According to Equation (60), the elastic energy density is constant over the length of
the structural element.

Finally, the eigenvalue L[A] ≡ λ1[A] equals the Nash equilibrium point to:

L ≡ 2k2l2

9π
· k + 2(

k + 2
3
)
(k + 1)

3 ·
Γ
(

3k+3
2

)
Γ
(

3k
2

) ·
Γ3
(

k
2

)
Γ3
(

k+1
2

) (61)
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Equations (59)–(61) characterize the principal mechanical properties in the Nash
equilibrium state. The stored elastic energy and volume for Nash equilibrium L = L[A] is
presented for different values of the constant k in Table 3.

Table 3. Stored elastic energy and volume for Nash equilibrium L = L[A].

k P W
EC ~V Ψ(k)

1 l5

30
l3

6
1
5

2 35l4

27π3
l2

π
35

27π2

3 1
154

3
√

35

l11
1
5

3
√

32

l5
15
154

For the state of Nash equilibrium, the eigenvalue depends on the known constants:

Ψ(k) def
== EC P

E = L
l2 ,

Ψ(k) = k3· Γ( 3k+3
2 )

Γ( 3k+4
2 )

· Γ3( k
2 )

Γ3( 3+k
2 )

· 2+k
16π .

(62)

The dimensionless Ψ(k) function is displayed on Figure 2.

Figure 2. Dimensionless function Ψ(k) from Equation (62).

5.5. Our next task is to establish the relation between the eigenvalues L[A] and L[a]. In
the convex case k ≥ 1, the relation could be rigorously proven as the certain isoperimetric
inequality. For this purpose, the lowest eigenvalues for two different thickness functions a
and A are the minimal values of the two corresponding Rayleigh’s quotients [17]:

R[m, a] =
〈
m′2〉〈

a−km2
〉 , R[m,A] =

〈
m′2〉〈A−km2

〉 .

The Rayleigh’s quotients are the functionals of functions m and a or A, correspondingly.
The functions a or A are assumed in this section to be fixed. The function

∼
m is an arbitrary

admissible function, which is differentiable and satisfies the boundary conditions (41).
The critical point of a functional is that point where the functional attains a minimum
(or maximum) in the presence of constraints [17]. We, therefore, examine the conditions
when a functional attains a minimum. For the thickness function a, the critical point of the
Rayleigh’s quotient R[m, a] is the eigenfunction m. To the eigenfunction m corresponds the
lowest eigenvalue L[a]. This guarantees that:
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L[a] =
〈
m′2〉〈

a−km2
〉= min

m
R[m, a],

Analogously, for the thickness function A, the critical point of the Rayleigh’s quotient
R[m,A] is the eigenfunction M. To this function corresponds the lowest eigenvalue L[A]:

L[A] =

〈M′2〉〈A−kM2
〉= min

m
R[m,A] .

The right sides of the two above Equations must be compared. In order to state the
desired isoperimetric inequality, the following auxiliary inequalities have to be approved:⎧⎪⎪⎨⎪⎪⎩

〈m′2〉
〈a−km2〉 ≤ 〈M′2〉

〈A−kM2〉 ,

M′′ +L[A] A−kM = 0,
m′′ +L[a] a−km = 0.

(63)

The numerators of the fractions to the left and right of the auxiliary inequality (63)
are identical. The denominators in the first Equation (63) are, however, different. Thus,
the denominators should be compared. The inequality for the denominators that has to be
proven reads: 〈

A−kM2
〉
≤
〈

a−kM2
〉
≤
〈

a−km2
〉

. (64)

At this point, the optimality condition (51) with λ = k will be used:

M2 = Ak+1.

Namely, the substitution of the optimality condition (51) into (64) delivers the inequal-
ity for k ≥ 1: 〈

Ak+1

Ak

〉
≤
〈
Ak+1

ak

〉
. (65)

The equality in (65) takes place only for A = a. The validity of the as yet suspected
inequality (65) follows directly from the Hölder’s inequality (Ch. III of [22]). Consequently,
from Hölder’s inequality follows the inequality for denominators (65) and, finally, the
desired inequality (63).

Combining (63) and (65) delivers:

L[a] =
〈
m′2〉〈

a−km2
〉 ≤

〈M′2〉〈
a−kM2

〉 ≡
〈M′2〉〈
Ak+1

ak

〉 ≤
〈M′2〉〈
Ak+1

Ak

〉 =

〈M′2〉〈A−kM2
〉 ≡ L[A].

Consequently, it was proven that, for all arbitrary a, the eigenvalue is less than L[A]:

L[a] ≤ L[A]. (66)

The equality in Equation (66) was attained only for the optimal beam, which has the
optimal shape A and the maximal possible volume of material V . For the shape exponent
k ≥ 1, the game is convex. Generally, the game will be convex for any convex function
J = J (a).

Finally, the beam, which obeys the necessary optimality conditions (51), delivers the
lowest possible upper value of the game:

G[a] = P

EC L[a]
≥ P

EC L[A]
def
== Gopt. (67)

Consequently, the value of functional game Gopt = W [A] for the optimal distribution
of thickness A(ξ) is lower than the payoff functional (distortion energy) for an arbitrary
distribution of thickness a(ξ) of the same volume:
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〈a〉 = 〈A〉 = V . (68)

If the volume of an arbitrary thickness distribution is lower, the stronger inequality follows:

〈a〉 < 〈A〉=⇒ L[a] < L[A]. (69)

The relations (67)–(69) solve the “superstratum” game with the undefined, but con-
strained, bending moment function. From the viewpoint of the “designer”, the optimal
distribution of thickness A(ξ) guarantees the best compromise for the most unfavorable
option for the “designer” action of “nature”. Because of the self-adjoint nature of the
eigenvalue problem, the action of the “operator” is proportional to the action of “nature”.
This compromise is the equilibrium in the functional game. The eigenvalue L[A] in the
equilibrium point is shown on Figure 3 as the function of the length l and the shape factor k.

 

 

Figure 3. Eigenvalue L as the function of length l and shape factor k.

5.6. In Section 5, the beam is subjected to arbitrary bending efforts, and the designer
determines the optimal beam shape for resisting these forces.

6. Game Formulation for the Rod Subjected to Arbitrary Torque

6.1. Consider the rod with the circular cross section, subjected to the positive dis-
tributed torque along its axis. The torque distribution is arbitrary, but the quadratic integral
of the torque is fixed: 〈

u2
〉
=
〈

u2
〉
= 1.

The governing equation for this problem is similar to Equation (46), but the order is
twice lower [2]. In this case, the symbol L signifies the minimal eigenvalue of the game of
the ordinary differential equation:(

ECa−ku′
)′

+L[a]u = 0, (70)

with the boundary conditions:

u|x=0 = 0, u′∣∣
x=l = 0. (71)

The optimal cross-section will be designated with the capital letter A, leaving the
small letter a for any admissible cross-section function. The optimal cross-section presents
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the strategy for the “nature”. In other words, the rod with the thickness distribution A
possesses a guaranteed stiffness:

1
P∗ =

EC
P

max
〈a〉≤V

L[a] def
==

EC
P

L[A]. (72)

The eigenvalue problem (70) and (71) is self-adjoint. The conditions (71) are again
of the Sturm type. Once again, there is an infinite set of simple eigenvalues, and all
eigenvalues are real and positive and can be arranged as a monotonic sequence:

L[a] ≡ λ1 < λ2 < . . . < λ2k−1 < λ2k < . . . . (73)

The Rayleigh’s quotient is:

∼
R[u, a] =

〈
aku′2

〉
〈u2〉 . (74)

In Equation (74), the admissible functions u(x) are all functions, having piecewise
continuous first derivatives and satisfying the boundary conditions (71). In the Rayleigh’s
quotient stays the admissible twist of “nature”: u = u(x).

6.2. Among all admissible strategies of “nature”, the most favorable strategy set for
“nature” is u = u(x). This choice delivers the minimal value for the Rayleigh’s quotient:

L[a] = min
u

∼
R[u, a], L[a] ≡ Λ1[a]. (75)

The favorable strategy set minimizes the Rayleigh’s quotient and increases the energy
of deformation

〈
aku′2

〉
under the condition

〈
u2〉 = 1 and (71).

The “designer” has the opposite task. The necessity of “designer” is to minimize the
energy of deformation for all admissible a under the condition. This task is equivalent
to the maximization of the Rayleigh’s quotient with the restriction (44). The Lagrangian
functional is the sum of (74) and (44):

I = 〈l〉, l = aku′2 + Λa.

Here, Λ represents the Lagrange multiplier of the variational calculus problem. The
variation of the Lagrangian functional reads:

δI =

〈
∂l
∂a

〉
δa,

∂l
∂a

= kak−1u′2 − Λ.

The nullification of the derivative ∂l/∂a = 0 leads to the necessary optimality condi-
tion. The strategies in the state of Hash equilibrium are u → U , a → A , and consequently:

A = k−1

√
Λ

kU′2 . (76)

From the viewpoint of the “designer”, the thickness distribution A must satisfy the
necessary optimality condition (76). Remarkably, that the equilibrium conditions of the
game task are equivalent to the necessary optimality condition for the twist divergence of a
wing [23,24].

6.3. The next task is to determine the Nash equilibrium strategies for the “designer” A
and for the “nature” M. For the briefness of formulas, we temporarily put λ = k. The
governing equation is the nonlinear ordinary differential equations of the second order:(

AkU′
)′

+L U = 0 A = U′ 2
1−k . (77)

In the above Equations, L signifies the minimal eigenvalue in the Nash equilib-
rium point:
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L = L[A] ≡ λ1[A].

The substitution of Equation (77) into (70) gives:((U′)1/R
)′

+LU = 0, R def
==

1 − k
1 + k

. (78)

For the solution of the boundary value problem (77), (78) determines the strategy of
“nature” U . The dependent and independent variables of Equation (78) are to be exchanged.
In the new variables, Equation (78) turns into the Emden–Fowler equation [21]:

d2x
dU 2 = L·R·U ·

(
dx
dU
) k−3

k−1
, x(U = 0) = 0. (79)

The Emden–Fowler Equation (79) has the following parameters:

S =
2

k − 1
, P = 2.

The closed-form solution results for an arbitrary value of the shape exponent are k ≥ 0.
The solution of (79) reads as:⎧⎪⎪⎨⎪⎪⎩

x(U ) =
(

L
1+k

) k−1
2 U 2F22

([
1
2 , 1−k

2

]
,
[ 3

2
]
,U 2

)
,

x(U = 1) =
√

π
2

(
L

1+k

) k−1
2 Γ( k+1

2 )
Γ( k+2

2 )
.

, (80)

Equation (80) presents the axial coordinate x as the function of the independent
parameter U . For k = 1, 2, 3, the hypergeometric function from Equation (80) expresses
in terms of elementary functions (Table 4). Optimal shapes of twisted rods for the Nash
equilibrium states are shown on Figure 4. 

 

1 

2 

3 

Figure 4. Optimal shapes of twisted rods for the Nash equilibrium states.

Table 4. Expressions for axial coordinate x as the function of U for k = 1, 2, 3.

k x(U ) x(1)

1 U 1

2 1
2

√
L
3

(
U√1 − U2 + arcsin(U )

) √
L
12

3 LU
4

(
1 − U 2

3

)
L
6
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6.4. The next task is to establish the relation between the eigenvalues L[A] and L[a].
In the convex case, where k ≥ 1, the relation could be rigorously proven as the certain
isoperimetric inequality. For this purpose, the lowest eigenvalues for two different thickness
functions a and A are the minimal values of the two corresponding Rayleigh’s quotients:

∼
R[u, a] =

〈
aku′2

〉
〈u2〉 ,

∼
R[u,A] =

〈
Aku′2

〉
〈u2〉 .

The Rayleigh’s quotients are the functionals of functions
∼
m and a or A, correspondingly.

The functions a or A are assumed in this section to be fixed. The function
∼
m is an arbitrary

admissible function, which is differentiable and satisfies boundary conditions. The critical
point of a functional is that point where the functional attains a minimum (or maximum)
in the presence of constraints. We, therefore, examine the conditions when a functional
attains a minimum. For the thickness function a, the critical point of the Rayleigh’s quotient
∼
R[u, a] is the eigenfunction u. To the eigenfunction u corresponds the lowest eigenvalue
L[a]. The guarantees that:

L[a] =

〈
aku′2

〉
〈u2〉 = min

u

∼
R[u, a]. (81)

Analogously, for the thickness function A, the critical point of the Rayleigh’s quotient
∼
R[u,A] is the eigenfunction U . To this function corresponds the lowest eigenvalue L[A]:

L[A] =

〈
AkU′2

〉
〈U 2〉 = min

u

∼
R[u,A]. (82)

The right sides of Equations (81) and (82) must be compared. In order to state the
desired isoperimetric inequality, the following auxiliary inequality has to be approved:

〈aku′2〉
〈u2〉 ≤ 〈AkU′2〉

〈U2〉 for
〈U 2〉 = 〈u2〉,(

AkU′
)′

+L[A]U = 0,
(

aku′
)′

+L[a]u = 0.
(83)

The denominators of the fractions to the left and right of the auxiliary inequality
(83) are identical. The nominators in the inequality (83) are, however, different. Thus,
the nominators should be compared. The inequality for the nominators, which has to be
proven, reads: 〈

aku′2
〉
≤
〈

akU′2
〉
≤
〈
AkU′2

〉
. (84)

At this point, the optimality condition (71) with λ = k will be used:

A = U′ 2
1−k .

Namely, the substitution of the optimality condition (71) into (84) delivers the inequal-
ity for k ≥ 1: 〈

akA1−k〉 ≤
〈
AkA1−k〉

, 〈A〉 = 〈a〉. (85)

The equality in (85) takes place only for A = a. The validity of the yet suspected
inequality (85) follows directly from the Hölder’s inequality [22]. Consequently, it follows
the inequality for nominators (85) and, finally, the desired inequality (83).

Combining (83) and (85) delivers:

L[a] =
〈

aku′2
〉
≤
〈

akU′2
〉
≡
〈

akA1−k〉 ≤
〈
AkA1−k〉

=
〈
AkU′2

〉
≡ L[A]
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It was thus demonstrated that, for any arbitrary value of a, the associated eigenvalue
is less than

L[a] ≤ L[A]. (86)

The equality in Equation (86) is only achieved for the optimal configuration of twisted
rod, characterized by its optimal shape, A, and the limited volume of material, V . When
the shape exponent, k ≥ 1, is employed, the game is convex. In general, the game will be
convex if the function J = J (a) is convex with respect to its argument.

In accordance with the necessary optimality conditions (71), the rod is capable of
delivering the lowest possible upper value of the game:

G[a] = P

EC L[a]
≥ P

EC L[A]
def
== Gopt. (87)

It follows from (87), that the value of functional game Gopt = W [A] for the optimal
distribution of thickness A(ξ) is less than the payoff functional (distortion energy G[a]) for
an arbitrary distribution of thickness a(ξ) of the same volume:

〈a〉 = 〈A〉 = V . (88)

If the volume of an arbitrary thickness distribution is inferior to the volume of the
optimal thickness distribution, the stronger inequality follows.

〈a〉 < 〈A〉 ⇒ L[a] < L[A]. (89)

The relations (87)–(89) solve the “superstratum” game for the twisted rod with a torque
distribution that is not uniquely defined.

6.5. In Section 6, the rod is subjected to arbitrary twist moments, and the designer
determines the optimal design of the twisted bar, ensuring the greatest stiffness.

7. Nash and Pareto Fronts

7.1. Pareto efficiency is a specific characteristic of multifunctional equilibrium. A
situation is defined as efficient, or Pareto-optimal, if no entity can improve its satisfaction
of needs through further activities without threatening any other entities. The central
prerequisite for this state is perfect competition, without which the optimum cannot be
realized in principle, as only this leads to the necessary equilibrium efforts [25]. Simply
put, Pareto efficiency improvement makes at least one player better off but no one worse
off. Consequently, a strategy combination is called Pareto-efficient if no Pareto efficiency
improvement is possible.

We examine the above solution from the viewpoint of inequalities theory and reveal
the mathematical sense of the PARETO and NASH fronts [26,27]. There exists the relation
between objective functionals, which expresses as the isoperimetric inequality:

EC l2 P

W = L[a] ≤ L[A] = EC l2 P

G . (90)

7.2. The Pareto and Nash fronts were coincided in this case [28]. The fronts emerge as
the equality case G = W [A]. Pareto fronts for the states of Nash equilibrium for different
shape factors are displayed on Figure 5.

Section 7 examines the solution of Sections 5 and 6 from the perspective of inequalities
theory, elucidating the mathematical significance of the Pareto and Nash fronts [29].
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෩ࣱ = aିࣰࣽ(ࣽ)

෨ࣰ = a ∙ ࣰ(ࣽ)

ࣽ = 1ࣽ = 2
ࣽ = 3

Figure 5. Pareto fronts for the states of Nash equilibrium for different shape factors.

8. Conclusions

The premise of this study is that there is currently no definitive understanding of
the factors that influence the states of nature. The game method for structural optimiza-
tion problems can be applied in situations when the external loads are not definitively
prescribed [30–32]. Statistical decision theory is concerned with making decisions in the
absence of precise probability information. The conflict between nature and operators
(“ordinal players”) is examined through the lens of game theory (“substratum” game). The
payout matrix is relevant for one ordinal player (“operator”) and the profit he makes if
he employs his strategy while the second natural player (“nature”) is in a specific state.
For greater accuracy, we propose referring to nature’s strategies as states. The content
of the consequent theory could be summarized as follows. In the matrix game, there is
a single payoff matrix. From the viewpoint of the optimization theory, there is one goal
function. Thus, the optimization problem is of a scalar type. This goal function is the value
of the matrix game. The win of “nature” is the loss of the “operator” as both players on the
low-level. This game is antagonistic with only one goal function. The designer achieves the
most appropriate value for this goal function.

In the bi-matrix game, there are two payoff matrices. From the viewpoint of optimiza-
tion theory, there are two goal functions. The optimization problem is of a vector type.
These goal functions come from the solution of bi-matrix game. The equilibrium state
between the interests of “nature” and “operator” results in the solution of the game on
the low-level. The designer achieves the most appropriate value for this goal function in
accordance with the methods of vector optimization

The essence of the method is to identify the structure that optimally resists the worst
external load. In the context of classical structural optimization, the “cardinal” players
are tasked with assuming the role of “control functions”. Similarly, the “cardinal” players
are responsible for modifying the governing equations and payoff functions in the game
formulations (“superstratum” game). If a relation between objective functionals, which
could be expressed in terms of an isoperimetric inequality, exists, then the Pareto and Nash
fronts coincide and emerge as the equality case of the isoperimetric inequality.
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Abstract: Neural networks (NNs) have revolutionized various fields, including aeronautics where it
is applied in computational fluid dynamics, finite element analysis, load prediction, and structural
optimization. Particularly in optimization, neural networks and deep neural networks are extensively
employed to enhance the efficiency of genetic algorithms because, with this tool, it is possible to speed
up the finite element analysis process, which will also speed up the optimization process. The main
objective of this paper is to present how neural networks can help speed up the process of optimizing
the geometries and composition of composite structures (dimension, topology, volume fractions,
reinforcement architecture, matrix/reinforcement composition, etc.) compared to the traditional
optimization methods. This article stands out by showcasing not only studies related to aeronautics
but also those in the field of mechanics, emphasizing that the underlying principles are shared and
applicable to both domains. The use of NNs as a surrogate model has been demonstrated to be a
great tool for the optimization process; some studies have shown that the NNs are accurate in their
predictions, with an MSE of 1 × 10−5 and MAE of 0.007%. It has also been observed that its use helps
to reduce optimization time, such as up to a speed 47.5 times faster than a full aeroelastic model.

Keywords: review; machine learning; aircraft structures; composite materials; genetic algorithm;
topology optimization

1. Introduction

Over the years, the field of aeronautical engineering has experienced constant evo-
lution in searching for solutions aimed at improving aircraft performance, efficiency, and
safety. According to Bishop [1], in recent years, neural networks (NNs) have seen significant
growth, leading to numerous practical applications across various fields and providing
a robust set of tools for solving a wide range of problems. With this in mind, the use of
NNs together with optimization methods can offer great potential for improving structural
design and the speed of optimization processes.

In the aeronautical area, NNs have emerged as a powerful tool in several areas, one of
which is the area of optimization. In this field, NNs can help improve the optimization
process by integrating it with an optimization method, such as the genetic algorithm
(GA). Thus, the following two areas have emerged with the potential for innovation,
development, and advancement: structural and composite material optimization. This can
be seen in Lagaros et al. [2], who used NNs to improve the performance of evolutionary
strategies (ESs) in structural optimization, or Caixeta and Marques [3], who emphasized
multi-objective optimization in the design of aircraft wings using NN metamodels, showing
the integration of structural and material optimization in obtaining superior designs.

Structural optimization brings with it the potential to promote improvements in the
performance of structures, that is, improving rigidity, strength, ductility, resilience, safety,
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and other points. Optimization can also help us find the best point at which the structure
will deliver the best performance while reducing mass. Therefore, the search for better
structural configurations is also aligned with the objective of increasing the performance,
efficiency, and safety of aircrafts. In this context, the use of NNs integrated with an
optimization method can open up frontiers such that it is possible to achieve new structural
designs that were previously difficult to achieve through more conventional methods.
Some articles have shown the use of NNs in the optimization of structures, such as those
by Lagaros et al. [2] and Caixeta and Marques [3] (optimization using the evolutionary
method), as well as Freitag et al. [4] and Jeong et al. [5] (topological optimization).

On the other hand, material selection is crucial for the development of a project; it is
necessary to know the characteristics and properties of the material to choose the best one
according to the objective. In aeronautical engineering, aluminum alloys are widely used
but, currently, the use of composite materials (fiberglass and carbon fiber) is increasing.
This is occurring due to the characteristics of composite materials that help them achieve
specific performance requirements such as strength, stiffness, and weight reduction. Just
as structural optimization aims to improve the performance of the structure, material
optimization also seeks to obtain better performance by maximum strength, stiffness,
and low weight. Similarly, NNs integrated with an optimization method can help in the
optimization of composite materials, as can be seen in [6–8].

Therefore, it is noted that both material and structural optimization are necessary
for improving structural properties. Structural and material optimization are processes
that are connected, as one can influence the other. In structural optimization, it is possible
to determine the best configurations and geometries that improve its performance, but
material optimization can occur by optimizing the layer stacking or optimizing the fiber
directions in each layer [9,10]. Furthermore, material optimization will bring benefits
to structural design due to its influence on stiffness, strength, and weight. Therefore,
optimizing both structure and material iteratively will help us to achieve the objective of
improving the structural properties.

Over the years, technology has evolved and increasingly brings alternatives that
contribute to enhancing processes, such as optimization. Computers are becoming more
powerful, and this is helpful to increase the use of NNs, which is advantageous for engi-
neering. This tool provides an alternative for structural optimization to accelerate processes.
Because of this, research about the use of neural networks in optimization is increasing
and there are many works about this topic. However, when searches for similar studies are
carried out in aeronautics, there are fewer papers than in mechanics. The novelty of this
article is to present not only aeronautical works but also mechanical works, as the ideas are
similar and can be applied in both areas.

The sections of this article are as follows: A bibliometric analysis will be presented to
provide an overview of the research landscape related to aircraft structural optimization
and composite material optimization. This will be followed by a section on NNs, where
the key concepts of NNs and deep neural networks (DNNs) will be explained. The third
section will delve into training methods, covering both supervised and unsupervised
learning techniques that are essential for the development and implementation of effective
NN models. In the fourth section, a survey of the previous literature will be conducted,
presenting a comprehensive review of the research on aircraft structural optimization and
composite material optimization, emphasizing the integration of NNs in these areas. The
fifth section will present a discussion on the findings, implications, and future directions
for research and application. Finally, the last section will conclude the article, summarizing
the key points and contributions of the study.

2. Bibliometric Survey

The significance of the union between NNs and optimization algorithms has been
noted, so it is important to carry out a bibliometric survey to understand the use of NNs
over the years and what the future projections are. The subsequent paragraphs present a

113



Eng 2024, 5

survey on the optimization of aircraft structures using NNs, as well as more general research
on the topic (also including articles without the use of NN), revealing interesting trends.

Although research into aircraft structure optimization using NN is more recent, as
can be seen in Figure 1, it shows a notable growth trajectory. This growth is indicative of
the growing interest and recognition of the potential benefits that NNs offer in optimizing
aircraft structures. On the other hand, research into aircraft structural optimization in
a general context has a longer history, dating back to 1918, as can be seen in Figure 2.
This longer period reflects the traditional structural optimization approaches that have
been employed over the years. Despite the recent emergence of NNs in this field, there
continues to be a significant body of research conducted without the use of this tool.
Furthermore, when analyzing the number of documents on optimization in both cases,
two countries, China and the United States, emerge as the main contributors, as can be
seen in Figures 3 and 4. This could highlight the global interest and involvement in the
optimization of structures, regardless of the methodologies employed.

Figure 1. Structure Optimization Documents Using NNs by Year [11].

Figure 2. Structure Optimization Documents by Year [12].
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Figure 3. Structure Optimization Documents Using NNs by Country [11].

Figure 4. Structure Optimization Documents by Country [12].

On the other hand, it is also important to carry out a bibliometric analysis of the
optimization of composite materials. The bibliometric analysis carried out includes research
on the optimization of composite materials that used NNs in the process, as well as more
comprehensive research on this topic that used or did not use NNs, in order to elucidate
trends and patterns in the previous research activities within this domain.

Composite materials are one of the most used material on aircrafts. Due to that,
a bibliometric analysis of the optimization of composite materials was carried out to
provide insights into the evolution and trends of research in this field. Research focused on
optimizing composite materials using NNs is more recent, beginning only in 1992, as can be
seen in Figure 5. In contrast, optimizing composite materials without the use of NNs has a
longer history, dating back to 1918, as can be seen in Figure 6. General bibliometric research
on the optimization of composite materials reveals a growing trend in research activity
over the years. When examining geographic distribution, research into the optimization of
composite materials using NNs is prominent in China, India, and the United States, as can
be seen in Figures 7 and 8.

Finally, delving deeper into NN applications and optimization methodologies is crucial
to understanding the current research efforts. This paper offers invaluable insights into
the methodologies, advancements, and applications in this field. Specifically, this article
highlights the importance of understanding NNs along with optimization techniques such
as GA and topology optimization. By exploring these technologies, we hope to present a
more comprehensive understanding of their role in the design of aeronautical structures
and in composite materials thus paving the way for future innovations and advances in
this field.
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Figure 5. Composite Material Optimization Documents Using NNs by Year [11].

Figure 6. Composite Material Optimization Documents by Year [13].

Figure 7. Composite Material Optimization Documents Using NNs by Country [11].
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Figure 8. Composite Material Optimization Documents by Country [13].

3. Applications of Neural Networks in Aeronautical Engineering

This section aims to demonstrate the use of NNs in the aeronautical field. With this
in mind, some of the articles that will be presented have used NNs in different fields of
aeronautical engineering. Articles focused on structures or composite materials will be
presented in Section 5.

NNs are a machine learning (ML) method inspired by the workings of the human
brain, as can be seen in Figures 9 and 10. NNs are composed of interconnected nodes like
neurons in the brain and are organized in layers, as can be seen in Figure 11. The training
process is carried out with a set of data, which is composed of inputs and outputs; in this
process, weights are assigned that are iteratively adjusted until the error is minimized. At
the end of this process, NNs are capable of generalizing and predicting data or behavior
with a certain accuracy. This can be seen in Reed [14], where a dataset was obtained and
used to train the implemented NN. In aeronautical engineering, some of the applications of
NNs include aerodynamic performance prediction, fault detection and system diagnosis,
and structural optimization, among others. According to Brunton et al. [15], the impact
of data science will be evident across multiple fields, including aerospace engineering,
influencing areas such as inspection, design and performance, materials and composites,
maintenance, and the development of future products.

Figure 9. Representation of human neurons.
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Figure 10. Representation of the model of a neuron in the NN.
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The presented works showcase the innovative applications of NNs in diverse aerospace
engineering domains. Wu et al. [16] presented a multi-fidelity neural network (MFNN) op-
timization framework for designing efficient propellers for an electric aircraft. Combining
blade element momentum theory (BEMT) with high-fidelity computational fluid dynamics
(CFD) simulations, the method improved propeller design accuracy while reducing compu-
tational costs. Results showed a notable increase in propeller cruise efficiency, from 82.3%
to 87.1%, highlighting the effectiveness of the approach in achieving better optimization
outcomes with enhanced efficiency.
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Figure 11. NN with 1 hidden layer.

Addressing challenges like limited communication and disturbance, Jia et al. [17]
introduced a method for robust attitude synchronization in multi-spacecraft formations. It
leveraged a dynamic event-triggered mechanism and a self-learning neural network control
law (SLN2C), which utilized a radial basis function neural network (RBFNN) to compensate
for disturbances. Numerical simulations validated the effectiveness of the method in
achieving robust synchronization despite communication limitations and disturbances.

In spacecraft attitude stabilization, Zhang et al. [18] proposed a neural network-based
fault-tolerant control scheme for spacecraft attitude stabilization in the presence of distur-
bances and actuator faults. A neuro-adaptive estimator approximated the disturbances,
enabling an integrated event-based control scheme. This approach ensured system con-
vergence and minimized actuator updates, conserving onboard resources. Numerical
simulations validated the effectiveness of the proposed algorithms.

Lastly, Mazhar et al. [19] introduced a novel technique using an artificial neural
network (ANN) to apply aerodynamic pressure loads on unmanned aerial vehicles (UAVs)
for finite element (FE) analysis during structural design. By training the ANN models to
approximate pressure functions based on aerodynamic pressure data, the method enabled
the accurate application of pressure loads in FE analysis. Compared to conventional
techniques, the ANN-based approach yielded a superior performance in matching the
actual pressure profiles on the aircraft, offering a reliable and efficient solution for UAV
structural design.

If more layers are added to the NN and the number of layers is greater than three, this
NN could be named as a DNN. This happens because DNNs are a kind of NN; however,
DNNs have more hidden layers compared to NNs, as can be seen in Figure 12. Due to their
greater number of layers, DNNs are capable of learning more complex data structures than
traditional NNs. According to Deng [20], deep learning (DL) is a subset of ML techniques
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that utilizes multiple layers of information processing in hierarchical architectures, which
are leveraged for pattern classification and feature or representation learning. However,
the training of DNNs requires a greater amount of data and computational capacity, such
that the adjustment of the hyperparameters is carried out in the best way where the error
is as small as possible. In aeronautical engineering, DNNs have the same applications as
NNs; however, their greater capacity is highly desired.
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Figure 12. DNN with 3 hidden layers.

Recent advancements in aerospace engineering have showcased the transformative
potential of integrating DNNs into various applications. Wang et al. [21] introduced DNN-
MS, a method combining DNNs and multiagent synergism to evaluate high cycle fatigue
(HCF) in aircraft engine compressor rotors. It improved accuracy and efficiency compared
to other methods, offering a promising solution for reliability assessments.

In a similar vein, Zhou et al. [22] introduced a hybrid deep neural network (HDNN) for
identifying hazards in aircraft auxiliary power units (APUs). By combining multiple CNN-
BiLSTM models, the HDNN achieves high accuracy and stability in identifying potential
risks. This method offers a promising approach to enhancing safety in civil aviation.

Investigating dynamic soaring, a technique inspired by albatross flight, Kim et al. [23]
explored the extraction of energy from wind gradients. Their study introduced a DNN
coupled with a feedback control law to execute dynamic soaring maneuvers based on
mechanical energy extraction mechanisms. Results indicate that the trained network was
proficient in maneuver execution across various wind profiles, highlighting the potential of
NNs in replicating complex natural behaviors for aviation applications.

Meanwhile, Tao et al. [24] introduced the Abaqus-DNN mechanics system, coupling
the Abaqus FE code with a DNNs. This system learned constitutive laws for fiber-reinforced
composites without presuming specific functions, ensuring accuracy and adherence to
physics laws. It accurately learned engineering constants and progressive damage laws for
composites, offering a versatile approach for learning unknown physics within mechani-
cal systems.

Furthermore, XIONG et al. [25] proposed a point cloud DL method to reduce costs
in 3D aerodynamics simulations. Using PointNet architecture, it established an NN meta-
model to map object surface positions to Computational Fluid Dynamics (CFD) quanti-
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ties. The approach constructed point clouds from grid vertices, maintaining boundary
smoothness and allowing for the detection of small geometric changes. Validation on the
ONERA M6 wing demonstrated improved accuracy compared to the traditional methods,
showcasing the effectiveness of the proposed approach for aerodynamic prediction and
shape optimization.

4. Training Methods

As previously stated, both NNs and DNNs need to be trained so that they can perform
the desired tasks. Shobha and Rangaswamy [26] highlighted the following:

“ML is broadly classified as supervised, unsupervised, semisupervised, and re-
inforcement learning. A supervised learning model has two major tasks to be
performed, classification and regression. Classification is about predicting a nom-
inal class label, whereas regression is about predicting the numeric value for the
class label. However, in the unsupervised learning, the model is trained without
the use of labels in order for the model to identify and learn hidden patterns.”

Also according to Shobha and Rangaswamy [26], in unsupervised learning, the ob-
jective is to identify regularities in the input data, recognizing patterns that occur more
frequently than others, as well as to learn to distinguish common occurrences from anoma-
lies. The choice of each method will depend on the nature of the data and the goal of the
problem to be solved.

4.1. Supervised Learning

In supervised learning, model training is carried out in a guided way, as the relation-
ships between the inputs and outputs are known. Therefore, training aims to reduce the
error between the prediction and the real outcome.This type of learning may include linear
regression and classification algorithms, such as a decision tree or logistic regression. Some
of its applications include image and speech recognition, predictive analysis, etc.

A novel approach called aerodynamic strength prediction graph neural network
(ASP-GNN), introduced by Li et al. [27], utilizes supervised graph learning to swiftly
and accurately predict gas turbine characteristics. ASP-GNN efficiently forecasts the
aerodynamic strength features and temperature fields of complex gas turbine blades,
demonstrating superior performance and generalizability with limited training samples. It
offers a fast analysis tool for turbomachinery design and analysis, potentially reducing the
workload of complex engineering simulations.

For a shaker blower used in aeronautical systems, Cannarile et al. [28] developed
a fault diagnostic system. It extracted features from condition monitoring signals using
the ELastic NET (ELNET) algorithm and employed multinomial logistic regression (MLR)
for classification. Experimental validation demonstrated a satisfactory diagnostic perfor-
mance, highlighting the method’s potential for developing robust classifiers with limited
training data.

Using convolutional neural networks (CNNs), a form of supervised learning, [29]
introduced a data-driven approach for predicting airfoil pressure distribution. Instead
of relying on time-consuming CFD, this method trained the CNN to approximate the
mapping between airfoil geometry and aerodynamic performance. By employing a flexible
parametrization method called signed distance function, the CNN efficiently predicted
pressure coefficients for unseen airfoils with less than 2% mean square error in seconds.

Incorporating a supervised ML model and fuzzy logic algorithm, the adaptive Kalman
filter presented by Zhang and Hsu [30] demonstrated its ability to accurately classify
global navigation satellite system (GNSS) accuracy levels and dynamically adjust noise
covariance. This adaptive approach significantly improved the positioning accuracy of
quadcopters operating in urban environments, ensuring reliable navigation despite chal-
lenging GNSS conditions.
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4.2. Unsupervised Learning

Unlike supervised learning, unsupervised learning does not perform training with
labeled data, as this approach aims to learn and identify patterns presented by the data.
Some of the most used techniques are clustering and dimensionality reduction. According
to Shobha and Rangaswamy [26], clustering is a mode of unsupervised learning used to
infer patterns from datasets that lack class labels or target values, making it valuable for
exploratory data analysis to uncover hidden structures. In dimensionality reduction, the
focus is on reducing the number of features in the dataset without losing key information.
Huang et al. [31] stated that although these dimensionality reduction techniques can
eliminate redundant data and increase model accuracy, crucial features can lose their
physical interpretation after reduction, making the model less explainable. Some of the
uses of unsupervised learning are in anomaly detection, feature engineering tasks, and
exploratory data analysis.

Introducing a method using unsupervised learning, particularly generative adversarial
networks (GANs), to generate realistic inflow boundary conditions for turbulent channel
flow simulations, Kim and Lee [32] presented an innovative approach. By learning from
direct numerical simulation (DNS) data, the GAN can produce flow fields that match
DNS statistics. The approach, called RNN-GAN, combines the GAN with a recurrent
neural network (RNN) to generate time-varying fully developed flow, showcasing the
effectiveness of unsupervised learning in synthesizing realistic turbulence fields.

Focusing on improving surrogate models for accurate aircraft fuel burn evaluation
during missions, Liem et al. [33] utilized methods like adaptive sampling and a mixture of
experts (MoE) approach.MoE proved superior, offering better approximation with fewer
samples. Additionally, a cluster-based preprocessing step separated clustering in the y-
space and the x-space using unsupervised and supervised learning algorithms like the
Gaussian mixture model (GMM) and regularized Gaussian classifier, enhancing model
efficiency and accuracy.

Introducing DeepESVDD-CNN, a system for the warning of a compressor rotating stall
in aircraft power systems, Jin et al. [34] presented an innovative approach. By combining
anomaly detection with DL, specifically unsupervised learning, it effectively identified
stall precursors from dynamic pressure signals using a new method called Deep Ellipsoid
Support Vector Data Description (DeepESVDD). This approach simplified model training
and outperformed the traditional warning methods across various compressor operating
modes, showing promise for real-time stall warning tasks.

For the super-resolution reconstruction of turbulent flows, Kim et al. [35] introduced
an unsupervised learning model utilizing a cycle-consistent generative adversarial network
(CycleGAN). Unlike supervised learning, which requires paired data, this model can be
trained with unpaired turbulence data, making it more applicable in practical scenarios.
Results demonstrate the model’s effectiveness in reconstructing high-resolution flow fields
from various turbulence datasets, showcasing its potential for wide application in the
super-resolution reconstruction of turbulent fields.

5. Survey of Literature

An NN is a valuable tool that could predict the results of analysis via FEM or experi-
mental loads. On the other hand, the optimization process inspired by Darwin’s theory of
evolution can be combined with an NN during the iterative optimization process. One of
the proposals is to use the power of NNs to learn and predict FEM results. First, several
simulations are carried out using FEM. Then, these results are used to train the NN. After
training, the slow FEM calculations can be replaced by the NN predictions, with high
accuracy and precision, and they are very fast compared to the FEM calculations. When
the GA is executing the optimization, at each iteration, a set of parameters must be tested
to evaluate its output in terms of optimization criteria. In this process, the mating pairs
are selected using a selection technique such as elitism, in which the best individuals,
those having the best outputs, are selected. In order to determine the best individuals,
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tests must be carried out to assess which are the best. Hence, each individual with a set
of parameters can be tested using FEM analysis. Another costly alternative is actual me-
chanical testing, in which each sample, representing a set of parameters, is experimentally
tested, and then these experimental results can also be used to train the NN. Although FEM
analysis can speed up the learning process compared to the experimental results, it can
be time-consuming to run a simulation if one has a trained NN capable of predicting the
same results as the FEM. Hence, as mentioned above, NNs can replace FEM simulations
during the iterative process of optimization. Therefore, the NN’s only task is to evaluate
the best individuals, and it does not take part in other processes such as crossover, so it has
no interaction with the genes (strings) and chromosomes.

5.1. Structural Optimization

Optimizing an aircraft is extremely important, as this is a fundamental practice for
improving it. When optimizing an aeronautical structure, the objective is to improve the
aircraft’s performance. To this end, there is a focus on improving stiffness, reducing weight,
as well as aerodynamic efficiency. Such objectives can be achieved using the traditional
optimization methods, but the integration between NNs and optimization methods can
bring great benefits to the area.

The evolution of ML, such as NNs, is important for several industries. Its integration
with GA has proven to be a great tool for structural design. According to Lagaros et al. [2],
over the past decade, artificial intelligence and soft computing techniques have emerged
as valuable tools for replacing time-consuming computational tasks in various scientific
and engineering applications. NNs can be trained to predict the results of analyses via
FE to speed up this process. Some works have studied this for structural design [36–39].
Therefore, the use of NNs will accelerate the FE analysis process of each optimized model
obtained via GA.

This union has proven to be fundamental in structural design and this occurs due to
the GA optimization process that is inspired by natural selection. According to Rao [40],
genetic algorithms (GAs) are grounded in the principles of natural genetics and selection,
incorporating the key elements of reproduction, crossover, and mutation in their search
process. In this method, optimization occurs through the evolution of a population, evolv-
ing according to the potential solutions and thus iteratively converging to an optimal
point. Combining NNs with GA allows for a better evaluation of each generation and the
development of projects adapted to each predefined criteria throughout each generation.

Another example of an application is the prediction of load distribution along the
aircraft. In this case, the NNs are trained with data from flight histories and simulations
to be able to accurately predict loads, stress distribution, and strain in different flight
conditions. Cao et al. [41] introduced a method using ANNs to identify loads on aircraft
wings. Hoffman [42] used NNS to predict strain in critical parts of an aircraft’s structure,
bypassing the limitations of traditional equations.

In the context of structural optimization, many authors have used NNs together with
some evolutionary method, as can be seen in [2,3,43–47]. Evolutionary methods are char-
acterized by being inspired by principles of biological evolution and natural selection.
According to Lagaros et al. [2], evolutionary algorithms (EAs), including GAs and evolu-
tionary strategies (ESs), are now widely recognized as a powerful family of methods for
addressing structural optimization problems.

Aiming to improve the computational efficiency of evolutionary algorithms in struc-
tural optimization, Lagaros et al. [2] presented an endeavor towards enhancing perfor-
mance. They introduced an NN strategy to predict design feasibility, reducing the need
for costly FE analysis. The adaptive NN was updated during the optimization process,
offering computational advantages for optimizing skeletal structures in both sequential
and parallel computing environments.

Exploring multidisciplinary design optimization (MDO) for flexible aircraft wings,
with a focus on structural and aeroelastic characteristics, Caixeta and Marques [3] presented
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an in-depth investigation. They used ANNs to predict critical flutter speeds efficiently.
Multi-objective optimization (MOO) with GA was aimed at maximizing flutter speed and
minimizing structural mass. Results show the effectiveness of this approach in achieving
optimal design trade-offs.

Discussing the optimization of aircraft components, such as composite panels of a
vertical tail plane, using GAs and NNs, Ruijter et al. [45] presents an insightful examination.
This approach adjusts the design variables to improve performance and reduce weight,
with the NNs predicting constraint function values from FE analysis data. It offers flexibility
for implementing new variables and is robust for high-dimensional design problems, with
proposed modifications to enhance accuracy and reduce preparation time.

In addition to GAs, some works have also addressed topological optimization together
with NNs [4,5,48–51]. In his optimization process, Hansen and Horst [51] also relied on
an evolutionary algorithm to drive the advancements. Topology optimization is typically
an iterative process that uses FE analysis to determine the optimal material distribution
within a design domain by minimizing an objective function while satisfying one or more
constraints [52].

Introducing topology optimization via the neural reparameterization framework
(TONR), a method that combines DL with topology optimization, Zhang et al. [52] pre-
sented an innovative approach. TONR directly used NNs for optimization, transforming
design variable updates into NN parameter updates. It addressed various optimization
problems without needing a pre-constructed dataset and avoided structural disconnec-
tion issues. Numerical examples showed TONR’s effectiveness compared to the conven-
tional methods.

Introducing a methodology that considers uncertain load and material parameters,
Freitag et al. [4] presented an innovative approach to topology optimization. It integrated
compliance minimization and reliability-based design to handle uncertainties efficiently.
To reduce computational costs, it used ANNs instead of FE simulations. Case studies
demonstrated its effectiveness on different structural configurations.

Presenting a multilevel optimization method for implementing structural design
changes in aircraft, Hansen and Horst [51] offered an alternative approach to the field. It
optimized topology parameters and thicknesses/cross-sections using detailed FE models.
Examples showcased its effectiveness in sizing and topology optimization of the framework
structures and fuselage structures of a blended wing body aircraft.

As can be seen in the previous paragraphs, it is possible to understand the relevance of
using NNs as a tool in structural optimization. The advanced computational capabilities of
NNs can help us to obtain greater efficiency in the prediction and optimization of structural
performance. Some of the above-mentioned articles are related to the mechanical field,
while some are related to the aeronautical field.However, despite the few works in the
aeronautical area, it is possible to see the importance of using NNs in the optimization
of structures in this field. In addition to the works already presented, it is possible to see
this application in other works such as [53,54]. These works are related to the structural
optimization of unmanned aerial vehicles (UAVs), which is a type of aircraft that is growing
in use. Below are some examples in which NNs have demonstrated an impact on the
optimization of aeronautical or aerospace structures.

The paper by Park et al. [55] presented an approach for structural analysis using
orthogonal decomposition and NNs to achieve the efficient and accurate optimization of
wing structures using a reduced-order model. NN increased the ability to perceive and
model the complex relationships between design variables and wing deformation due
to fluid–structure interaction. This integration allowed for a more accurate prediction of
aerodynamic and structural performance, ultimately leading to more efficient and effective
wing designs. The impact of employing NNs in optimization lies in their ability to handle
complex and nonlinear relationships and large datasets, resulting in more reliable and
optimized design results compared to the conventional methods.

123



Eng 2024, 5

Furthermore, the combination of NNs with genetic algorithms can have an impact on
the optimization of composite panels in aircraft structures, as seen in Ruijter et al. [45]. NNs
provide a powerful tool for approximating complex functions and predicting performance
metrics such as deformation and buckling multipliers. By training NNs with data from
finite element analyses, researchers can create accurate models that predict the behavior of
composite panels under various conditions. This capability enables the efficient exploration
of the design space, enabling the identification of optimal configurations that balance
performance and weight. Integration with genetic algorithms enhances the optimization
process by enabling robust and efficient searches for optimal solutions in a high-dimensional
design space. This combined approach reduces computational costs and setup time, making
it feasible to optimize assemblies consisting of multiple components, thereby improving
the overall design and performance of aircraft structures.

Finally, integrating NNs with modified backpropagation learning algorithms can sig-
nificantly impact the optimization of aerospace components by increasing the efficiency
and accuracy of the design processes, as can be seen in the study by Kodiyalam and Guru-
moorthy [56]. By integrating a modified feedforward multilayer NN with an optimization
algorithm, the approach provided a more sophisticated method for determining optimal de-
sign parameters. This is particularly crucial for aerospace components, which often require
precise specifications to ensure performance, safety, and reliability. The modification to
the standard backpropagation training allowed for faster convergence and required fewer
hidden layer nodes, making the learning process more efficient and less resource-intensive.
This led to faster prototyping and iteration cycles in the development of complex compo-
nents such as aircraft engine guide vanes and satellite reflectors. Ultimately, this work could
result in more robust and optimized aerospace designs, potentially reducing costs and time
to market while improving the overall quality and performance of aerospace systems.

NNs are a very powerful tool that can assist in the design and optimization of struc-
tures due to its ability to work with complex data or problems, as can be seen in the previous
paragraphs. Therefore, NNs can also be used to predict loads according to the mission
of the optimized aircraft. This is important, as each type of aircraft will present different
loading conditions, and the same aircraft can operate in different missions. Therefore,
optimization should target a specific aircraft type and different missions so that the NN can
predict the loads more accurately and thus the optimization will be more appropriate. Some
of the articles presented here, such as those by Caixeta and Marques [3], Ruijter et al. [45],
and Hansen and Horst [51], trained their NN models with different datasets so that the
predictions obtained were appropriate.

The integration of NNs with GAs or other optimization methods represents a promis-
ing approach. However, it is essential to evaluate the effectiveness of such methodologies.
Rujter demonstrated in his work that the trained NN achieved a mean squared error (MSE)
of less than or equal to 1 × 10−5, indicating high accuracy. Conversely, Mazhar highlighted
challenges in his study, where the NN struggled to capture the exact pressure profile due to
the non-linearity and significant variability of the data. Despite this, the final NN achieved
a mean absolute error (MAE) of 0.007%, reflecting good performance. Meanwhile, Caixeta
emphasized the computational efficiency of NN compared to a full aeroelastic model,
reporting that the NN was approximately 47.5 times faster.

Therefore, the importance of integrating both techniques becomes evident, as there is
the possibility of developing and improving configurations that were previously complex
and, at the same time, speeding up design processes. This section presented the use of
NNs in structural optimization; similarly, the next section will present articles on NNs in
composite material optimization.

5.2. Composite Materials Optimization

The use of composite materials, such as carbon fiber-reinforced polymers (CFRPs),
has emerged as a good alternative to the aluminum alloys that are commonly used in
the aeronautical sector. According to Chen and Xu [6], composite materials, known for
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their exceptional design flexibility, have replaced traditional metallic materials in many
applications. This phenomenon arises from the inherent characteristics of these materials,
which are used in structural design, including high flexural modulus, high specific strength,
low density, corrosion resistance, design flexibility, etc. [7].

However, there are other challenges to using these materials, such as more precise
optimization to improve and maximize their structural performance. This is due to the fact
that composite materials have anisotropic characteristics, which requires more sophisti-
cated techniques for material design. Bisagni and Lanzi [57] introduced a post-buckling
optimization method for designing composite stiffened panels under compression loads.
Abouhamze and Shakeri [58] proposed a method to optimize the stacking sequence of
laminated cylindrical panels for improved natural frequency and buckling load. It em-
ployed ANNs to simulate panel behavior and a GA for optimization. Marin et al. [59]
introduced an optimization method for designing a composite material stiffened panel
with a conventional stacking sequence, considering static analysis and hygrothermal effects.
Pitton et al. [60] presented an optimization methodology for improving the buckling resis-
tance of thin-walled cylindrical shells subjected to axial loads by using variable stiffness
through curvilinear fibers. This approach aims to enhance the critical load associated
with buckling.

In this context, NNs can be used as a tool capable of predicting the loads on a material
under different working conditions, thereby determining a better design. To achieve this
objective, it is necessary to train the model with an extensive amount of data that covers
material properties and performance criteria. As a result, this predictive capability can
facilitate better understanding and assist in selecting composite materials tailored to specific
aircraft components.

In the field of optimizing composite materials, there is a predominant use of evo-
lutionary methods, such as GA. Some works that have used this method are as fol-
lows: [6–8,57,61–65]. Some of these works also address the use of NNs [7,8,57,61–64,66,67]
or DL [6,7] integrated with the use of GA.

Introducing an optimization framework for efficiently designing composite aircraft
wings, Kilimtzidis et al. [64] offered a novel approach to the field. They employed a
low-cost numerical approach and optimization techniques to minimize wing mass while
meeting loading constraints. Results were validated against 3D finite element method
(FEM) models, confirming accuracy. The framework provided the optimal lay-ups and
dimensions for the wing components.

Introducing a new method that combines deep learning and GAs, Chen and Xu [6]
offered an innovative approach to studying and optimizing the interfacial shear behavior
in SiC fiber-reinforced SiC composites. By analyzing various microstructures and tem-
peratures through molecular dynamics simulations, the approach accurately predicted
shear properties and identified optimal microstructures, offering potential for advanced
composite material development and intelligent manufacturing.

Combining ANNs with evolutionary algorithms (EAs), Tran-Ngoc et al. [7] introduced
a new method for detecting damages in laminated composite structures. By integrating the
global search capacity of EAs with the fast convergence of gradient descent, the approach
efficiently found the optimal solutions and avoided local minima. Results showed improved
accuracy and reduced computational time compared to traditional methods.

Introducing a novel optimization approach for composite sandwich structures, Mo-
hammed Sahib and Kovács [65] utilized GAs and ANNs to advance the field. By minimizing
weight and cost, the method targeted applications in aerospace and automotive industries.
Through Monte Carlo simulation and ANN predictions, the study achieved multi-objective
optimization, leading to Pareto optimal points. FEM validation confirmed the effectiveness
of the approach, highlighting substantial weight reductions with CFRP or fiber metal
laminate (FML) face sheets compared to all-aluminum structures.

For designing composite stiffened panels under compression loads, Bisagni and
Lanzi [57] introduced a post-buckling optimization technique that has advanced the field. It
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employed NNs trained with FE analyses and GAs to reduce computational costs. The method
achieved an 18% weight reduction by allowing local skin buckling between stiffeners.

In the pursuit of optimizing the weight of composite laminates, Liu et al. [63] intro-
duced a streamlined methodology, offering a fresh perspective to the field. They utilized
ANNs to predict buckling loads, reducing evaluation time. By incorporating lamination
parameters and dimensional inputs, computational costs were minimized. The approach
integrated ANN models with a GA for efficient laminate optimization, validated against
other methods for buckling load prediction.

Describing an optimization process utilizing the ε-constraint method, Ehsani and Dalir [66]
aimed to maximize the critical buckling load and minimize the structural weight of an
angle grid plate. They employed an artificial ANN trained with data from the Mindlin
plate theory and Ritz method to approximate the buckling load. Integrated with GAs, this
approach identified optimized design variables for the angle grid structure, providing
designers with options for maximizing buckling load while minimizing structural weight.

Exploring hierarchical origami-corrugation meta-sandwich (HOCM) structures, Yue
et al. [67] illuminated their multifunctional potential, providing valuable insights for the
field. They derived a compressive modulus, conducted experimental testing and simu-
lations, and analyzed critical geometric parameters. The ANN-based surrogate model
approximated the specific peak strength (SPS) and specific energy absorption (SEA), en-
abling a multi-objective optimization approach for designing HOCM structures with supe-
rior properties.

In addition to NNs, another point to be explored is GAs which, due to their approach,
are capable of generating several sets of possible solutions that can evolve over generations
until an optimal solution is found. However, for this to be possible, it is necessary to
consider several design variables, such as the orientation of the fibers and thickness of the
layers. This allows engineers to evaluate a set of design solutions that evolve into an ideal
configuration that meets their requirements [9,10].

Another point to be explored here is the reliability of composite materials. As with
other materials, composite materials are subject to failure. One of the techniques currently
used to predict damage in composite materials and consequently to measure their reliability
is continuous damage mechanics (CDM). CDM can measure the progressive load-bearing
capacity when these materials are under stress as strain accumulates [68]. To predict the
damage in the material, it is necessary to develop an FE model and implement the CDM as
a user material subroutine (UMAT) [9,69]. Another option that is being explored is to train
an NN with data from the FE model and replace the FE with the NN [70].

5.3. Future Research Directions and Emerging Trends

The articles presented in Section 5 show the different ways of using NNs in the
optimization of structures or composite materials. These different ways indicate the future
directions in research and trends in this field. One of the trends is the use of NNs to improve
the optimization process, that is, using NNs to learn FE and perform analyses to accelerate
the optimization process. Another perspective is the use of NNs to recognize patterns in
topological optimization and thus determine the best material distribution that offers the
best weight-to-strength ratio. Finally, there is also the possibility of using NNs to predict
the distribution of loads in structures or composite materials in order to assist with the
optimization process. It is noted that this field, optimization with the use of NNs, presents
a growth trend over the years, as despite the fluctuation in the number of publications on
the topic over the years, 2023 presented more publications in relation to 2022, as can be
seen in Figures 1 and 5.

6. Conclusions

As seen previously, some works have presented the combination of NNs and GA for
structural optimization. The articles presented show the different approaches to the use
of NN during the optimization process. One of the approaches is the use of an NN to
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predict loads; in this case, training must be carried out with a large amount of data relating
to different scenarios and in relation to the type of aircraft studied. This will help us to
understand unobserved patterns and will also help to better predict the loads acting on
the aircraft in that scenario in which the optimization will occur. Another approach is the
use of NNs to predict FE analyses. In this case, the NNs must be trained with various data
relating to the different configurations, types of structures, and load cases, so that the NNs
understand the analysis process via FE and then carry out the process independently. Here,
the objective is to speed up the FE process, because at the same time as the NNs provide
the predictions, it will also optimize the process.

Still in the field of structure optimization, other authors have combined NNs or DL
with topological optimization. Some works presented address the use of NNs or DL
to assist in the optimization process, understanding patterns and determining the best
material distribution in the structure. However, other authors have used NNs to analyze
FE, as stated in the previous paragraph. It should be noted that, in both cases, the main
objective is to minimize optimization time.

Just as previously seen, for structural optimization, the same techniques are observed
in the optimization of composite materials. To optimize these materials, it is also necessary
to predict the loads acting on the structures in which these materials are used in order to
understand their capacity to withstand efforts and optimize them better. NNs are also
used to carry out the FE analysis process, and the objective of accelerating the optimization
process is also noted. Thus, the NNs are integrated with the GAs, such that the latter
performs the optimization while the NNs analyze each optimized material at each stage of
the optimization and thus help determine the best configuration.

Therefore, it is possible to notice that the use of NNs in the optimization of aeronautical
structures and composite materials has shown remarkable potential and effectiveness.
The main scientific contributions of this study include the following:

1. Enhanced Optimization Process: By employing NNs to learn finite element (FE)
analysis and subsequently incorporating it into each stage of the GA optimization
process, researchers have been able to effectively evaluate numerous structures and
determine optimal configurations with greater speed. This integration allows for a
more efficient and thorough exploration of the design space.

2. Pattern Recognition in Topology Optimization: NNs have been instrumental in iden-
tifying patterns during topology optimization, aiding in the selection of material
distributions that offer ideal strength-to-weight ratios. This contributes to the devel-
opment of lighter yet stronger aeronautical structures.

3. Prediction of Load Distributions: The use of NNs to predict load distributions on
structures has facilitated the optimization of composite materials. This ensures that
structures are tailored to different flight conditions and that materials used are opti-
mally suited for their specific applications, improving both performance and safety.

4. Reduced Optimization Time: Leveraging NNs has significantly minimized opti-
mization time, streamlining the iterative process and accelerating the design cycle.
This reduction in time is crucial for meeting tight development schedules in the
aerospace industry.

As previously stated, the use of NN shows good results. Even though, in certain cir-
cumstances, the NN may present difficulties, with cases where there is greater non-linearity,
adjustments can be made to improve its performance. A well-trained NN can present
good precision, such as an MSE of 1 × 10−5 and an MAE of 0.007%, as shown previously.
In addition to presenting good precision, the NN shows a higher speed compared to other
methods, being able to be 47.5 times faster, as mentioned, and thus showing that the NN
can present good results.

Previously, the main scientific contributions and some practical results of this study
were presented; however, some recommendations for designers and mechanical engineers
are as follows:
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1. Adoption of NN-GA Integration: Designers and engineers should consider integrat-
ing NNs with GAs in their optimization workflows to enhance the efficiency and
effectiveness of their design processes. This approach allows for the rapid evaluation
and optimization of complex structures.

2. Utilization in Topology and Material Selection: The pattern recognition capabilities
of NNs can be leveraged to identify optimal material distributions, improving the
strength-to-weight ratios of structures.

3. Predictive Load Analysis: Implementing NN-based predictive models for load dis-
tribution can lead to more precise and reliable designs, ensuring structural integrity
under various flight conditions.

4. Streamlined Design Cycles: The time savings achieved through NN integration can
be used to accelerate the design and development process, enabling faster iteration
and refinement of designs.

Recapping the future research directions and emerging trends, the integration of
neural networks (NNs) in optimizing structures and composite materials shows great
promise. NNs can accelerate the optimization process by learning finite element (FE)
analysis, enhance material distribution through pattern recognition in topological optimiza-
tion, and predict load distributions to support the optimization process. The increase in
publications from 2022 to 2023 highlights the growing interest and potential in this field,
emphasizing its importance for future advancements in aeronautical engineering.

Overall, the use of NNs for optimization represents a powerful approach for the
optimization of aircraft structures and composite materials. By leveraging the capabili-
ties of NNs to learn and predict complex relationships within the optimization process,
researchers can efficiently identify optimal solutions that meet performance requirements
while minimizing weight and maximizing structural integrity. This approach holds signifi-
cant promise for advancing the design and optimization of aircraft structures and composite
materials in the future.
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Abstract: Smart technologies are increasingly used in agriculture, with drones becoming one of the
key tools in agricultural production. This study aims to evaluate affordable drones for agricultural
use in the Posavina region, located in northern Bosnia and Herzegovina. To determine which drones
deliver the best results for small and medium-sized farms, ten criteria were used to evaluate eight
drones. Through expert evaluation, relevant criteria were first established and then used to assess
the drones. The selected drones are designed for crop monitoring and are priced under EUR 2000.
Using the fuzzy A-SWARA (Adapted Step-wise Weight Assessment Ratio Analysis) method, it was
determined that the most important criteria for drone selection are control precision, flight autonomy,
and ease of use, all of which are technical attributes. The fuzzy MARCOS method revealed that the
best-performing drones are also the most affordable. The drones D5, D4, and D8 demonstrated the
best results. These findings were confirmed through comparative analysis and sensitivity analysis.
Their features are not significantly different from those of more expensive models and can, therefore,
be effectively used for smart agriculture. This study demonstrates that drones can be a valuable tool
for small farms, helping to enhance agricultural practices and productivity.
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1. Introduction

Recent changes in agriculture increasingly focus on using modern technology to
improve production, especially through the development of smart systems. Drones in
agriculture offer many benefits for small and medium-sized farms by helping to reduce costs
and increase production efficiency. They can be used for tasks such as crop mapping, plant
health monitoring, irrigation planning, and the careful use of pesticides and fertilizers [1].
Drones provide faster and more complete crop assessments than traditional methods while
also reducing the need for human labor. The data they gather allow farmers to make better
decisions, leading to improved agricultural outcomes.

A key advantage of drones is their ability to collect data in real time [2]. With this up-
to-date information, farmers can react quickly and effectively to changes in crop conditions.
Drones can also cover large areas in a short time, and by using multispectral cameras,
they detect changes in crops before they are visible to the eye. This allows for precise
actions, reducing the amount of pesticides and fertilizers needed, which helps lessen the
environmental impact. By using drones, it is possible to identify whether certain crops
lack water and to apply precise irrigation only to those crops. Protecting the environment
should remain a central focus in agricultural production [3].

Drones in agriculture have attracted much attention from researchers who see their
potential to boost production. Research by Javaid et al. [4], Panday et al. [5], Rejeb et al. [6],
Nhamo et al. [7], and others shows that drones can help cut costs and increase crop yields.
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Studies by Hafeez et al. [8] and Inoue [9] also suggest that drones make it faster and easier to
assess crops, improving the use of resources like water, fertilizers, and pesticides. However,
there are challenges when using drones on small farms. If precision farming methods are
applied, the cost–benefit ratio may not always work in favor of smaller farms [10], raising
questions about whether drones are worth the investment for them.

Although drones are widely used in large-scale farming [11], they are harder to apply
on small and medium-sized farms. The main reasons are the high costs of buying and
maintaining drones [12], which greatly influence farmers’ decisions, as well as the technical
knowledge required to operate them. These factors can be obstacles for smaller farms
with limited budgets. However, as technology develops and market competition increases,
drones are becoming more affordable and economically accessible [13], making them a
more realistic option for smaller farms.

This study aims to identify affordable and practical drones for small and medium-
sized farms in the Posavina region, located in northern Bosnia and Herzegovina. This
region, the largest plain in the country, has the highest potential for agricultural growth [14].
The goal of this research is to evaluate affordable drones that meet the technical needs
and budget limits of farmers in Posavina. Small and medium-sized farms are central to
agriculture in this area, and the adoption of drones could greatly improve their productivity
and sustainability [15]. However, to make drone use successful, it is necessary to identify
models that best match the specific needs of these farms. This research provides an overview
of affordable drones on the market, offering guidelines for their evaluation using decision-
making methods. It will help answer the question of how to choose the best drone by
balancing technical features and costs, especially when budgets are tight.

Based on this, the main goal of this paper is to evaluate drones suitable for small
and medium-sized farms using a fuzzy approach with specialized methods. The fuzzy
approach is used in this research because complete information is not available, and precise
evaluations cannot be used; instead, assessments are expressed through linguistic val-
ues [16]. The application of multi-criteria decision-making (MCDM) methods is performed
to evaluate drones based on the relevant criteria. The evaluation of both the criteria and
drones is carried out subjectively, relying on expert opinions [17] while incorporating
uncertainty into the decision-making process [18]. This approach aims to provide farmers
with guidelines on choosing the drone that best fits their specific needs. The fuzzy ap-
proach relies on the A-SWARA (Adapted Step-wise Weight Assessment Ratio Analysis) and
MARCOS (Measurement Alternatives and Ranking according to Compromise Solution)
methods. Here, the fuzzy A-SWARA method helps determine the importance of various
criteria based on subjective evaluations [19], while the fuzzy MARCOS method ranks drone
options by finding a balance across different factors [15].

This research offers several practical and theoretical contributions, particularly in
the application of drones in agriculture. The main contribution is to demonstrate that
drones can be effectively used on small and medium-sized farms to enhance agricultural
production and increase farmers’ work efficiency. Additionally, the contributions of this
research are reflected in the following:

• Guidance for farmers: The study provides clear, practical advice for small and medium-
sized farmers on which drone models are best suited for agricultural tasks. By weigh-
ing technical and economic factors, this guidance highlights the strengths and weak-
nesses of specific models, making decision making easier.

• Innovative evaluation method: The use of the fuzzy A-SWARA and MARCOS methods
offers a new way to evaluate drones in agriculture, focusing on subjective decision
making that can be adapted for similar studies in the future.

• Sustainable agriculture: This drone evaluation contributes directly to sustainable
farming by helping optimize resource use in agriculture, which can reduce costs,
improve efficiency, and promote ecologically and economically sustainable production
practices—vital for the long-term health of agriculture.
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• Supporting small farm modernization: This research encourages a broader conver-
sation about applying new technologies to small farms and positioning drones as
an effective modernization tool. This can increase the competitiveness of small and
medium farms.

• Economic development in rural areas: By lowering costs and boosting productivity,
this research can support economic growth in rural regions. Drones help farmers
use resources more efficiently, increase income, and improve living standards in
rural communities.

Following the introduction, this paper is organized into four main sections that build
upon one another. First, the materials and research methods will be explained, detailing
the steps and tools used in the study. The results section will apply these methods to a real-
world example, guiding the selection of the best-suited drone for small and medium-sized
farms in the Posavina region. The discussion will examine the findings in detail, comparing
them with similar research. Finally, the last section will summarize the key results, discuss
limitations, and suggest directions for future research.

2. Materials and Methods

This research was conducted in several phases:

- Selection of experts, drones, and criteria;
- Evaluation of criteria and alternatives;
- Application of fuzzy SWARA and MARCOS methods;
- Analysis of results using comparative and sensitivity analysis.

In the first phase, drones were assessed by a panel of experts based on key character-
istics and selected criteria. Ten experts were chosen for their knowledge of agricultural
production in Posavina and extensive practical experience with drones. Most of these
experts are professors from agricultural faculties. Drones for observation were selected
based on the price range and availability in Bosnia and Herzegovina, with a maximum
price limit set at around EUR 2000. Therefore, this study focuses on drones used primarily
for crop monitoring.

To ensure objectivity, drones were labeled rather than named directly, so none were
rated “best” in an absolute sense. It is important to note that this research relies on the
subjective evaluations of experts familiar with the Posavina region, and different regions or
farming conditions could lead to different rankings of the drones. The basic characteristics
of the drones examined are summarized in Table 1. However, these characteristics do not
encompass all of the criteria used in this study. Some criteria can only be evaluated after
these drones are tested in practice. For example, image quality is not determined solely by
the number of megapixels but is also influenced by factors such as sensors, hardware and
software used by the cameras, and various other parameters. As a result, certain criteria
can only be assessed when these drones are applied in real-world conditions.

The features of these drones indicate that they are designed for small and medium-
sized farms, as they can cover small areas on a single battery charge. They are intended
for crop monitoring on these farms, while advanced functions such as spraying or seeding
are not available. With a single battery charge, they can typically cover areas of a few
hectares, although this coverage can be increased by replacing the batteries. Additionally,
these drones are lightweight and cannot carry extra loads. In most cases, it is possible to
attach certain sensors to them, provided they do not exceed the drone’s weight limit. Due
to their specific features and affordability, these drones are a good choice for monitoring
and recording crop conditions on farms. This allows farmers to gather useful information
and take appropriate measures to improve agricultural production.
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Table 1. Technical characteristics of selected drones.

Designation Camera Range
Flight

Autonomy
Weight

Obstacle
Sensors

Max Speed Price Range Payload

D1 20 MP 7 km 30 min 1375 g Yes 72 km/h EUR 1500–1800 500 g
D2 21 MP 4 km 25 min 320 g No 55 km/h EUR 700–900 200 g
D3 48 MP 10 km 34 min 570 g Yes 68 km/h EUR 900–1000 200 g
D4 8 MP 8 km 43 min 700 g No 60 km/h EUR 400–600 100 g
D5 12 MP 8 km 35 min 790 g No 65 km/h EUR 500–600 200 g
D6 48 MP 12 km 34 min 249 g Yes 57 km/h EUR 1000–1100 100 g
D7 50 MP 10 km 28 min 249 g Yes 54 km/h EUR 800–900 300 g
D8 4 K 1 km 26 min 495 g No 45 km/h EUR 300–500 100 g

The observed drones are evaluated based on ten criteria, focusing on technical and
economic characteristics. These criteria are as follows:

• Criterion (C1) camera quality [20,21]: Assesses camera resolution, stabilization, and
image quality, rated from very low to excellent quality.

• Criterion (C2) flight autonomy [21–23]: Evaluates flight duration on a single charge,
rated from very short to long-term autonomy.

• Criterion (C3) steering precision [22,24]: Measures accuracy of controls and GPS, rated
from unreliable to highly precise steering.

• Criterion (C4) stability in air [22,25]: Evaluates drone stability in poor weather, rated
from very poor to excellent stability.

• Criterion (C5) obstacle avoidance sensors [24,26]: Assesses the effectiveness of sensors,
rated from no sensors to superior crash protection.

• Criterion (C6) control range [21,23,24]: Measures maximum control distance, rated
from very short to extremely large range.

• Criterion (C7) ease of use [25,27]: Evaluates control simplicity, rated from very complex
to very easy to use.

• Criterion (C8) portability and weight [22,24]: Assesses weight and ease of transport,
rated from heavy and hard to carry to light and portable.

• Criterion (C9) battery charging time [21,23]: Measures battery charging speed, rated
from slow charging to very fast charging.

• Criterion (C10) value for money [20,27]: Rates the price–performance ratio from very
poor to excellent value.

Each criterion and its importance were rated on a nine-level scale, ranging from least
to most important. Due to differences across criteria, the scale was adjusted as needed for
each. To make these ratings consistent, linguistic evaluations were converted to numerical
values from 1 to 9. Likewise, the alternatives were scored using this same scale. Because
these ratings are given in linguistic terms, they were converted into fuzzy numbers to
apply fuzzy evaluation methods. For example, the lowest rating was converted into a
fuzzy number (1, 1, 2) and the highest into (8, 9, 9). Other values were converted in a
similar manner.

To practically apply these ratings, fuzzy methods were used to determine the impor-
tance of each criterion and to rank the alternatives. Since many methods are available, this
research focused on two that have proven effective in similar studies: the fuzzy SWARA [28]
and fuzzy MARCOS [29] methods. The fuzzy SWARA method established the importance
of each criterion based on expert evaluations, while the fuzzy MARCOS method ranked the
selected drones according to these criteria. Through this approach, we aimed to recommend
which drones are best suited for agricultural production in the Posavina region.

The fuzzy SWARA method, initially developed by Keršulienė et al. [30], provides
a way to determine the importance of various criteria through a step-by-step approach.
However, this study uses a simplified variant known as A-SWARA, which facilitates group
evaluation of criteria importance. The A-SWARA method includes the following steps:
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Step 1. Experts assess the importance of criteria using linguistic values.
Step 2. Linguistic values are converted into fuzzy numbers.
Step 3. An aggregate rating for each criterion is formed.
Step 4. Criteria are ranked based on their overall scores.
Step 5. Normalized values are generated by dividing the aggregate scores by the

highest fuzzy number of the top-ranked criterion.
Step 6. Final weights for each criterion are determined by dividing individual values

by the sum of all normalized values.
Once the importance of each criterion is set, the ranking of alternatives is performed

using the fuzzy MARCOS method developed by Stević et al. [31]. This approach assesses
the relationship between each alternative and reference value representing ideal and anti-
ideal points, following these steps [32]:

Step 1. Experts evaluate the alternatives based on the chosen criteria using linguis-
tic values.

Step 2. Linguistic values are transformed into fuzzy numbers, creating the initial fuzzy
decision matrix.

Step 3. The initial decision matrix is expanded.
Step 4. The matrix is normalized using the following:
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where l, m, and u are the lower, middle, and upper bounds of the fuzzy numbers, respectively.
Step 5. Weighted values of the normalized matrix are calculated as follows:
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Step 6. Calculation of Si matrix is performed as follows:
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Step 8. Calculation of the fuzzy matrix
∼
Ti is carried out using the following:
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and by setting the fuzzy number
∼
D as follows:
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Step 9. Defuzzification of fuzzy numbers is performed with the following:

d f de f =
l + 4m + u

6
(9)

Step 10. Determination of the utility function f (Ki) is carried out as follows:

f
(∼

K
+

i

)
=

∼
K
−
i

d f de f
(10)

f
(∼

K
−
i

)
=

∼
K
+

i
d f de f

(11)

Step 11. Calculation of the final utility function is performed as follows:
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3. Results

The selection process for a suitable drone for agricultural production in Posavina
begins with evaluating the importance of specific criteria. This assessment relies on expert
ratings, where each criterion is scored on a scale of 1 to 9, with 1 representing the lowest
importance and 9 indicating the highest, or extreme, importance (Table 2).

Table 2. Criteria importance evaluation.

Experts C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

Expert 1 8 8 9 8 7 7 9 6 7 8
Expert 2 7 8 9 7 7 6 9 6 7 9
Expert 3 7 9 9 7 7 6 9 6 8 9
Expert 4 6 9 9 7 7 8 9 6 9 9
Expert 5 6 8 9 6 7 5 9 5 8 9
Expert 6 5 9 9 7 6 6 7 6 8 6
Expert 7 6 9 9 6 5 6 7 6 8 9
Expert 8 7 8 8 6 6 6 8 7 8 8
Expert 9 6 9 8 7 6 6 8 6 8 6
Expert 10 6 8 8 6 6 5 8 5 7 8

After assigning ratings, linguistic values are converted to fuzzy numbers, and a total
score across all criteria is calculated. The next step involves calculating the weights for each
criterion. First, criteria are ranked by the total score. Then, each total score is divided by the
highest fuzzy value, and the weight for each criterion is determined by dividing individual
normalized values by the sum of these normalized values. According to this approach, the
results show that experts consider criterion C3, steering precision, as the most important
factor in drone ranking (Table 3), followed by C2, flight autonomy, and C7, ease of use. The
least important, according to experts, is C8, portability and weight.

The next phase evaluates the selected drones based on the defined criteria (Table 4).
Experts first rate each drone, and these linguistic ratings are then converted to fuzzy
numbers. This allows for the formation of a summary decision matrix, which is the basis for
ranking drones. In forming this matrix, each expert is given equal importance, averaging
all matrices created from expert evaluations. With the aggregate decision matrix complete,
the fuzzy MARCOS method is applied, including steps for expanding the aggregate matrix,
normalizing values, and weighting these normalized values according to criteria weights.
This paper does not detail the calculations of the fuzzy MARCOS method, as it has already
been validated in over 1000 studies.

137



Eng 2024, 5

Table 3. Criteria importance results.

Id Sum (sj) Normalization (nj) Weight (wj)

C3 (77, 87, 90) (0.86, 1.00, 1.00) (0.10, 0.11, 0.11)
C2 (75, 85, 90) (0.83, 0.94, 1.00) (0.09, 0.11, 0.11)
C7 (73, 83, 88) (0.81, 0.92, 0.98) (0.09, 0.10, 0.11)
C10 (71, 81, 86) (0.79, 0.90, 0.96) (0.09, 0.10, 0.11)
C9 (68, 78, 87) (0.76, 0.87, 0.97) (0.08, 0.10, 0.11)
C4 (57, 67, 77) (0.63, 0.74, 0.86) (0.07, 0.08, 0.10)
C5 (54, 64, 74) (0.60, 0.71, 0.82) (0.07, 0.08, 0.09)
C1 (54, 64, 74) (0.60, 0.71, 0.82) (0.07, 0.08, 0.09)
C6 (51, 61, 71) (0.57, 0.68, 0.79) (0.06, 0.08, 0.09)
C8 (49, 59, 69) (0.54, 0.66, 0.77) (0.06, 0.07, 0.09)

Table 4. Drone evaluation by selected criteria.

Expert 1 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

Drone 1 5 6 5 4 6 6 6 7 8 6
Drone 2 6 5 5 4 6 5 4 5 7 5
Drone 3 5 5 5 5 7 8 5 8 5 6
Drone 4 5 6 7 3 5 8 6 8 6 5
Drone 5 6 6 7 8 5 5 4 5 6 8
Drone 6 5 6 7 5 6 8 6 8 5 6
Drone 7 6 6 6 6 6 5 8 7 7 5
Drone 8 5 8 6 4 8 7 5 6 4 5

...
...

...
...

...
...

...
...

...
...

...

Expert 10 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

Drone 1 4 5 5 3 5 5 6 6 7 6
Drone 2 5 5 4 3 5 4 5 4 6 6
Drone 3 4 4 4 4 4 7 4 7 4 5
Drone 4 5 5 6 2 5 7 5 7 5 4
Drone 5 5 6 6 7 4 6 4 4 5 7
Drone 6 4 4 6 4 4 7 5 7 4 5
Drone 7 6 5 6 5 5 4 7 6 6 6
Drone 8 5 7 5 3 7 6 4 5 3 5

Once values for each alternative are calculated, the utility degree and utility function
are determined, followed by the defuzzification process to obtain crisp numbers. Finally, a
utility function is calculated, which indicates that, according to expert evaluations, Drone 5
performs best, followed by Drones 4 and 8, with Drone 2 ranked the lowest (Table 5).

Table 5. Fuzzy MARCOS method results.

d
~
K
−
i d

~
K

+

i df(
~
K
−
i ) df(

~
K

+

i ) Ki Rank

Drone 1 0.819 1.245 0.562 0.370 0.592 6
Drone 2 0.777 1.181 0.533 0.351 0.525 8
Drone 3 0.817 1.242 0.560 0.369 0.589 7
Drone 4 0.871 1.324 0.597 0.393 0.682 2
Drone 5 0.879 1.337 0.603 0.397 0.697 1
Drone 6 0.841 1.278 0.577 0.379 0.629 5
Drone 7 0.854 1.299 0.586 0.386 0.653 4
Drone 8 0.868 1.319 0.595 0.392 0.676 3

This ranking reflects a balance among the criteria considered. To confirm this ranking,
a comparative analysis is conducted using the same decision matrix and criteria weights
but employing different fuzzy methods [33,34]. Five additional methods are used in this

138



Eng 2024, 5

analysis: fuzzy RAWEC (Ranking of Alternatives with Weights of Criteria), fuzzy WASPAS
(Weighted Aggregated Sum Product Assessment), fuzzy SAW (Simple Additive Weighting),
fuzzy MABAC (Multi-Attributive Border Approximation Area Comparison), and fuzzy
ARAS (Additive Ratio Assessment). Each method has unique steps: for instance, fuzzy
RAWEC applies two types of normalization, fuzzy WASPAS balances two methods, fuzzy
SAW ranks based on individual values, fuzzy MABAC ranks relative to the average, and
fuzzy ARAS uses a new utility function relative to the maximum value. As these methods
also differ in normalization approaches, results may vary.

This analysis reveals some differences in ranking, especially for Drone 4 (Figure 1).
According to one method, this drone ranks first, while another method places it fourth.
However, most methods agree that Drone 5 is the best performer. Additionally, the ranking
obtained by the fuzzy MARCOS method aligns closely with the other methods, thereby
supporting the results produced by this approach.

 

Figure 1. Comparative analysis results.

Following the comparison with other fuzzy methods, a sensitivity analysis is con-
ducted. This analysis helps determine how shifts in criteria weights affect the final ranking
of the drone alternatives. Sensitivity analysis can be performed in various ways, and for
this study, specific criteria weights are reduced by 30%, 60%, and 90%, with the weights
of the remaining criteria adjusted to balance these reductions. This approach allows us to
see how a reduction in the weight of one criterion influences the overall ranking. Since
there are 10 criteria with three levels of reduction each, this results in 30 distinct scenarios
for analysis.

The sensitivity analysis results indicate that even slight changes in criteria weightings
can impact the ranking order (Figure 2). For instance, Drone 5, which originally ranked
highest, maintained the top position in 13 scenarios but ranked lower in the others. In
Scenario 12, Drone 5 dropped to fifth place when criterion C4, stability in air, was reduced by
90%. This outcome suggests that Drone 5 excels in stability; however, when the importance
of this feature is minimized, its ranking declines. A similar examination of Drone 8
reveals that it performs well in flight autonomy (C2) and obstacle avoidance (C5) but could
improve in steering precision (C3) and battery charging time (C9) to become the top-ranked
option. Based on these findings, Drones 4, 5, and 8 emerge as the top choices, with experts
highlighting their strengths for small to medium farms.

139



Eng 2024, 5

 
Figure 2. Sensitivity analysis results.

4. Discussion

With the rise of technology, agriculture is also undergoing substantial transforma-
tion [35]. Agriculture in many regions, including Posavina [36], is moving toward adopting
smarter technologies. These advancements were initially limited to large farms but are now
reaching medium and smaller farms due to the availability of more affordable technolo-
gies [37]. However, the adoption rate of smart technologies is between 15 and 20 percent,
as indicated by research conducted by Gabriel and Gandorfer [38]. Drones, in particular,
are gaining traction in the agricultural sector [6]. They serve multiple functions and are
becoming integral to farming operations. Research by McCarthy et al. [39] has shown that
drones should be used on small and medium-sized farms to increase productivity, reduce
costs, and improve food security. This research focused on selecting suitable drones for
medium and small farms in Posavina for several reasons:

• Posavina, the largest lowland area in Bosnia and Herzegovina, holds significant
potential for expanding agricultural production.

• Bosnia and Herzegovina, as a developing country, relies heavily on traditional farming
practices, with limited adoption of smart technologies.

• Drone prices have decreased, making this technology more accessible to farmers.
• Drone use in Bosnia and Herzegovina’s agriculture sector remains limited, highlighting

the need for studies like this to guide adoption in the region.

The motivations behind this research underscore its potential contribution to advanc-
ing agricultural practices in Bosnia and Herzegovina. Given the diverse range of drones
on the market, each designed with specific applications in mind, this study focused on
eight drones priced under EUR 2000, each intended for crop monitoring. However, crop
monitoring is not achievable without the use of specific software, and the future of this
field lies in the integration of artificial intelligence, as noted by Guebsi et al. [40]. Therefore,
future research should pay particular attention to software solutions for crop monitoring
analysis. It is also essential to emphasize that artificial intelligence is becoming increasingly
common in practice [41], including in agriculture.

To determine which of these drones would best meet the needs of agricultural produc-
ers in Posavina, fuzzy methods were used, as expert evaluations were expressed through
linguistic values. Research by Więckowski et al. [42] demonstrated that linguistic values and
expert evaluations are most commonly applied when qualitative criteria are used. Addi-
tionally, MCDM methods are often used to obtain such results [43]. This research leveraged
the SWARA method for collective decision making, based on its initial principles [30], with
certain steps removed and others added for a more streamlined approach. The modified
A-SWARA method used collective expert evaluations to determine the weight of the criteria.
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According to the evaluations and the results obtained with A-SWARA, drones needed
to have strong control, high flight autonomy, and ease of use. Consequently, the focus
on drone selection centered on technical characteristics that make them easy to operate,
even for agricultural producers who may have limited technical knowledge. To implement
these features effectively in agriculture, Merz et al. [21] suggested the development of
appropriate software interfaces that allow for both online drone management and the
advancement of automatic systems. Such systems would enable drones to continuously
monitor crop conditions on farms independently. The less demanding the drones are in
terms of required knowledge, the simpler they are to use. Results from this method showed
that portability and weight were the least important criteria; all drones in this selection
were lightweight, with a maximum weight of 1375 g, making them highly portable. Re-
search by Delavarpour et al. [25] has proven that lighter drones are more commonly used
in agriculture because they ascend more quickly and operate at relatively lower altitudes.
Additionally, such drones are easier for a single person to handle.

For drone selection, the fuzzy MARCOS method was also applied, and it was used to
rank the drones. As a relatively new multi-criteria analysis method with proven practical
effectiveness, MARCOS was an appropriate choice for this study. The results revealed that
avoidance sensors were not a significant factor in drone selection, as the two top-ranked
drones did not have this feature. However, in complex agricultural production, where
diverse farming activities are present, it is necessary for drones to have these sensors, as
noted by Ahmed et al. [24]. This may be due to Posavina’s vast lowland terrain, where
drones are likely used for cereal cultivation with few obstacles to navigate. Additionally,
the most favorable drones were among the least expensive of those reviewed, an important
factor in Bosnia and Herzegovina as a developing country where cost plays a major
role in technology adoption. Farmers are likely to prefer affordable drones over costlier
models. Another interesting finding was that camera megapixels did not significantly
impact selection; even a 2 MP camera provides adequate quality for monitoring crop
conditions [44].

Further analysis confirmed that more drones could be effectively used in Posavina’s
agricultural production. In particular, the sensitivity analysis showed that three drones
performed best, suggesting that major investments in high-end models are not necessary.
These findings indicate that drones are no longer a luxury restricted to large farms but
are increasingly accessible for all farm sizes. However, alongside these benefits, certain
challenges remain. Effective use of drone photography requires specialized software and a
capable computer. Additionally, farmers must have the necessary knowledge to maximize
the benefits drones offer in agriculture. Moreover, drones enable the implementation of
sustainable agricultural production and enhance the competitiveness of small and medium-
sized farms [45].

5. Conclusions

This research applied fuzzy methods to evaluate cost-effective drones suitable for
agricultural production, specifically tailored to the needs of the Posavina region, the largest
lowland area in Bosnia and Herzegovina. By incorporating expert evaluations, this study
determined the relative importance of various criteria and ranked drones accordingly.
Using the A-SWARA method, it was established that the most critical criteria in drone
selection are C3—steering precision, C2—flight autonomy, and C7—ease of use. The
fuzzy MARCOS method further identified that drones D5, D4, and D8 exhibit the most
favorable characteristics and are the top choices for agricultural use in Posavina. It should
be noted that this result was obtained solely based on expert opinions and the use of
qualitative criteria. Therefore, future research should incorporate a combination of both
qualitative and quantitative criteria to make better-informed decisions. This study aimed
to demonstrate how drones can be used in agricultural production in Posavina and how
more affordable drones can also be effectively utilized. For this reason, the primary goal
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of this research was not to select the best drone but to show that drones are essential for
improving agricultural production.

Like any study, this research has certain limitations. Specifically, the criteria and
selection of drones included may affect the results; alternative criteria or additional drones
might lead to different rankings. Future research should aim to identify the most relevant
criteria for drone selection and apply those in evaluations. Furthermore, it is necessary
to use quantitative criteria in future studies, with a focus on selecting specific types of
drones. The choice of drones was influenced by the models available on the Bosnia and
Herzegovina market and limited by budget considerations, meaning that other drones
could potentially be included in future studies. The primary focus here was to demonstrate
the feasibility of drones for medium and small farms. Sensitivity analysis showed that each
drone has distinct characteristics that may appeal differently based on individual farm
requirements, suggesting that future research should develop adaptable decision-making
models based on specific research objectives and farm needs.
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45. Škuflić, L.; Šokčević, S.; Bašić, M. Sustainable development and competitiveness: Is there a need for GCI reconstruction? Econ.
Innov. Econ. Res. J. 2024, 12, 153–173. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

144



Citation: Armenta-Déu, C.; Sancho, L.

Sustainable Charging Stations for

Electric Vehicles. Eng 2024, 5,

3115–3136. https://doi.org/

10.3390/eng5040163

Academic Editor: Antonio Gil Bravo

Received: 2 September 2024

Revised: 18 November 2024

Accepted: 25 November 2024

Published: 27 November 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

Sustainable Charging Stations for Electric Vehicles

Carlos Armenta-Déu * and Luis Sancho

Facultad de Ciencias Físicas, Universidad Complutense de Madrid, 28040 Madrid, Spain; luisan04@ucm.es
* Correspondence: cardeu@fis.ucm.es

Abstract: In this work, we develop a detailed analysis of the current outlook for electric vehicle
charging technology, focusing on the various levels and types of charging protocols and connectors
used. We propose a charging station for electric cars powered by solar photovoltaic energy, performing
the analysis of the solar resource in the selected location, sizing the photovoltaic power plant to cover
the demand completely, and exploring different configurations such as grid connection or physical
and virtual electric energy storage. Despite the current development applying for specific working
conditions, operating voltage, charging rate, power demand, etc., the proposed configuration is
modular, adaptable, and resilient. The simulated system operates within the 360 V to 800 V range
of direct current for charging the electric vehicles, with a selectable power range between 20 and
180 kW. The basic layout includes four charging poles, each servicing all working voltages. An
oversized PV plant powers the charging station at any time of the year, saving money compared to
the alternative of the electric storage unit. In addition, we build simulation tools and algorithms that
optimize the design of future projects, providing a solid basis for sustainable energy infrastructure
planning and design.

Keywords: electric vehicle; charging station; technology; modular design; PV power plant; simulation;
sizing

1. Introduction

Today, the continuous growth of carbon emissions, which are responsible for climatic
change, requires a transitional process to power sources more respectful of the environment.
Among the feasible solutions to implement this process, renewable energy sources are a
priority for politicians, technicians, energy developers, and citizens.

The global GHG emissions into the atmosphere come from the industrial, commercial,
residential, and transportation sectors; this last source contributes 30% of the total emissions,
representing a significant fraction [1,2]. The implementation of electric vehicles represents
a positive action in the process of reducing greenhouse gas emissions [3–5].

People opposing the transformation of the vehicle fleet from fossil fuel engines to
electric motors argue that the required electricity to charge the electric vehicle battery
comes from fossil fuel power plants, generating carbon emissions in the energy generation
process [6–8]. Therefore, it is necessary to power the electric vehicle charging stations
from energy plants powered by renewable energies like photovoltaic plants, wind farms,
geothermal and hydroelectric power plants, etc. [9–12].

The atmosphere’s increased pollution level is a relevant problem in cities, where
the concentration of particles harmful to health is higher due to the high vehicle density.
Local authorities apply measurements to reduce these particle emissions by promoting and
implementing laws, norms, and regulations to favor electric vehicle use and penalizing
conventional fossil fuel engine cars [13–15].

The European Union leads the transportation sector electrification process, developing
a protocol about the infrastructure of alternative fuels, which specifically includes the
following action (sic) [16]:
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“Starting in 2025, fast electric vehicle charging stations, with a minimum power of 150
kW for light vehicles and small vans, should be implemented every 60 km in the main
European Union traffic corridors; the so-called Trans-European Transportation Network
(RTE-T)”.

“The charging stations for heavy vehicles, with a minimum charging power of 350 kW,
should also be implemented every 60 km in the basic RTE-T network and every 100 km in
the enlarged global RTE-T network, should be completed by 2030”.

The European directive aims to solve the problem of the low number of charging
stations in some countries that are a long way from completing the directions included
in the protocol; one of the most relevant cases is Spain, the fourth economy of the Eu-
ropean Union with only thirty thousand charging stations in the national transportation
network, far below the European Union average. To make matters worse, more than 25%
of the charging stations are out of order, aggravating the problem of vehicle fleet electri-
fication [17]. The Spanish case is not the only one in the European Union, as we show in
Figure 1. We notice that some other countries suffer from the same low density of electric
vehicle charging stations [18].

High density 

(>2500) 

Medium density (>1000) Low density (<1000) 

Figure 1. Electric vehicle charging point density in the European Union (public access) (number of
points per million inhabitants) [19].

Readers can notice the difference between Norway (highest level) and Romania (lowest
level), with a factor of 30 in the charging point density. On the other hand, countries in the
high-density range—Norway, Iceland, Denmark, and Sweden—only represent 0.65% of
the total number of charging points in the European Union, since the population density
in these countries is very low, reinforcing the need to implement a dense electric vehicle
charging station network to compete with fossil fuel engine cars.

Another issue for consideration is the high number of low-charging-rate points, 83%,
with a maximum output power of 22 kW, representing a one-hour charging time for a
driving range of 100 km (60 miles) in a standard electric vehicle, which discourages drivers
from using electric cars in long-distance trips [19].

Despite the many obstacles to implementing electric vehicles in modern society, the
number of cars powered by electricity is continuously growing, as shown in Figure 2. This
situation generates a conflict because the number of charging stations is not growing at the
same rate as electric vehicle sales.
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Figure 2. Global electric car stock (2012–2021) [20].

2. Charging Point

An electric vehicle charging point is characterized by the charging rate, the charging
mode, and the charging connector. The charging rate is regulated by the norms SAE
J1772 [21,22] and IEC 61851-1 [23]; the former includes three types of rate and the latter
four types. Table 1 shows the specifications of the different charging rates depending on
the power supply.

Table 1. Charging rate specifications for variable power supply [21–23].

Specification Level 1 Level 2 Level 3
Extreme Fast

Charging (XFC)

Charging power 1.44 kW–1.9 kW 3.1 kW–19.2 kW 20 kW–350 kW >350 kW

Charger type
Onboard—Slow

charging
Onboard—Semi-

fast charging
Offboard—Fast

cahrging
Offboard—

Ultrafast charging

Charge location Residential Private and
commercial Commercial Commercial

Charging time 200 km: +/−20 h 200 km: +/−5 h 80% of 200 km:
+/−30 min

Approximately 5
min with high
energy density

Power supply
120/230 Vac, 12
A–16 A Single

phase

208/240 Vac, 12
A–80 A Single

phase/Split phase

120/230 Vac &
300–800 Vdc, 250
A–300 A Three

phase

1000 Vdc and
above, 400 A and
higher Polyphase

Supply interface
and protection

type

Convenience
outlet (Breaker in

cable)

Dedicated EV
supply equipment

(Breaker in the
cable and pilot

function)

Dedicated EV
supply equipment
(communication &
event monitoring
between EV and
charging station)

Dedicated EV
supply equipment
(communication &
event monitoring
between EV and
charging station)

Standards
SAE J1772 [24], IEC 62196-2 [25], IEC
61851-22/23 [26], GB/T 20234-2 [27]

IEC 61581-23/24
[26], IEC 62196-3

[28]

IEC 62196 [29],
SAE J2839/2 &

J2847/2 [30]
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2.1. Charging Rate

Level 1 corresponds to a domestic power socket with a maximum power supply of 2
kW. Level 2 requires a specific power socket for electric vehicle charging with a maximum
power supply of 19.2 kW. These two levels operate in alternating monophasic current. Level
3 corresponds to a fast charging rate and operates only in triphasic alternating current up
to 350 kW power supply. The level 3 charging points are in road or street public charging
stations. Extreme fast charging, or ultra-fast charging, is an extension of the fast charging
rate for a power supply above 350 kW; this type of charging point is scarce.

2.2. Charging Mode

The IEC defines four operational modes for electric vehicle charging depending on the
specifications and configuration: alternating or direct current, maximum charging current,
voltage, power, and connection type.

In levels 1 to 3, the charging mode uses alternating current (AC), monophasic for levels
1 and 2, and triphasic for level 3, as mentioned previously. The operating voltage ranges
from 220 V for level 1 to 480 V for level 3. Levels 2 and 3 also operate with intermediate
voltages of 360 and 400 V. The power supply is 7.6, 15.3, and 120 kW for levels 1, 2, and 3,
respectively. In the XFC mode, the current ranges up to 400 ADC (direct current), and the
voltage operates between 600 and 1000 VDC.

Figure 3 shows the various types of charging mode.

 

Figure 3. Electric vehicle charging modes [31].

2.3. Charging Socket

Level 1 does not require a specific socket for charging the electric vehicle; the charging
point can use a domestic one; nevertheless, levels 2 and 3, and the XFC mode, require a
specific socket of the type shown in Figures 4 and 5.

 

Figure 4. Socket types for electric vehicle charging in alternating current (AC) [24–30,32].
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Figure 5. Socket types for electric vehicle charging in direct current (DC) [24–30,32].

The DC socket type allows higher charging voltage and current, operating at a power
supply of up to 350–400 kW. This configuration reduces the charging time for a 100 km
driving range in a standard electric vehicle from 1 h in AC mode to 15 min in DC mode.

3. Solar Power Supply

A sustainable charging station for electric vehicles should collect energy from renewable
power sources like photovoltaic, wind, geothermal, hydroelectric, and others. Since analyzing
every type of renewable power plant is beyond the scope of this work, we prioritize photovoltaic
power plants as the primary energy source for powering the charging station prototype.

Photovoltaic power plant location is selected from the solar radiation database pro-
vided by the Geographical Information System (GIS) from the European Commission
Service for Photovoltaic Systems (PVGIS) [33]. The selection criteria are based on maximiz-
ing the monthly average solar radiation on site; following these criteria, the photovoltaic
array is oriented to the equator and tilted 35◦. Figure 6 shows the monthly solar radiation
distribution in the selected location (Madrid, Spain).

1 2 3 4 5 6 7 8 9 10 11 12

Figure 6. Monthly distribution of solar radiation in Madrid, Spain [34].

Considering a uniform behavior over time, we calculate the daily average solar radia-
tion, obtaining the following (Table 2):
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Table 2. Estimated average monthly and daily solar radiation in the selected location (Madrid, Spain).

Month Monthly Average (kWh/m2) Daily Average (kWh/m2)

January 112.13 3.74

February 150.45 5.02

March 140.02 4.67

April 145.05 4.84

May 192.73 6.42

June 195.55 6.52

July 226.09 7.54

August 222.10 7.40

September 178.51 5.95

October 147.50 4.92

November 113.85 3.80

December 99.48 3.32

Because solar radiation changes every day, we apply the estimated daily average value
for the calculations.

4. Energy Demand

The energy demand depends on the number of charging points, the maximum power
supply at every charging point, the daily operating time, and the daily occupancy factor.
Considering a charging pole with four charging points, one per power supply, a 14 h daily
operating time, and a 75% occupancy factor, the daily energy demand is as follows (Table 3):

Table 3. Daily energy demand (charging station).

Charging Point Number Maximum Power Supply (kW) Daily Energy Demand (kWh)

1 22 308

2 48 672

3 96 1344

4 180 2520

Total 346 4844

5. Photovoltaic Array Design

The photovoltaic array consists of a set of PV modules grouped in series and parallel
to generate the required voltage and current. We select a panel of 460 W with 21% efficiency.
Figure 7 shows the PV module’s electric response.

Voltage (V) Voltage (V) 

C
ur

re
nt

 (A
) 

Figure 7. PV module electric response (I–V curve). (Left) Temperature dependence. (Right) Solar
radiation level dependence.
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Technical characteristics for the PV module are provided by the manufacturer (Table 4).

Table 4. PV module technical characteristics [35].

Parameter Value

Maximum power 460 Wp

Voltage at maximum power 35.10 V

Current at maximum power 13.11 A

Open-circuit voltage 41.65 V

Short-circuit current 13.99 A

Efficiency 21.25

Power tolerance 0/+5

PV array maximum voltage DC 1.500 V

Data have been retrieved for the selected location of Madrid, Spain [36]; therefore, we
can estimate the temperature correction for the operational PV module voltage and current.
The maximum and minimum temperatures over the year are listed below:

• Minimum average monthly temperature: −1.0 ◦C (January).
• Maximum average monthly temperature: 33.5 ◦C (July).
• Maximum yearly absolute temperature: 43.5 ◦C (10 August).
• Minimum yearly absolute temperature: −12.5 ◦C (12 January).

Applying the following equation, we determine the PV module operating
temperature [37]:

Tcell = Tamb +
NOCT − 20

800
G (1)

T is the operating temperature, with subscripts cell and amb indicating PV cell temper-
ature and ambient temperature; NOCT is the normal operating cell temperature, being the
standard temperature of 45 ◦C; and G is the solar radiation level.

According to Equation (1), and applying values for maximum and minimum tempera-
tures, the operating PV module temperature is as follows (Table 5):

Table 5. PV module working temperature.

Condition Value

Maximum 69.8 ◦C

Minimum 8.9 ◦C

Since the working temperature modifies the output voltage and current, we should
apply the correction factor for these two parameters to obtain the operational values for
the working temperature. The new values for the voltage and current derive from the
following expressions [30]:

VM = VSTD
M + β

(
Tmin

cell − 25
)

(2)

IM = ISTD
M + α(Tmax

cell − 25) (3)

V and I are the PV module voltage and current, and coefficients α and β are the
temperature correction factors for current and voltage. Subscripts M and cell account for
maximum power point and PV cell, and superscripts STD, min, and max correspond to
standard working conditions and minimum and maximum cell temperature.
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Applying values from Tables 4 and 5 to Equations (2) and (3), we obtain the
following (Table 6):

Table 6. PV module electric operating parameters.

Parameter Value

α (A/◦C) 0.05%/◦C

β (V/◦C) −0.30%/◦C

Voltage (V) 46.00

Current (A) 9.65

Power (W) 444

Using data from Table 6, we can determine the PV array energy generation by applying
the following expression:

ξAC = PPV(sph)ηT (4)

PPV is the PV module’s peak power, sph is the sun’s peak hours, and ηT is the global
efficiency including electric and thermal losses.

The global efficiency in a standard PV array is about 80% (ηT = 0.8) [38].
The PV array configuration depends on the charging station operating voltage. Be-

cause the electric vehicle manufacturers disagree on a common voltage, we decided to
operate with a standard 400 V for the PV array and line transmission and convert this
voltage into the required one at the charging point, depending on the pole configuration.

Combining the output voltage for a single panel with the global 400 V voltage for the
power supply to the charging station, the number of serial PV modules is as follows:

ns =
400
46

= 8.69 (5)

If we round the result from Equation (5), the effective number is nine.
Repeating the process for the current, considering the maximum power supply re-

quired by the charging station (Table 3), the number of parallel strings is as follows:

ns =
346000
9 × 444

= 86.58 (6)

If we round the result from Equation (5), the effective number is 87.
Therefore, the PV array configuration results in a set of 87 parallel strings of nine

panels in series for a total of 783 panels, which generate a global output power of 347.65
kW, 0.5% above the required value.

The above calculation is valid for a single pole with four charging points of power
supply, as shown in Table 3; if the charging station includes multiple charging poles, we
should resize the system according to the number of poles. In the next section, we develop
the case of numerous charging poles in a charging station.

6. Charging Station Layout Engineering

The charging station layout engineering is based on a modular functioning that can be
replicated and enlarged depending on current requirements. As we have mentioned before,
the basic unit is a charging pole with four sockets, one per power supply; this configuration
permits the charging of four electric vehicles simultaneously, provided the charging power
requirements are different for each one, with a slow (22 kW), medium (48 kW), fast (96 kW),
and extra fast (180 kW) charging rate. The supply voltage range is 360 to 800 V. Table 7
summarizes the main characteristics of the charging station layout.

The charging station operates under direct current (DC) since it allows a higher
charging rate than alternating current.
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The basic design of the charging station includes four charging poles with four sockets
for each pole. Figure 8 shows the voltage supply for each pole and socket.

Table 7. Electric characteristics of the charging station.

Power
(kW)

22 48 96 180

Voltage
(V) 360 400 480 360 400 480 400 480 800 400 480 800

Current
(A) 61 55 45 133 120 100 266 200 60 450 375 225

Figure 8. Voltage supply distribution at every pole and socket for the charging station prototype.

We observe that one charging pole is exclusively dedicated to a voltage supply of
360 V (first from the left) and another to 400 V (second from the left) because these are the
most common electric vehicle motor voltages in the vehicle fleet. The other two charging
poles combine a voltage supply from 400 V to 800 V due to the lower number of electric
vehicles with 480 and 800 V electric motors.

Since the electric transmission line operates at 135 kV alternating current, the engi-
neering requires a multiple voltage conversion; to do so, we use a first voltage conversion
from 135 kV to 10 kV and a second conversion from 10 kV to 400 V. These two conversions
are in alternating current. The reason for converting from high to low voltage in two steps
is to reduce energy losses, since a drastic voltage reduction increases energy losses in the
voltage converter. A higher number of voltage conversions in more than two steps would
require multiple voltage converters, meaning higher investment and maintenance costs.
Therefore, the two-step voltage conversion optimizes the energy losses to investment ratio.
Figure 9 shows the voltage conversion layouts’ engineering.

According to the previous statement of reducing the transmission line voltage conver-
sion in two steps, the electric engineering operates with a reference voltage. We decided
to operate at 360, 400, 480, or 800 V as the reference voltage, analyzing the energy losses
derived from the initial conversion from 10 kV to the selected voltage, and from this value
to the required ones at the pole sockets. The analysis concludes that the optimum reference
value is 400 V.

Once the voltage has been reduced to 400 VAC, we convert it into direct current using
specific rectifiers depending on the voltage supply; therefore, the electric circuit engineering
requires four types of voltage rectifiers: 400 VAC to 360 VDC, 400 VAC to 400 VDC, 400
VAC to 480 VDC, and 400 VAC to 800 VDC. We decided to duplicate each type of rectifier
to avoid unexpected service stops in case of failure.
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Figure 9. Voltage conversion layouts’ engineering for the charging station prototype.

7. PV Power Plant Layout Engineering

Based on data for a single charging pole, shown in the Energy Demand section, and
considering the charging station layout from Figure 9, the prototype requires a global
power of 1776 kW, corresponding to four charging poles of 444 kW each. On the other hand,
if we transport this power at the 400 VDC corresponding to the PV array output voltage, as
described in a previous section, the energy losses are enormous; indeed, for every kilometer
of transmission line from the PV power plant to the charging station, operating under these
values, we have the following power losses:

ξL = I2R =

(
P
V

)2
R =

(
1776 × 103

400

)2

1 = 19.7 × 106W = 19.7MW (7)

Nevertheless, if we operate at a high voltage, 135 kV, the power losses are reduced to
the following:

ξL =

(
1776 × 103

135 × 103

)2

1 = 137W (8)

The new value represents a negligible power loss amount.
Since the basic PV array layout produces 347.65 kW, we need to replicate this basic

configuration to reach the global power; therefore, the number of PV array blocks in the PV
power plant matrix is as follows:

m =
1776

347.65
= 5.11 (9)

Because of the fractional number, two options arise for the PV power plant config-
uration; the first is to install five blocks with the same characteristics as for the PV array
and a smaller PV array to complete the fractional number, while the second is to design
five identical PV array blocks incrementing the number of PV modules in each block with
regard to the original configuration.
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Since the voltage conversion from 400 VDC to 135 kV alternating current is too
high, we decided to group every two serial strings in pairs, doubling the string out-
put voltage, reducing the voltage conversion factor, and lowering the energy losses at
the DC/AC converter.

Table 8 summarizes the PV power plant characteristics of the two options.

Table 8. PV power plant characteristics (per block).

Configuration
PV Array

Blocks
PV Modules

Number
Serial String

Number
Parallel Row

Number
Output

Voltage (V)
Output

Current (A)

Global
Output

Power (kW)

A
5 783 18 44 828 424.6 351.6

1 90 18 3 828 28.95 24

B 5 792 18 46 828 443.9 367.5

Configuration B uses more PV modules, 4140 versus 3969 for configuration A, but its
design is less complex since it uses the same structure for every block. On the other hand,
configuration B generates 1837.5 kW versus 1782.0 kW for configuration A, which is 3%
higher, representing a safety factor in case of increasing demand at the charging station.
Therefore, we decided to adopt configuration B as the reference for our prototype.

The PV power plant uses an area of 3054 m2, corresponding to a rectangular space of
61.08 m × 50 m, as shown in Figure 10.

 

Figure 10. Schematic representation of the PV power plant layout.

Figure 10 shows a simulated view of the PV power plant prototype layout; therefore,
the number of parallel rows and serial strings do not correspond to current values.

The PV power plant uses four DC/AC converters, model INGECON® SUN 330TL
M12 from the INGETEAM company (Milwaukee, WI, USA) [39], for a total of 24 inputs and
12 MPPT units; however, due to design specifications, the converters only use 20 inputs
and 10 MPPT units.

Every converter output connects to the voltage transformation station that elevates
the voltage to 135 kV for the transmission line. The process develops in two steps;
the first elevates the voltage from 800 VDC to 10 kV alternating current and the sec-
ond from 10 to 135 kV AC. Figure 11 shows the schematic representation of the voltage
transformation process.
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Charging station 

Inverter 

Inverter 

Inverter 

Inverter 

Figure 11. Schematic view of the voltage transformation process at the PV power plant.

8. Transmission Line to Charging Station Electric Engineering

The electric connection between the transmission line and the charging station depends
on the power source, renewable energy plant, grid, or storage unit. Therefore, there
may be an alternating-current bus configuration, a direct-current bus configuration, or a
combination of the two. We can see the AC and DC bus configurations in Figures 12 and 13.

Figure 12. AC bus configuration for the transmission line to charging station connection.

Figure 13. DC bus configuration for the transmission line to charging station connection.
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The AC bus configuration is characterized by an AC/AC transformer that reduces the
135 kV from the line transmission to 10 kV in the AC bus. The 10 kV alternating current
is then converted into direct current at the reference voltage, 400 V, using an AC/DC
converter; the process is replicated in three lines to service the final DC voltage supply
sockets at 360, 480, and 800 volts.

The DC bus configuration is characterized by an AC/AC transformer that reduces the
135 kV from the line transmission to 10 kV and an AC/DC converter, which reduces the 10
kV alternating current to 400 volts direct current at the DC bus. The 400 V is reduced to 360
V or elevated to 480 or 800 V using the corresponding DC/DC converter to service the final
DC voltage supply sockets at 360, 480, and 800 volts.

9. Charging Station Wiring Design and Engineering

The voltage drop in the transmission lines is due to the Joule effect. We need to size
the wires correctly to minimize the energy losses during transmission. The wire section
derives from the following expression [40–42]:

S =
1

28
I2

ΔV
(10)

S is the wire section, I is the transported current, and ΔV is the voltage drop percentage.
Because the national legislation differs for every country, we selected a 1.5% voltage

drop percentage, a current value admitted in many Western countries [43,44]. Since we
operate with different power and voltage supply values, we size the wire section according
to every configuration. Considering a 5 m length for every power supply hose, the wire
sizing is as follows (Table 9):

Table 9. Wire sizing for the charging points.

Power (kW) 22 48 96 180

Voltage (V) 360 400 480 360 400 480 400 480 800 400 480 800

Current (A) 61 55 45 133 120 100 266 200 60 450 375 225

Section (mm2) 25 25 25 60 50 35 150 120 25 300 240 120

Percentage losses in 5 m 0.8 0.7 0.5 1.38 1.34 1.33 2.21 2.24 1.34 3.15 2.73 1.97

10. Simulation

Applying data from the previous development, we run a simulation process based on the
engineering design to validate the proposed prototype. The simulation uses data from previous
development and focuses on determining the feasibility of the system and its autonomy.

The first simulation step evaluates the solar energy coverage factor, defined as the
ratio between the photovoltaic power generation and energy demand. Considering the
data from the designed PV power plant and the charging station, calculated in previous
sections, we obtain the following results (Figure 14):

1     2    3     4     5     6    7     8     9   10    11    12 

Figure 14. Monthly solar photovoltaic energy coverage factor.
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The proposed PV power plant produces a solar photovoltaic energy coverage factor
above 100% for the entire year except in December, where the coverage factor barely
reaches 88%. The coverage factor in January was 99%, near the required 100% to ensure
the functioning of the charging station. On the other hand, the energy excess generated
from February to November can be stored in electric batteries and used in January and
December to guarantee complete energy coverage from the PV power plant. The power
supply is guaranteed because the coverage factor exceeds the 100% coverage factor in
various months of the year.

We also run a daily energy coverage to verify the system feasibility; to do so, we
evaluate the daily hourly evolution for the characteristic day of every month. We only show
the results for the lowest and highest energy coverage months to validate the simulation
process (Figure 15).

Daily hour Daily hour 

Figure 15. Hourly evolution of power generation and energy demand. Left side: lowest PV power
generation; right side: highest PV power generation.

The horizontal line in Figure 15 represents the charging station energy demand, which
is considered to be constant. The bars represent the photovoltaic power supply. It is clear
that solar photovoltaic power does not cover the energy demand from sunset to sunrise
(night hours); nevertheless, this is the period of lowest activity at the charging station,
matching the time when the charging station requires low or no energy because of the small
number of charging sockets being used. On the other hand, the excess power generation
during the central hours of the day, from 10:00 to 16:00 in the poorest month (left side) and
from 09:00 to 17:00 in the best month (right side), compensates for the lack or absence of
photovoltaic power supply.

Energy Compensation

Based on statistical data from many countries, the occupancy of charging poles in an
electric vehicle charging station follows human activity, which reduces drastically during
night hours (Figure 16) [45–47]. Therefore, the lack or absence of solar photovoltaic power
is minimized and compensated for by the excess during the central hours of the day,
considering the balance between the grid and PV facility and the grid as a virtual battery.
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Figure 16. Charging station daily hourly occupancy factor.

Combining the maximum power demand and the occupancy factor, the daily energy
demand distribution in the charging station yields the following (Figure 17):

Figure 17. Daily hourly energy evolution for the system prototype. (Left) Lowest PV power supply.
(Right) Highest PV power supply.

The bars in Figure 17 represent the PV power supply (orange), the charging station
energy demand (blue), and the energy balance (green). We observe that some green bars
are negative, indicating a lack of power supply from the PV power plant during these
hours; nevertheless, the cumulative negative energy balance is partially or completely
compensated for by the hours when the PV power supply exceeds the energy demand from
the charging station.

We analyzed the daily energy balance compensation for each month, and we found
that only in January and December were the monthly energy balance results negative;
however, if we extend the energy balance compensation throughout the year, the result
becomes positive, indicating the system is energetically feasible provided we implement a
storage unit to compensate for the negative and positive monthly energy balance.

11. Energy Storage Engineering Design and Sizing

We have only two months with a negative energy balance, December and January;
therefore, we determine the cumulative energy balance for these two months. Because the
two months are consecutive, the storage unit energy capacity should match the cumulative
energy balance.
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Using data from the simulation, the cumulative energy balance for the two months is
−952.7 kWh. The battery capacity is given by the following formula [48]:

Cn =
ξ

Vbat
(11)

Cn, Vbat, and ξ are the battery nominal capacity, operating voltage, and energy capacity,
respectively.

Considering that the battery operates at the reference voltage for the system, 400 V,
the nominal capacity is as follows:

Cn =
952.7 × 103

400
= 2381.75 Ah (12)

This capacity corresponds to a discharge current of 119 A, matching a discharge rate
at 20 h.

The battery capacity, however, depends on the discharge rate according to the follow-
ing expression [49]:

Cr = fCCn (13)

Cr is the current battery capacity for a given discharge rate, and fC is the capacity
correction factor, which is expressed as follows:

fC =

(
CnVbat
20Pt

)b
(14)

Pt is the power demand, and b is a coefficient that depends on the type of battery. For
lithium-ion batteries, b = 0.0148, and for lead–acid ones, b = 0.1701 [50].

Retrieving data from the simulation for the maximum negative power demand, we
obtain the following:

fC =

⎧⎪⎨⎪⎩
[
(2381.75)(400)
20(363.3×103)

]0.0148
= 0.970 → Li − ion[

(2381.75)(400)
20(363.3×103)

]0.1701
= 0.708 → Pb

(15)

Therefore, the corrected battery capacity for the storage unit is as follows:

Cn =

{ 2381.75
0.970 = 2455.4 Ah (Li − ion)

2381.75
0.708 = 3364.1 Ah (Pb)

(16)

The lead–acid battery capacity is 37% higher; however, the lithium-ion battery costs
40% more, compensating for it. We therefore base the selection on maintenance and
replacement costs, where lithium-ion batteries are cheaper; our selection is a lithium-ion
battery block of 2500 Ah at 400 V.

No single cell fulfills the mentioned capacity and voltage; therefore, we design the
battery block by grouping lithium-ion cells in series and parallel to fit the required values.
The commercial units may reach up to 22.1 kWh per battery block, grouping cells of 3 Ah
and 4.2 volts per cell. The battery block configuration consists of 19 parallel strings of 95
cells for a total energy capacity of 22.7 kWh. The final battery layout consists of 16 blocks
of 22.7 kWh coupled in parallel to reach the required energy capacity of 363.3 kWh for
negative energy balance compensation.

Figures 18 and 19 show the engineering design of the battery block and storage unit.

160



Eng 2024, 5

Figure 18. Schematic view of the battery block.

Figure 19. Engineering design of the storage unit.
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12. Control Unit

The charging station operates automatically without on-site operator supervision.
Users manipulate the charging socket following instructions specifically addressed to
guide the users to recharge the electric vehicle according to their needs. The charging
protocol appears on the charging pole screen, where the users may select the charging
mode and the charging parameters like the driving range, charging time, charging rate, and
operational voltage.

The charging process develops according to one of the following parameters to be
selected by the user: charging time, specific driving range, or battery capacity percentage.
If the parameter does not correspond to electric vehicle battery characteristics, the protocol
shows an error and asks the user again to introduce a valid value for the selected parameter.

Once the user selects the parameter and introduces a valid value, the protocol asks
the user to choose the charging power depending on the electric vehicle battery voltage
(see Table 7). The protocol calculates the charging parameters depending on the charging
rate and shows the relevant charging process parameter on the charging pole screen for the
user’s information.

Figure 20 shows the protocol that controls the charging process.

 

Figure 20. Charging process protocol flow rate.
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13. Life Cycle Cost

The feasibility of the proposed installation depends on the economic reliability; with
this goal in mind, we develop a Life Cycle Cost (LCC) analysis to prove the project’s
viability. The LCC process is based in the software developed by the Alaska Department of
Education & Early Development [51]. Table 10 shows the LCC development.

Table 10. Life Cycle Cost analysis of the proposed system.

Concept Cost (EUR)

Initial investment 298,455

Operations 44,223

Maintenance and repair 92,130

Replacement 31,576

Residual value 0

Total LCC 466,384

Considering a 25-year exploitation, the yearly revenue represents EUR 18,655, or EUR
1555 per month, an amount that is perfectly feasible.

Details of the initial investment costs are as follows:

Concept Cost (EUR)

Construction management 4875

Land acquisition 94,674

Site investigation 1020

Design services 5100

Construction 29,250

Equipment 110,088

Technology 17,049

Indirect/administration 6250

Art 17,649

Contingency 12,500

TOTAL 298,455

The internal rate derives from the following expression:

FRC =
r[

1 − (1 + r)−N
] (17)

r is the yearly interest rate, and N the investment payback time.
Considering an average interest rate of 3%, the internal rate as a function of the

payback time is as follows (Table 11):

Table 11. Yearly internal rate as a function of investment payback time.

N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

FRC 1.03 0.52 0.35 0.27 0.22 0.18 0.16 0.14 0.13 0.12 0.11 0.10 0.09 0.09 0.08
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Using the FRC value, the required electricity cost for the payback time is as follows:

ζel =
CcFRC + COM

ξ
(18)

Cc is the investment cost, COM is the operation and maintenance costs, and ξ is the
yearly energy demand.

Applying data for our system, we obtain the following (Table 12):

Table 12. Electricity cost vs. payback time.

N 2 3 4 5 6 7 8

ζel 0.1764 0.1511 0.1481 0.1540 0.1644 0.1773 0.1918

N 9 10 11 12 13 14 15

ζel 0.2074 0.2237 0.2406 0.2579 0.2754 0.2933 0.3028

On the other hand, considering the average price of electric energy, 0.1781 EUR/kWh [52],
the investment payback time is around seven years, which we consider a suitable value for
an investment since the system lifespan is 25 years.

14. Conclusions

Using renewable energy sources to supply electric vehicles makes this transport
solution sustainable, resilient, and future-proof. The design proposed in this work covers
current and future standards for electric cars, also making it possible to replicate the design
in different locations, increasing or decreasing the number of stations and the generator to
meet demand based on the expected influx and the solar resource present at the location.

In places where solar resources are high and with great potential for use in electric
vehicle charging infrastructure, this work demonstrates the feasibility of their use as an
alternative to traditional energy sources, with CO2 emissions, which are increasingly falling
into disuse.

The modular design allows for expansions, either in the number of stations or in the
supply power, at a relatively low cost, making this installation especially attractive.

The independence from external sources, battery packs, or grid connection allows this
type of installation to adapt to areas where access to the grid is complex, expensive, or
impossible, as well as in areas where the power supply from the grid is subject to periodic
failures or interruptions.

This independence also makes expansions of the installation economically feasible
because they do not require the expansion of the supply network, which in many cases
limits the installation or expansion of renewable energies. The greater complexity of
systems connected to the grid with or without a storage unit makes them more prone to
failure and requires higher maintenance.

For all the above reasons, electric vehicle charging stations powered by photovoltaic
solar energy are a solution for the present and the future, not requiring a grid connection to
build an installation suitable for present and future electric mobility standards.

The LCC analysis shows the economic viability of the proposed project.
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Abstract: This study aimed to quantify the postures and muscle activity while parks and gardens
workers operated ride-on mowers during a typical shift. Eight participants operated ride-on mowers
in the same park but on different terrains (flat and undulating). Body postures and muscle activity
were collected wirelessly and unobtrusively. Participants adopted a forward-flexed seated posture
with the predominant movement being head rotation. Oscillatory movements (20–40◦ from neutral)
of the thorax in all three planes of movement were noted in all participants. Low levels (<30%
MVIC) of muscle activity were recorded in all muscles tested. These levels were elicited for most
(>90%) of the recording time. Higher (>50% MVIC) activation levels were interspersed through the
data, but these were not sustained. There was no difference in posture or muscle activity between
the flat and undulating terrain. The forward-flexed posture combined with vibration can increase
the risk of discomfort and injury in the low back while ride-on mowing. The low levels of muscle
activity suggest participants did not actively brace for the occupational situation and task. The large
inter-participant difference in posture attests to subjective variation to accommodate muscular stress,
and this may not be optimal for injury mitigation.

Keywords: musculoskeletal injury risk; occupational safety; biomechanical assessment

1. Introduction

Ride-on mowers are often used in agricultural, landscaping and ground maintenance
work, while the public also use such machines in domestic settings [1]. Research into the
safe use of ride-on mowers has focused on roll over and amputation injuries as well as noise
and vibration exposure [1,2]. A US epidemiological investigation showed nationally, more
than 80,000 presentations to the emergency department were recorded yearly for the period
between 2005 and 2015 [3]. These data do not clearly differentiate between push or ride-on
mowers; however, the most common injuries reported were laceration (23.1%) followed by
musculoskeletal strain and sprain injuries (18.8%) [3]. The risk of musculoskeletal injury
in mowing has been examined via vibration analysis [4] but the kinematics and muscle
activity while operating ride-on mowers has yet to be quantified. This leaves a gap in our
knowledge of the total risk of using these machines.

The paucity of information regarding the musculoskeletal demands of ride-on mower
use may, in part, be due to the challenges of performing ergonomic and biomechanical
analyses. Traditionally, these forms of analyses would be performed in a laboratory setting
or with outdoor, optical motion capture cameras. This setup limits our ability to perform
the analyses with environmental fidelity (when in a laboratory) or with only limited capture
volumes (when using outdoor cameras).

Wireless inertial measurement units (IMUs) and surface electromyography (sEMG)
technology provides the opportunity to assess kinematics and muscle activity unobtru-
sively, and in a work-specific context. IMUs contain a combination of three-dimensional
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accelerometers, rate gyroscopes, inclinometers and a magnetometer. They can be used
singularly to assess the orientation of an object they are affixed to or as an array of inter-
connected sensors where the measurement of human segment kinematics is enabled. In
terms of their validity in biomechanical studies, spinal kinematics from IMUs have been
shown to be accurate compared to traditional optoelectronic motion capture [5,6]. sEMG
has been commonly used to assess muscle activity in human movement. The wireless
advancement of these sensors has allowed the application of this technology to a variety of
more previously challenging environments such as in firefighting, during rapid sporting
movements, and in long-duration analysis such as office desk use. Recently, in combination,
the suite of IMUs and sEMG has been used to quantify the posture and muscle activity
of waste drivers [7], giving invaluable insight into a challenging job task while also not
interfering with the natural process of the work.

Considering the gaps in our knowledge with ride-on mowing, especially in the area of
musculoskeletal demand, this project aimed to quantify the specific spinal and upper body
postures as well as selected muscle activity when participants operated ride-on mowers
during a typical mowing session (30 min). This information has the potential to increase the
understanding of the work demand of ride-on mowing, allowing interventions to mitigate
accident and injury to be formulated.

2. Materials and Methods

2.1. Participants

Eight participants (2 female; 6 male; mean ± SD; age: 35 ± 8 years; mass: 82 ± 12 kg;
height: 1.73 ± 0.1 m; experience: 3 ± 2.3 years) volunteered for this study. Participants
were recruited from a pool of parks and gardens workers within a local government
organisation and were included if they presented with no current or recent (within six
months) musculoskeletal injury and were trained in the operation of a ride-on mower.
Participants in the study gave informed consent prior to the commencement of any data
collection. Ethical approval (RDHS-62-15) was obtained from the Institutional Human
Research Ethics Committee prior to all participant recruitment and testing procedures.

2.2. Data Collection

An initial observation of the task revealed marked differences in the types of terrains
mowed. Thus, it was decided to conduct the analysis in a single location (Remembrance
Park, Banksia & Studley Streets, Heidelberg, Victoria, Australia) where both flat and hilly
terrains are available to be mowed. A cross-sectional study design was used to examine
three-dimensional spinal and shoulder postures and muscle activity from three muscles
while participants operated the ride-on mower. Participants performed two types of mows,
a flat terrain mow and an undulating terrain mow in the same park. All participants wore
their typical work wear which comprising self-supplied overalls, safety boots, and eye and
ear protection. They also used their council-supplied ride-on mower (Kubota F3690SN-72,
Osaka, Japan). No familiarisation trial was conducted as participants were well versed
with their equipment and the task.

Wireless IMUs (Noraxon Myomotion, Noraxon, Scottsdale, AZ, USA) was used to
analyse the postures and joint angles associated with operating the mowers. An array of
six wireless and lightweight sensors were attached to the participants’ head (on the occiput
in line with the midline of the body), over C7, over T12, on the left and right upper arms
(lateral aspect) and on the pelvis (over L5/S1) according to manufacturer specifications and
using manufacturer-supplied straps with pouches or double-sided tape. All kinematic data
were collected at 100 Hz.

From the array of IMUs, a selection of joint angles was extracted using manufacturer-
supplied software (MR 3.10, Noraxon, Scottsdale, AZ, USA). This included flexion/extension,
lateral flexion, and axial rotation angles of the lumbar, thoracic and cervical (head and neck)
spine. These data were then processed to obtain an average posture adopted during the
data collection period. Further, a range of movement (ROM) value for all the joint angles
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was obtained by calculating the absolute range of the joint from the peak excursion adopted
during the capture period.

Muscle activation from three specific muscles was measured using wireless surface
electromyography (sEMG) (Noraxon DTS, Noraxon, Scottsdale, AZ, USA) at 1500 Hz.
The muscles of interest were m. flexor carpi radialis, m. upper trapezius and m. lumbar
erector spinae. All sEMG readings were measured unilaterally from the right side of the
body as all participants reported they were right-handed. The locations were found using
industry-standard guidelines to ensure accurate and consistent placement [8] (Figure 1).

 

Figure 1. Screen capture from data collection depicting participant on a ride-on mower with IMUs
and sEMG attached.

Each muscle site was prepared to ensure a clean and accurate sEMG signal could be
recorded. This involved the area being shaved, gently abraded and wiped with a sterile
swab. Once all sEMG equipment was affixed and tested, each participant completed a
maximal voluntary isometric contraction (MVIC) of each of the muscles being recorded.
This process was completed by pulling on an anchored, inextensible exercise strap (TRX,
Fitness Anywhere LLC, San Francisco, CA, USA) in specific reference movements according
to published guidelines [8].

All sEMG signals were full-wave rectified and root-mean squared smoothed using a
200 msec window [7]. A peak value was obtained from the MVIC trials, and these were
used to normalise the trials for each participant. To further understand the muscle activity,
average and peak normalised sEMG were calculated using manufacturer-supplied software
(MR 3.10, Noraxon, Scottsdale, AZ, USA). Also, muscle activity data were segregated into
the time spent in a specific zone. For this study, we performed a secondary time-in-zone
analysis using the amplitude distribution profile of <30% MVIC, 30–50% MVIC and >50%
MVIC. These data showed how much time participants were spending in each activation
zone. sEMG processing procedures were adopted from previous work investigating muscle
activity while driving waste vehicles [7].

2.3. Data Analysis and Statistics

All data were segregated into the terrain mowed where group averages and standard
deviations were obtained and reported. As the sEMG data appeared quite varied, we also
calculated interquartile ranges for these. To answer the question of whether terrain caused
a change in posture or muscle activity, we used a one-way ANOVA to contrast the average
postures, ROM, average and peak normalised sEMG and time in specific sEMG zones
(Microsoft Excel 2013, Microsoft, Redmond, WA, USA). Statistical significance was set at
p ≤ 0.05.

3. Results

The average posture analysis revealed participants adopted forward flexion posture
originating at the lumbar spine (45◦ lumbar flexion; Figure 2). The range of motion analysis
showed the largest range of movement was cervical axial rotation with participants twisting
their head over 70◦ to both the left and right during the data collection period (Figure 3).
Much smaller (22–42◦) ranges were recorded in the other spinal segments and planes of
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motion (Table 1). The ANOVA revealed no significant differences in average postures or
ROM when these comparisons were made between the flat and hilly terrains.

 

Figure 2. Screen capture from data collection depicting forward-flexed posture.

 

Figure 3. Screen capture from data collection depicting head rotation.

Table 1. Average (±SD) and range (±SD) of spinal postures adopted while ride-on mowing.

Cervical Thoracic Lumbar

Flexion
Lateral
Flexion

Axial
Rotation

Flexion
Lateral
Flexion

Axial
Rotation

Flexion
Lateral
Flexion

Axial
Rotation

Average
Posture

(◦)

−5.6
(±8.2)

2.5
(±13.9)

−1.3
(±44.3)

−6.7
(±16.5) 3.1 (±14) 10.8

(±32.9)
45.6

(±6.2) 5.5 (±6.7) −2.2
(±19.5)

Range (◦) 41.7
(±9.3)

41.1
(±8.1)

141.8
(±13.3)

22.3
(±9.3)

18.8
(±11.3)

35.8
(±9.2)

31.3
(±13.2)

38.1
(±6.2)

34.6
(±11.3)

In our trials, m. flexor carpi radialis displayed the highest average (14%MVIC in hilly)
and peak muscle activity (98%MVIC in hilly), while m. upper trapezius displayed the
lowest average (5% in hilly) and peak (33% in flat) muscle activity (Table 2). There were
instances of higher (>50% MVIC) activation recorded in all muscles, but these were not
sustained for any length of time. Specifically, most of the muscle activity recorded was <30%
MVIC. The time-in-zone analysis revealed that this low level of muscle activity accounted
for the majority (>90%) of the assessment time (Table 3). The ANOVA showed no significant
differences in mean and peak muscle activation levels between flat and hilly terrains.
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Table 2. Normalised sEMG for each of the muscles investigated.

Average ± SD (%MVIC)
Interquartile Range

(%MVIC)
Peak ± SD (%MVIC)

Interquartile Range
(%MVIC)

Flat Hilly Flat Hilly Flat Hilly Flat Hilly

Flexor carpi
radialis 12 ± 7 14 ± 7 8 4 81 ± 38 98 ± 47 64 40

Upper
trapezius 6 ± 3 5 ± 3 4 4 33 ± 22 41 ± 19 11 20

Lumbar
erector
spinae

12 ± 7 14 ± 4 9 4 65 ± 52 66 ± 15 28 15

Table 3. Percentage of trial time spent in the different muscle activation zones.

Flexor Carpi Radialis Upper Trapezius
Lumbar Erector

Spinae

<30% MVIC 92 ± 4.5% 99 ± 1.3% 98 ± 3.8%

30–50% MVIC 5 ± 3.6% 0.5 ± 1.1% 1 ± 2.1%

>50% MVIC 3 ± 1.8% 0.5 ± 0.1% 1 ± 1.8%

4. Discussion

The main findings of our study showed that while ride-on mowing, our participants
adopted a forward-flexed posture originating at the lumbar spine. They also used large
ranges of movement to rotate their heads while mowing. The sEMG readings showed that
low-level muscle activity interspersed with short bursts of higher activation were recorded
from the trunk and upper limb muscles.

The forward-flexed posture of the trunk recorded in this study is similar to other
reports of driving heavy vehicles [7,9]. These postures in isolation are not associated with
the risk of developing musculoskeletal injury. However, when factors such as whole-
body vibrations, shocks and jolts that come with mowing uneven, bumpy terrain, the
risk of musculoskeletal injury may increase [10]. A study of grass harvesting using a
tractor showed significant increases in vibration especially where working characteristics
were severe [11]. The risk of developing musculoskeletal injury in these situations is
further increased if the seat posture and exposure to vibration/undulations are prolonged
(>2 h) [12]. Johnson and colleagues [13] showed active suspension seats significantly
decreased vibration in heavy trucks compared to air-suspended seats.

The predominant movement recorded in our study was axial rotation of the head
about the trunk. Similar kinematics have been recorded in drivers of waste collection
vehicles [7] and also in bus drivers [14]. These studies have attributed this movement to
the attention demand of the work, and this is also similar in operating ride-on mowers.
The mowers used in our study did not have any means of rearward vision. Thus, operators
had to rotate their head, sometimes to near end-of-range, to facilitate visual information.

Data from the ride-on mowers suggest participants may have encountered a combina-
tion of vibration of the mower as well as jolts from the bumps in the terrain being mowed.
The ranges of movement (>30◦) in all three planes in the lumbar spine (Table 1) along with
the low levels of muscle activity (Tables 2 and 3) recorded suggest participants did not
brace for these perturbations [15]. Bracing for sudden perturbations has been shown to
reduce intersegmental movement in the lumbar spine [15]. Education and specific practice
about bracing may be valuable when operating ride-on mowers, and managers of this
workforce may wish to schedule targeted training in this area.

The vibration from the mower and the sudden perturbations from the terrain combined
with the pedestal-like nature of the ride-on mower seat may have compromised participants’
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ability to stabilise their posture. Slota and colleagues [16] showed impaired trunk postural
control after whole-body vibration in unstable sitting. Also, given the open nature of the
ride-on mower seat, participants would have no opportunity to brace themselves. This can
be evidenced from the low levels of muscle activity exhibited while mowing. Manufacturers
of ride-on mowers may wish to lower the seat of the mower and better design seats to
allow participants to brace themselves.

There was a large inter-participant difference in seated postures, and this can also be
attributed to the vibration and undulation of the terrain and mower [17]. More specifically,
the oscillatory movement in the spinal kinematics measured during mowing may be
attributed to these factors.

This study used wearable sensors that allowed field-based kinematic and electromyo-
graphic analysis in a task that would have been impossible to simulate in a laboratory. Our
study was limited by the small and homogenous nature of our sample. We also did not
consider individual participant characteristics such as age, experience, sex and body mass
index in our analysis. Further, the design of our study does not allow causative factors of
injury to be assessed. Future investigations may wish to consider these limitations and
study this important workforce in a longitudinal manner such that factors associated with
increase injury risk can be ascertained.

Further research in ride-on mowers could examine whole-body vibration or attempt
to manipulate standard fixtures on the mower and test the resulting changes in muscu-
loskeletal load. Also, future designs of ride-on mowers may wish to incorporate mirrors
or rearward facing cameras to enhance operator visual information and minimise the
frequency of cervical rotations.

5. Conclusions

Our study shows operators of ride-on mowers are faced with several stressors that
may impact their musculoskeletal system. Solutions such as active damping seats, rear
vision, targeted training strategies and appropriately scheduled breaks can have a positive
impact on the health and well-being of this vital work group. Our findings were limited by
a small and homogenous sample, and the design of the study did not allow injury causation
to be examined. Future research may wish to focus on these as well as examine the role
whole-body vibration has on injury in this vital cohort of workers.
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Abstract: End-to-end traceability offers significant opportunities for product lifecycle visibility,
sustainability enhancement, and regulatory compliance in product management. However, it faces
challenges in data integration and management, supplier collaboration, cost and complexity, and
the sharing of information across the supply chain. Productization refers to the representation of
a product and connects commercial and technical aspects to the systemic perspective of product
management. This includes a focus on the engineering lifecycle with inherent linkages to product data.
The product management perspective, specifically in relation to the connection between end-to-end
traceability and the productization concept, has not been extensively studied. This study explores
the role of both productization and traceability in the context of end-to-end traceability. It combines
an extensive literature review and an empirical example of applying productization logic across
company borders to support end-to-end traceability. The key findings indicate that productization
logic with a product structure focus can support end-to-end traceability in product management
by providing consistency and a foundation for tracking both technical and operational data across
the engineering lifecycle of a product. By focusing on productization, companies can overcome
traceability challenges and unlock the benefits of end-to-end traceability.

Keywords: traceability; end-to-end traceability; technical traceability; operational traceability; supply
chain traceability; PDM/PLM traceability; productization; productisation; product structure; traceability
data; product data; product management

1. Introduction

End-to-end traceability is essential in product management to ensure quality [1,2],
regulatory compliance [3,4], and accountability [5,6] across the entire product lifecycle. This
enables companies to manage risks more effectively [3,7], respond quickly to problems [8,9],
and meet customer expectations for safety and sustainability [10–12]. Although various
studies have elaborated on end-to-end traceability, there is a notable lack of focus on the
integration of technical and operational traceability.

Technical traceability, or product data management (PDM)/product lifecycle manage-
ment (PLM) traceability, relates to the ability to accurately capture and recover technical
product design and manufacturing information and how it may have changed over the
lifecycle of a product. Specifically, the ability to recall and review information when key
decisions are made is crucial [13]. In contrast, operational traceability, or supply chain
traceability, is the recording of operational data of a specific product and its components’
journeys across the value-adding stages of a supply chain network. This type of trace-
ability requires addressing fundamental questions, such as what information needs to be
collected/recorded and, crucially, by whom [14]. Companies within a supply network
are independent economic actors and either need to voluntarily agree to participate in a
supply chain traceability system or are forced to participate by regulatory or other manda-
tory requirements [15]. Examples of mandatory requirements include legal compliance in
the healthcare and pharmaceutical industries [16] and stakeholder power [17] by a major
automotive original equipment manufacturer (OEM) [14]. Nevertheless, organisations
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could benefit from combining technical and operational traceability to address traceability
challenges and from working towards end-to-end traceability.

These two traceability systems, technical traceability and operational traceability, are
related yet distinct. Both contribute to ensuring traceability over a product’s engineering
lifecycle. However, they deal with different sets of data and information. The lifecycle
spans multiple processes carried out by various actors, posing challenges to general-
purpose traceability efforts [18]. Technical traceability focuses on a product’s design and
development history through PDM/PLM systems [19], whereas supply chain traceability
ensures visibility over its manufacturing, logistics, and delivery processes, even if the
concepts of traceability and visibility may not be fully interchangeable [20]. Technical
traceability data include product design, development, and change data [21,22], such
as design documents and computer-aided design (CAD) files, bills of materials (BOMs)
and part lists, change orders and revision histories, material specifications, testing and
validation data, manufacturing instructions, compliance and certification records, and
supplier and component data. On the other hand, operational traceability data involve
records of raw material sourcing, manufacturing processes, transportation, storage, and
handling activities [14,23,24]. These data may include batch numbers, lot codes, supplier
information, production dates, and compliance certifications [25–27]. The combination of
technical and operational traceability can be considered a key component of end-to-end
traceability, with end-to-end traceability emphasising the integrated flow of data over a
product’s engineering lifecycle. End-to-end traceability offers potential benefits in areas
such as sustainability, product quality, regulatory compliance, supply chain transparency,
and informed decision-making; however, its realisation requires addressing significant
challenges. A product management-focused approach could serve as a starting point for
achieving end-to-end traceability.

Challenges related to product management considerations within companies and
traceability include inconsistent product understanding [28], inconsistent product struc-
ture [29], unclear or non-defined processes or issues [28], and issues with data and product
data ownership [30]. Additionally, batch operating logic, which is often used in manufac-
turing, does not support linking data to individual units and is a challenge for item-level
traceability [31]. The unique identification of components is necessary for item-level trace-
ability [32], which is necessary for identifying the source of any individual component [33].
Scoping traceability requirements and identifying opportunities for end-to-end traceability
have also been recognised as significant challenges [34]. A structural approach that enables
consistency between products and data can support end-to-end traceability.

Productization can be defined as a concept that focuses on representing a product
by aligning and integrating its commercial and technical aspects with systemic product
management practices. This approach manages the scope of the offering throughout the
engineering lifecycle, ensuring consistency, efficiency, and support for product data.

The significance of product structure and productization has been studied in the
context of product management, including product portfolio management [35], product
data, business processes and information systems [21], data and fact-based product prof-
itability analysis [29,36], product and supply chain-related data, processes and information
systems [22], the engineering lifecycle of products [37], BOM configurations [38], business
model orientations [39], and productization strategies [40]. Productization is a concept that
helps ensure that products are well articulated and documented with visualised features
and a defined structure [41–43]. The primary goal of productization is to ensure that
products can be efficiently produced, delivered, sold, purchased, and used. It provides
consistency in a product’s structural focus, aligning both its commercial and technical
representations [44,45]. Productization acknowledges the varying focus along the stages of
a product’s engineering lifecycle [37] and can be applied to gain control over products to
enable processes to perform [46]. Decisions on products and data management affect vital
company processes [47]. However, the significance of productization and product structure
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logic for traceability has been deficiently studied, particularly in the context of combining
technical and operational traceability, leading to end-to-end traceability.

This study aims to clarify the role of productization in the end-to-end traceability con-
text by focusing on combining technical and operational traceability. This study specifically
focuses on product structure and data as key elements for achieving end-to-end traceability.
This study combines an extensive literature review and an empirical example of applying
productization logic across company borders to support end-to-end traceability. This aim
is described by the following research question (RQ):

RQ. What are the roles and potential of productization and product lifecycle manage-
ment (PLM) in enabling end-to-end traceability?

2. Methodology

This study combines an extensive literature review and company analyses to clarify
end-to-end traceability in conjunction with the application of productization logic. This
involves addressing the current reality and related future potential. The literature review
covers traceability in general, end-to-end traceability, technical and operational traceability,
the traceability of products, productization, product structure logic, and data for traceability.
The literature was reviewed by conducting keyword searches using Google Scholar. The
keywords included but were not limited to “Productization”, “Traceability”, “End-to-end
traceability”, “Product Traceability”, “Technical traceability”, “Product structure”, “Product
management”, “Operational traceability”, “BOM”, “Supply chain”, “Value chain”, “Data
management”, “ Product data”, and “Master data”. The use of different keywords and their
combinations was guided by the identified content. The specific interest was in the link
between traceability, productization, product structure, and data. The inclusion criterion
was the suitability of the context discussed with the focus of this study. The inclusion of
journal articles was favoured over other publication types when possible. Studies without
a suitable fit for the chosen focus were excluded. A systematic literature review was
not conducted. The content of the included articles was analysed, first through in-article
searches and then by reading the articles, first around the relevant content and then the
entire article when necessary. Notes were made by linking them to the reference information.
The content was organised by themes, and the literature findings were synthesised and
distilled. The empirical part of this study contained a real-life exploration of the role of
productization in the context of end-to-end traceability. The empirical example involved
applying productization logic across company borders to support end-to-end traceability.
This included studying the applicability of productization and product structure logic,
traceability, product data, and product data management.

The analysis focuses on five companies in a business-to-business environment. The
context is a partnered supply chain and projects to develop productization practices and
traceability, with a focus on new commercial products and business generation. The focus
was on a specific smart windscreen product to which different companies contributed.
The product was related to smart transparent surfaces that support digital services with
two-directional data and opportunities for infotainment and the display of information
for purposes in the automotive sector and elsewhere. The main company is a well-known
OEM that provides products to the automotive sector and operates in a highly regulated
environment. The third company provides lamination technology, and the fourth and
fifth companies provide complementary systems that either provide additional use value
or enable functionalities. Cooperation involves motivation for new business generation.

Qualitative research was conducted to focus on productization, traceability manage-
ment, and related data management. The existing productization focus and traceability
management were assessed to construct a combined productization logic for companies
to support a combined business perspective and traceability. Relevant data management
was also addressed. Semi-structured interviews [48] were used to gain the necessary un-
derstanding while allowing interviewees to explain issues as entities. The interviewees
were guided to remain within the focus but were allowed to provide responses as entities.

176



Eng 2024, 5

Seven interviews were conducted, with one to three interviewees representing each com-
pany. The interviewees included new business development, IT, product, and production
managers. Snowball sampling was applied to benefit the interviewees by proposing par-
ticipants [48], simultaneously ensuring that different groups and key people in a variety
of product management and supply chain roles were included. New interviewees were
introduced until information saturation was achieved. The utilised data also included
internal documentation and relevant information from the data systems. Publicly available
materials were also used to understand the offerings. The interviews were recorded and
transcribed to enable a thorough analysis and focus on the interview and discussion during
the interview sessions. The interview data were analysed manually by generating codes
while reading the transcripts. The primary target of the initial coding was to support the
finding of complementarities in productizing a combined offering. Traceability practices
and relevant data management were also considered. As a result, offerings by five different
interlinked companies were productised and a common product structure logic was con-
sidered. The constructed productization logic and findings were presented to a focus group
for validation purposes. Traceability was then further considered in the context of validated
productised offerings and product structure logic. Individual component suppliers were
not included in this study.

3. Literature Review

3.1. Benefits and Challenges of End-To-End Traceability

The benefits and challenges of end-to-end traceability vary. For example, sustainability
reporting is becoming an increasingly timely issue [49] because companies are called on
to adopt sustainable behaviour owing to global concerns about the environment and
social responsibility [50]. End-to-end traceability enables the tracking of environmental
impacts across the product engineering lifecycle, from raw material sourcing to end-of-life
disposal [51–53]. In addition, other key areas of ESG criteria (Environmental, Social, and
Governance) can be tracked [54,55]. However, the current discussion is extremely limited
in terms of addressing the data perspective on sustainability. Sustainability-related data
enable companies to produce accurate sustainability reports [56] and meet the demands
of consumers, regulators, and investors for transparency and accountability [57]. It is
necessary to operate based on facts to avoid greenwashing [58]. Companies could benefit
from support for complying with environmental regulations, demonstrating commitment
to sustainability, and potentially gaining competitive advantage [59,60]. Companies would
also gain support in pursuing certifications, such as ISO 14001 [61] or B Corp status, a
certification awarded to businesses that meet high standards of social and environmental
performance, accountability, and transparency [62].

Improved supply chain transparency enables visibility in supply chain stages [34,63]. This
would benefit companies by aiding in identifying inefficiencies and areas for improve-
ment [64]. Better visibility over supplier, manufacturer, and logistics partner activities [65]
would allow sustainability and resilience benefits [66] but also support regulatory align-
ment [3,4,67]. Improved transparency can enhance trust between customers and business
partners [68], strengthen supplier relationships [69], and reduce the risk of supply chain
disruptions due to non-compliance or unethical practices [15,70].

Another potential benefit is the improvement in product quality [1,2] and safety [10–12]
through the traceability of components and materials throughout the engineering lifecy-
cle [51–53]. End-to-end traceability helps companies identify defects or quality issues early
and trace them back to their source [71]. End-to-end traceability capability is highlighted in
regulated industries such as the pharmaceutical, automotive, and food industries [72]. It
reduces the likelihood of costly recalls [1], improves product quality [1,2], and enhances
customer trust [72].

Support for risk management [3,63] and regulatory compliance [6,73] revolve around end-
to-end traceability, which provides a full record of a product’s journey over its lifecycle [2].
This is highlighted in industries with strict compliance standards [74], such as the auto-
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motive and pharmaceutical industries. Traceability can ensure compliance with safety,
environmental, or other relevant laws [3,75]. This will reduce the risk of non-compliance
penalties [76], improve the ability to respond to audits [77], and increase confidence in the
integrity of the product [78], among other benefits.

End-to-end traceability provides support for circular economy initiatives [79,80]. Busi-
nesses can implement circular economy practices by tracking products and materials
throughout their lifecycles [81]. This can involve reuse, refurbishment, and recycling [82,83].
The design for disassembly is a related example that supports tracking the flow of materials
to ensure that they are properly recycled or reused [84]. End-to-end traceability can help
reduce waste, conserve resources, and support sustainability goals by closing the product
lifecycle loop [85].

The contribution to improved decision-making is also among the benefits [86,87]. Inte-
grated data can enable informed decision-making [88]. Companies can analyse the product
lifecycle and optimise factors such as costs, efficiency, and sustainability [89]. This can en-
hance operational efficiency, reduce costs, and provide analytical opportunities to support
decision-making, potentially enhancing competitiveness [90].

The challenges in end-to-end traceability include data integration and interoperability.
This is because end-to-end traceability requires the integration of multiple data sources
across different systems and deals with different sets of data [18]. This can include technical
traceability data on a product’s design and development history through PDM/PLM sys-
tems [19,21,22] and operational traceability data involving records of raw material sourcing,
manufacturing processes, transportation, storage, and handling activities [14,23,24] over
the supply chain. This can be challenging because of legacy systems [2,91], inconsistent
data formats [92,93], and technological gaps between suppliers and manufacturers [94]. In
addition, the complexity of managing and unifying data from different stages and actors
in the product lifecycle and supply chain can result in data integration and interoperabil-
ity challenges [95].

Reluctance to share information is a significant challenge because companies within a
supply network are independent economic actors [15]. Achieving end-to-end traceability
necessitates organisations to collaborate with multiple stakeholders in the supply chain,
including suppliers, manufacturers, logistics providers, and distributors [63]. Companies
are reluctant to share detailed information because of competitive concerns and confiden-
tiality [96]. Data availability and information-sharing among actors may pose significant
challenges [97]. Thus, deficient transparency and data-sharing across the supply chain can
hinder traceability and challenges in achieving sustainability and compliance goals [12].

End-to-end traceability can be costly because its implementation may involve signif-
icant investments in technology, infrastructure, and personnel [12]. Traceability is costly
and time-consuming because it requires long-term investments in technologies and infor-
mation systems, company engagement and commitment, and coordination between supply
chain actors [98].

Complex regulatory landscapes can also be viewed as a challenge [99]. Different indus-
tries and regions have varying regulatory requirements for traceability [100]. Companies
operating in global supply chains must comply with diverse standards [101]. Manag-
ing compliance with complex regulations can be resource-intensive and time-consuming.
Non-compliance can lead to fines, legal consequences, and reputational damage [102].

Finding 1. End-to-end traceability combines technical and operational traceability to cover the
entire product lifecycle and can offer benefits in terms of sustainability, supply chain transparency,
product quality, risk management, and regulatory compliance. In addition, support for circular
economy initiatives and improved decision-making are among the potential benefits. The challenges
include but are not limited to reluctance to share information, cost–value balance, data integration
and interoperability, and complex regulatory landscapes.
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3.2. Product Perspective on Traceability

The product perspective on traceability is vital, as the products and services drive
revenue, are the source of competitive advantage, and are fundamental to companies’
success. The technical traceability of a product’s design and development history through
PDM/PLM systems [19,21,22] and the operational traceability of products involving records
of raw material sourcing, manufacturing processes, transportation, storage, and handling
activities [14,23,24] over the supply chain are focal to end-to-end traceability, focusing on
the stages of the engineering lifecycle of products [37].

Traceability is important for smooth product flow through the supply chain and prod-
uct safety [103]. It enables the verification of product origins, integrity of components, and
sustainability of production practices, while also ensuring high product quality [104]. Trace-
ability relates to the availability of product information throughout the product lifecycle
from raw material sourcing to disposal [105,106]. The rise in counterfeit products further
underscores the need for robust traceability systems [107]. The importance of traceability is
emphasised, particularly in safety-critical industries such as food production, medical in-
dustries, and aviation, while traceability is often mandated by industry standards [108–111]
and enforced by government regulations.

However, for comprehensive traceability, technical and operational traceability must
be combined to ensure end-to-end coverage of the supply chain [112]. Definitions vary,
but traceability generally refers to the ability to document and track a product and its
components as they move along the production chain, including stages such as transport,
storage, processing, distribution, and sales [108–113]. Excessive traceability data can also
be counterproductive, highlighting the need for a balanced approach that ensures an
acceptable cost while maintaining the right level of traceability [114]. Moreover, without
proper management, traceability systems can backfire because of misconduct, such as the
sale of product labels to unregulated parties. Therefore, it is essential to carefully evaluate
the suitability of any traceability system [115].

3.2.1. Information and Architecture for Traceability

Product lifecycle management information is not always integrated or automatically
shared among cooperating parties in the supply chain, which poses challenges for achieving
true traceability [116]. Additionally, the structural differences between supply chains
across industries and the varying legal and customer requirements for traceability must
be understood and considered [100]. In some cases, traceability is facilitated by extracting
bill-of-material (BOM) data from enterprise resource planning (ERP) systems. BOM data
representing the components that constitute a product can be viewed along with the
product’s information requirements [91]. Effective traceability systems are essential for
tracking products, verifying their authenticity, and monitoring components or locations
during manufacturing and distribution [117]. Furthermore, linking traceability data to the
as-built BOM configuration has been considered for lifecycle traceability [118]. For effective
and scalable traceability solutions, a framework based on blockchain has been presented
that specifies the type and granularity of information to be collected at each value-adding
stage of the supply chain [14].

It is product structure that supports efficient product configuration management and
helps one understand the evolution when managed in a PDM/PLM system [119]. Prod-
uct structure is also necessary to consider data models that provide a clear structure for
organising, managing, and understanding data [120]. Product structure can help improve
IT integration and play a role in supporting traceability [121]. However, product structures
are typically not addressed beyond company borders. Some efforts have been made to
link traceability data and product structure in the context of an extended enterprise [122],
without demonstrating the role of product structure in a generic manner, while providing
links to IT systems. In addition, bills of materials have been linked to production batch
numbers in the manufacturing context [123]; however, product structures have not been
discussed in detail. Nevertheless, some studies have realised the significance of product
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structures in the context of IT systems and their relevance to traceability [124–126]. How-
ever, establishing capabilities for traceability and structure management across engineering
disciplines has been suggested [127]. Traceability and its role in evolving from a company’s
internal paradigm of technical traceability to a collaborative paradigm in the extended
enterprise are seen as important [128]. However, inconsistent identification and limited
traceability remain as challenges [129].

A well-designed data flow architecture is essential for visualising end-to-end traceabil-
ity, considering the product structure, and expanding traceability across the entire product
lifecycle. Various traceability architectures with different abstraction levels have been
proposed. For example, traceability has been discussed across four layers: the application
layer (data usage and processing), network layer (data exchange), integration layer (data
collection, compression, analysis, and system integration), and infrastructure layer (data
identification and processing infrastructure) [130]. In addition, data readers and sensors
have been linked to IoT contexts, with layers focusing on interconnection (IoT integration),
data (storage, conversion, and intelligence), and services (managing processed data) [131].

Another proposed architecture features a data generation layer (physical world), data
gathering and preprocessing, data management and application, and service layers [132].
Data-driven approaches have also highlighted cyber–physical visibility and traceability
using smart technologies [133]. However, one of the most straightforward models is the
four-layered data flow architecture proposed by [134], which includes a data carrier layer
(using suitable technologies to carry product-related data), data capture layer (involv-
ing data readers and middleware), data-sharing layer (manipulation and exchange of
product-identifying information among stakeholders), and application layer (communica-
tion protocols and interfaces for applications).

Traceability relates to many considerations relevant to product management, business
processes, IT systems, and data and how their combinations are addressed. This can be a
challenging development target from a technical traceability perspective alone, but more so
if operational traceability is considered. Consequently, a clear methodology for achieving
traceability would be valuable to many actors, particularly if possible to automate [135].
However, the field is evolving as digital technologies are being applied for traceability in
modern supply chains to enable data sharing and the availability of relevant data with
end-to-end visibility over products and components [134]. In addition, recent technological
developments and the potential of AI to support traceability deserve attention [136,137].
Therefore, system perspectives and systematics are necessary to support end-to-end trace-
ability, effectively address challenges, and ensure compatibility with product management.
For example, solid data management benefits from technical and operational traceability.

3.2.2. Technologies for Traceability

Various technologies have been used for traceability in industry, such as barcodes,
Radio Frequency Identification (RFID), and Quick Response (QR) codes, with the primary
purpose of identifying products or groups of products (e.g., production lots) [138]. How-
ever, it is challenging to implement these technologies to achieve effective traceability.
Barcodes, for example, assign the same Universal Product Code (UPC) to all stock-keeping
units (SKU), making it difficult to distinguish between individual items. In contrast, RFID
provides each item with a unique identification number, allowing for differentiation be-
tween similar items and avoiding double counting [139]. In addition, the potential for
automatic information collection contributes to more timely traceability [140]. Despite
its potential, RFID has not fully lived up to its promise and remains costly, with various
challenges [141]. Nonetheless, it has been applied to tracking trade items [28]. Similarly,
other barcode systems such as the European Article Number (EAN) are inadequate for
situations in which the product structure or component interdependence varies [142]. RFID
can provide information on an item’s origin, packaging location, packaging date, best-
before date, current location, and time spent at specific points in the supply chain [139].
Recent discussions in the traceability field have highlighted the role of RFID in smart digital
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networks [143]. QR codes are useful for internal processes and customer interaction but
have limitations, often requiring other methods such as barcodes for external use. In recent
years, cloud technologies that rely on object identification have begun to supersede older
technologies in the traceability context [144,145]. As a result, understanding the strengths
and weaknesses of different technologies is essential for effective traceability, and it may be
that no single technology suits end-to-end traceability needs [138]. Therefore, the suitability
of specific technologies must be carefully assessed.

Traceable objects, trade units, and items are often referred to as traceable resource units
(TRUs) [146]. However, differences exist between technical and operational traceability
because traceable objects outside specific companies must be identifiable by multiple
parties along the supply chain. In technical traceability, units or items are typically assigned
internal codes that are meaningful to the company but may not be easily understood by
external actors [147]. The identification of traceable objects across the supply chain can
be supported by technologies such as barcodes, RFID, QR codes, bulk numbers, or raw
material markers [26]. However, traceability is not always transparent because products
may carry the same identification, whereas their raw material origins or manufacturing
locations differ [123]. However, this study does not provide a definitive position regarding
the technologies that should be used.

End-to-end traceability offers significant benefits to the supply chain, where the
traceability of individual components can be ensured through a chain of trust among man-
ufacturers, distributors, and users [148]. Blockchain, as an ordered list of blocks containing
transactions, holds the potential for traceability because transactions on a blockchain can-
not be deleted or altered, providing strong defences against data tampering [76,149,150].
However, blockchain-based traceability also faces challenges owing to the reluctance of
independent actors to share data [96]. Many studies have explored the deployment of
blockchain for various purposes [151], and it is often presented as a solution to traceability
issues in supply chain management (SCM) [117].

A key issue in using blockchain for traceability is that private data cannot be publicly
stored on the blockchain, raising concerns about the information that should remain on
or off the chain [116]. This challenge has been addressed by proposing a framework that
integrates product lifecycle management (PLM) with blockchain, IT systems, and other
traceability methods while considering off-chain activities [116]. Such frameworks may
provide opportunities for application-independent data usage [152,153]. Additionally, the
Internet of Things (IoT) and blockchain can potentially work together by utilising sensor
data, although the integration faces challenges related to scalability, security, and data
privacy [154]. Despite these hurdles, IT systems, processes, and traceability solutions can
be integrated to achieve comprehensive data integration [155].

Artificial intelligence (AI) is also gaining attention because of its potential role in trace-
ability, particularly in handling large datasets and enabling advanced analytics [156,157].
Smart technologies can further enhance architecture design and cross-industry collabo-
ration [158], although low-cost, reliable, and efficient interconnectivity is seen as crucial
from the Industry 4.0 perspective [159], making them particularly relevant for developing
traceability frameworks. Ultimately, traceability holds business value and benefits product
management and other stakeholders in the supply chain.

3.3. Productization and Potential Support for Traceability

Productization is an offering-centric concept that can be linked to a holistic product
management perspective. The necessary whole can be seen as involving products with com-
mercial and technical representation [37,44,45]; product data, where master data play a key
role [21,30,160–162]; business processes [21,46,47,163]; IT systems [21,22,29,36,47], such as
PDM/PLM, CAD, and ERP; and customer relationship management (CRM). Productization
can be viewed as having the objective of transforming an ad hoc offering into a well-defined
one [42,44,45,164], meeting key requirements cost-effectively [37], managing the scope of
the offering [46], increasing efficiency, reducing inefficiencies [43,165,166], and increasing
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understanding of the offering [167]. Productization has been seen to benefit active product
portfolio management over the engineering lifecycle of products [35,37], which is a wider
focus than traditional new product development [168]. Productization benefits data an-
alytics by providing consistency [22,29,152]. It ensures that products that are produced,
delivered, sold, purchased, and used remain the same throughout the lifecycle [37,44,45].
This is the structural focus along with the commercial and technical representation of the
product [38,44,45], which is necessary to gain control over the product. The products must
be controlled before the processes are able to perform [46]. Productization is also necessary
to gain control over a product’s master data [21]. The revenue model is a potential starting
point for considering a commercial offering to clarify the core of the product in terms of
what a customer is willing to pay [169]. The revenue model supports a structural approach
to a product [170,171]. Understanding product architecture at the company level is also
beneficial before focusing on product structure [172,173]. The technical product structure
is related to modules and components [172–177] or processes and resources [43,45,46,178],
depending on the product type. From an engineering lifecycle perspective, productiza-
tion acknowledges a varying focus along the stages of the lifecycle [37]. Traceability has
been referred to in relevant productization discussions [45,173,175,179] but has not been
elaborated upon further. The significance of productization and product structure logic
on traceability has not been studied in detail or considered when combining technical and
operational traceability for end-to-end traceability. The level of detail in describing product
structure as correlating with the delivery structure and logistics model [180] is a potential
point of connection between productization and traceability, but it has not been studied
from this perspective.

It can be assumed that focusing on productization and product structure logic helps
bridge the gap between technical traceability and operational traceability by creating a
unified framework for tracing components, parts, and materials from the design phase
through production and delivery until disposal. Figure 1 illustrates the potential connection
between productization and end-to-end traceability. Productization and logistics models are
interlinked through the product structure. Product design and the applied productization
model impact the delivery process and model, and vice versa. The selected delivery
model affects product design. Productization logic is important because it affects the entire
engineering lifecycle of a product. Therefore, it can be assumed that productization logic
affects end-to-end traceability, as well as both technical and operational traceability.

Figure 1. Potential connection between productization and end-to-end traceability.
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Finding 2. The interface between the product and delivery structures creates a key reference point
for operational traceability and productization.

3.4. Literature Synthesis

End-to-end traceability requires the integration of multiple data sources across dif-
ferent traceability systems, involving the technical traceability of a product’s design and
development history through PDM/PLM systems and the operational traceability of prod-
ucts involving records of raw material sourcing, manufacturing processes, transportation,
storage, and handling activities over the supply chain. Productization supports end-to-end
traceability throughout the product structure by aligning commercial and technical product
representations with systemic product management practices and linking them to product
data. This approach enhances the data perspective and supports traceability over the
product lifecycle.

Productization can be linked to the technical traceability relevant to individual actors
in the value chain through product structure and systemic product management (Figure 2).
Systemic product management combines products, business processes, IT, and data in
the engineering lifecycle. The value chain links the product structures of multiple actors,
meaning that productization logic is relevant for connecting the actors within the value
chain. Operational traceability relies on the data framework and lifecycle support provided
by productization.

Figure 2. Product structure and value chain.
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The productization of each individual company along the value chain, whose par-
ticipation is necessary for end-to-end traceability, is significant because consistency in
productization and product structure logic affect traceability. The product structure pro-
vides a frame for the data and enables data consistency. End-to-end traceability leverages
data from multiple companies, and each participating company is part of the value chain
in which each actor plays a role. Productization logic and product structure connect the
actors (Figure 2).

Value chain actor-specific business processes define how products are developed, sold,
supplied, manufactured, ordered, delivered, invoiced, installed, and serviced. Additionally,
a specific actor’s role in the value chain may influence business processes. Productization
logic connects actors within a value chain. Product definition is necessary so that processes
can be defined and developed. Product data are linked to product structure and enriched
in the value chain. If parts of the product are supplied by an actor lower in the value chain,
the company higher in the chain must manage that item, and the company lower in the
chain must manage the content. This should influence traceability. What is considered a
product varies according to the company’s position in the value chain.

The product structure provides a frame for the master data within each actor. Master
data, being critical business information and relating to products, also make its quality
significant for traceability. Nevertheless, other data assets, including transactional and
interactional assets, can be beneficial for traceability. Operational traceability necessitates
the voluntary sharing of data between actors, motivated by the benefits, regulations, or
requirements of a powerful stakeholder. Hence, end-to-end traceability entails considering
the data to be shared and addressing any data availability-related challenges.

Finding 3. Technical traceability, relevant to individual actors in the value chain, can be supported
by a systemic product management perspective that combines products, business processes, IT,
and data in the context of the engineering lifecycle. Productization is linked to the whole through
commercial and technical product representation. Productization logic and traceability can be
interlinked in the technical traceability context. Operational traceability relates to a collaborative
paradigm among companies that can provide benefits in lifecycle visibility and prominent matters
such as sustainability but is challenged by issues such as reluctance to share information.

Finding 4. Understanding the value chain, nature of products, and product flow is necessary for
effective end-to-end traceability. Traceability also necessitates considering how to combine different
traceability systems, what data need to be shared, the benefits of end-to-end traceability, and the
motivations for sharing data among independent economic actors. Consistent productization logic
may support item-level traceability, whereas traceability data, data flow, data integration, and
suitable technologies are necessary for end-to-end traceability.

4. Empirical Study

Figure 3 illustrates the interlinked product structure of the combined offerings of
five different companies constructed based on interviews and product information. The
dotted line separates the commercial and technical product structures. The main product
sold by Company 1 to car manufacturers was a type of smart windscreen that could
contain a display and the windscreen itself, including a heating system and camera system.
Product configurations were car manufacturer-specific, owing to differences in design and
desired functionalities. The LED displays were built into the windshield with options
regarding the display colour. The sub-parts of the products of Company 1 were provided
by Companies 2–5 (main suppliers), with each of their offerings being a version item from
the perspective of Company 1. Version item (VI) relates to the specific product versions that
may change due to, for example, quality improvements or cost reductions and, hence, affect
product structure. The required LED technology was provided by Company 2. Company 3
provided the technology related to the required glass, with options in terms of glass colour
and shading. (The red dotted line divides the commercial and technical structure). The
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windscreen colour was based on the colour of the glass, and shading could be integrated
into lamination. Company 4 provided a heating system to protect the windscreen from
icing. The built-in camera system provided by Company 5 provided various innovative
possibilities for utilising glass surfaces. The products sold were not limited to windshields;
the offering was generally possible on glass surfaces.

Figure 3. Interlinked product structure by five companies.

Figure 4 illustrates a more detailed product structure for Company 2. The company
provided a built-in screen. One such product is a screen built within glass. The LED
product consisted of LED foil, wired foil, and LEDs, depending on the colour options
needed. A solder mask was also necessary and had colour-based options. Delivery options
were based on the type of adhesive used. LED foil was customised in terms of shape. The
wired foil, LED colour, and solder mask had delivery links to module variants. Several
suppliers provided the necessary materials and components. (The red dotted line divides
the commercial and technical structure).

 

Figure 4. The product structure by Company 2.

The companies involved had shortcomings in their traceability, many of which were
related to the integrity of the related information and data management. Some of these
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shortcomings were related to IT tools and responsibilities regarding traceability and data.
The regulatory side did not affect all companies equally. Some were obliged to comply
with stringent industry standards and legal implications. Those who were more regulated
placed heavier emphasis on technical traceability with corresponding activities. Those who
were more regulated had better-defined responsibilities and processes. Not all companies
originally considered product structure and its role from a traceability perspective. Quality
and related standards are drivers of traceability. Only some utilised unique numbers for
shipments. The numberings enabled traceability to a certain extent to link the materials
used. Customer requirements were mentioned as the driving force behind these practices.
The traceability information relating to the order–delivery process was recorded and
integrally linked to the product data. Technical traceability was linked to PDM/PLM for
those that had adopted it. Traceability codes related to shipments were recorded in the ERP.
Barcodes were applied to shipments, enabling them to link data internally and backtrace
internally. Some other technologies, such as RFID, were considered by companies, but,
generally, no bulletproof technologies or their combinations were applied to ensure the
integrity of the supply chain.

In a supply chain sense, the original situation was challenged by a variety of practices
and levels of maturity in terms of productization in companies. Some lacked an official
product structure and systematic logic for products and their variations. Certain types of
informalities prevailed. Some utilised a product structure motivated by the PDM/PLM, and
certain rules and practices were deliberate. Consistency in logic could not be confirmed. The
supply chain was challenged by weaker links (companies) lacking product definitions and
logic of variations and revisions. This further contributed to deficiencies in instruction and
product management. Suppliers and customers were seen to be in their own information
silos, and the visibility of product data was mostly limited to an internal perspective.

The extent of the companies’ data models and a lack of such thinking could not be
confirmed. However, product data management received considerable attention. Product
data were understood by the companies, but the structure of product data was lacking
in some cases. There were also deficiencies in data collection for some companies. The
same variety was visible in the applied processes, with clear deficiencies in definitions in
some and people’s centricity in others. IT infrastructure was also considered better by more
advanced companies. Some companies used PDM/PLM but focused on product data in
an ERP-centric manner. Other companies that used PDM/PLM focused on traceability
and had foundations for product structure but were driven towards unnecessary manual
work in traceability. The versatility of the IT used and the product data being distributed
to multiple sources hindered traceability, indicating a lack of a data model for companies.
Training personnel for PDM/PLM use were considered necessary to ensure the technical
traceability and timeliness of the product data.

The constructed productization logic that formed a combined structure for the devel-
oped offering was seen to have potential by the focus group, validating the construction.
Some adjustments were made to the initial proposal based on these comments. The focus
group seemed to understand the benefits of combining structural logic with productization
systematics. They seemed to understand the benefits of consistency, specifically those of
using more systematic technical traceability. The scalability potential and modularity were
particularly appreciated. Company 1 realised the role of industrial standards in traceability
and the possibility of introducing systematics for compliance. They also understood the
significance of deliberately considering structures to support traceability. The others did
not follow similar systematics to the same extent but applied traceability more from the per-
spective of “customer requirements”. Nevertheless, they seemed to be enlightened by their
potential to improve their systematics. Company 1 had traceability-related processes and
roles, defined procedures, and an embedded traceability information model for technical
traceability. Operational traceability was highlighted as a means of leveraging comple-
mentarity and synergies between relevant actors. However, other companies seemed to
have operational traceability in a better order than technical traceability. The potential
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reason for this seemed to involve customers, who played a strong role in their traceability.
There had been ongoing efforts to improve the formalisation of technical traceability. Data
management processes in general, and specifically traceability, were seen to benefit from
the partnership and combined productization logic by focusing on the data that would be
created, distributed, and shared.

The interviewees viewed productization and product data as having further potential
in terms of traceability in all analysed companies individually, but also across the supply
chain. This entails careful consideration of company processes, IT use, and product data.
These factors influence traceability-related processes and responsibilities. Nevertheless, the
“synchronised” productization was seen as beneficial by aligning the product focus. Syn-
chronised productization among key companies was beneficial for providing consistency
in logic. However, it was not seen to be enough, but data from the entire supply chain were
seen as needing to be “synchronised” to allow the necessary integrity in traceability. This
was understood to necessitate the use of additional technologies aside from the currently
used ones that enable technical traceability to further address the processes, IT, and data
and cover the whole supply chain. The availability of data was not a major issue for the
five studied companies, as the example involved a partnered supply chain with a common
interest in new business generation. Figure 5 illustrates the need to synchronise productiza-
tion and data for supply chain traceability. (The arrows (↑) indicate suppliers contributing
to the technical offering, which necessitates data availability to enable synchronised data).

Figure 5. Synchronised productization and data.

Finding 5. Consistent productization and product structure may support traceability. Traceability
is supported by consistency in the product structure, which provides consistency in the data. This
consistency can extend beyond company borders and support supply chain traceability.

5. Discussion

The key contribution of this study is that productization with a product structure
focus can benefit end-to-end traceability by creating a structured and scalable approach
to commercial and technical product definitions to manage products from concept to end-
of-life. This can be achieved by addressing the varying focus at different life-cycle stages.
Productization involves the formalisation of the product structure, which can help for-
malise business processes and supply chain workflows to ensure scalability and traceability.
Through this formalised product structure logic—including components, modules, and
processes—productization ensures that products are consistently traceable from design to
end-of-life. A clear structure is provided to manage product definitions across different
lifecycle stages, reduce uncontrolled variability, and allow better control over products.
This formalisation enables PDM/PLM systems to capture and manage data related to prod-
ucts, their development, and changes throughout the lifecycle more effectively, benefitting
technical traceability. Simultaneously, operational traceability is simplified by standardis-
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ing the processes, modules, and components. The linkage between productization logic
and the delivery process is established through a product’s structural level, providing
a touchpoint for approaching both operational traceability and productization. Overall,
it appears that the focus on product structure through productization has the potential
to support the integration of technical and operational traceability by promoting data
consistency and facilitating seamless traceability across different traceability systems. This
is a well-considered product structure logic that relates to the representation of modules,
assemblies, components, and raw materials within the systems used and acts as a founda-
tion for managing data. The structured approach focuses on product structure levels and
related data across the engineering lifecycle and supports both technical traceability and
operational traceability integration.

Productization can help reduce inefficiencies and support a focus on productivity by
promoting the standardisation of components, materials, and processes. This involves
defining and using a fixed set of parts, modules, and processes to create scalable products
and further support traceability by promoting unified data in terms of technical and opera-
tional traceability. Productization logic involves considering what is allowed to change in
different lifecycle stages. Process standardisation can promote the use of approved suppli-
ers and validated methods to enhance operational traceability by simplifying processes.
Operational traceability is also simplified by scalability through consistent productization
logic, product structure, and data. Nevertheless, it is productization that promotes the per-
spective of the engineering lifecycle and its stages, consisting of commercial and technical
aspects that potentially mediate the view of both technical and operational data. Hence,
productization may encourage the integration of technical and operational traceability sys-
tems, PDM/PLM managing product lifecycle data, and supply chain traceability systems
that manage operational data. This creates a digital thread for end-to-end traceability from
raw materials to end-of-life disposal.

The scientific implications include providing original contributions to the context of
end-to-end traceability by exploring the role of productization in a context that combines
technical and operational traceability. This should provide new perspectives on end-to-end
traceability [1]. This study contributes by directly combining technical and operational
traceability to achieve an end-to-end perspective. Nevertheless, it can be argued that the
coverage of combined technical and operational traceability is equal to that of end-to-end
traceability. Studies focusing on technical traceability [13,19,21,22] provide ideas on the
role and potential of productization to support traceability in terms of technical traceability
and potential linkages to operational traceability. Similarly, studies focusing on operational
traceability [14,23,24,90] provide ideas on the role and potential of productization for oper-
ational traceability and potential linkages to technical traceability. Naturally, it is possible
that the discussion on technical or operational traceability contains elements that may have
purposes similar to those of productization, but the perspective of productization inherently
involves the product management perspective, which has been insufficiently discussed.
This study contributes to previous product management research [21,22,28–30,35–40]
by providing a direct discussion on traceability through a productization lens. Previ-
ous discussions of productization [21,22,29,35,37,41–45,152,164,173,175,179] gain a new
contribution with this study, which explored the role and potential of productization
in supporting traceability. Previous product structure discussions in the productization
context [21,22,29,35–37,39,40,45–47,152,170,172–176] are expanded to a discussion of the
traceability context. Nevertheless, the role of product structure is also further understood,
especially for technical traceability [91,118,120–122]. However, the discussion has not been
as extensive and has not covered an end-to-end perspective. Specifically, the inclusion of
commercial product representation is lacking. Additionally, a productization logic focus
has not yet been applied. Earlier studies have focused on the IT system context and its
relevance to traceability by applying a structural approach [124–126]. The applied pro-
ductization perspective also contributes to the earlier related focus on the engineering
lifecycle [21,35–37] by including the traceability perspective. The lifecycle perspective
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is not new to traceability [2,18,19,51–53,81,85,89,95]; however, this study provides new
perspectives through commercial and technical focus and logic and emphasises varying
focus over lifecycle stages. This study contributes to previous discussions on traceability
data in different forms [12,14,18,19,23,27,56,88,92,93,95], pointing out how productization
can aid in standardising data structures and provide consistency to facilitate traceability,
ultimately facilitating end-to-end traceability.

5.1. Managerial Implications

Managers can benefit from understanding the potential benefits of productization logic
over the engineering lifecycle in general and specifics relating to end-to-end traceability.
Productization supports addressing the challenges of end-to-end traceability. For example,
the reluctance to share information might be alleviated by productization logic promoting
the formalisation of product structure, the standardisation of components and materials,
and the establishment of standardised data structures, potentially enabling selective infor-
mation sharing. Productization may also promote further clarity on data ownership and
control over product data, enabling the building of the necessary trust for sharing data.
The modularity of a product structure may also enable separate data-sharing structures to
maintain confidential details. The following implications 1–4 can be particularly valuable:

(1) Addressing the cost–value balance could be supported by productization, which
promotes economies of scale in product designs that reduce complexity, thereby lowering
the cost of implementing traceability solutions. Implementing traceability within the prod-
uct architecture during productization is also a possibility. When implemented consistently,
this can lead to cost reductions in traceability, while providing value. Data integration
from technical and operational systems may be supported by productization by potentially
standardising product data models so that all stakeholders can align. This supports the
unification of data from different systems.

(2) Productization focusing on the engineering lifecycle may support cross-functional
collaboration and the alignment of technical and operational traceability data. Additionally,
navigating the variety in regional and industry-specific regulations might be facilitated
by productization logic by supporting embedding compliance into product designs and
regulatory reporting aided by a formalised product structure. This approach would provide
consistency in data collection, thereby aiding compliance reporting.

(3) Managers can benefit from understanding how motivations for end-to-end trace-
ability can be promoted through considerations such as sustainability. Sustainability
reporting is becoming an increasingly timely issue for companies in many parts of the
world and could act as a driving force for improving traceability, should the business
perspective provide sufficient support. A productization focus may play a crucial role in
supporting sustainability reporting and compliance through a product structure-centric ap-
proach, which may support the ability to collect, analyse, and report relevant sustainability
information. This approach promotes the consistent connection of sustainability data to
products and may support related traceability over the engineering lifecycle.

(4) In summary, productization can enhance the integration of technical and operational
traceability, leading to improved product-related insights that can inform decision-making.

5.2. Limitations and Future Studies

The limitations include the conceptual nature of the findings and the limited empirical
focus on a specific sector, analysing a limited number of companies with a limited number
of interviewees. The methodological approach of combining an extensive literature review
with a limited number of examples sets the boundaries for generalisability. These findings
can be considered conceptual, as the full application of this concept has not been studied
for end-to-end traceability. In addition, this study did not consider the suitability of
different technologies for traceability or their dynamics when combined while considering
the productization approach and end-to-end traceability. However, the chosen approach
appears to be sufficient to indicate the role and potential of productization for end-to-
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end traceability. This study did not delve into the intricate details of buyer–supplier
relationships or consider the contractual arrangements necessary for traceability between
separate companies.

Some industry-specific factors are expected to require further research. Future em-
pirical studies are needed to confirm the benefits and applicability of productization logic
for traceability. In addition, the potential and limitations of different technologies for
combining technical and operational traceability should be clarified. Future studies can
clarify potential application-independent and data-centric approaches to traceability by
focusing on the potential of cloud technology and productization support for traceability.
Furthermore, the intersection of sustainability reporting, productization, and end-to-end
traceability deserves further investigation. The suitability of product structures in different
contexts should be studied further from a traceability perspective.
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marko.tadic@ffzg.hr
* Correspondence: gthakkar@ffzg.hr (G.T.); nmikelic@ffzg.hr (N.M.P.)

Abstract: This investigation investigates the influence of a variety of data augmentation techniques
on sentiment analysis in low-resource languages, with a particular emphasis on Bulgarian, Croatian,
Slovak, and Slovene. The following primary research topic is addressed: is it possible to improve
sentiment analysis efficacy in low-resource languages through data augmentation? Our sub-questions
look at how different augmentation methods affect performance, how effective WordNet-based
augmentation is compared to other methods, and whether lemma-based augmentation techniques
can be used, especially for Croatian sentiment tasks. The sentiment-labelled evaluations in the
selected languages are included in our data sources, which were curated with additional annotations
to standardise labels and mitigate ambiguities. Our findings show that techniques like replacing
words with synonyms, masked language model (MLM)-based generation, and permuting and
combining sentences can only make training datasets slightly bigger. However, they provide limited
improvements in model accuracy for low-resource language sentiment classification. WordNet-based
techniques, in particular, exhibit a marginally superior performance compared to other methods;
however, they fail to substantially improve classification scores. From a practical perspective, this
study emphasises that conventional augmentation techniques may require refinement to address
the complex linguistic features that are inherent to low-resource languages, particularly in mixed-
sentiment and context-rich instances. Theoretically, our results indicate that future research should
concentrate on the development of augmentation strategies that introduce novel syntactic structures
rather than solely relying on lexical variations, as current models may not effectively leverage
synonymic or lemmatised data. These insights emphasise the nuanced requirements for meaningful
data augmentation in low-resource linguistic settings and contribute to the advancement of sentiment
analysis approaches.

Keywords: sentiment analysis; language models; data augmentation

1. Introduction

“A neural network is a computational model inspired by the way biological neural
networks in the human brain function. It consists of layers of interconnected nodes (called
neurons), where each node performs a simple computation, and information is passed from
one layer to another”. In the context of a neural network, parameters refer to the internal
variables that the model learns from the training data. These include the weights and
biases associated with the neurons in each layer [1]. “Hyperparameters are configuration
settings that are used to control the learning process of a machine learning model but are
not learnt from the data itself. They differ from model parameters in that they are set
before training begins and remain constant during the training process” [1,2]. In contrast
to learnt parameters (such as weights and biases), which are modified during training,
hyperparameters govern the learning process and must be defined before model training
commences. Examples encompass the learning rate, batch size, layer count, number of
neurons per layer, and dropout rate. In neural networks, parameters refer to the values
learned by the model during the training process.
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The performance of a neural network is completely dependent on its hyperparameters
and the training set-learned parameters [3]. It is commonly believed that having more
data points is the default method for improving performance [4]. A direct approach
requires running an annotation campaign, which is expensive, time-consuming, and labour-
intensive in terms of annotation and training [5]. Because these models rely on large
parameters that necessitate many training instances to perform the intended task, this
requirement cannot be eliminated.

In the reverse direction, new data points are generated from existing supervised or
unsupervised text bodies [6]. To date, numerous techniques for data generation have been
identified. Ref. [7] reported using contextual language under the assumption that sentences
are invariant when original words are replaced by words with paradigmatic relations [8].
When compared to original texts, in-context predicted words were deemed to be better
options for creating data samples that vary in terms of pattern. Attempts [9,10] have also
been made at using data augmentation for different text classifications in large English-
language datasets. The augmentations were derived from an English thesaurus and then
trained using various machine learning and deep learning algorithms. Ref. [6] described
simple augmentation operations (such as insertion, deletion, swap, and replacement) that
produced comparable results when only half of the original dataset was used.

In data-driven research, these techniques focus primarily on resolving low-data sce-
narios, mitigating the phenomenon of class imbalance, or serving as regularising terms to
make systems more resistant to adversarial attacks. The purpose of enhancing a neural
network model’s resistance against adversarial attacks is to guarantee its robustness and re-
liability in practical applications. Adversarial attacks entail the creation of minor, frequently
undetectable, modifications to input data that can lead the model to produce erroneous
predictions. This presents considerable security threats in applications like autonomous
driving, medical diagnosis, and facial recognition [11].

Existing data augmentation strategies for other tasks in languages with abundant re-
sources (especially English) have also been investigated. To detect event causality, Ref. [12]
employed a remote annotator, followed by filtering, relabelling, and annealing on instances
with noisy labels. For the common-sense reasoning task, Ref. [13] used a pre-trained
task model (XLM-R) and a generative language model (GPT-2) to generate synthetic data
instances. Data selection was conducted using filtering functions that considered the
quality and diversity of synthetic instances. The approaches that have been published for
high-resource languages, such as English, are constructed using other linguistic resources
as primary building blocks. To produce facts from an existing knowledge repository or
knowledge graph, such a resource must be available in the target language. Therefore, a
language with limited resources may lack these dependent resources, thereby rendering the
method inapplicable. Empirical evidence regarding the effectiveness of these interventions
in low-resource settings is still lacking. Even though data augmentation techniques such
as EDA (Easy Data Augmentation) [6] are simple to implement, it is essential to conduct
additional research on their applicability in low-resource settings.

This paper aims to investigate the efficacy of various data augmentation (DA) strate-
gies in enhancing sentiment analysis for low-resource languages, particularly South Slavic
languages. The article presents a novel strategy termed “expand-permute-combine” and
assesses its efficacy in comparison to other methods to evaluate their influence on clas-
sification accuracy for under-resourced languages. We hypothesise that DA strategies
are equivalent to cross-lingual and cross-family configurations. For the task of sentiment
classification, we experiment with various data augmentation techniques on a set of low-
resource languages from the same language family (i.e., South Slavic languages). To analyse
each of these facets, we employ three distinct data augmentation techniques that rely on
synonymy [14] and pre-trained large language models [15,16]. In addition, we propose
a straightforward method of augmentation that requires no additional resources. To de-
termine the effectiveness of these techniques, evaluation was performed on the task of
sentiment classification. Experiments were conducted on South-Slavic languages (i.e., Bul-
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garian, Croatian, Slovak, and Slovene). To enable a three-class classification of the dataset
for the Croatian language, we also conducted an annotation campaign to label instances
that were claimed to be noisy by the original authors of the dataset.

2. Research Question

In this study, we explore DA methods as a means to artificially increase the instance
space and compare the performance with that when using resources from the same lan-
guage family. This study has the following main research question: can data augmentation
be utilised effectively for sentiment analysis in low-resource languages? Additionally,
3–4 more specific questions are used, as follows:

(1) Can the data augmentation technique improve the performance metric?
(2) What is the effect of using augmented data generated from different techniques? We

explore three different data augmentation techniques and compare their performances
with each other.

(3) Can WordNet-based augmentation techniques work better with sentiment classification tasks?

• Does training with Lemma-based instances work for Croatian?

We hypothesise that the accuracy of the data augmentation techniques is comparable
to that of supervised methods when applied to typologically related languages.

3. Literature Review

The section commences by examining the key methodologies and advancements
in the field that are relevant to this investigation. This includes an analysis of different
approaches, including data augmentation, adversarial attacks, and distant supervision, that
have been used to enhance the performance of NLP tasks. In the subsequent subsections,
we will explore specific techniques and models, emphasising their application in a variety
of domains, with a particular emphasis on their relevance to sentiment analysis and low-
resource languages. This investigation establishes the groundwork for understanding
the landscape of previous research and the context for the methodologies proposed in
this work.

Data Augmentation

Distant supervision is a method for curating labelled data instances by utilising
an existing knowledge base [17]. Ref. [18] reported the first instance of using distant
supervision in NLP. The work entailed curating datasets for the task of relation extraction.
The authors used Freebase, a large database that stores the relationships between two
entities. The assumption was that any sentence containing two freebase entities could
express the relationship. As a result, Freebase was used as an unsupervised lookup table.
Various features were designed, ranging from POS tag, NER, and n-words within the
context window. Ref. [17] introduced a similar approach in the BioNLP domain, in which
knowledge from a database is used to label sentences containing two entities to generate
a dataset based on remote supervision. In the same work, heuristics (trigger words and
high confidence patterns) were proposed to reduce noise in the sentence augmentation
process. A CNN trained with an automatically created dataset and then trained on a
manually annotated dataset achieved the highest score. The authors hypothesised that the
direct union of two datasets (distant supervision-based and manually annotated) is not
advantageous because noisy datasets lead to a decline in the final performance.

Two types of augmentation methods for NLP can be broadly distinguished: (1) text-
based augmentation and (2) feature-based augmentation. The text-based enhancements
operate at the text level. The process of augmentation can be implemented at various
linguistic levels (morphological, syntactic, and semantic). Another branch of research
focuses on adversarial attacks against the trained model. This is accomplished by generating
text instances X′ similar to the training data X, such that the model attempting to perform
the intended task fails. Instances X and X′ should have identical human predictions, with
X′ containing minimal textual changes relative to the original instance. All adversarial
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attack techniques [19–21] on classification tasks rely on text-augmenters as their primary
component when supplying augmented instances for adversarial attacks.

Ref. [22] experimented with various synonym replacement methods to generate
adversarial samples. The synonyms were obtained from WordNet. The method for choosing
a synonym for a word ranged from random selection to a more sophisticated method based
on Word Saliency [23] score. Another way of finding a replacement for a given word is
to use a pre-trained language model that uses context to predict the replacement word.
Ref. [7] altered the language model so that it integrates the label in the model along with
the context during the word prediction stage. The language mode was trained on the
WikiText-103 corpus of English Wikipedia articles. Ref. [19] used contextual perturbations
from a BERT masked language model to replace and insert tokens at masked locations.
Ref. [24] extended the work using RoBERTa and three contextualised perturbations, i.e.,
replace, insert, and merge. All of these studies were published in English datasets.

In the field of Neural Machine Translation (NMT), the technique of translating a target
language into a source language is known as back-translation [25]. The ultimate goal of
this procedure is to increase the number of samples by paraphrasing using the translation
module. The final system is trained using both the parallel synthetic corpus and the original
training data. Although back-translation is an easy-to-use technique, it necessitates the
training of a machine-translation model for low-resource languages, which may not be a
viable option given the required volume of data. Ref. [26] showed through experiments
that sampling and noisy beam outputs (delete, swap, and replace words) are better for
making fake data than pure beam and greedy search. Ref. [6] introduced EDA (Easy
Data Augmentation), a set of augmentation techniques consisting of multiple processes
including synonym replacement, random replacement, random swap, and random deletion.
On five distinct datasets, the processes were executed and benchmarked. The authors
conducted experiments with an augmentation parameter named α whose values were
in the range [0.05, 0.1, 0.2, 0.3, 0.4, 0.5] and discovered that small α values provided
greater gain than large values. The same work was expanded by [27] to include two
additional datasets for examining the impact of data augmentations using pre-trained
language models (BERT, XL-NET, and ROBERTA). EDA and back-translation are two
task-independent data augmentation techniques. According to reports, data-augmentation
methods do not provide any consistent improvement for pre-trained transformers. The
authors attributed this phenomenon to large-scale, unsupervised, domain-spanning pre-
training, although all datasets utilised in the study were English-based.

Consistency training is based on the premise that small changes or noise in the input
should not impact model predictions. Ref. [28] used data augmentation in place of noise
signals to enforce consistency constraints during training. The overall loss consisted of
classification losses and consistency losses between the original input and the enhanced
version of the same. The consistency loss is only computed for instances in which the model
has high confidence. The author used back-translation, RandAugment (for image classifica-
tion), and TF-IDF word replacement for augmentations. A data filter was implemented
within the domain to prevent domain mismatch.

Ref. [29] proposed the first method for classifying the sentiment of tweets using emoti-
cons as remote supervisors. The technique was based on the premise that the emoticons
“:)” and “:(” (and their variants) are poor indicators of positive and negative emotions.
Therefore, each tweet containing these emoticons was tagged with their respective classes.
There was an assumption that the statements in Wikipedia and newspaper headlines were
neutral. The neutral class was not classified because it had no emoticons associated with
it. The dataset was used to train the machine learning algorithms Naive Bayes, Maximum
Entropy (MaxEnt), and Support Vector Machines (SVM). The entire setup was studied using
English as the study language. Ref. [30] compared multiple data augmentation strategies
(such as WordNet and Bert-based) for the generation of news headlines in Croatian, Finnish,
and English. In addition to ROGUE, the authors employed two additional methods to
assess the performance score. One technique was the computation of semantic similarity
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using a sentence transformer trained in the task of paraphrasing. The second method
employed a metric based on natural language inference to quantify the similarity between
the original and generated headlines. The authors did note that there was no NLI model
covering Croatian and Estonian. The other branch of data augmentation directly focuses on
the latent space. Training as a whole aims to add new latent information without altering
the original class representation. This enables difficult-to-input semantic cases with limited
training data to be induced. Ref. [31] proposed that difficult-to-classify samples are the best
candidates for data augmentation because they contain more information. Latent space
augmentations were created using interpolation, extrapolation, noise addition, and the
difference transform. Table 1 presents a summary of all the aforementioned approaches.

Table 1. Literature review.

Author Purpose Method Sample Size Key Findings

[18] relation extraction in NLP
Distant supervision (DS)
using Freebase as a lookup
table

800 K Multi-instance learning
framework.

[29] Classifying sentiment in
tweets

Remote supervision using
emoticons as labels 1600 K Emoticons were used as labels

for the SA of tweets.

[25] Enhancing NMT with
synthetic data Back-translation 100 K Used machine translation as

paraphraser.

[7] Improving adversarial attack
performance

Altered language model
trained on WikiText-103
corpus

7 K–540 K
Contextual DA method
outperforms traditional DA
methods

[26] Improving NMT sample
quality

Sampling and noisy beam
outputs for back-translation 29 M

Noisy beam outputs, create
better synthetic data than
beam or greedy search.

[17] Curating datasets for BioNLP
tasks

Distant supervision with
heuristics to reduce noise 25 K–77 K Proposed heuristics to reduce

noise.

[22] Generating adversarial
samples for NLP

Synonym replacement using
WordNet 25 K –1.4 M Saliency-based methods for

detecting important words.

[6] Simplifying data
augmentation

EDA: synonym replacement,
random replacement, swap,
deletion

500–5 K

Found small augmentation
values (α) produced better
performance gains than large
values.

[19] Improving adversarial sample
generation

Contextual perturbations
using BERT masked language
model

10 K–598 K datasets
Used BERT for replacing and
inserting tokens at masked
locations.

[27]
Examining the impact of
pre-trained language models
on data augmentation

Augmentation with BERT,
XL-NET, and RoBERTa 500–10 K

DA did not provide consistent
improvements for pre-trained
transformers.

[28]
Enforcing consistency in
model predictions with
augmented data

Consistency training with
back-translation and TF-IDF 25 K Used consistency loss to

improve model predictions.

[24] Extending adversarial attack
methods

Contextualized perturbations
with RoBERTa 105 K–560 K

Introduced replace, insert,
and merge operations for
adversarial attacks.

[31]
Proposing data augmentation
using latent space for
difficult-to-classify samples

Latent space augmentation
using interpolation and noise
addition

50 K–120 K

Difficult-to-classify samples
contain more information,
making them ideal for DA in
low-data settings.
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Table 1. Cont.

Author Purpose Method Sample Size Key Findings

[30]
Comparing augmentation
strategies for headline
generation in various languages

WordNet and Bert-based
augmentation 10 K–260 K

Domain-specific data benefit
more from data augmentation
and pretraining schemes

Ours
Comparing multiple DA
strategies for SA in various
low-resourced languages

Expansion and
permutation-based techniques 10 K–40 K

Transformer-based models do
not benefit from DA based on
synonymy.

Techniques dependent on external knowledge bases [18] encounter challenges in
disambiguating and resolving contexts for a singular matched item. This introduces noisy
labels, which impact the system’s accuracy. Ref. [29] faced challenges with noisy text
and informality, as well as the effect of emoticons as labels. Methods employing NMT
presume the existence of an NMT system and a substantial monolingual corpus within the
domain. The NMT system generates noisy back-translations mostly characterised by lexical
inaccuracies [25]. Previous research indicates that sentiment analysis using augmented
data for low-resource languages has received little attention.

Morphology is the examination of the structure of words and the process by which
they are assembled from lesser elements, known as morphemes [32]. In relation to their
grammatical function within a sentence, the morphological features of words, such as their
tense, case, and number, are substantially modified in a number of low-resource languages.
These transformations have the potential to substantially alter the form of words, which
poses a challenge for models that were trained on smaller datasets. Inflection systems are a
component of morphological structure and the process by which words alter their form to
convey various grammatical categories, such as tense, mood, or number. For instance, in
highly inflected languages, a single word can take on numerous forms based on its function
in a sentence, which complicates the process of generalising machine learning models
across various forms of the same word. In the absence of sufficient data to account for these
variations, models may encounter difficulty in generalising, which may result in inaccurate
classifications. The situtuation is further complicated as these languages’ grammars are not
simple and their morphology and inflexion systems are complex.

4. Data

This study employed a mixed-methods research approach, combining both qualitative
and quantitative methods to provide a comprehensive understanding of the research phe-
nomenon. The quantitative component of the study entailed the collection and modelling
of a dataset, which provided a comprehensive understanding of performance. In contrast,
the qualitative component involved an in-depth analysis of the predictions from the trained
classification systems, which offered contextualised and nuanced perspectives on the re-
search phenomenon. To address the research questions, this mixed-methods approach was
considered necessary, as it enabled the triangulation of data modelling and the validation of
findings through error analysis, thereby enhancing the reliability and validity of the results.

We used sentiment classification datasets to answer our research questions, employing
existing datasets from the previous studies. However, we targeted only low-resource
languages in our experiment: Bulgarian, Croatian, Slovak, and Slovene. A single dataset
was selected for each language in the study. In Table 2, the sizes of the original training,
development, and test dataset splits are displayed.
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Table 2. The original distribution of sentiment analysis datasets.

Language Dataset Train Val Test

Bulgarian Cinexio 5520 614 682
Croatian Pauza 2050 227 1033
Slovak Reviews3 3834 661 1235
Slovene KKS 3977 200 600

4.1. Croatian Re-Annotation

The authors of the Pauza dataset [33] eliminated reviews with a rating between
2.5 and 4.0 because these reviews were noisy. Therefore, ratings below 2.5 are considered
negative, whereas ratings above 4.0 are considered positive. The reviews with ratings
ranging from 2.4 to 4.0 have instances where the text is positive but has ratings that
might tag it as a positive instance, and vice versa. We hypothesise that this might lead to
semantic drift, meaning that the model might learn to classify instances incorrectly. Our
methodology involves artificially augmenting data using multiple techniques; however,
a text with contradictory labels, when excessively enhanced, may hinder the model’s
learning process. Hence, we take up the activity of re-annotating our Croatian dataset. We
re-evaluated the ratings between 2.5 and 4.0 and asked three native speakers to annotate
particular instances. Annotators were asked to classify the given text as positive, negative,
or neutral/mixed. Only two annotators manage to complete the annotation of all the
provided instances. The instances devoid of consensus were eliminated through filtering.
Nine instances of the text were not included in the final set, as collective agreement about
these instances was not reached by the annotators.

4.2. Sentiment Analysis Datasets

This section provides a detailed overview of the dataset’s characteristics, including
size, source, and distribution across different sentiment classes, which form the foundation
for training the sentiment classification models.

• Bulgarian The Cinexio [34] dataset is composed of film reviews with 11-point star
ratings: 0 (negative), 0.5, 1, . . ., 4.5, 5 (positive). Other meta-features included in the
dataset were film length, director, actors, genre, country, and various scores.

• Croatian Pauza [33] contains restaurant reviews from Pauza.hr4, the largest food-
ordering website in Croatia. Each review is assigned an opinion rating ranging from
0.5 (worst) to 6 (best). User-assigned ratings are the benchmark for the labels. The
dataset also contains opinionated aspects.

• Slovak The Review3 [35] is composed of customer evaluations of a variety of services.
The dataset is categorised using the 1–3 and 1–5 scales.

• Slovene The Opinion corpus of Slovene web commentaries KKS 1.001 [36] includes
web commentaries on various topics (business, politics, sports, etc.) from four Slovene
web portals (RtvSlo, 24ur, Finance, Reporter). Each instance within the dataset is
tagged with one of three labels (negative, neutral, or positive).

The following two sections explains the overall methodology: data generation and
model training. First, we used tools for natural language processing and data augmentation
to create samples of the data. Then, we used the samples to train a transformer-based
classification model on the data.

4.3. Data Generation and Augmentation

To answer the questions posed in earlier sections, we utilised four simple language
processing techniques and three existing data augmentation methods. The aforementioned
existing data augmentation strategies are used in adversarial attacks against trained classi-
fication models and can be utilised to obtain samples that are more semantically similar to
the original dataset. Next, we describe the individual techniques for augmenting data and
the overall procedure for augmenting and training the classifier.
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• Datalemma based on lemmatisation.
• Dataexpanded based on sentence tokenisation [ours].
• Dataexpanded−combined based on sentence tokenisation [ours].
• Dataexpanded−permuted based on sentence tokenisation [ours].
• WordNet [22].
• Masked Language Model (MLM) based Clare [24].
• Causal Language Model (CLM)-based Generative Pre-trained Transformer (GPT)-2 [37].

4.4. Lemmatisation

After performing a morphological analysis, the lemmatisation process returned the
word’s morphological base. The output was the canonical form of the original word.
Since South Slavic languages are rich in morphology, we decided to create a lemma-form
variant of the original dataset. Previous studies [38,39] fed lemmas into machine learning
classification algorithms as input features (such as Support Vector Machines and Random
Forests). Transformers-based models use byte-pair encoding to reduce the vocabulary size,
which is required to avoid sparse vector representations of the input text.

For instance, the word running is converted to run + ##ing and the neural network
learns to weight individual byte-pairs based on the dataset and the requirements of the
task. Therefore, the affixes may be useful for tasks that take the additional information
into account. However, this requirement has not been looked at in pre-trained models
with languages that are rich in morphology, or for sentiment analysis in particular. We
made a lemmatised version of the original dataset to see how lemmatisation affects the
final performance of a language model that has already been trained.

• Original HR: super, odlicni cevapi.
• Lemmatised: super, odličan ćevap.

4.5. Expansion [Ours]

Every labelled instance Di from the train-set, i.e., the document or text, consists of one
or more sentences Di

1..n and a single instance Di ∈ L, where L can be positive, negative, or
neutral/mixed.

Di = Di
1..n (1)

Di ∈ L (2)

Di
1..n ∈ L (3)

D1D2Dn ∈ L =⇒ Di ∈ L (4)

From (4), it follows that each of the sentences (D1, D2, .., Dn) of a single training
instance can be weakly assumed to be labelled with the same class. Therefore, every
sentence from a review can be individually treated as a new labelled instance. For example:

1. (Original HR): “Pizze Capriciosa i tuna, dobre. Inače uvijek dostava na vrijeme i
toplo jelo”.

2. (Translated EN): “Pizza Capricios and tuna, good. Otherwise always delivery on time
and hot food”.

This example belongs to the positive class, and individual sentences may be treated as
reviews of the positive class. Theoretically, this assumption may hold true for extremely
polar classes, such as positive and negative, but may fail for classes that are mixed or
neutral. The mixed and neutral instances are indistinguishable. A mixed review consists
of both positive and negative elements that are either connected by a conjunction or
presented as two distinct phrases. There is no clear mechanism to differentiate between
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the positive and negative components. As the polar components are indiscernible without
further processing, employing a positive statement from a mixed review and exponentially
augmenting it would immediately lead to the inclusion of positive instances for the case of
mixed classes in varying proportions. This would eventually lead to the misrepresentation
of mixed classes during the training of neural networks. In practice, we are also presented
with instances in which the service was poor, but the reviewer still awarded a high rating
due to previous positive experiences.

4.5.1. Expansion-Combination [Ours]

Based on the previous technique for expansion, we propose a straightforward exten-
sion. Assuming that all individual sentences from all reviews for a given class also belong
to the same parent class, we can now create a brand-new dataset by randomly sampling
from this set of individual sentences. Here, we consider the entire Di

1..n range to be the
universal set. We obtained the new dataset by sorting the instances using combinations
denoted by mathematical (5). For a more intuitive explanation, assume ABCD to be four
positive sentences from various positive reviews. Combination ordering produces a new
sampled dataset represented by the combinations (ABCD’, 2) > AB AC AD BC BD CD.“
Elements are treated as unique based on their position, not on their value. So, if the input
elements are unique, there will be no repeat values in each combination” [40]. This indicates
that AB and BA will not be present in the final sampled dataset.

nCk =
n!

k!(n − k)!
− combination (5)

4.5.2. Expansion-Permutation [Ours]

We also propose a second simple method that replaces the previous combination
sampling with a permutational process. Mathematically, this is denoted by Equation (6), in
which the universal set of individual sentences belonging to a single class can be combined,
as depicted by permutations (ABCD’, 2)—> AB AC AD BA BC BD CA CB CD DA DB
DC. According to the order of the input iterable, the permutation tuples are returned
in lexicographic order. Therefore, if the input iterable is sorted, the output combination
tuples will also be sorted. “Elements are treated as unique based on their position, not
on their value. So if the input elements are unique, there will be no repeat values in each
permutation” [41]. In other words, AB and BA will represent two distinct instances of the
generated dataset.

nPk =
n!

(n − k)!
− permutation (6)

4.5.3. WordNet Augmentations

WordNet [14,42–44] provides a straightforward formal synonym model for locating
replacement words in context. This method replaces each word in a given text with
its synonym. The assumption that a word’s synonym will not affect the polarity of the
given instance makes this one of the most straightforward data enhancement techniques.
Synonyms are derived from synsets by querying WordNet with candidate keywords.
The synset includes words with equivalent meanings. Notably, the word being searched
may belong to multiple synsets, necessitating additional processing, such as word-sense
disambiguation, to prevent incorrect synset selection (Due to the limited resources available,
we did not pursue a more sophisticated synset selection).

(1) Lemma HR: Jako dobar pizza. (Translation: very good pizza.)
(2) Augmented HR: jako divan pizza.
(3) Augmented HR: jako krasan pizza.

Here, the word dobra (“good”) has been replaced with its synonyms, ‘divan’ and
‘krasan’. WordNet’s entries are in lemmatised form, which is an important detail to note.
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Therefore, in order to obtain more results for the words in context, they must be lemma-
tised. The lemma can then be used to retrieve the synonym set. The retrieved results
are also in lemma form. Although this is not a necessary condition, we can still obtain a
significant number of terms to replace the words in the dataset. This is illustrated by the
following examples:

(1) HR: Jako dobra pizza i brza dostava. (Translation: Very good pizza and fast delivery.)
(2) Augmented HR: Jako dobra pizza i brza dostavljanje.
(3) Augmented HR: Jako dobra pizza i brza doprema.

To prevent semantic drift, no additional relations were employed. To reimplement a cus-
tom WordNet augmentor for each of the languages (Bulgarian, Croatian, Slovak, and Slovene),
we used the textattack (https://github.com/QData/TextAttack, accessed on 21 July 2022)
library, and derived a new class from the Augmentor (https://tinyurl.com/wz85rf43, accessed
on 21 July 2022) base class. In the augmentor, we introduced constraints to prevent modifica-
tions to stopwords and words that were already modified. Based on the recommendation
reported by [6], the pct-words-swap parameter (i.e., percentage of words to swap) was
set to 0.05, limiting the number of words that were to be replaced with synonyms. The
number of augmentations per instance was set at 16. We used Open Multilingual WordNet
(http://compling.hss.ntu.edu.sg/omw, accessed on 24 July 2022) to find replacements
for synonyms.

4.6. Language Tools

Each dataset for each of the four languages was required to undergo tokenisation, part
of the speech extraction and lemmatisation. The Classla (https://github.com/clarinsi/
classla, accessed on 26 July 2022) library was used for processing Bulgarian, Croatian, and
Slovene, while the Stanza (https://stanfordnlp.github.io/stanza/, accessed on 26 July 2022)
library was utilised for Slovak (https://huggingface.co/stanfordnlp/stanza-sk, accessed
on 26 July 2022). We used the tokenised and lemmatised data to generate the lemmatised
(Datalemma) and expanded (Dataexpanded) versions of the dataset. The expanded version
was converted into Dataexpanded-combined and Dataexpanded-permuted by combining two individual
sentences into a single training instance via sampling.

4.7. MLM Augmentations

CLARE (ContextuaLized AdversaRial Example) [24] is an adversarial attack text
generation technique. In this method, each word in the given sentence is greedily masked,
followed by an infill procedure that is used to obtain a replacement word for the masked
word. The method permits data enhancement through the replace, insert, and merge
operations. This method makes locally optimal choices, which may not always lead to
globally optimal solutions, as it replaces all the words in a sentence with substitutes. This
typically results in augmentations with a different semantic meaning than the original, so
it relies on multiple constraints to generate meaningful data. These constraints eliminate
enhancements that do not meet the given criteria. Checking the semantic similarity of
the augmented sentence with the original input using an existing process is one of these
constraints. Using a neural network already trained on sentence similarity, cosine distance
(i.e., 1—Cosine Similarity) can be used to compute the semantic similarity in its most basic
form. This distance ranges from 0 to 2, where a value of 0 indicates that the vectors are
identical (i.e., the angle between them is 0°). A value of 1 indicates that the vectors are
orthogonal (i.e., the angle between them is 90°). A value of 2 indicates that the vectors
are diametrically opposed (i.e., the angle between them is 180°) [45]. To compute the
similarity between the encoding of original sentences and augmentations, the authors
utilised the Universal Sentence Encoder, a text encoder model that maps variable-length
English input to a fixed-size 512-dimensional vector. In addition to the encoding model,
there are dataset-dependent parameters such as minimum confidence, window size, and
maximum candidates. To prevent semantic drift due to arbitrary deletions and insertions,
we only used the Replace method.
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(1) HR: Ne narucivat chilly. (Translation: Do not order chilly.)
(2) Augmented HR: Ne narucivat meso. (Translation: Do not order meat.)

Initially, we compared each augmentation to the original sentence using a second
pre-trained language model. The authors suggested using the Universal Sentence Encoder,
a pre-trained language model, to compute the similarity between the encoding of original
sentences and augmentations. The Universal Sentence Encoder (https://tfhub.dev/google/
universal-sentence-encoder-multilingual/3, accessed on 28 July 2022) has been trained in
16 languages, but none of them is South Slavic; as a result, it was not a good candidate for
encoding our data. Consequently, we utilised LaBSE (https://tfhub.dev/google/LaBSE/2,
accessed on 28 July 2022), which has been trained in 109 languages. We used cosine scores
as a similarity measure and eliminated all sentences that had a cosine similarity of less than
0.80. This was to obtain augmentations with the same class label as the original sentence
due to their similar meaning. We implemented a custom MLM-CLARE augmentor with
the constraints using the CLARE (https://tinyurl.com/wz85rf43, accessed on 28 July 2022)
base class from the textattack library. The percentage of exchanged words was set at
0.5 percent. For Croatian, MLM augmentations were performed using a variety of pre-
trained language models, including EMBEDDIA/crosloengual-bert, Andrija/SRoBERTa-
F, macedonizer/hr-roberta-base, and classla/bcms-bertic. In terms of perplexity score,
EMBEDDIA/crosloengual-bert, xlm-roberta-base, and Andrija/SRoBERTa-F performed the
best. Ultimately, EMBEDDIA/crosloengual-bert was selected after examining its enhanced
output. Similar procedures were repeated for additional languages.

4.8. CLM Augmentations

Language generation tasks are competitively performed by causal language models
such as GPT-2. During training, the model is tasked with predicting the next word in a text
sequence. This causes the model to generate the next suitable word based on the previous
words or context. During the inference stage, a model is fed an initial prompt and instructed
to predict the next word. The entire procedure can be easily used to generate training
resources for a model. This method was reported by [37] using a small supervised English
dataset. Typically, a single model is trained with data from multiple classes in such a way
that the generated text depends on the label. For instance, to generate a positive review,
we instructed the model, during training, with the start token, class label, and text (i.e.,
‘<|startoftext|> |review pos|> WHOLE TEXT |endoftext|>’). During the inference, only
a few initial words (such as ‘|startoftext|> |review pos|> PROMPT-TEXT’) are needed to
produce the entire text. Using a single model to generate data for all classes with a large
amount of data is possible. After training in this environment, we noticed that the model
began to generate negative reviews for the mixed/neutral class. Consequently, we trained
three distinct models for each of the individual classes. Due to the fact that each class has
its own model, the model can only generate text for the class in question. Since they are
discussed in the reviews, we decided to use nouns as prompts to capture the overall context
during the generation process. Typically, the context is food, such as pizza or risotto, or
a service, such as delivery. Using morphosyntactic (MSD) tags, we extracted all nouns
from the dataset. The nouns were manually inspected for pipeline-annotated false-positive
artefacts. The obtained nouns were then used as inputs for the three fine-tuned GPT-2
models to generate the datasets.

(1) HR: naručili salatu, dostava je bila na vrijeme, dostavljac simpatican.
(2) translation: pizza arrived, no complaints just ordered a salad in advance, delivery

was on time, the delivery man was nice.

Using the original and WordNet-augmented datasets, we optimised three distinct
GPT-2 models for each of the three classes. The model was independently optimised for
each dataset label to generate positive, negative, and mixed reviews. For the purpose of
training the language generator, we eliminated all reviews longer than five words. We
utilised GPT-2 models trained in the respective languages as the initial backbone encoder.
We optimised the model for the language generation task using a learning rate of 0.001,
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1 epoch, a batch size of 4, and 1000 warm-up steps. We employed a decoding strategy with
a penalty for bi-gram repetition and a beam search with five beams for text generation.
Using this method, we created three different datasets that grew larger so we could study
the size of the corpus as a dependent feature.

4.9. Experiments

Using a transformer-based classifier, we compared the efficacy of various data genera-
tion methods. Two distinct dataset versions were created: two-class, which is the binary
version (positive and negative), and three-class, which is the ternary version (positive,
negative, or neutral—We refer to the class as neutral despite the fact that it consists of both
positive and negative elements). Using the various training sets, the parameters of entire
networks were optimised. We trained a separate model for each language in the study
and for each dataset generated using the previously described methods (including the
original dataset) while maintaining the same network parameters. When the dataset was
not balanced, labels from the training set were used to determine the class weight, which
was then used as a rescaling weight parameter in the cross-entropy loss. This allowed for a
greater penalty if a class with few instances made an incorrect prediction. We trained the
model with a learning rate of 1 × 10−5 , a weight decay of 0.01, early stopping on validation
loss, and a patience of four to five epochs. Utilising the softmax classifier, the class proba-
bilities were calculated. The final scores for the original set of manually administered tests
associated with the dataset are reported. Table 3 presents various transformer-based models
used for MLM and CLM augmentations. We utilised the “unsloth/gemma-7b-bnb-4bit”
model to perform instruction fine-tuning on all datasets under examination. This is a
large-language multilingual model and is a quantised version of Gemma-7b [46].

Table 3. Transformer models used in the training as base encoders for CLM and MLM.

Language Method Model Name

Croatian CLM macedonizer/hr-gpt2

MLM EMBEDDIA/crosloengual-bert

Bulgarian CLM rmihaylov/gpt2-medium-bg

MLM rmihaylov/bert-base-bg

Slovak CLM Milos/slovak-gpt-j-405M

MLM gerulata/slovakbert

Slovene CLM macedonizer/sl-gpt2

MLM EMBEDDIA/sloberta

4.10. Training Set Size

Table 4 displays the final distribution of the original, expanded–combined, and expanded–
permuted datasets. For the expanded–combined and expanded–permuted datasets, we
varied the training set by sampling 10k, 20k, and 40k instances for each class. In the cases of
WN, MLM, and CLM, the augmentation methods affected the final size of the training set,
as the process of augmentation is influenced by several factors, including the nature of the
original text, the matching of the words, WordNet, and semantic constraints. We obtained
10,000 and 20,000 (and, in some cases, 25,000 and 40,000) samples to be trained and tested
for all languages, except for Bulgarian, where the number of instances remained low.
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Table 4. Train–development–test distribution of the original and expanded datasets: pos—positive;
neg—negative; neu—neutral.

Language Version Train Dev Test

neg pos neu neg pos neu neg pos neu

Croatian Original 467 1586 145 47 159 14 236 719 78
lemma 467 1586 145 47 159 14 236 719 78
expanded 1523 3979 436 44 398 152 742 1787 254

Bulgarian Original 864 3898 710 96 436 80 107 486 88
lemma 864 3898 710 96 436 80 107 486 88
expanded 1435 6321 1060 154 686 116 185 803 133

neg pos neu neg pos neu neg pos neu

Slovak Original 297 1337 1926 46 211 265 80 416 545
lemma 297 1337 1926 46 211 265 80 416 545
expanded 879 2493 2397 136 352 326 279 841 627

Slovene Original 2722 749 506 138 37 25 431 112 57
lemma 2722 749 506 138 37 25 431 112 57
expanded 13,676 2165 2073 559 170 141 2183 400 229

5. Results and Discussion

Our findings indicate that augmentation methods do not contribute directly to senti-
ment classification. We found that the performance of augmentations based on pre-trained
contextualised language models is inferior to that of methods constructed by combining
multiple datasets from the same and different languages. Factors that indirectly affect
the final classification score include noisy text and code-mixing. In addition, we found
that WordNet-based augmentations are more effective than those based on the Masked
Language Model or Causal Language. In seven instances, the expansion–permutation–
combination technique resulted in an improvement. The results of the experiments are
shown in Tables 5–7. The F1-score and accuracy values for the original, lemma, and
expanded versions are shown in Table 5. The results of all the experiments for all the
languages are shown in Figures 1–4. The performance of the original version of the dataset
was superior to that of two other datasets.

The performance of the binary-lemmatised version was 1% worse than that of the orig-
inal dataset. This performance decline is greater in a three-class setting. This demonstrates
that the pre-trained models, in this case, XLM-R, which were trained on unprocessed text,
prefer a grammatically correct form over a lemma form for the given text. We conclude
that non-lemmatised data should be used when using pre-trained models like XLM-R. In
contrast, separating reviews into individual sentences and using them for training did not
lead to a better performance than the other two settings. In conclusion, treating opinionated
text as a sum of parts does not make any contribution to training classification models.
In addition, we compared the scores obtained with augmentation techniques with scores
trained on a large-language model, i.e., Gemma. The Gemma model provided higher
overall scores than other models without any additional data.

In all languages except Croatian, the *nary-original *nary-lemmatised settings out-
performed the simple expansion technique. The results of using permuted and combined
versions of the datasets are presented in Table 6. Using the 20k/class version of the dataset
yielded a slight improvement in the F1 score for Croatian compared to the original training
dataset, based on the data presented in the table. There were no significant changes to the
Bulgarian language. For Slovak, the expanded–permuted 10k-class version produced a
four-point improvement in binary classification, but no improvement was observed for
ternary classification. The performance of Slovene decreased when permuted and com-
bined versions of the dataset were utilised. Except for Slovak, all other languages scored
higher on the expanded combined train set.
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According to the data in Table 7, training on the three augmented datasets did not
improve the final classification scores. Some cells in the table were left blank because the
augmentation technique did not generate the required number of training instances. In the
final column, we present the scores for the data points for each class that were either less
than 10,000 or greater than 40,000. We performed random approximation tests [47] using
the sigf package with 10,000 iterations to determine the statistical significance of differences
between the models. For all the languages, none of the models showed a statistically
significant improvement (p < 0.05) in score compared to the model trained with the original
data. Our findings related to the MLM-based DA techniques are very similar to the
ones for Norwegian reported by [48]. The authors indicate that augmentation strategies
frequently yield gains; nevertheless, the impacts are moderate, and the significant volatility
complicates the ability to draw definitive conclusions.

Table 5. Results of original, lemmatised, and expanded (ours) versions of the dataset.

Language Version Binary Ternary

F1 ACC F1 ACC

Croatian Original 94.11 95.86 75.04 88.18
lemma 93.61 95.53 60.95 77.77
expanded 73.99 78.76 73.31 86.93
gemma 98.05 98.03 90.84 90.99

Bulgarian Original 90.00 94.43 72.90 83.55
lemma 88.82 93.76 68.31 81.20
expanded 84.44 91.09 65.89 80.55
gemma 96.41 96.45 80.39 84.43

Slovak Original 94.83 97.17 79.50 81.07
lemma 94.65 96.97 79.43 81.84
expanded 88.07 90.98 71.60 72.46
gemma 98.99 98.99 76.07 76.65

Slovene Original 80.92 87.84 68.70 79.33
lemma 79.25 87.29 66.38 77.16
expanded 68.05 85.63 49.96 67.03
gemma 93.57 93.73 85.8 85.83

Table 6. Results of expanded–combined (ours) and expanded–permuted (ours) datasets for all languages.

Lang Ver Binary_10k Ternary_10k Binary_20k Ternary_20k Binary_40k Ternary_40k

F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC

Hr expanded-combined 95.37 96.84 73.17 87.41 95.84 97.16 72.96 85.96 94.26 96.07 71.84 87.6
expanded-permuted 95.53 96.84 73.87 87.99 94.79 96.4 68.72 84.99 93.06 95.31 71.63 86.93

Bg expanded-combined 90.16 94.26 66.18 76.35 89.88 93.92 72.23 81.93 89.41 93.76 72.27 82.96
expanded-permuted 89.85 94.26 71.7 80.91 89.17 93.76 71.69 81.64 89.08 93.76 70.5 79.29

Sk expanded-combined 97.76 98.79 76.58 77.52 96.92 98.38 77.55 78.09 96.72 98.18 79.34 80
expanded-permuted 98.12 98.99 76.4 76.94 97.37 98.58 78.31 79.05 97.8 98.79 77.86 79.05

Sv expanded-combined 75.89 81.76 59.73 70.16 77.9 84.16 62.89 74.88 77.67 83.6 58.8 67
expanded-permuted 75.57 81.21 53.66 60.16 74.07 79.92 54.62 59.33 77.84 83.24 61.5 73.5
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Figure 1. Comparison of F1 scores for Bulgarian datasets. Our proposed methods are labelled with
prefix “expanded”.

Figure 2. Comparison of F1 scores for Croatian datasets. Our proposed methods are labelled with
prefix “expanded”.
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Figure 3. Comparison of F1 scores for Slovak datasets. Our proposed methods are labelled with
prefix “expanded”.

Figure 4. Comparison of F1 scores for Slovene datasets. Our proposed methods are labelled with
prefix “expanded”.
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5.1. Error Analysis

For the best scoring models, we randomly sampled incorrectly classified instances
from the test set for each language. We manually examined the cases and present a
summary of the results. A majority of the issues encountered throughout the evaluations
were previously reported in other studies [49].

5.1.1. Text Accompanied by Additional Context

In this category of incorrectly classified instances, the statement begins with a premise
or speculation (I believe it will be good) and ends with the user’s opinion (But I did not
like it). Alternatively, the text might start with an opinion and then move on to speculation.
The additional information may or may not justify the users’ feelings. The user discusses
audience members leaving the theatre in the following example, then he provides his own
review. The original label of the review is positive, but the predicted label is negative.

• (Original BG) Половината салон си тръгна на 30тата минута. Аз следя сериала
от както го има и филма ми хареса.

• (Transliteration BG) Polovinata salon si trgna na 30tata minuta. Az sledya seriala ot
kakto go ima i filma mikharesa.

• (Translation EN) Half the salon left at the 30 min mark. I’ve been following the series
since it started and I liked the movie.

• Original label: positive; predicted: negative.

The sentence “I liked the movie” points to the final user sentiment, while the first
sentence causes the model to predict the review to be negative.

5.1.2. Reviews with aspect ratings

In this type of text, each aspect is evaluated separately by the user. The current classifier
fails to classify these formats, and a specialised process may be required to classify them.

• (Original BG) 1 за декорите ... Начосът заслужава 5.
• (Transliteration BG) 1 za dekorite ... Nachost zasluzhava 5
• (Translation EN) 1 for the decorations ... The nachos deserve a 5.
• original label: negative; predicted: positive.

5.1.3. Mixed Aspects

The majority of cases fall into this category. The text comprises a compound or a
complex sentence with multiple targets.

• (Original BG) Твърде много ненужно пеене,но всичко останало е супер!:)
• (Transliteration BG) Tvrde mnogo ne nuzhno peene,no vsichko ostanalo e super!:)
• (Translation EN) Too much unnecessary singing, but everything else is great!:)
• original rating: negative; predicted: positive.

5.1.4. Contradictory Expressions

The conflicting sub-parts of a sentence are presented as a single unit rather than a
compound sentence, as in the previous error type.

• (Original BG) Красив филм с безкрайно несъстоятелен сценарий.
• (Transliteration BG) Krasiv film s bezkraino nesstoyatelen stsenarii.
• (Translation EN) A beautiful film with an endlessly unworkable script.
• Original rating: negative; predicted: positive.

The neutral/mixed-class instances in the Croatian test set have the highest number of
misclassifications. We used the SHAP (https://github.com/shap/shap, accessed on 1 June
2022) (SHapley Additive exPlanations) tool to observe and study the model predictions.
The text of binary-classified reviews consists of only positive or negative words. When
used with the Transformer encoder, these polar words receive aheightened focus, which
ultimately determines whether the final classification is positive or negative. In the case
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of the mixed-class, the text is composed of both positive and negative polar words, with
one group receiving a disproportionate amount of attention, resulting in an incorrect
classification. We discovered that ‘ali’-containing sentences were misclassified because
the model could not identify compound sentences. As specified by [50], dealing with
mixed-class sentences is difficult because the assumption that the document or sentence
has a single target is false. Further examination of the test-set predictions and ground-truth
labels yielded the following findings:

(1) Some reviews contain sentences that are lengthy. The XLM-R accepts 512 (-2) tokens
that have been processed by a tokeniser [16]. Due to the omission of these text tokens,
the model performs poorly when the text is exceedingly long. This phenomenon is
notable in the Slovene and Croatian datasets.

(2) Cases in which the author gave the review a positive rating, but the text contains
many unrelated negative statements. This occurs when the author rants about many
other stores and writes one positive line about the target entity [50].

(3) We also found that the greater the distance between the negation cue and the scope
of the negation, the less likely the model is to capture the negation. For example,
“Pizza dola mlaka, i ne ukusna”, vs. “Pizza dola mlaka, i ne ba ukusna”, and “Pizza
dola mlaka, i ne ba previe ukusna”. The first sample was correctly classified, but the
second and third samples were not [51].

(4) People write negative reviews but rate the restaurant highly because they had a
pleasant experience there [52].

(5) Code-mixing and English text in Croatian and Slovene [53].

Additionally, we observe that customers may rate the overall review positively even if
something was missing from the delivery.

(1) Brza dostava, ok hrana. Jedino kaj su zaboravili coca colu :(. (Translation EN) Fast
delivery, ok food. Only what they forgot about Coca Cola :(.

(2) Nisam vidjela prut na pizzi special, al nema veze, vratina je bila sasvim dovoljna!
(Translation EN) I did not see the prosciutto on the pizza special, but it does not matter,
the door was enough!

(3) Malo gumasto tijesto, inace OK pizza. (Translation EN) A little rubber dough, other-
wise ok pizza.

The MLM model augmentor generated “Treba narucivat chilly” as the correct aug-
mentation for “Ne narucivat chilly”, despite paraphrasing the constraints. This may be
due to the LaBSe model misclassifying texts as paraphrases of one another. Therefore,
improved constraints are recommended. For Slovak, we identified cases that contained
positive phrases but were labelled neutral by the authors.

(1) Bol som vemi spokojný. (Translation EN) I have been very satisfied.
(2) super super super. (Translation EN) Super Super Super.
(3) Bola vemi príjemná a milá. (Translation EN) She was very pleasant and nice.
(4) Vemi ústretová a ochotná. (Translation EN) Very helpful and willing.
(5) Bagety, ktoré som kúpila boli perfektné ... akujem. (Translation EN) Baguettes I

bought were perfect ... Thank you.

In addition to classification errors, the following text-processing errors were observed:
Using the Classla package, errors are introduced at three stages (sentence tokenisation,
lemmatisation, and POS). For instance, garbled tokens are identified as nouns in the text,
and improper sentence boundary detection is also detected. Typically, the user-text lacks
diacritics (narucívati -> naruívati). Therefore, processing is required to correct the spelling
in order to reduce the number of failed WordNet lookups. The Bulgarian dataset consists
of movie reviews with emoticons included in the text. This calls for an emoticon-aware
tokenizer. Classla did not support the processing of non-standard text types for Bulgarian,
so standard mode was used for sentence splitting, lemma, and POS. This is a potential
entry point for errors.
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5.2. Revisiting Research Questions

We can answer our research questions after conducting the experiments and analysing
the data.

Can the data augmentation techniques improve the performance metric? According
to our findings, using a pre-trained contextualised language encoder reduces the impact of
an augmented dataset. As previously reported by [27], these transformer-based models
are invariant to certain transformations, such as synonym substitution. This is attributable
to the proximity of synonyms in the representation space of these encoders. Therefore,
using synonyms obtained from WordNet or other sources and encoding them in these
spaces does not result in a significant gain. The only way to improve performance is to
generate novel linguistic structures that were not encountered during the Transformer
model’s pre-training.

What is the effect of having augmented data generated from different techniques? We
investigated three distinct data augmentation techniques in addition to three text expansion
techniques. Comparing their performance reveals that training with augmented data does
not lead to a performance improvement compared with training with the original dataset
alone. Although binary class performance improved by a few points, this improvement
was not consistent. In addition, increasing the size of the augmented data has little effect
on the performance of the techniques.

Can WordNet-based augmentation techniques work better with sentiment classifica-
tion tasks? Although WordNet-based augmentation techniques appear to be more effective
than MLM and CLM-based techniques, they provided no significant improvement for the
downstream task. Training with lemma-based instances decreased system performance by
one point for binary classification but drastically decreased system performance for ternary
classification. Also, as [28] pointed out, it is easy to improve the performance of binary
sentiment classification by adding more data, but fine-grained classification faces the same
problem as training on the whole dataset.

6. Conclusions

In summary, this investigation assessed the efficacy of data augmentation methodolo-
gies in enhancing sentiment analysis in low-resource languages, with a particular emphasis
on Slovene, Slovak, Croatian, and Bulgarian. Our results suggest that traditional augmenta-
tion methods, such as WordNet-based synonym replacement, MLM-based augmentations,
and sentence permutation and combination, provide limited benefits to model perfor-
mance, particularly when transformer-based encoders are used. Although the results of the
WordNet-based augmentation were marginally superior to those of other methods, none of
the techniques achieved significant improvements over the original datasets. In practical
terms, this implies that existing augmentation strategies may require modification to accom-
modate the distinctive complexities and linguistic variability in low-resource languages. In
theory, these results suggest that more innovative methods, such as the development of
syntactic diversity rather than lexical diversity, may be necessary to more accurately simu-
late real-world language use in order to effectively augment sentiment analysis in these
languages. Therefore, future research should investigate innovative augmentation methods
that integrate syntactic transformations and intricate language structures, as these have the
potential to provide more significant enhancements in sentiment analysis in low-resource
language contexts.
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Abstract: This study addresses challenges in skin cancer detection, particularly issues like class
imbalance and the varied appearance of lesions, which complicate segmentation and classification
tasks. The research employs deep learning ensemble models for both segmentation (using U-Net,
SegNet, and DeepLabV3) and classification (using VGG16, ResNet-50, and Inception-V3). The ISIC
dataset is balanced through oversampling in classification, and preprocessing techniques such as
data augmentation and post-processing are applied in segmentation to increase robustness. The
ensemble model outperformed individual models, achieving a Dice Coefficient of 0.93, an IoU of 0.90,
and an accuracy of 0.95 for segmentation, with 90% accuracy on the original dataset and 99% on the
balanced dataset for classification. The use of ensemble models and balanced datasets proved highly
effective in improving the accuracy and reliability of automated skin lesion analysis, supporting
dermatologists in early detection efforts.

Keywords: ensemble model; segmentation; classification; oversampling

1. Introduction

The early detection and accurate classification of skin lesions are critical for effective
skin cancer treatment. Dermoscopic analysis has improved diagnostic accuracy, but manual
interpretation remains time-consuming and subjective, highlighting the need for automated
diagnostic tools [1,2]. Deep learning, particularly with CNNs like VGG16, ResNet-50,
and Inception-V3, has proven effective in medical image interpretation [3–5]. Skin can-
cer, especially melanoma, BCC, and SCC, is challenging to diagnose early, and the ISIC
dataset provides valuable resources for algorithm development. Deep learning models like
U-Net, SegNet, and DeepLabv3 excel in segmentation tasks, capturing spatial details. This
study proposes a deep ensemble model combining these architectures to enhance skin
lesion segmentation accuracy. For classification, ensemble models of VGG16, ResNet-50,
and Inception-V3 are used to improve recognition of BCC, SCC, and melanoma. To ad-
dress imbalanced datasets, oversampling techniques are employed, aiming to develop
a reliable framework for skin cancer diagnosis, contributing to better outcomes and
early intervention.

This work [6] focuses on segmenting skin lesions using preprocessed dermoscopic
images, removing noise through a fusion of six image-processing techniques. Modified
U-Net architectures, particularly U-Net 46, are used, yielding 93% accuracy, 97% specificity,
and 91% sensitivity on the ISIC 2018 dataset. Another study [7] employs atrous convolutions
in a CNN to improve lesion segmentation by expanding the receptive field without lowering
resolution, showing precise lesion region identification. A modified cGAN with Factorized
Channel Attention (FCA) [8] enhances segmentation, reducing computational complexity.
A multi-task deep neural network [9] achieves high AUCs for lesion classification and
segmentation accuracy. A novel CNN architecture [10] uses auxiliary edge prediction and
multi-scale feature aggregation, yielding superior segmentation performance. Research [11]
reviews 177 deep learning models, highlighting challenges in skin lesion segmentation due
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to low contrast and fuzzy borders. An attention-based U-Net model with DenseNet [12]
improves segmentation via adaptive gamma correction. Another method [13] combines
deep and classical learning, achieving high segmentation and classification accuracy using
a cubic support vector machine. A deep learning approach [14] with ResUNet++ and
post-processing techniques like CRF and TTA improves segmentation, achieving high
Jaccard Index scores. Finally, a CNN-based technique [15] recovers lesion locations with
enhanced accuracy through pixel-level segmentation and post-processing.

This collection of studies explores various deep learning approaches for skin lesion
classification. Study [16] utilized Inception-V3 and DenseNet to categorize seven skin
lesion types, with DenseNet outperforming in classification accuracy and using visual-
izations to enhance interpretability. In study [17], an AI-based system won first place in
the ISIC 2019 challenge, addressing challenges like class imbalance by integrating patient
data. Study [18] introduced a Deep Focused Sub-network (DFS) and Information-guided
Weights Rebalancing (IWR) to highlight significant skin lesion areas and mitigate class
disparity, achieving a state-of-the-art performance on ISIC datasets. In study [19], a system
using attention mechanisms and SMOTE for data balancing demonstrated improved ac-
curacy on the HAM10000 dataset. The authors [20] presented an advanced deep residual
network designed to enhance skin lesion classification accuracy. The model uses multilevel
feature extraction and cross-channel correlation to capture complex lesion features and
patterns effectively. Additionally, it incorporates an outlier detection mechanism to improve
robustness by filtering out data that could negatively impact model performance. This
approach demonstrates significant promise for improving diagnostic accuracy in skin lesion
classification by capturing subtle lesion characteristics and addressing data anomalies. It
introduces a sophisticated residual network that employs multilevel feature extraction and
cross-channel correlation, proving effective in capturing complex lesion patterns. However,
while Skin-Net offers a robust approach to feature extraction, it may face limitations in
handling highly imbalanced datasets without targeted data balancing strategies.

This paper reviews [21] the latest advancements in deep learning and optimization-
based techniques for skin lesion segmentation, focusing on the integration of machine
learning, neural networks, and optimization algorithms to enhance segmentation accuracy
and clinical relevance. It covers prominent deep learning architectures like U-Net, FCN,
and GANs, alongside optimization strategies that improve model efficiency and gener-
alization. The review addresses challenges such as class imbalance, variability in lesion
appearance, and the need for robust models in real-world applications, providing insights
into current trends and future directions for skin lesion segmentation in dermatological
diagnostics. It provides a thorough review of segmentation techniques, offering valuable
insights into the optimization of segmentation performance. However, as a review, it lacks
experimental validation, leaving practical performance considerations in real-world clinical
contexts unexplored.

The proposed method enhances skin lesion segmentation and classification by intro-
ducing an innovative ensemble model that integrates U-Net, SegNet, and DeepLabv3 for
segmentation, and VGG16, ResNet-50, and Inception-V3 for classification. This unique
combination leverages the strengths of each model—U-Net’s precision in boundary de-
tection, SegNet’s efficiency in semantic segmentation, and DeepLabv3’s ability to capture
multi-scale context—to deliver highly accurate and robust lesion segmentation. For classifi-
cation, the ensemble of VGG16, ResNet-50, and Inception-V3 captures a broader range of
feature representations, boosting diagnostic accuracy for complex lesion patterns. Unlike
conventional single-model approaches, our ensemble method addresses critical challenges
in differentiating melanoma, BCC, and SCC, especially with a balanced dataset and data
augmentation techniques that mitigate the impact of class imbalance. By demonstrating im-
proved precision, recall, and F1-scores across lesion types, this method offers a precise and
impactful advancement in automated skin lesion analysis, underscoring its potential for
real-world clinical applications. Using the ISIC dataset, the system demonstrates superior
diagnostic accuracy, offering a reliable clinical tool for early skin cancer detection.
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Our work presents several key contributions aimed at enhancing skin lesion analysis.

• A novel ensemble architecture for segmentation: the proposed method integrates
U-Net, SegNet, and DeepLabv3 with augmentation, each contributing unique
strengths—boundary detection, semantic segmentation, and multi-scale context
capture—for precise and efficient skin lesion segmentation.

• An ensemble of deep models for classification: through combining VGG16, ResNet-50,
and Inception-V3, the model captures diverse feature representations, improving
classification accuracy for melanoma, basal cell carcinoma (BCC), and squamous cell
carcinoma (SCC) lesions.

• Balanced dataset and data augmentation: employing oversampling and augmentation
techniques, the model effectively addresses class imbalance, enhancing reliability
across lesion categories.

• Enhanced performance metrics: the ensemble method achieves superior precision, re-
call, and F1-scores compared to single-model approaches, demonstrating its robustness
for clinical applications.

• Real-world clinical relevance: the method’s improved diagnostic accuracy and ro-
bustness make it a promising tool for real-world skin lesion analysis and potential
integration into clinical workflows.

The format of this document is as follows: The proposed deep ensemble model for skin
lesion segmentation and the suggested deep ensemble model for skin lesion classification
are offered in Section 2. Performance results are discussed in Section 3, Section 4 compares
these results with the existing literature, and the last section concludes with future directions
for this paper.

2. Materials and Methods

This section outlines proposed skin lesion segmentation and proposed skin lesion
classification performance using a dermoscopic image (ISIC) dataset. Algorithm 1 describes
the proposed segmentation and classification algorithm.

Algorithm 1: Proposed Method for Skin Lesion Segmentation and Classification

Input:
Dermoscopic images of skin lesions
Corresponding labels for each image (melanoma, BCC, or SCC)
Hyperparameters (e.g., learning rate, batch size, epochs, etc.)

Output:
Segmentation masks and classification labels

Step 1: Data Preparation
Load the dataset of dermoscopic images and their corresponding labels.
Split the dataset into training (80%) and validation (20%) sets for segmentation, and training (75%)
and validation (25%) sets for classification.
Resize images to appropriate dimensions:
Segmentation models: 256 × 256 pixels
Classification models: 224 × 224 pixels (VGG16, ResNet50) or 299 × 299 pixels (InceptionV3).
Normalize pixel values of images to the range [0, 1].
Apply data augmentation techniques to the training set:
Random rotations
Horizontal and vertical flips
Painting.
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Algorithm 1 Cont.

Step 2: Class Balancing
Identify class distribution within the training dataset.
Use random oversampling to duplicate instances of minority classes (BCC, SCC) until balanced
with the majority class (melanoma).

Step 3: Model Training
Segmentation Models:
Initialize U-Net, DeepLabV3, and SegNet models.
Compile each model using an appropriate optimizer (e.g., Adam) and loss function (e.g., Binary
Crossentropy, unet3p_hybrid_loss).
Train each segmentation model on the augmented and balanced training set for a specified
number of epochs.
Monitor training and validation loss/accuracy.

Classification Models:
Initialize VGG16, ResNet50, and InceptionV3 models
Compile each model using an appropriate optimizer and loss function (e.g., Categorical
Crossentropy).
Train each classification model on the augmented and balanced training set for a specified number
of epochs.
Monitor training and validation metrics (accuracy, precision, recall).

Step 4: Ensemble Prediction
Generate predictions from each trained segmentation model for the validation set.
Combine segmentation outputs using a voting or averaging mechanism to obtain the final
segmentation mask.
Generate predictions from each trained classification model for the validation set.
Combine classification outputs using an ensemble technique (e.g., weighted average or majority
voting) to obtain the final class label.

Step 5: Model Evaluation
Calculate evaluation metrics for segmentation:
Intersection over Union (IoU)
Dice Coefficient
Accuracy.

Calculate evaluation metrics for classification:
Precision
Recall
F1-Score
AUC
Accuracy.

End Algorithm

2.1. Proposed Skin Lesion Segmentation

The system leverages an ensemble of U-Net [22], SegNet [23], and DeepLabV3 [24]
to improve segmentation accuracy and robustness. U-Net excels at capturing fine details
for precise lesion boundaries, SegNet maintains spatial resolution during upsampling,
and DeepLabv3 handles multi-scale lesions with atrous convolutions. This ensemble
outperforms individual models on the challenging ISIC dataset, making it applicable
in real-world clinical scenarios. The segmentation model’s ability to accurately identify
lesion borders aids early detection and the diagnosis of skin malignancies, improving
outcomes for patients. Figure 1 describes the segmentation design. The ISIC dataset [25],
used for model training, includes 2357 images of various benign and malignant skin
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conditions, with a focus on three key cancers: melanoma (438 images), basal cell carcinoma
(376 images), and squamous cell carcinoma (181 images). The ISIC 2018 dataset is a large
and comprehensive dataset used for the analysis of skin lesions, particularly for tasks such
as segmentation, classification, and the detection of skin cancer. It was made available as
part of the International Skin Imaging Collaboration (ISIC) challenge, aimed at improving
the early detection of skin cancer. The dataset contains 10,015 high-resolution dermoscopic
images, each labeled with diagnostic information confirmed by expert dermatologists. The
images cover various types of skin lesions, with a focus on conditions such as melanoma,
BCC, and SCC, among others. The dataset is diverse, including images from different skin
types, lesion shapes, sizes, and locations, providing a robust foundation for developing
machine learning models that can generalize well to real-world scenarios. Each image is
provided in JPG format with varying resolutions, making it essential to preprocess the
images before feeding them into models.

Figure 1. Skin lesion segmentation design.

The data is split into 80% for training and 20% for validation. Annotation is performed
using LabelMe tools, and the annotated JSON files are converted into mask images. Images
are resized to 256 × 256 pixels, and pixel intensities are normalized. Data augmentation
techniques, such as flipping, in-painting, and rotation, are applied to create five variations
of each image to improve model robustness.

This process involves two types of transformations. In flipping (2 images), the original
image is flipped to create two additional variations. This might include horizontal and
vertical flips. In-painting (2 images) is a technique which involves removing a portion of
the image (in this case, one lung) and filling in the missing part with surrounding pixels or
predicted values. In medical imaging, this can help models learn to identify structures even
when parts of them are missing. Rotation (1 image) involves rotating the original image to
create variations. This can involve rotations by angles between −10◦ to +10◦.

Each of the five augmented images is independently fed into the segmentation model,
producing a binary or probabilistic mask for each. The masks are averaged pixel-wise across
the five augmentations to create a more robust final prediction. The resulting masks from
the three models—SegNet, DeepLabv3, and U-Net—are then combined using a weighted
average based on each model’s performance (e.g., Dice Coefficient, IoU, and accuracy).
This combined mask, containing continuous values representing the probability of each
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pixel belonging to a skin lesion, is then thresholded at 0.5 to produce a final binary mask,
classifying pixels as lesion or non-lesion. This approach leverages the strengths of both
augmentations and the model diversity, resulting in a more accurate and reliable skin
lesion segmentation.

Binary Mask (i, j) = 1 if Combined Mask (i, j) > 0.5
0 if Combined Mask (i, j) ≤ 0.5

(1)

In the post-processing stage of skin lesion segmentation, a series of morphological
operations is applied to refine the segmentation mask. Morphological Opening removes
small noise and smooths lesion boundaries, and is followed by Erosion to reduce small
white pixels and shrink the lesion edges. Dilation then restores lesion size while maintaining
noise-free regions. Morphological Closing fills small holes within the lesion areas, and
an additional Dilation step closes gaps. A final Erosion ensures the lesion regions are
continuous and hole-free. These operations enhance the combined mask, leading to more
precise and reliable skin lesion segmentation. By applying morphological operations, such
as opening and closing, the post-processing stage effectively refines the segmentation
masks produced by the ensemble models. Morphological Opening removes small artifacts
and noise, leading to smoother contours and more defined boundaries of the lesions. This
is particularly important in medical imaging, where the accurate delineation of lesions
is critical for diagnosis and treatment planning. Additionally, Morphological Closing
fills in gaps and connects fragmented structures, ensuring that the segmented lesions
are represented uniformly. These improvements in the quality of segmentation masks
facilitate better feature extraction and analysis, enabling subsequent classification tasks to be
performed more effectively. Furthermore, post-processing can help mitigate issues arising
from class imbalance by ensuring that the detected lesions are consistently represented
across different images. Overall, incorporating post-processing techniques significantly
enhances the robustness of skin lesion segmentation, ultimately contributing to more
reliable and effective medical diagnostics.

2.2. Proposed Skin Lesion Classification

The proposed system combines VGG16 [26], ResNet-50 [27], and Inception-V3 [28]
architectures to enhance skin lesion detection and classification by addressing key chal-
lenges in dermatological image analysis, such as class imbalance, low intra-class variability,
and high inter-class similarity. The ISIC dataset, a comprehensive collection of dermo-
scopic images, is used for this study. To mitigate class imbalance, oversampling strategies
are applied, particularly to underrepresented classes [29]. Figure 2 shows the architec-
ture design for skin lesion classification. The dataset is split into 75% for training and
25% for testing, with images resized to 224 × 224 pixels for VGG16 and ResNet-50, and
299 × 299 pixels for Inception-V3. Image preprocessing includes normalization using
the min-max technique [30], scaling pixel values between 0 and 1 to ensure consistent
feature contribution. Additional preprocessing steps, such as data augmentation (e.g.,
rotation, flipping, and zooming), further enhance model performance by increasing data
diversity [31]. These include Center Crop to focus on central features, Random Rotate,
Grid Distortion, Flips (Horizontal/Vertical), Optical Distortion, and Affine transforma-
tions, all applied with a 0.1 probability to introduce controlled distortions and variations.
These augmentations helped the model learn robust features by increasing the diversity of
the dataset.
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Figure 2. Skin lesion classification design.

This system classifies skin cancer into three categories: melanoma, BCC, and SCC,
using 438 images of melanoma, 376 images of BCC, and 181 images of SCC. The significant
disparity in class sizes could bias the model’s performance, making it favor the majority
class. To address this imbalance, the dataset was balanced using random oversampling [32].
This technique involves duplicating samples from the minority class, ensuring a more
even class distribution. Specifically, simple random sampling with replacement (SRSWR)
was employed, allowing the same sample to be chosen multiple times. This method
effectively increases the representation of the minority class, mitigating the effects of class
imbalance. This technique involves randomly duplicating instances from the minority
classes—specifically, basal cell carcinoma (BCC) and squamous cell carcinoma (SCC)—until
the number of samples in each class matches that of the majority class, melanoma. The goal
of this approach is to prevent the model from being biased toward the overrepresented
majority class by ensuring that all classes contribute equally to the training process. In
addition to random oversampling, we also applied data augmentation techniques, such
as rotation, scaling, and flipping, to introduce more variability into the dataset. This
not only enriched the oversampled data but also mitigated the risk of overfitting by
providing the model with diverse training samples. Together, random oversampling
and data augmentation allowed us to create a balanced and robust dataset for training,
improving the model’s ability to classify skin lesions across all categories.

The balanced dataset was then used to train the model over 150 epochs, each repre-
senting a full pass through the training data, allowing the model to progressively improve.
Once the desired accuracy was reached, the model was saved for potential reuse or further
fine-tuning. The final classification system was constructed as a deep ensemble, combining
predictions from three models—ResNet-50, VGG16, and Inception-V3—using a weighted
average technique.

During testing, input images were first resized according to the model architecture:
224 × 224 pixels for VGG16 and ResNet-50, and 299 × 299 pixels for Inception-V3. These
images were then normalized to ensure consistent pixel intensities across the dataset, and
converted to tensor format for deep learning compatibility. The classification was per-
formed using the ensemble model, which integrates predictions from multiple architectures
to boost accuracy and robustness. Initially, testing was conducted on the original, imbal-
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anced dataset to identify performance issues caused by class disparity. Further testing was
carried out on a balanced dataset, achieved through oversampling and data augmentation
techniques such as rotations, flips, and color adjustments. Finally, the model was evaluated
on both the original and balanced datasets to assess its overall effectiveness and robustness.

3. Results

Performance evaluation for segmentation and performance evaluation for classifica-
tion are the two sections that make up this section.

3.1. Performance Evaluation for Segmentation

The suggested system is trained and tested using the ISIC dataset, which has an 80%
training to 20% testing partition ratio. Using the original dataset, a detailed assessment of
the system’s effectiveness and performance is carried out, with a particular focus on impor-
tant metrics like Dice Coefficient, IoU, and accuracy. In the ensemble model segmentation,
performance metrics are evaluated for individual models and the ensemble model. Table 1
describes hyperparameters for segmentation and Table 2 shows the performance results of
ensemble model segmentation.

Table 1. Hyperparameters for segmentation.

Parameter U-Net DeepLab-V3 SegNet

Input Image Size 256 × 256 256 × 256 256 × 256
Batch Size 16 16 16

Learning Rate 0.001 0.001 0.001
Optimizer Adam Adam Adam

Epochs 100 100 100

Loss Function unet3p_hybrid_loss unet3p_hybrid_loss Binary Crossentropy
Loss

Dropout Rate 0.5 0.5 0.5

Data Augmentation Random Rotation,
Flip, Painting

Random Rotation,
Flip, Painting

Random Rotation,
Flip, Painting

Training/Validation
Split 80%/20% 80%/20% 80%/20%

Table 2. Segmentation results.

Dice Coefficient IoU Accuracy

Model 1 (SegNet) 0.82 0.75 0.88
Model 2 (DeepLabV3) 0.86 0.79 0.90

Model 3 (U-Net) 0.84 0.81 0.91
Ensemble Model 0.93 0.90 0.95

The segmentation results reveal that the ensemble model of SegNet, U-Net, and
DeepLabV3 significantly outperforms the individual models. Specifically, SegNet achieved
a Dice Coefficient of 0.82, an IoU of 0.75, and an accuracy of 0.88, while DeepLabV3
delivered higher results with a Dice Coefficient of 0.86, an IoU of 0.79, and an accuracy of
0.90. U-Net also performed well, with a Dice Coefficient of 0.84, an IoU of 0.81, and an
accuracy of 0.91. The ensemble model, however, achieved the highest scores with a Dice
Coefficient of 0.93, an IoU of 0.90, and an accuracy of 0.95, demonstrating a substantial
improvement in segmentation performance by leveraging the strengths of all three models.
This enhancement demonstrates how the ensemble approach can effectively improve
segmentation performance by utilizing the advantages of many models to produce a more
reliable and accurate result.
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3.2. Performance Evaluation for Classification

In this section, the performance of the suggested deep ensemble model is compared
to that of the three separate models—ResNet-50, Inception-V3, and VGG16—with an
emphasis on accuracy metrics. Specifically, the evaluation employs the Kaggle ISIC dataset
to classify melanoma, SCC, and BCC using pictures. The initial, unbalanced dataset is
used to test the system’s performance. After that, the assessment is carried out once again
using a balanced dataset that was produced using oversampling methods. TensorFlow
serves as the backend, and Keras is used to build and train these models. In performance
evaluation, 25% of the samples are used for testing and 75% are used for training. We use
common performance measures including accuracy, recall, precision, and F1-score to assess
the effectiveness of our suggested strategy. The model’s ability to distinguish between
melanoma, SCC, and BCC lesions may be quantified with the use of these metrics, which
provide an extensive assessment of the model’s classification performance across numerous
classes. Table 3 describes hyperparameters for classification.

Table 3. Hyperparameters for classification.

Parameter VGG16 ResNet-50 Inception-V3

Input Image Size 224 × 224 224 × 224 299 × 299
Batch Size 32 32 32

Learning Rate 0.001 0.001 0.001
Optimizer Adam Adam Adam

Epochs 150 150 150

Loss Function Categorical
Crossentropy

Categorical
Crossentropy

Categorical
Crossentropy

Dropout Rate 0.5 0.5 0.5
Data Augmentation Yes Yes Yes
Training/Validation

Split 75%/25% 75%/25% 75%/25%

This study compares the performance of VGG16, ResNet-50, Inception-V3, and an
ensemble model for skin lesion classification using both balanced and unbalanced datasets,
with and without augmentation, as shown in Tables 4–7. Results show that balanced
datasets consistently outperform unbalanced ones, particularly when combined with
augmentation. VGG16 and ResNet-50 show significant improvements in precision, recall,
F1-Score, and AUC when using balanced datasets with augmentation, while unbalanced
datasets yield lower effectiveness. Similarly, Inception-V3 benefits from augmentation
and balancing, achieving its highest accuracy on balanced datasets with augmentation.
The ensemble model performs best with balanced datasets and augmentation, showing
the highest precision and accuracy, underscoring the importance of these techniques in
optimizing model performance.

Table 4. VGG16’s results on balanced and unbalanced datasets.

Dataset Type Class Precision Recall F1-Score AUC Accuracy

Unbalanced
(Without Augmentation)

Melanoma 0.75 0.70 0.72 0.80
0.71BCC 0.80 0.74 0.77 0.82

SCC 0.70 0.65 0.67 0.78

Unbalanced
(With Augmentation)

Melanoma 0.78 0.74 0.76 0.83
0.80BCC 0.84 0.78 0.81 0.85

SCC 0.73 0.69 0.71 0.80

Balanced
(Without Augmentation)

Melanoma 0.85 0.82 0.83 0.88
0.86BCC 0.87 0.85 0.86 0.90

SCC 0.80 0.78 0.79 0.86

228



Eng 2024, 5

Table 4. Cont.

Dataset Type Class Precision Recall F1-Score AUC Accuracy

Balanced
(With Augmentation)

Melanoma 0.90 0.87 0.88 0.92
0.94BCC 0.91 0.89 0.90 0.93

SCC 0.85 0.83 0.84 0.89

Table 5. ResNet-50’s results on balanced and unbalanced datasets.

Dataset Type Class Precision Recall F1-Score AUC Accuracy

Unbalanced
(Without Augmentation)

Melanoma 0.77 0.72 0.74 0.78
0.74BCC 0.81 0.76 0.78 0.79

SCC 0.71 0.67 0.69 0.71

Unbalanced
(With Augmentation)

Melanoma 0.80 0.76 0.78 0.81
0.85BCC 0.84 0.79 0.81 0.83

SCC 0.74 0.71 0.72 0.74

Balanced
(Without Augmentation)

Melanoma 0.86 0.83 0.84 0.88
0.88BCC 0.88 0.86 0.87 0.89

SCC 0.81 0.80 0.80 0.82

Balanced
(With Augmentation)

Melanoma 0.98 0.87 0.88 0.91
0.98BCC 0.90 0.88 0.89 0.92

SCC 0.83 0.81 0.82 0.84

Table 6. Inception-V3’s results on balanced and unbalanced datasets.

Dataset Type Class Precision Recall F1-Score AUC Accuracy

Unbalanced
(Without Augmentation)

Melanoma 0.75 0.71 0.73 0.76
0.70BCC 0.79 0.74 0.76 0.77

SCC 0.69 0.65 0.67 0.69

Unbalanced
(With Augmentation)

Melanoma 0.78 0.75 0.76 0.79
0.87BCC 0.81 0.77 0.79 0.80

SCC 0.72 0.68 0.70 0.72

Balanced
(Without Augmentation)

Melanoma 0.84 0.80 0.82 0.85
0.86BCC 0.87 0.83 0.85 0.86

SCC 0.78 0.76 0.77 0.79

Balanced
(With Augmentation)

Melanoma 0.86 0.83 0.84 0.87
0.98BCC 0.89 0.85 0.87 0.88

SCC 0.80 0.78 0.79 0.81

Table 7. Deep ensemble model’s results on balanced and unbalanced datasets.

Dataset Type Class Precision Recall F1-Score AUC Accuracy

Unbalanced
(Without Augmentation)

Melanoma 0.80 0.75 0.77 0.82
0.78BCC 0.83 0.78 0.80 0.83

SCC 0.71 0.67 0.69 0.71

Unbalanced
(With Augmentation)

Melanoma 0.84 0.80 0.82 0.85
0.90BCC 0.86 0.82 0.84 0.87

SCC 0.74 0.70 0.72 0.74

Balanced
(Without Augmentation)

Melanoma 0.87 0.83 0.85 0.88
0.92BCC 0.89 0.85 0.87 0.89

SCC 0.81 0.78 0.79 0.82

Balanced
(With Augmentation)

Melanoma 0.89 0.86 0.87 0.90
0.99BCC 0.91 0.88 0.89 0.91

SCC 0.83 0.81 0.82 0.84

The ensemble model with augmentation significantly outperforms individual models
like VGG16, ResNet-50, and Inception-V3 in skin lesion classification for both the original
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and balanced ISIC datasets. On unbalanced datasets without augmentation, the ensemble
model achieves the highest accuracy at 0.78 and, with augmentation, it reaches 0.90. On
balanced datasets, the ensemble model’s accuracy improves to 0.92 without augmentation
and 0.99 with augmentation, consistently outperforming the individual models. These
results highlight the effectiveness of combining multiple models with balanced datasets
and augmentation, making skin lesion classification more accurate and reliable. This
approach enhances diagnostic precision and holds potential for broader use in medical
image analysis. Table 8 describes the confusion matrix. The ROC curves for VGG16, ResNet-
50, Inception-V3, and the ensemble model for skin lesion classification using both balanced
and unbalanced datasets, with and without augmentation, are shown in Figures 3–6.

Table 8. Confusion matrix.

Predicted BCC Predicted SCC Predicted Melanoma

True Melanoma 300 30 8

True BCC 10 280 12

True SCC 5 15 150

Figure 3. ROC curve for VGG16.

Figure 4. ROC curve for ResNet-50.
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Figure 5. ROC curve for Inception-V3.

Figure 6. ROC curve for deep ensemble model.

Then, the system is tested using the ISIC 2019 dataset. The results of the ensemble
model for skin lesion classification using both balanced and unbalanced datasets, with and
without augmentation, are shown in Table 9. These findings underscore the advantages
of integrating various models with balanced datasets and augmentation, improving the
accuracy and reliability of skin lesion classification. This strategy increases diagnostic
accuracy and shows promise for wider applications in medical image analysis.

Table 9. Deep ensemble model’s results on balanced and unbalanced datasets of ISIC 2019.

Dataset Type Class Precision Recall F1-Score AUC Accuracy

Unbalanced
(Without Augmentation)

Melanoma 0.70 0.65 0.67 0.76
0.80BCC 0.75 0.80 0.77 0.79

SCC 0.68 0.60 0.64 0.70

Unbalanced
(With Augmentation)

Melanoma 0.73 0.70 0.71 0.78
0.92BCC 0.78 0.82 0.80 0.81

SCC 0.70 0.65 0.67 0.72

Balanced
(Without Augmentation)

Melanoma 0.85 0.80 0.82 0.90
0.94BCC 0.88 0.85 0.86 0.92

SCC 0.82 0.78 0.80 0.88

Balanced
(With Augmentation)

Melanoma 0.87 0.85 0.86 0.91
0.99BCC 0.90 0.88 0.89 0.93

SCC 0.84 0.82 0.83 0.89
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4. Discussion

In this work, we investigated the segmentation and classification of skin lesions using
cutting-edge deep learning methods. By leveraging a deep ensemble model combining
U-Net, SegNet, and DeepLabv3 for segmentation, and VGG16, ResNet-50, and Inception-
V3 for classification, we aimed to enhance the accuracy and reliability of skin lesion
detection. The ISIC dataset was balanced using oversampling approaches to address
class imbalances and offer a more resilient training process. The results demonstrate
that the ensemble models effectively segmented skin lesions and classified them into
basal cell carcinoma (BCC), squamous cell carcinoma (SCC), and melanoma, with notable
performance improvements when using balanced datasets through oversampling. The
segmentation models achieved high accuracy across different types of skin lesions, while
the classification models showed significant enhancements in precision, recall, and F1-
scores with balanced datasets. These improvements highlight the effectiveness of using
ensemble methods and data balancing techniques in medical image analysis.

Comparison with Existing Literature

Table 10 shows comparative results from other existing research in the literature
for skin lesion segmentation and classification systems. Our suggested approach yields
more accurate findings compared to alternative methods. In comparison with those in the
literature, the proposed ensemble model for segmentation outperforms previous methods,
achieving a Dice Coefficient of 93 and an IoU of 90 on the ISIC 2018 dataset, surpassing
the highest results reported for U-Net (89.3) and DenseUNet (92.23). For classification,
the proposed ensemble model also shows superior performance, with an accuracy of
99 on the ISIC 2018 dataset, exceeding the accuracy of other methods such as DenseUNet
(97.88) and CNN-based approaches (up to 98.5), and demonstrating its effectiveness in both
segmentation and classification tasks.

Table 10. Comparison with existing literature for segmentation and classification.

Existing Works Methods Dataset
Dice

Coefficient
IoU Accuracy

Segmentation

[7] U-Net ISIC 2018 89.3
[8] FCA-Net ISIC 2018 77.2

[12] DenseUNet
ISIC 2016 85.64
ISIC 2017 86.61
ISIC 2018 92.23

Proposed
System Ensemble Model ISIC 2018 93 90

Classification

[6]

CNN

ISIC 2018

83.1
ReNet-50 83.6

Resnet50-Inception 84.1
Inception V3 85.7

[10] CNN ISBI2017 94.32

[12] DenseUNet
ISIC 2016 98.03
ISIC 2017 96.19
ISIC 2018 97.88

[13] Cubic SVM ISIC 2017 96.7

[15] CNN Dermquest
database 98.5

[16] DenseNet ISIC 2018 81
[19] CNN HAM10000 95.94

Proposed
System Ensemble Model ISIC 2018 99

232



Eng 2024, 5

5. Conclusions

This study explored advanced deep learning techniques for skin lesion segmentation
and classification. Using a deep ensemble approach with U-Net, SegNet, and DeepLabV3
for segmentation and VGG16, ResNet-50, and Inception-V3 for classification, we aimed to
improve skin lesion detection. Balancing the ISIC dataset with oversampling addressed
class imbalances, leading to enhanced model performance. The significant performance
improvements achieved through ensemble methods and data balancing suggest that these
techniques are highly effective for skin lesion analysis. The proposed method has several
strengths, including improved accuracy for both segmentation and classification through
the use of ensemble models, effectively addressing challenges like class imbalance with
oversampling. Additionally, data augmentation enhances the model’s robustness, making
it more reliable for detecting different types of skin lesions. However, the method has some
weaknesses, such as increased computational complexity due to ensemble learning, which
demands more resources and time. It also relies heavily on large, well-annotated datasets
and requires further clinical validation to assess its practical applicability in real-world
settings. Future work could explore additional ensemble configurations or integrate other
advanced techniques such as attention mechanisms to further enhance model performance.
Additionally, expanding the dataset with more diverse samples could help in validating
the robustness of the proposed models across different populations.

Limitations

While our study demonstrated promising results, there are limitations to consider. The
oversampling technique, while effective, may introduce some noise in the data, which could
potentially impact model generalizability. Future research should address these limitations
by exploring alternative balancing techniques or incorporating advanced preprocessing
methods. Additionally, we will explore the implications of these limitations in real-world
clinical settings, considering factors such as variability in image quality, diversity of skin
types, and the integration of our approach into existing clinical workflows. By providing a
more nuanced discussion, we aim to better inform readers about the practical considerations
of implementing our ensemble models in clinical practice and highlight areas for future
research to address these challenges effectively.
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Abstract: Different direct solar harvesting systems for daylighting are being explored to achieve high
uniform illumination deep within buildings at minimal cost. A promising solution to make these
systems cost-effective is the use of plastic optical fibers (POFs). However, heat-related issues with
low-cost POFs need to be addressed for the widespread adoption of efficient daylighting technologies.
Previous studies have explored solutions for this overheating problem, but their effectiveness remains
uncertain. This study proposes a low-cost fiber optic daylighting system integrated with a newly
patented mechanical component designed to secure the fiber optic bundle at the focal point, providing
three levels of heat filtration while ensuring uniform illumination. Our methodology involves
selecting a small area, installing the setup, and measuring both heat and light readings, followed by
validation through software simulations. The operational principle of this technology is explained,
and experimental tests using lux meters and infrared thermometers were conducted to investigate the
system’s characteristics. The three-level heat filtration device reduces temperature by approximately
35 ◦C at the surface of the optical fiber, and the average illumination of the room is around 400 lux.
These results were further verified using RELUX simulation software. The findings demonstrate the
promising potential of this new device in solar heat filtration and achieving uniform illumination.
Recommendations for mitigating overheating damage and exploring heat filtering possibilities in
new parabolic solar daylighting systems for further research are also provided.

Keywords: plastic optical fibers (POFs); uniform illumination; daylighting; RELUX simulation;
solar harvesting

1. Introduction

There is a keen interest in developing renewable energy resources to tackle the ever-
increasing need for electricity and the resulting global warming [1]. Non-domestic buildings
are a major aspect to consider when calculating total energy consumption [2]. Lighting is
the most energy-intensive application, which holds a major share of the average electricity
consumption. About 25–30% of total energy usage results from lighting applications in
most developing countries, which may increase further to 40% in developed countries [3].
Luminaries account for 31% of household and 44% of office electricity consumption in the
Indian scenario [4,5]. The finances involved in using the different resources are studied in
recent research works [6]. SBTool has been presented as a useful evaluation of buildings
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for energy efficiency [7]. Experimental methods for cost assessment and performance
enhancement strategies have been in focus for a long time [8]. Also, automatic systems for
data collection have been demonstrated by researchers [9]. Smart strategies, like automatic
switching, dimming, and controlled lighting, have been gaining popularity for efficient
energy usage [10]. Since non-domestic buildings like offices and laboratories operate
during the day, smart lighting and efficient daylight utilization can help reduce the burden
on energy resources. Daylighting can be employed to reduce power consumption by
20–40% [11]. Daylight is the best source of light to replace the energy-intensive artificial
lighting [12,13]. Research studies also suggest that daylight with artificial lighting can save
10.8 to 44% energy savings [14]. In addition, employing proper control systems can help
further reduce energy consumption for indoor lighting [15]. Efficient use of daylight can
also reduce the need for cooling appliances as it has lesser heating effects on the building
walls [16–20]. Special-purpose, smart energy-efficient lighting by experimental analysis
has been proposed previously in a few reports [21,22]. Efficient utilization of daylight
is desirable to avoid unnecessary wastage of energy. However, in many cases, it may
not be possible to harness natural light, so there is a dependence on artificial lighting.
While various daylighting techniques exist and are commercially available, including
systems like Himawari (Japan), Parans (Sweden), and Hybrid solar lighting (USA) [23,24],
their widespread adoption is hindered by factors such as low efficiency, high initial costs,
and technical complexities. Among the systems utilized, the parabolic dish concentrator
coupled with optical fiber guiding wires stands out as one of the most cost-effective options.
Plastic optical fibers (POFs) present a viable solution for achieving uniform illumination
deep within buildings without significantly impacting costs. However, a notable drawback
of POFs is their susceptibility to heat, which becomes apparent when attempting to enhance
efficiency parameters such as enlarging the capturing device, resulting in the melting of
POF wires [25–27]. This study centers on monitoring the temporal temperature at the input
of POF wires.

Numerous studies conducted over the past decades have explored the utilization of
optical fiber guiding systems [3–26]. Previous studies have explored the performance and
characteristics of solar concentrator systems integrated with various fiber optic cables using
simulations and experiments. Daylighting systems using optical fiber wires (DSvOF) can
be categorized based on solar concentrating technologies and fiber optic types.

In the past, the discussion surrounding Daylighting Systems via Optical Fiber (DSvOF)
did not emphasize the detrimental effects of overheating on fiber optic wires. This problem,
however, has emerged as a significant obstacle in the advancement of optical-fiber-based
daylighting systems. The primary challenge lies in safeguarding plastic optical fibers (POFs)
from the deleterious components of solar radiation. What follows is a critical analysis of
proposed systems concerning their susceptibility to heat damage affecting POFs.

Kandilli et al. [28,29] evaluated a cost-effective fiber optic daylighting system. This
system used a dual sun-tracking offset parabolic dish to collect sunlight and transmit it via
Polymethyl Methacrylate (PMMA) plastic optical fibers positioned at the focal point. The
researchers achieved an average annual exergy efficiency of 15% and an overall system
efficiency of 59%, with a calculated power output of 1041.6 kW per square meter from the
dish. While the study explored methods to improve energy and exergy efficiencies, it lacked
a detailed analysis of overheating, a critical issue for PMMA fibers. The authors suggested
using optical filters to mitigate heat damage but did not specify filter type or filtration
degree or test their effectiveness. Kaiyan et al. [30] proposed a concentrator for use in a
solar fiber lamp, comprising multiple components including a compound curved surface
concentrator and a secondary compound parabolic concentrator. Experimental results
indicated that the solar fiber lamp could produce brightness equivalent to that of a 6–8 W
electrical energy-saving lamp. However, the study did not delve into the effects of heat on
the POFs used, despite their known sensitivity to high temperatures. Wang et al. [31] intro-
duced a fluorescent fiber solar concentrator (FFSC) system consisting of a plate device with
150 fluorescent fibers embedded in a PMMA plate, each connected to a 10 m long PMMA
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clear optical fiber. While the system demonstrated reasonable light-to-light efficiency and
lighting effects, there was minimal risk of the PMMA fibers melting due to the absence of a
solar concentrator. Han et al. [32] developed a fiber optic solar concentrator system utilizing
a small dish concentrator, flat mirror, and homogenizer. Photometric characteristics were
presented for various lens options, highlighting the efficacy of concave lenses in dispersing
light. However, the use of PMMA fibers in conjunction with a second reflecting mirror
posed challenges to uniform illumination due to the overshadowing of central optical
fibers. Sapia [33] explored the potential of a hybrid lighting system comprising a primary
parabolic collector and a secondary flat optical reflector. The system, employing synthetic
optical fibers, was assessed for its potential cost savings in solar daylighting. The author
suggested using cold mirrors to mitigate overheating of optical fibers but acknowledged
potential drawbacks including the impact on the uniformity of illumination. Xue et al. [34]
investigated a solar optic fiber illumination system incorporating a novel multi-surface
co-focus compound parabolic concentrator (CPC). Their experimental results indicated
transmittance rates of up to 17.5% for the solar concentrator and up to 11% for the novel illu-
mination system. Factors influencing transmittance included reflectivity, tracking accuracy
of the solar concentrator, and characteristics of the optical fiber.

Lingfors et al. [35] acknowledged the limitations of plastic optical fibers (POFs) in
high-temperature environments and proposed several solutions to mitigate the heat prob-
lem. They suggested limiting the concentrator with a concentration ratio of 278 for the
novel sunlight guiding system, coupled with an acceptance angle of 3.4◦. This design
not only facilitates the connection of optical fibers but also aids in reducing heat damage.
However, these solutions do not necessarily correlate with higher efficiencies and uniform
illumination, as mentioned previously [3–7]. Song et al. devised a model based on a
parallel mechanism, comprising 48 concentrating cells arranged in a 7 × 7 array. Through
a series of tests, they demonstrated that the system could achieve a light transmission of
25% at a distance of 10 m, providing an average illumination of 122 l× for a 36 m2 area.
However, they noted that exceeding a daylight flux concentration level of 2500 suns could
lead to the overheating of PMMA fibers. They proposed adopting silica fibers for their
higher temperature resistance but acknowledged their higher cost and lack of flexibility.
Ullah et al. [25–27] addressed the issue of overheating damage affecting fiber optic wires
in recent studies. They proposed two efficient approaches utilizing plastic optical fibers,
parabolic mirrors, and Fresnel lenses to achieve collimated light. They emphasized the
importance of uniform illumination for enhancing efficiency and reducing heat effects.
Silica optical fibers (SOFs) were introduced as a solution to the overheating problem due
to their higher resistance, with POFs used for most of the transmission parts for their low
cost and flexibility. Index matching gel was applied between SOFs and POFs to minimize
losses. Sedki et al. [15–26] presented a study of a low-cost system utilizing mirrored simple
parabolic reflectors and POFs. The system, which reflected direct non-diffuse sunlight into
a focal point corresponding to the input area of a PMMA fiber optic bundle, demonstrated
an overall energy efficiency of 69% in optimal solar conditions. They proposed using an
extended hot mirror to protect the fiber bundle from overheating, with further studies
planned to investigate the characteristics, field testing, and efficiency of such a device. In
conclusion, addressing the overheating problem is crucial for the development of fiber optic
daylighting systems. Proposed solutions, including limiting concentration ratios, adopting
silica fibers, and implementing efficient optical designs, aim to mitigate heat damage while
maximizing system performance and efficiency.

Architects and building developers have benefited greatly from the development of
several simulation software programs. According to research carried out in 2004, about 80%
of lighting optimization could be performed using simulation and analysis [36]. Simulations
can follow diverse kinds of algorithms. They all run on mathematical and analytical
programs that may depend on the choice of environmental conditions, type of luminaries,
design schemes, etc. [37]. A few software programs consider the internal properties of
the room, such as the paints on the walls, their reflection, the presence of room furniture,
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etc. [38]. Many researchers have demonstrated the effect of these interior components on
the simulation results [39,40]. Reliability is thus a major concern with such simulation
software, as estimating the errors is a tedious task, which often may not have a fixed
algorithm [41]. Relux is a reliable software that has recently gained popularity and can
be used for lighting simulations, estimations, and analysis. Due to different luminaries,
Relux can be used to estimate illuminance at a standard height from the floor. Recent
research uses Relux as a lighting simulation tool to optimize the placement and patterning
of laminar schemes within a room or building. It was employed for optimizing daylighting
and integrated artificial luminaries [42]. Previous studies on different geographical regions
and specific applications also employ Relux as a reliable software program [43–45].

Daylighting systems using plastic optical fibers (POFs) offer a promising solution
for bringing natural light deep into buildings. However, a critical challenge hindering
their wider adoption is heat damage to POFs. While various designs have been proposed,
effectively mitigating heat remains an area requiring innovative solutions. To address the
heat damage issue in POF-based daylighting systems, this study had the following aims:

1. To analyze the previous studies to understand the extent of heat-induced damage on
POFs and evaluate proposed solutions in existing systems.

2. To design a customized parabolic reflector to efficiently capture daylight and evaluate
the thermal performance of POF daylighting systems.

3. To assess the effectiveness of our proposed solution in mitigating heat damage and
achieving desired illumination levels and validate it with RELUX simulations.

This paper addresses the gap in the literature concerning the integration of effective
heat filtration with existing optical fiber lighting systems. While existing systems struggle
with heat management, our research introduces a solution that reduces heat by 35 degrees,
allowing for the safe transfer of daylight to interior spaces. The uniqueness of this paper
lies in its novel design of a heat filtration device specifically tailored for optical fiber
lighting systems. Unlike previous approaches, our design effectively manages heat while
maintaining sufficient daylight transmission, offering a practical and innovative solution
to a common challenge in the field. The most significant contribution of this paper is
the development of a heat filtration device that not only significantly reduces the heat
by 35 degrees but also ensures the effective transfer of daylight to interior spaces. This
innovation enhances the practicality and safety of optical fiber lighting systems, potentially
expanding their application in environments where heat management is critical.

2. Description of the Parabolic Solar Daylighting Design

The proposed parabolic solar daylighting system is designed to maximize the efficiency
of daylight harvesting and distribution within buildings using plastic optical fibers (POFs).
However, the heat issues associated with these plastic optical fibers must be addressed
to facilitate their widespread adoption in new, efficient daylighting technologies. To
investigate this issue, our focus is on monitoring the temporal temperature at the focal
point. Additionally, we introduce a novel mechanical component designed to secure the
fiber optic bundle at the focal point while ensuring three levels of heat filtration and uniform
illumination. The current parabolic solar daylighting system is installed on the roof of the
Energy Centre, MANIT-Bhopal, India. The apparatus consists of a light-capturing device
equipped with a Single-axis tracking system, a mechanical support structure containing a
filter, a light fiber, and a light guide terminal. The key components of the system include
the following:

2.1. Parabolic Reflector

A high-reflectivity parabolic mirror is used to concentrate sunlight onto a focal point.
The reflector is designed to capture and focus as much sunlight as possible throughout
the day. The operational principle of the system involves the utilization of solar radiation,
which is captured by the parabolic dish surface and concentrated, then reflected onto the
focal area. Subsequently, the concentrated sunlight is transmitted through a fiber optic
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bundle (FOB) to convey it to the designated destination as shown in Figure 1a. The primary
component of the system is the parabolic solar concentrator area, comprising polyester
film. This high-quality aluminum-paint-coated film increases the intensity and spreads
light more evenly with a high specular reflectivity index of 95%, illustrated in Figure 1d.

Figure 1. (a) Installed solar daylighting system on the roof of an energy center. (b) Dimensions of the
installed apparatus. (c) Receiver cavity. (d,e) Three-dimensional drawings of the design.

2.2. Plastic Optical Fibers (POFs)

Low-cost POFs are selected for their flexibility and cost-effectiveness. However, their
susceptibility to heat damage necessitates careful design considerations to mitigate this
issue. To achieve the objective of providing uniform illumination deep within the building
at a low cost, the utilization of plastic optical fibers (POFs) emerges as one of the most viable
solutions, ensuring cost-effectiveness. A bundle of Polymethyl Methacrylate fiber optic
wires (PMMA) was utilized, comprising 60 pieces of 1 mm fibers positioned at the center
of the bundle, surrounded by 60 pieces of 1 mm fibers. The mathematical relationship
between the energy at the inlet of the fiber optic bundle (Qin) (Equation (1)) and the energy
at the end of the bundle (Qout) (Equation (2)) is described by the following equations [25,26].

Qout = 10−(
LdBloss

10 )Qin (1)
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Qin = πF2ρmGb

(
sin2 ϕr) (2)

Assuming that the focal distance is F. The polyester film’s reflection index is ρm. The
radiation of the normal beam is Gb. ϕr is the parabolic dish’s rim angle, and dBloss is
attenuation. Apart from their cost-effectiveness, PMMA fibers also provide the advantage
of flexibility within the building environment.

2.3. Mechanical Support for Heat Filtration

Initially, the innovative mechanical support was devised to solely bear the weight of
the fiber bundle and maintain its position on the focal surface during solar tracking. This
support mechanism was primarily constructed with a single level of filtration, featuring a
housing for an optical filter (refer to Figure 1d,e). The Figure 1 depict the industrial design
and actual implementation of the innovative mechanical component. An extended hot
mirror was employed within the filter to mitigate heat within the optical system without
compromising its visible output. Despite the implementation of this filter, which extends
the reflection range to approximately 1750 nm, the operational experience revealed that
prolonged system usage still led to temperature-induced damage to the optical fiber. To
address this issue, we enhanced the mechanical component by incorporating additional
filtration levels. We introduced a new filtration combination where two lenses and one
glass are used for heat reduction.

2.4. Heat Filtration Mechanism

The heat filtration mechanism consists of three layers of filters designed to reduce
the thermal load on the POFs. The three components are UV filter glass, plano-concave
lens, and Fresnel lens. A newly patented mechanical component is integrated at the focal
point to secure the fiber optic bundle and provide three levels of heat filtration. This
component is crucial for protecting the POFs from overheating while maintaining high
optical transmission efficiency.

Primary Heat Filter: This layer is composed of a UV-absorbing material that blocks a
significant portion of ultraviolet radiation, which contributes to the degradation of POFs.
UV filter glass for daylighting functions by selectively blocking ultraviolet (UV) radiation
while allowing visible light to pass through. This filtration process helps reduce UV-induced
glare and heat, creating a more comfortable and visually appealing indoor environment. By
minimizing UV penetration, the filter helps protect interior furnishings and occupants from
UV-related damage and health risks. Additionally, it maintains the natural color balance of
daylight, enhancing the quality of interior illumination.

Secondary Heat Filter: A plano-concave lens for daylighting works by diverging
incoming light rays and spreading them out across a wider area. Made from a heat-resistant
polymer, this layer further reduces infrared radiation, preventing excessive heat from
reaching the POFs. This lens design helps to evenly distribute natural daylight, reducing
glare and shadows in indoor spaces. By dispersing light, it enhances overall illumination
levels while maintaining uniformity. Placed strategically in daylighting systems, such
lenses optimize the utilization of natural light, promoting energy efficiency in buildings.

Tertiary Heat Filter: The final layer consists of a reflective lens that deflects any re-
maining heat while allowing visible light to pass through efficiently. A Fresnel lens for
daylighting functions by refracting incoming light, focusing it toward a specific area or di-
rection. Its unique design features concentric grooves that bend light, concentrating it onto
a focal point. This lens efficiently captures and redirects natural daylight, maximizing its
intensity within a space. By concentrating sunlight, it enhances interior illumination levels,
reducing the need for artificial lighting. Installed in daylighting systems, Fresnel lenses
help optimize energy usage in buildings while providing ample natural light for occupants.

Additionally, we strategically created a calculated space between the filters to facilitate
natural ventilation within the system.
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As the direct beam from the concentrator converges on the focal point (refer to
Figure 1c), it encounters the first UV filter that selectively blocks ultraviolet (UV) radi-
ation while allowing visible light to pass through, and maximum heat should be reduced.
After passing through this initial filtration, the beam traverses through a plano-concave
lens which evenly distributes natural daylight in a chamber after the vacuum chamber
for natural heat ventilation induced by rays, constituting the second level of heat reduc-
tion. Subsequently, the light beam encountered through a Fresnel lens refracts incoming
light, focusing it toward a specific direction. Finally, the beam enters the fiber optic inlet,
transmitting light to the terminal via the light fiber. This refined approach ensures uni-
form light distribution across each optical fiber, leading to improved efficiency in terms
of illumination.

3. Materials and Methods

This study investigated the performance of a novel fiber optic daylighting system
designed for efficient light transmission and heat filtration.

3.1. Experimental Setup

The system utilizes a parabolic collector to concentrate sunlight and a newly developed
mechanical component to secure the fiber optic bundle at the focal point. For the manually
adjustable tracking system utilized in the experiment, a one-axis system was employed.
A parabolic collector with a specific focal length was fabricated using the material speci-
fication, e.g., a reflective aluminum sheet. The dimensions and surface properties of the
collector were optimized for efficient light capture based on reference design. Plastic optical
fibers (POFs) were chosen for their cost-effectiveness and light transmission properties.
The newly developed mechanical component, designed to secure the fiber optic bundle
at the focal point, incorporates three levels of heat filtration. The complete daylighting
system, including the parabolic collector, fiber optic bundle with the securing component,
and light diffuser (optional), was assembled. The system was positioned outdoors under
direct sunlight with the collector facing south (or appropriate direction based on location).

3.2. Instrumentation and Testing

The system’s performance was evaluated through a series of experiments designed
to measure the illumination levels and temperature at various points within the system.
Measurements were taken at different times of the day to assess the system’s performance
under varying sunlight conditions. The experiment was conducted between 1 March 2023
and 31 May 2023. The data for each month represent the conditions on the first day of the
month. On 1 March, in the morning, Bhopal experienced essentially clear sky conditions,
which became partly cloudy around 10 a.m., followed by a return to clear skies. The average
temperature that day was 25 ◦C, with a wind speed of 6 km/h. On 1 April 2023, there
were clear sky conditions throughout the day, with an average temperature of 29 ◦C and
a wind speed of 5 km/h. On 1 May 2023, there were scattered clouds initially, followed
by partly cloudy conditions later in the day. The average temperature was 23 ◦C, with
a wind speed of 8 km/h. Illuminance measurements were taken at various distances
within the building using a lux meter with multiple data points to assess light distribution
and uniformity. It is worth noting that the results encompass both direct lighting and
inter-reflection within the measurement environment. The room dimensions, including
the height, are as follows: 2.5 m × 2.2 m × 3.2 m. Lux meters were placed at different
locations within the building to measure the intensity and uniformity of the distributed
light. The uniformity of illumination was calculated using standard metrics like uniformity
ratio (U0) or coefficient of variation (CV). An infrared thermometer was used to measure
the temperature at different points within the system, including the parabolic collector,
securing component, and emerging light from the fiber optic bundle. The experimental
setup is illustrated in Figure S1 of the supporting information. Infrared thermometer data
were used to assess the effectiveness of the heat filtration mechanism in reducing heat
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transfer through the fiber optic bundle. Infrared thermometers were used to monitor the
temperature of the POFs and other critical components. These measurements helped assess
the effectiveness of the heat filtration mechanism in protecting the POFs from overheating.
The temperature measurements were compared with the ambient temperature to determine
the system’s thermal performance.

3.3. Simulation with RELUX Software

RELUX simulation software was used to model the daylighting system and its light
distribution characteristics. The simulated illumination map was compared with the
experimental data to verify the performance of the system and the accuracy of the design.
To verify and complement the experimental results, the system was modeled and simulated
using RELUX, a lighting simulation software (version 2019.1) program. The physical
dimensions and reflective properties of the parabolic reflector, the optical characteristics
of the POFs, and the heat filtration mechanism were modeled in RELUX. Simulations
were run under various lighting conditions, including different sun angles and intensities,
to predict the system’s performance in real-world scenarios. The simulated illumination
levels and temperature profiles were compared with the experimental data to validate the
accuracy and reliability of the simulation model.

Figure 2 shows the flow chart detailing the design and implementation of the research
methodology. This chart provides a comprehensive overview of the sequential steps and
processes involved in our study. It illustrates the various stages of the research, from
initial planning and experimental setup to data collection and analysis. The flow chart also
highlights the key components and their interrelationships, offering a visual representation
of how each step integrates into the overall research framework. This aims to enhance
understanding and facilitate replication of our methodology by clearly mapping out the
entire research process.

 

Figure 2. Flow chart of research methodology.
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4. Results

4.1. Temperature Control

The infrared thermometer readings demonstrated that the heat filtration mechanism
effectively reduced the temperature of the POFs. The maximum recorded temperature
of the POFs was consistently below 40 ◦C, well within the safe operating range for these
materials. Figure 3 depicting the temperature difference between ambient conditions
and the input of the optical fiber after installing the component showcases a remarkable
reduction in temperature, particularly evident during May, March, and April. The multi-
layer heat filtration system was particularly effective in reducing the thermal load. The
primary filter reduced UV radiation by approximately 70%, while the secondary and
tertiary filters collectively reduced infrared radiation by an additional 50%. This substantial
decrease, averaging around 35 degrees Celsius, signifies an exceptional improvement in
heat management within the system.

Figure 3. Temperature comparison of ambient vs. internal at optical fiber for different months.

Such a significant reduction in temperature can be attributed to the effectiveness of the
installed component in mitigating heat transfer to the optical fiber. Overall, the substantial
decrease in temperature observed highlights the effectiveness of the installed component in
managing heat within the optical fiber system. By implementing measures to reduce heat
transfer and enhance thermal management, the component successfully maintains lower
temperatures at the fiber input, ensuring optimal performance and longevity of the optical
fiber in various environmental conditions.

4.2. Optimum Illumination Distribution

The effectiveness of the component in carrying illumination from outdoor ambient
conditions to indoor spaces is crucial for evaluating its performance. The distribution of
light was found to be highly uniform, with a standard deviation of less than 10% across the
measured points. This uniformity is critical for maintaining consistent lighting conditions
throughout the day. The lux meter readings indicated that the system achieved high
levels of illumination deep within the building. The measured illuminance varied between
500 lux to 350 lux at peak sunlight hours, ensuring sufficient lighting for typical indoor
activities. Figure 4 showcases the difference in outdoor and indoor illumination levels
providing valuable insight into the component’s efficacy. The availability of approximately
400–450 lux of illumination indoors, as measured using the setup, indicates a significant
success in achieving the desired outcome.

Achieving indoor illumination levels of 400–450 lux using the setup demonstrates
the high effectiveness of the component in carrying illumination from outdoor ambient
conditions to indoor spaces. This success not only enhances visual comfort and productivity
but also promotes energy efficiency and occupant well-being, highlighting the significant
benefits of utilizing natural light in indoor environments. The ability to achieve 400–450 lux
of indoor illumination demonstrates effective daylighting, where natural light is harnessed
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to illuminate indoor environments. This is particularly important for reducing reliance on
artificial lighting sources during daylight hours, leading to energy savings and environmen-
tal benefits. Adequate indoor illumination levels contribute to improved visual comfort and
productivity for occupants. By providing sufficient natural light, the component enhances
the overall indoor environment, creating a more pleasant and conducive atmosphere for
various activities. The ability of the component to deliver substantial indoor illumination
levels ensures that occupants can reap these health-related advantages. By reducing the
need for artificial lighting, the effective transmission of natural light indoors results in cost
savings associated with energy consumption.

Figure 4. Illumination comparison ambient vs. indoor at optical fiber for different months.

4.3. Simulation Results

Additionally, as a proof of concept, simulations using Relux software were carried out
to demonstrate the effectiveness of the setup. The RELUX simulations closely matched the
experimental results, with predicted illuminance levels within 5% of the measured values.
This high level of accuracy confirms the reliability of the simulation model in predicting
the system’s performance. The temperature profiles obtained from the simulation were
also in good agreement with the experimental data, further validating the effectiveness of
the heat filtration mechanism.

Figure 5a is the 3D model that showcases a demo room meticulously designed to serve
as a controlled environment for simulating various light sources. Its purpose revolves
around studying the behavior and impact of different lighting conditions, encompassing
natural sunlight. The design emphasizes flexibility and precision, featuring adjustable walls,
ceilings, and floors to modify the space’s dimensions, while surfaces and materials are
chosen for their reflective properties. The room houses sophisticated simulation equipment
to accurately reproduce diverse lighting scenarios, enabling researchers and designers to
analyze the effects of illumination on spaces, objects, and human perception. Figure 5b
shows the pseudo-color model depicting light distribution in the room illustrating a uniform
spread of illumination across its entirety. Through meticulous calibration and analysis,
this model accurately represents the consistent distribution of light intensity, showcasing
minimal variation or discrepancies throughout the space. Each color gradient corresponds
to specific light intensity levels, with a cohesive and balanced spectrum pervading the room.
This further asserts the usefulness of the proposed system. The pseudo-reference plane
depicted in the 2D cross-sectional representation Figure 5b illustrates a comprehensive view
of light distribution within space. This visual tool effectively demonstrates the consistency
and evenness of light intensity across different planes within the room. By showcasing how
light propagates and spreads through the environment, it offers crucial insights into the
efficacy of the new lighting system. The uniformity and balance observed in the distribution
of light along the reference plane confirm the effectiveness of the system in achieving its
intended objective of providing consistent illumination throughout the designated area.
This validation supports the system’s suitability for various applications, affirming its
capability to meet lighting requirements with precision and reliability.
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Figure 5. Simulation results: (a) 3D view of the demo room, (b) pseudo-color model showing light
distribution (lux), and (c) pseudo-reference plane.

4.4. Discussion

The primary objective of optical fibers is indeed to transfer light efficiently, rather than
heat. Optical fibers are specifically designed to guide and transmit light signals over long
distances with minimal loss and distortion. However, it is essential to acknowledge that
in practical applications, optical fibers can still be subjected to heat due to various factors,
including environmental conditions, nearby heat sources, and the intensity of light they are
transmitting. While the focus is on light transmission, heat management remains crucial
for ensuring the optimal performance and longevity of optical fibers. Excessive heat can
degrade the optical properties of the fiber, leading to signal attenuation, increased signal
noise, and even physical damage in extreme cases. Effective heat management is essential
to ensure their reliable operation and longevity. By minimizing heat-related effects, optical
fibers can maintain their efficiency and integrity, providing reliable transmission of light
signals over extended periods. In this study, the addition of a heat filtration device resulted
in a significant reduction in the temperature input to the optical fiber. This improvement
can be scientifically explained by considering the following factors:

The heat filtration device may act as a heat sink, absorbing and dissipating heat
away from the optical fiber. When optical fiber is exposed to sunlight, it absorbs radiant
energy, leading to an increase in temperature. By introducing a heat sink, the excess heat is
transferred away from the fiber, reducing its temperature. The filtration device may also
provide thermal insulation, creating a barrier between the optical fiber and external heat
sources. This insulation prevents the direct transfer of heat to the fiber, thereby reducing
its temperature. The design of the filtration device may incorporate features that increase
its surface area. A larger surface area facilitates better heat dissipation, allowing more
efficient cooling of the optical fiber. The choice of materials for the filtration device is
crucial in determining its thermal conductivity and heat dissipation capabilities. Materials
with high thermal conductivity, such as metals or heat-conductive polymers, are effective
in rapidly transferring heat away from the optical fiber. High temperatures can cause
thermal degradation of the fiber’s materials, leading to changes in its optical properties.
For example, prolonged exposure to heat can cause the fiber’s core and cladding materials
to expand or contract, altering the refractive index and affecting light transmission. The
precise positioning of the filtration device relative to the optical fiber is essential for optimal
heat reduction. Placing the part near the fiber ensures efficient heat transfer and minimizes
temperature buildup.

The overall cost of the project was USD 281.75 with the heat filtration device accounting
for USD 15.49 of that total (Table 1). When calculated as a percentage, the cost of the heat
filtration device represents 5.5% of the entire project expenditure. This indicates that a
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small portion of the project’s budget was allocated to the heat filtration device, highlighting
its relative cost-effectiveness within the broader scope of the project.

Table 1. Cost analysis of the system.

S No Item USD Cost

1 Parabolic reflector 220.42

2 Optical fiber cable 28.0

3

Heat filtration device
Lens 9.53
Base 3.57

Reflective sheet 2.38
Total 15.49

4 Other charges (installation, transportation, etc.) 17.87

5 Total setup charges 281.75

Overall, the introduction of a heat filtration device serves to enhance the thermal
management of the optical fiber within the solar daylighting system. By effectively dissi-
pating heat and providing insulation, this component contributes to maintaining lower
temperatures, thereby improving the performance and longevity of the fiber.

5. Conclusions

The combined experimental and simulation results highlight the system’s potential to
provide efficient and uniform daylighting while mitigating the risk of POF overheating. The
design demonstrated its ability to effectively manage heat, improve light transmission, and
offer numerous benefits to indoor environments, a significant advancement in enhancing
its efficacy and overall performance. Firstly, the component’s capability to mitigate heat
transfer to the optical fiber contributes to the system’s efficiency and longevity. By reducing
the temperature input to the fiber, potential heat-related damage is minimized, ensuring
prolonged operational life and durability of the optical fiber. Secondly, the improved
light transmission achieved with the component leads to enhanced indoor illumination
levels. This not only promotes visual comfort and productivity but also reduces reliance
on artificial lighting sources, resulting in energy savings and environmental sustainability.
Furthermore, the component’s ability to reduce indoor temperatures underscores its role
in contributing to thermal comfort within indoor spaces. By effectively managing heat,
occupants can enjoy a more comfortable environment, particularly during periods of
intense sunlight and high temperatures.

Overall, the addition of the filtration device component to the optical fiber daylighting
system represents a holistic approach to optimizing the optical fiber daylighting system.
As we continue to explore innovative solutions for sustainable lighting and environmental
comfort, the integration of such components underscores our commitment to creating
healthier, more efficient indoor spaces for the well-being of occupants and the planet alike.
Although the three levels of heat filtration reduce the lighting efficiency, the guidelines
of the minimum requirement of light for a living area require around 300 to 500 lux. The
setup can efficiently deliver an average light in the daytime of around 400 lux which is well
within acceptable limits. This is useful for basements or other areas where daylight cannot
reach through windows. The filtration device helps in employing optical fibers with lower
temperature ratings. These findings suggest that the proposed parabolic solar daylighting
system, with its innovative heat filtration mechanism, is a viable solution for sustainable
and efficient daylighting in modern buildings

Future scope: Recommendations for future research include exploring advanced mate-
rials for even more effective heat filtration and optimizing the geometry of the parabolic
reflector to enhance light concentration and distribution. The relationship between the
distance from the light source and the illuminance level can be analyzed to understand
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the light attenuation characteristics of the fiber optic bundle. The impact of different heat
filtration levels on light transmission efficiency can be investigated by comparing the per-
formance with and without specific filtration components. The optimal balance between
heat dissipation and lighting effects can be explored. This includes investigating advanced
heat filtration techniques that enable maximum light transmission while preserving the
integrity of the optical fibers. By optimizing this balance, the system’s efficiency could be
improved, allowing for broader applications in areas where both high-intensity lighting and
effective thermal management are essential. Further research and development could lead
to widespread adoption of this technology, significantly reducing the energy consumption
and environmental impact of artificial lighting.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/eng5040140/s1, Figure S1: Experimental set-up of the system;
Table S1: Cost analysis of the system. Figure S2: Flow chart of research methodology.
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Abstract: This study explores enhancing decision-making processes in inventory management and
production operations by integrating a developed system. The proposed solution improves the
decision-making process, managing the material supply of the product and inventory management
in general. Based on the researched issues, the shortcomings of modern enterprise resource planning
systems (ERPs) were considered in the context of Warehouse 4.0. Based on the problematic areas of
material accounting in manufacturing enterprises, a typical workplace was taken as a basis, which
creates a gray area for warehouse systems and does not provide the opportunity of quality-managing
the company’s inventory. The main tool for collecting and processing data from the workplace was the
neural network. A mobile application was proposed for processing and converting the collected data
for the decision-maker on material management. The YOLOv8 convolutional neural network was
used to identify materials and production parts. A laboratory experiment was conducted using 3D-
printed models of commercially available products at the SmartTechLab laboratory of the Technical
University of Košice to evaluate the system’s effectiveness. The data from the network evaluation was
obtained with the help of the ONNX format of the network for further use in conjunction with the
C++ OpenCV library. The results were normalized and illustrated by diagrams. The designed system
works on the principle of client–server communication; it can be easily integrated into the enterprise
resource planning system. The proposed system has potential for further development, such as
the expansion of the product database, facilitating efficient interaction with production systems in
accordance with the circular economy, Warehouse 4.0, and lean manufacturing principles.

Keywords: warehouse 4.0; machine vision; neural network; material management

1. Introduction

In the context of lean production [1], tracking material balances at workplaces is
becoming increasingly challenging. Most enterprises make material reserves so customers
can receive warranty or post-warranty service. The desire to produce a unique product
affects the number of excess product components, which increase in enterprises and often
do not go into the production cycle. It is essential not only to maintain flexibility in
production and meet the needs of the customer but also to be able to put surplus or residual
components into production to reduce the costs of servicing warehouse balances [2–4].

The constant development of production also affects the enterprise’s non-production
activities, such as warehouses. Warehouse management has become subject to the basic
principle of loading and unloading materials and an intelligent way of managing it, which
should provide transparent information on the movement of materials and their accounting.
Modern requirements for warehouse systems are mentioned in more detail in the concept
of Warehouse 4.0, which implies the use of modern material labeling, IoT systems, and
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even digital twins. Full integration of all Warehouse 4.0 principles is a challenge for some
companies, as it requires a readjustment of the company’s information system and even its
reorganization. Processes of this type are very labor-intensive and costly. The problems
of implementing Warehouse 4.0 principles are highlighted by the scientific articles of
Agnieszka A. Tubis and Juni Rohman [5], K. Aravindaraaj and P. Rajan Chinna [6], Lihle N.
Tikwayo and Tebello N. D. Mathaba [7], Walaa Hamdy and team [8], and Arso Vukicevic
and team [9].

Agnieszka A. Tubis and Juni Rohman. [5], in their study, found that bottlenecks
and the detailed research of Warehouse 4.0 were given the greatest share of attention in
such research areas as Automation and Control Systems (23.3% of articles) and Business
and Economics (22.1% of articles) [5]. These are 113 articles with practical and laboratory
research, considering the fact that both research areas are inseparably connected with
enterprise resource planning (ERP) systems and enterprise information systems (EIS). In
the article by S.O. Ongbali et al. [10], various variables of manufacturing bottlenecks that
limit production capacity are analyzed. The study identifies key factors such as equipment
failure and material unavailability critical to prioritizing efforts to improve manufacturing
processes. The study results indicate that eliminating these bottlenecks is essential to
optimize warehouse operations in the context of Industry 4.0. S.O. Ongbali et al. propose
using simulations to solve the warehouse bottleneck problem. Such a proposal has a place,
but identifying new bottlenecks will be challenging without using a digital twin.

For example, Nicole Franco-Silvera and her team [11] propose the 5S concept for
optimal warehouse management. Their concept makes sense but still puts complete infor-
mation about the material in the “under-processing” stage. Material of this type is most
often removed from the process of sending to the supplier because it is a component of
a product that, for some reason, did not meet the requirements set in the order and was
released in reserve quantities, and so remained on the records of the manufacturing com-
pany. Material flow control (MFC) is essential to production planning and management [4].
In the practical conditions of a manufacturing enterprise, such materials or components
remain in the so-called “gray zone” of inventory systems.

The emergence of “gray zones” is directly related to the bottlenecks of ERP and other
accounting systems. Summarizing some of the studies [12–16], we can highlight the main
areas of ERP system bottlenecks in production:

- Common problems that arise in inventory management when using ERP systems;
- Inaccurate data tracking, poor integration with other software, and inefficient processes;
- Bottlenecks in material accounting at certain workstations, which can lead to discrep-

ancies in the stock of the entire warehouse;
- Problems with updating the balance in inter-warehouses, which affects delays in order

fulfilment and an increase in operating costs, which ultimately affects the overall
efficiency of the business;

- Problems that arise in inventory management associated with manual processes;
- Lack of real-time visibility and, as a result, poor production planning.

In inventory management and ERP systems, materials are classified into six main
statuses that determine their availability and usability for various operational activities.
When inventory is labeled as available, it is ready for immediate use and can be allocated
to production tasks or sales orders. In contrast, items marked as unavailable cannot be
used in any transactions, often due to being damaged, defective, or otherwise unsuitable.
Inventory given a blocked status is physically present but restricted from use, generally
due to the need for inspection or further action. Meanwhile, materials placed on hold
are temporarily inaccessible, often awaiting quality checks or administrative procedures.
Additionally, items categorized as in transit are those currently being transported between
locations and are not accessible for use until they arrive at their intended destination. Lastly,
items with a reserved status have been allocated to specific orders but have not yet been
picked up or shipped, thus remaining set aside until needed [11].
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The “gray zone” is an inter-warehouse of a department of the enterprise, where
the material has been stacked and is in unavailable, blocked, or on hold status. The
problem with such workplaces is that the material on record in this part of the enterprise
is often suitable for use and can be used to launch a new batch of products [17]. Reusing
such material would align with the principles of the circular economy [18], which entails
reducing waste disposal costs, warranty and post-warranty repair costs, and product costs,
and a reduction in warehouse maintenance costs [19]. Removing quality material from
the “gray zone” will make it possible to reduce production downtime and reduce the
amount of production waste. Tools for achieving the concept of reuse can provide a system
built according to the principle of Warehouse 4.0. The idea of Warehouse 4.0 is based on
eliminating errors, real-time updates, scalability and flexibility, automation, convenience,
and security [20]. Medium-sized and big enterprises in Slovakia already have enterprise
resource planning programs and inventory mobile scanners for warehouse management.
However, this system has bottlenecks that create barriers to effective real-time planning
processes. Managers of the work shift need to have relevant information about the amount
of material in the disassembly workplaces to provide enough material for the product and
thus reduce downtime [21].

The proposed study was conducted in the SmartTechLab laboratory [22], where the
main idea was to improve the inventory management processes at the enterprise based on
the trends of lean manufacturing [23], Warehouse 4.0, DFMA (Design for Manufacturing,
Assembly, and Disassembly) [24], and the circular economy using a client–server software
platform based on REST API architecture with an integrated convolutional neural net-
work [25]. The following parts of the proposed study are presented in the following order:
Section 1 discusses the challenges in managing material balances in flexible production
environments and introduces the concept of Warehouse 4.0 for improving material flow
control and reducing costs. Section 2 describes DFMA principles and a smart integrated
system combining ERP and machine vision technologies with convolutional neural net-
works to optimize inventory management and decision-making. Section 3 presents the
performance and accuracy evaluation of the YOLOv8 convolutional neural network model
in the detection task of production components, demonstrating high precision and recall
in various scenarios. Section 4 summarizes the development and potential benefits of
the smart material resource planning system, highlighting its impact on reducing waste,
improving decision-making, and supporting circular economy principles.

2. Materials and Methods

Since this research is about improving the decision-making process [26], the DFMA
principle was chosen as the basic principle. DFMA (Design for Manufacturing, Assembly,
and Disassembly) is a research methodology focused on optimizing design and processes
in manufacturing and construction to reduce costs, improve efficiency, and increase sus-
tainability. The approach integrates Design for Facilitated Manufacturing and Assembly
(DFM and DFA) [27] with the ability to easily disassemble and reuse components to help
minimize material waste and product lifecycle costs. The DFMA methodology identifies
and eliminates unnecessary complexity during the design phase, ultimately improving
productivity, reducing risks, and making processes more environmentally responsible. By
integrating enterprise material planning automation solutions, DFMA can significantly
improve inventory management and decision-making in manufacturing operations.

As part of this study, an integrated quality and logistics management system was
developed and implemented. Our system block diagram is presented in Figure 1. This
system integrates an ERP system, a decision-making module, a mobile application, a
neural network, and a camera system to provide an integrated real-time management of
production processes and inventories. The system’s backbone is the ERP server, responsible
for collecting and managing data on the materials and spare parts required for production.
The essential functions of the ERP system are requesting information on the availability and
composition of spare parts for Turbine 1, estimating material requirements, and controlling
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stock levels, allowing timely replenishment decision-making. The Decision Module, which
performs coordination and analysis functions, uses data from the ERP system and other
sources to determine further actions, such as allocating or moving parts based on availability.
The mobile application serves as the interface for users and provides access to information
and critical operations, such as confirming the availability of parts at the correct location.
An important aspect is that all the management processes should go through the mobile
app, which provides centralized control and flexibility in management. A convolutional
neural network integrated into the system uses machine learning algorithms to analyze
data and automate decision-making, minimizing the reaction time to changes. The machine
vision system module, which supports the convolutional neural networks, determines the
availability and quantity of parts and materials at the workplace at the specified frequency.
This module makes it possible to speed up decision-making through better awareness of the
actual amount of parts and materials. The system’s flexible architecture, including various
selection nodes and event scenarios, allows the control to be adapted to current operational
conditions, ensuring the high accuracy and responsiveness of quality management.

Figure 1. Block diagram of the proposed system.

The ERP system server is an enterprise management program server that contains
information about all activities and the enterprise warehouse. The system operation begins
with a camera installed at the operator’s workplace. The camera sends a video stream with
data to the neural network, which sends processed data to the mobile application, but only
at the request of the Design Maker through the mobile application, where the information
from the neural network is already converted into something suitable for the manager. The
manager, in turn, uses the received data for the work order form for the warehouse or
production operators to determine if this material is sufficient and/or is in demand in the
production process.

Figure 1 shows the communication diagram of the system components at the man-
ager’s request:

- Data flow (a) is the user’s request to receive data from his profile;
- Data stream (b) is a request stream for the neural network to send a signal to the video

camera for further processing;
- Data stream (c)—request to neural network to receive a video stream;
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- (d) is a reverse unprocessed video stream;
- (e) is a transformed video stream with data on detected objects. In the mobile applica-

tion, (f) is the number of detected parts with data on them;
- (x) is a request to check the completeness of the turbine;
- (y) is a request to re-order missing components for a work order for production. This

request is sent directly to the ERP system and the logistics department;
- (z) is the formulation of the production work order; therefore, this signal is sent

through the application directly to the ERP system.

2.1. Workplace Configuration

This study utilized a workstation configuration, where an employee performs the
disassembly of defective assemblies using a camera system to capture reusable parts, which
is illustrated in Figure 2.

Figure 2. Workstation configuration.

Intel RealSense L515, capable of RGB images in 1920 × 1080 pixels, was chosen as the
camera. The camera is connected to a computer running a client that is authorized as a
worker and has permissions to send images to the server.

Technically, the client part for the workstation and the server part can be installed on
different devices, but in the case under consideration, the client part of the workstation and
the server part are installed on the same computer. The computer contains a discrete video
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card to accelerate the computation of the neural network. Technical characteristics of the
computer on which the server solution was tested: CPU Intel Core i5-13600KF, RAM 64 GB,
GPU NVIDIA GeForce RTX 3080 Ti 12 GB.

2.2. Server Configuration

The server application consists of the HTTP server, MySQL client, and machine vision
module. The main element of the HTTP server is the listener, which creates HTTP sessions
when clients connect.

When establishing a connection with a client, the server first reads the HTTP request
header, which contains the user credentials (login and password) encoded in Base64 format.
Then, the server decodes these data, extracts the login and password, checks for the presence
of forbidden characters, and passes them to the MySQL server client for processing and
executing an SQL query to the database to verify the authenticity of the user account. The
server decides whether to allow or reject the request depending on the database response.
The proposed authentication approach is compatible with modern web browsers, so it is
possible to prepare a web version of the client for other devices in the future.

The considered variant uses an insecure primary authentication mechanism, but for
industrial applications, it is recommended to use more secure authentication mechanisms
such as OAuth 2.0.

After successful authentication, the following requests are available depending on the
user rights:

- POST request to the storekeeper to add parts to the warehouse (/add);
- POST request for a storekeeper to remove parts from the warehouse (/remove);
- POST request to the assembler’s workplace to send a photo of the current state of

disassembly (/workplace);
- GET manager request for current warehouse status (/warehouse_status);
- GET manager request for the current state of disassembly (/workplace _status).

If the POST request is successful, the client receives an error code 200 OK; if errors
occur during the request execution that are not related to authentication, the client receives
an error 400 Bad Request (for example, removing more parts from the warehouse than
there are in stock, or the presence of prohibited characters in the request).

Since the requests require access to a database, a MySQL client is integrated into the
server application. The HTTP server is implemented using the C++ library Boost Beast,
and the MySQL client uses the Boost MySQL library. For simplicity, the current version of
the application uses an unsecured HTTP connection. However, in the future, for industrial
applications, to improve security, we can use an encrypted HTTPS connection. The source
code will require minor changes as the Boost Beast library [28] and MySQL [29] have
built-in support for SSL-encrypted connections.

The server application uses a machine vision module written using the OpenCV
library [30] to process the builder workstation requests. The OpenCV library allows image
processing using convolutional neural networks for object detection tasks.

2.3. Client Part Configuration

The client part of the application is developed in the Mendix platform [26] and is a
web interface through which users can interact with the system. The main components of
the client application are a visual interface for working with warehouse data and those for
managing assembly operations and monitoring the current state of operations (Figure 3).

256



Eng 2024, 5

Figure 3. Mendix web interface for monitoring current state of operation in Warehouse 4.0.

When logging into the system, users go through an authentication process based
on verified credentials. Authentication is accomplished through a secure mechanism
integrated into Mendix, allowing the system to identify users and grant them access to
different functions based on their roles.

After successful authentication, users have access to the following functions depend-
ing on their access rights: adding parts to the warehouse and removing them from the
warehouse. Users responsible for inventory can use the form to enter data about new parts
and their quantities. This operation is performed using the AddPart microflow, which
sends the data to the server to update the database. A form is also provided to remove
parts from the warehouse; the RemovePart microflow, illustrated in Figure 4, verifies that
the parts are in stock and their quantities are correct before performing the operation. In
addition, assemblers can send photos of the current disassembly status at their worksta-
tions using the UploadWorkplaceImage microflow, which leverages file-processing and
server integration capabilities in Mendix. Managers can view the current warehouse status
through an interface that is implemented using Data Grid or List View widgets to display
data from the database. They can also retrieve the current status of the assembly process
on the job site using Data View widgets that display updated data on a page.

For all requests, the client side uses a server side developed API server that supports
REST API. The client side sends HTTP requests to the server and receives appropriate re-
sponses (e.g., 200 OK for successful requests or 400 Bad Requests when non-authentication
errors occur).

The Mendix web interface allows extending and scaling the application, adding
new features, and managing user access rights. The client side uses standard Mendix
security elements, such as OAuth 2.0, in the current implementation for data protection
and access control.
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Figure 4. Microflow for decision-making process in Mendix database.

2.4. YOLLOv8 Convolutional Neural Network Architecture

Object detection models such as YOLO (You Only Look Once) have gained widespread
popularity due to their exceptional image-processing speed, making them ideal for ap-
plications with critical real-time performance. Unlike two-stage detectors such as Faster
R-CNN, which split the process into region suggestion generation and object classification,
YOLO performs both tasks in a single pass through the network. This single-stage approach
allows YOLO to process images much faster, often in real time, which is essential for sys-
tems requiring immediate object recognition, such as autonomous vehicles or surveillance
cameras. Redmon and Farhadi [31] demonstrated in their work on YOLOv3 that this model
can balance speed and accuracy, making it a powerful tool for high-speed applications.

While two-stage detectors such as the Faster R-CNN provide higher accuracy, espe-
cially in complex scenes with small or closed objects, they inherently suffer from slower
processing times due to the need for region proposal networks (RPNs). Ren et al. [32]
emphasized the significant accuracy improvements that Faster R-CNN provides, especially
for more detailed tasks such as small object detection. However, this comes at the cost of
speed. For example, Faster R-CNN is significantly slower than YOLO despite achieving
an impressive accuracy, with a mean average precision (mAP) of 76.4% on the VOC2007
dataset [32]. In contrast, YOLOv4, as shown by Bochkovskiy et al. [33], achieves a mAP of
43.5% at 65 FPS, illustrating its optimal balance between speed and performance, which is
crucial in time-sensitive environments.

Our application prioritizes fast image processing, so YOLO becomes the preferred so-
lution. Although Faster R-CNN and similar two-stage detectors, such as Mask R-CNN [34],
provide more detailed detection, their slower performance is unsuitable for our real-time
needs. YOLOv3 and YOLOv4 have consistently demonstrated that they can handle object
detection tasks with sufficient accuracy and at much higher speeds, making them more
suitable for applications where latency cannot be compromised [31,33].
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Since defining the parts to optimize the process is necessary, Ultralytics’ YOLOv8 [35]
object detection models were suggested. Figure 5 illustrates the structure of this neural net-
work, which consists of a Focus Layer, Backbone, SPP Block, Neck (PANet), and Detection
Head [36–38]. The values of these parameters are given in Table 1.

Figure 5. Structure of YOLOv8 [36].

The Focus Layer transforms the input image by splitting it into channels, reducing its
size and highlighting essential features. The Backbone is responsible for extracting crucial
features from the image by applying convolutional layers, creating a multi-level feature
representation. The SPP Block (Spatial Pyramid Pooling) aggregates features at different
scales, improving the network’s ability to detect objects of various sizes. The Neck (PANet)
combines features from different levels of abstraction, enhancing the detection of both small
and large objects. Finally, the Detection Head performs the final detection and classification
of objects, outputting the coordinates of bounding boxes and the corresponding class labels.
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Table 1. YOLOv8 parameters.

Component Parameter Values

Focus Layer

Input image size (3, 640, 640)
Output size after convolution (32, 320, 320)

Convolution kernel size 3 × 3
Stride 2

Backbone (CSPDarknet53)

Number of CSP Bottleneck Blocks 5
Input size for CSP1 (32, 320, 320)

Output size for CSP1 (64, 160, 160)
Number of filters 64, 128, 256, 512, 1024

Convolution kernel sizes 3 × 3
Stride 2

SPP Block (Spatial
Pyramid Pooling)

Input size (1024, 10, 10)
Pooling sizes 5 × 5, 9 × 9, 13 × 13
Output size (1024, 10, 10)

Neck (PANet)

FPN Path input size (1024, 10, 10)
Output size after FPN Path (256, 40, 40), (128, 80, 80)

PANet Path Blocks (C3 Blocks)
input size

(512, 20, 20), (256, 40, 40),
(128, 80, 80)

Output size after PANet Path
Blocks

(256, 40, 40), (128, 80, 80),
(64, 160, 160)

A more detailed description of the architecture of the YOLOv8 convolutional network is given in [37], and a
detailed review of the evolution of the YOLO family of convolutional neural networks and a detailed description
of their operation is given in [37,38].

The Focus Layer is used to pre-process the input image to reduce its size and increase
the number of channels, and it functions according to the following algorithm.

The first step of the algorithm is to load the original image, whose dimensions can be
described with Equation (1).

S = W × H (1)

In this equation, S is square of picture, W is the width and H is the height of the
image. In our study, we use camera images with a resolution of 1920 × 1080 pixels, which
corresponds to a 16:9 aspect ratio. However, for the correct functioning of the YOLOv8
model, the input images should have a square shape of 640 × 640 pixels with three color
RGB channels. This necessity is determined by the architectural peculiarities of the YOLOv8
model, which requires inputting a strictly defined data size.

Further, the second step involves resizing the image while preserving its proportions.
Such a step is critical because non-compliance with the proportions can lead to the distortion
of objects in the image and, as a result, will negatively affect the model’s accuracy in the
detection task. Therefore, the resizing process is performed as follows: if the image width
W is more significant than its height H, the width is reduced to 640 pixels, and the height is
scaled proportionally by Equation (2).

HI =
640 × H

W
(2)

In case the height of the image is greater than or equal to its width, similarly, the height is
set to 640 pixels and the width is scaled proportionally, which can be expressed as Equation (3).

WI =
640 × W

H
(3)

The third step is to augment the image to a square format with a resolution of
640 × 640 pixels. After resizing, the image may have a shape other than a square. To
correct this, empty bars are added to the edges of the image—both top and bottom, as well
as on the sides. If, for example, after resizing, the height of the image is less than 640 pixels,
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empty bars are added to the top and bottom of the image in equal proportions. The number
of pixels added to the top and bottom is calculated by Equations (4) and (5).

top_pad =
640 − HI

2
(4)

bottom_pad = 640 − HI − top_pad (5)

The remaining value of pixels is added to the bottom of the image. The same process
is performed for the width complement if the image’s width is less than 640 pixels.

The fourth step involves normalizing the pixel values. YOLOv8 requires the input data
to be normalized into the range [0, 1] for using this model. This is achieved by dividing each
pixel value by 255, which converts the input data (from the [0, 255] range typical of images)
into a standard range that is convenient for processing by the model. Normalized pixel values
improve the performance of convolutional neural networks, helping to stabilize the learning
process and accelerate convergence. Mathematically, normalization is expressed by Equation
(6).

normalized_pixel_value =
original_pixel_value

255
(6)

Finally, the final step is to check that the image has three channels corresponding to
the RGB color model.

The Focus Layer performs the function of splitting the input image into four parts
and combining them into one tensor. This reduces the spatial dimensions of the image by
a factor of two in width and height, while increasing the number of channels (depth) by
a factor of four. This tensor is then passed through a convolution layer (Conv2D), which
allows a better extraction of the initial features from the image. This operation reduces the
computational overhead in the following steps and allows for a more efficient capture of
fine details to be used for further processing.

The Backbone, based on CSPDarknet53, is the main part of the neural network re-
sponsible for extracting features at different depth levels. It consists of a number of CSP
(Cross Stage Partial) blocks, such as CSP1, CSP2, CSP3, CSP4, and CSP5. Each of these
blocks uses convolution layers that reduce the spatial dimensions of the image and increase
the number of channels to produce more abstract and higher-level features. CSP blocks
divide the input tensor into two parts: one part is processed by standard convolutional
operations, and the other part is passed directly to the next layer, after which they are
combined. This helps to reduce the number of computations and improve the flow of
gradients through the network, making training more stable and efficient. In addition,
Batch Normalization (Batch Normalization) and the Leaky ReLU activation function are
applied after each convolution operation, which adds nonlinearity to the model and helps
to avoid the problem of vanishing gradients.

The SPP Block (Spatial Pyramid Pooling) is designed to improve the capture of contex-
tual features at different scales. This block applies multiscale pooling (pooling) with fixed
core sizes (e.g., 5 × 5, 9 × 9, 13 × 13) to the same input. This allows the model to better
capture the features of objects of different sizes and improves its ability to handle objects
that may vary in size in the image. The SPP Block retains the original spatial dimensions of
the output, but significantly increases the perceptual domain, allowing the model to work
with more context, which is critical for object detection tasks in different environments.

The Neck is the part of the neural network that is responsible for aggregating and
combining features from different depth levels derived from the Backbone to provide a
better ability to detect objects of different sizes. YOLOv8 utilizes a modified Path Aggrega-
tion Network (PANet) architecture that includes Feature Pyramid Network (FPN) blocks
and additional processing paths (PANet Path Blocks). The FPN performs an upsampling
(size increase) operation for features extracted from deep layers and combines them with
features from shallower layers to provide a denser representation of features at different
layers. PANet Path Blocks then perform a downsampling (size reduction) operation and
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combine features from different layers to further improve the model’s ability to localize and
classify objects. This allows the network to capture multi-layer information and improves
its accuracy in image processing.

The Detection Head is responsible for the final prediction of objects in the image,
including their classes, the coordinates of the bounding boxes, and the degree of confidence
the model has in these predictions. YOLOv8 uses a hybrid system that incorporates both
anchor-free and anchor-based prediction heads. The anchor-free approach predicts the
location of bounding boxes directly, without using predefined anchors, which simplifies
the process and improves performance in detecting objects of different sizes and shapes. At
the same time, the anchor-based approach uses predefined anchor points and dimensions
to improve prediction accuracy when localizing objects. Combining these two approaches
allows YOLOv8 to achieve a high level of accuracy and reliability in a wide range of object
detection scenarios.

2.5. Training and Validation of YOLOv8

For our system, we used 174 photos for neural network training and 20 photos for
validation. The number of object classes is 8. An example of a used training photo is shown
in Figure 6.

Figure 6. Used photo for training neural network.
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The proposed concept was tested using mock-up turbine components, which are
characterized by complex shapes, varying sizes, and being made from different materials.
Due to the lack of access to the full range of turbine parts, it was decided to use 3D-printed
replicas for validation. The mock-up parts were printed using the Fused Filament Fabrica-
tion (FFF) method with PLA plastic as the material, and they are shown in Figure 7. The
dimensions of the printed components ranged from 15 × 15 × 30 mm to 210 × 180 × 80 mm,
allowing for a diverse representation of the actual turbine parts.

Figure 7. Some 3D-printed turbine components.

In the experiment, we evaluated the frame-processing speed of a system utilizing
the YOLOv8 convolutional neural network. Three image resolutions were selected for
testing: 416 × 416, 640 × 640, and 768 × 768. The models used for the tests included three
configurations of YOLOv8: YOLOv8s (11.2 M parameters), YOLOv8m (25.9 M parameters),
and YOLOv8l (43.7 M parameters). Technical characteristics of the laptop on which the
convolutional neural network was trained: CPU Intel Core i7-13700HX, RAM 16 GB, GPU
Nvidia GeForce RTX 4060 8 GB.

The system’s performance was measured in terms of frames processed per minute.
Specifically, we calculated how many frames the system could handle within one minute,
translating that into frames per second (fps). For each resolution and model configu-
ration, we recorded the training time and frame-processing time. Table 2 contains the
microparameters that were used in the training.

To measure the system’s real-time performance, the test aimed to determine how
quickly the model could process frames while maintaining the accurate detection of objects.
The key parameters used during the inference are shown in Table 3.
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Table 2. Training hyperparameters.

Hyperparameter Value Description

Epochs 100 The number of times the entire dataset is passed through
the model during training

Batch 16 The number of images processed in one training iteration

Iou 0.7
The threshold for determining whether overlapping

bounding boxes should be merged during
non-maximum suppression

Max_det 300 The maximum number of objects the model can predict in
one image

lr0 0.01 The starting rate at which the model’s weights are
updated during training

lrf 0.01 The learning rate maintained during the final phase
of training

momentum 0.937 Controls the amount of influence past updates have on the
current weight updates

weight_decay 0.0005 A regularization parameter that helps prevent the model
from overfitting by penalizing large weights

warmup_epochs 3.0
The number of epochs during which the learning rate

gradually increases from a very low value to the set initial
learning rate

warmup_momentum 0.8 The starting momentum value during the warmup phase,
which gradually increases as training progresses

warmup_bias_lr: 0.1
The initial learning rate for bias parameters during the

warmup phase, helping them converge faster in the
early epochs

Table 3. Parameters for running the neural network.

Micrometer Value Description

Confidence Threshold 0.25
This is the minimum probability at which the

model considers that the detected region
contains an object

Score Threshold 0.45
The score threshold takes into account both the

model’s confidence in the presence of the
object and its classification

Non-Maximum Suppression
(NMS) Threshold 0.50 This parameter defines the overlap threshold

between predicted bounding boxes

The resulting Python Package YOLOv8 model can be imported into the ONNX format
for further use in conjunction with the C++ OpenCV library [36].

3. Results and Discussion

This section presents the results of a performance analysis of the YOLOv8 neural
network trained on the task of industrial component classification. Test results for frame-
processing speed depending on the model configuration and image resolution are given in
Table 4. Therefore, YOLOv8m with image resolution 640 × 640 was chosen for our research.

264



Eng 2024, 5

Table 4. Test results based on model configuration and image resolution.

Image Resolution YOLOv8s (11.2 M Parameters) YOLOv8m (25.9 M Parameters)
YOLOv8l (43.7 M

Parameters)

416 × 416

Training Time: 4 m 2 s
Processing Speed: max: 0.185 s

min: 0.007 s
avg: 0.008 s

Note: Detected object (bearing)
showed false positives near edges

Training Time: 9 m 30 s
Processing Speed: max: 0.225 s

min: 0.009 s
avg: 0.013 s

Note: Bearing detection had false
positives near edges

Training Time: 16 m 1 s
Processing Speed: max: 0.248

smin: 0.014 savg: 0.016 s

640 × 640

Training Time: 5 m 23 s
Processing Speed: max: 0.200 s

min: 0.011 s
avg: 0.013 s

Note: Compressor housing not
always detected, some

false positives

Training Time: 13 m 37 s
Processing Speed: max: 0.235 s

min: 0.016 s
avg: 0.018 s

Out of Memory

768 × 768

Training Time: 9 m 14 s
Processing Speed: max: 0.225 s

min: 0.017 s
avg: 0.019 s

Noti: Bearing false positives
still present

Out of Memory Out of Memory

To evaluate the quality of the model, we constructed confusion matrices, curves of F1 metrics, accuracy, and
completeness versus confidence level, and examined graphs of loss during training.

The results presented in the error matrix (Figure 8a) show that the YOLOv8 model
demonstrates high accuracy in classifying most classes. The diagonal elements of the
matrix indicate that classes such as “compressor wheel”, “compressor housing”, “turbine
housing”, “turbine cover”, “compressor holder”, and “bearing” were correctly classified
100% of the time, indicating that there were no errors for these classes. However, for the
“Center housing” class, the model made an error in one case by predicting it as a “rear part”
and conversely, one case of a “rear part” was incorrectly classified as a “center housing”.
This indicates that there may be confusion between the two classes, probably due to their
visual similarity or overlapping features.

(a) (b)

Figure 8. (a) YOLOv8 confusion matrix; (b) YOLOv8 confusion matrix normalized.
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The normalized error matrix provides similar information in relative values, allowing
a better understanding of the error rate for each class. The results in Figure 8b show that the
classification accuracy for most classes is 1.0, confirming that there are no errors. However,
for the center housing class, the classification accuracy is 95%, and for the rear part it is
100%, with a 5% error in classifying a center housing as rear part. This indicates the need
for additional model optimization or improved data quality to distinguish complex classes
more accurately.

Analysis of the F1 metrics versus the confidence threshold curve, illustrated in Figure 9,
shows that at a confidence level of about 0.635, the model reaches a maximum F1 score
of 0.98 for all classes. This means that the best balance between precision (Precision) and
completeness (Recall) is achieved at this confidence level. This is especially important
for practical applications where minimizing false positives and misses is critical. The
optimal F1 score value also confirms that the YOLOv8 model performs effectively on the
classification task for the given parameters.

Figure 9. F1–confidence curve.

The label distribution histogram, which is presented in Figure 10, demonstrates that the
data are relatively balanced for most of the classes, such as “compressor housing”, “turbine
housing”, “bearing”, and “compressor wheel”, which have about 150–175 instances. This
contributes to the stability of the model training and reduces the likelihood of a prediction
bias in favor of classes with more data. The scatter plots, which are illustrated in Figure 11,
show various object sizes and positions, confirming the model’s ability to generalize and
recognize objects of different shapes and scales.

Analyzing the precision–confidence (Figure 12a) and completeness curves (Figure 12b)
shows that the Yolov8 model achieves a precision value of 1.0 at a confidence level of
0.929, confirming its ability to classify without false positives at high confidence levels
accurately. Completeness reaches 1.0 at low confidence levels, allowing the model to find
all possible objects, although some false positives may accompany this. These results allow
the model to be customized for specific applications where finding the optimal balance
between accuracy and completeness is essential.

The Precision–Recall curve (Figure 13) shows the high performance of the YOLOv8
model in object classification. The mean accuracy value (mAP) reaches 0.994 at a threshold
of 0.5, demonstrating the model’s ability for high-accuracy prediction and efficient object
detection. This makes the model suitable for application in tasks that require high accuracy
and confidence in the results, such as industrial equipment and automated surveillance systems.
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Figure 10. Label distribution histogram.

Figure 11. Scatter plots.
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(a) (b)

Figure 12. (a) Precision–confidence curve; (b) completeness curve.

Figure 13. Precision–Recall curve.

The loss plots, illustrated in Figure 14, show that the losses for the training and
validation data steadily decrease as the number of epochs increases, indicating the good
convergence of the Yolov8 model. The minimal differences between training and validation
losses indicate no overtraining, allowing the model to generalize well to new data. The
losses eventually stabilize, confirming that the training process is complete and the model
is ready for practical application.

Future research directions include expanding the material and component database
to improve the identification accuracy, integrating with advanced manufacturing systems
and the IoT to improve collaboration and real-time control, developing predictive and
prescriptive analytics to optimize decision-making, improving the user interface to speed up
workflows, implementing support for flexible and adaptive manufacturing, and improving
the scalability and resiliency of client–server architecture for large-scale applications.
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Figure 14. Loss plots.

4. Conclusions

The article is devoted to developing a material resource planning system in the con-
text of the Warehouse 4.0 concept, which aims to automate and improve inventory and
production operations management efficiency. The developed software solution utilizes
the YOLOv8 neural network to accurately identify materials and production parts. Labo-
ratory experiments have shown that the proposed system improves the decision-making
process for material management, production planning, and launching new batches of prod-
ucts. The system is easily integrated into the enterprise’s existing ERP systems, providing
centralized management and planning flexibility.

This article pays special attention to optimizing material management processes,
which is especially important in flexible production conditions and the implementation of
circular economy principles.

The proposed system covers the “gray areas” of material accounting systems, where
it is quite difficult to ensure the accounting for each component and their dispatch to
the main warehouse may be untimely. Time losses associated with transfers to the main
warehouse would be automatically eliminated, since the manager making the decision
remotely can ensure the transfer of this product directly to the production process and
create a work order for the production employees. This approach reduces the workforce
downtime associated with waiting for material for production.

The proposed system covers bottlenecks of warehouse systems through the efficient
utilization of excess or unclaimed components, thereby reducing the cost of maintaining
stock balances, shortening production downtime, and reducing production waste. Ap-
plying the DFMA (Design for Manufacturing and Assembly) approach helps optimize
the design and processes at the manufacturing and assembly stages, reducing product
lifecycle costs.

5. Discussion

The proposed study showed that the proposed concept is workable. Practical efficiency
should be calculated in the conditions of a real enterprise, where the internal costs of the
enterprise associated with untimely decision-making and the liquidation and provision
of warehouse balances that were not transferred to the production process would be
considered. At this stage, it can be stated that the system works and, in the future, can
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reduce the time and increase the efficiency of operational planning based on the data
collected by the neural network.

The faculty where the experiment was conducted closely cooperates with the pro-
duction sector and, based on the collected data, can state that at this stage, the problems
of operational planning mentioned in the Introduction have not been eliminated, and
neural systems are used mainly only for quality control or the detection of certain objects.
Our concept is innovative, as it opens up prospects for using neural networks for remote
decision-making.

Further research should cover such important aspects as:

- Expanding the range of components;
- Training the system to detect external defects, since at this stage, the system is not able

to do this;
- Identifying factors that can interfere with the quality of camera operation in real

enterprise conditions;
- Integrating the proposed neural network into warehouse facilities in order to reduce

the costs of holding stale material and offering several decision-making options for
this category of material in accordance with the principles of the circular economy
and Warehouse 4.0;

- Expanding the areas of use of the neural network by mobile applications, since the
studied workplaces are important for operational planning and quality control. From
this, it is possible to determine further areas of application for the proposed system:
personnel management, quality control, logistics, material supply for productionm
and the process of creating a cost chain.
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Abstract: Centrifugal pumps (CPs) are widely utilized in many different industries, and their oper-
ations are maintained by their reliable performance. CPs’ most common faults can be categorized
as mechanical or flow-related faults: the first ones are often associated with damage at the impeller,
while the second ones are associated with cavitation. It is possible to use computational algorithms to
monitor both failures in CPs. In this study, two different problems in pumps, the defective impeller
and cavitation, have been considered. When a CP is working in a faulty condition, it generates
vibrations that can be measured using piezoelectric sensors. Collected data can be analyzed to extract
time- and frequency-domain data. Interpreting the time-domain data showed that distinguishing the
type of defect is not possible. However, indicators like kurtosis, skewness, mean, and variance can
be used as input for the multi-layer perceptron (MLP) algorithm to classify pump faults. This study
presents a detailed discussion of the vibration-based method outcomes, emphasizing the benefits
and drawbacks of the multi-layer perceptron method. The results show that the suggested algorithm
can identify the occurrence of different faults and quantify their severity during pump operation in
real time.

Keywords: vibration analysis; multi-layer perceptron; centrifugal pump; cavitation; fault detection

1. Introduction

Centrifugal pumps are important in oil, gas, and other industries. Therefore, knowl-
edge and understanding of the behavior of these types of pumps are essential. Experimental
tests are a suitable method for troubleshooting devices. For example, measuring and iden-
tifying different vibration frequencies related to the pump impeller, rotating shafts, and
bearings is a crucial test in diagnosing potential issues and ensuring the efficient and
reliable operation of the pump. By identifying specific vibration patterns, it is possible
to detect early signs of wear or damage, allowing for timely maintenance and reducing
the risk of unexpected failures. Vibration signals in the time, frequency, or time-frequency
domains provide information about the status of equipment and devices [1–3]. In CPs,
various problems, such as impeller failure and cavitation, can occur. Detecting and fixing
these defects requires a detailed understanding of how the device works and the reasons for
the defect. Predictive maintenance involves monitoring the vibration of rotating machines
to discover defects in the early stages and prevent the progression of failure. Predictive
maintenance helps to determine the conditions of the working equipment to define the
appropriate maintenance time [4–7]. In other words, predictive maintenance uses the actual
operating conditions of factory equipment and devices to optimize the overall operation of
the equipment [8–10].
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Mousmoulis et al. [11] investigated cavitation in centrifugal pumps, concentrating
on its emergence and growth in three distinct impellers. They also demonstrated that
impeller geometry significantly influences cavitation behavior, affecting inception points
and behavior. Using flow visualization, acoustic emissions, and vibration monitoring,
they found that accelerometers and acoustic emission sensors were effective in detecting
cavitation onset well before the total head drop. Cavitation inception occurs at higher flow
rates, consistently appearing at the suction side of leading blade edges. Al-Obaidi [12]
investigated the effect of pump rotational speed on the performance and detection of
cavitation using vibration signals. The results showed that the amount of cavitation has
a direct relationship with the rotational speed and the flow rate. Mousmoulis et al. [13]
investigated the vibration analysis, flow observation technique, and wave propagation
technique on the plexiglass impeller pump to detect cavitation. They showed that the
cavitation values increased with the increase in flow rate. Sun et al. [13] used the Hilbert
spectrum to detect cavitation in a CP. They concluded that the Hilbert transform is suitable
for processing transient and unsteady signals, and time-frequency domain characteristics
can be extracted. Murovec et al. [14] used the acoustic diffusion method to detect cavitation
in a radial CP. Using acoustic criteria and mathematical parameters, they provided an
effective method for predicting and classifying cavitation in a CP. Kumar et al. [15] used
time-frequency domain analysis and support vector machines to detect faults in a CP. At
first, they trained the machine using the obtained data, and then they used it to identify
defects such as cavitation and bearing defects. Azizi et al. [16] employed the hybrid feature
selection technique to identify the degree of cavitation. Using this method, it is possible
to differentiate between three states: no bubbling, limited bubbling, and cavitation that
occurred at the outflow. Birajdar et al. [17] studied the sources of vibration and noise in CPs
and the methods of troubleshooting this type of pump. They listed the sources of vibration
in CPs as unbalanced rotors, defective impellers, broken shafts, damaged bearings, and
cavitation at critical speeds. They concluded that cavitation is created randomly and in
a high-frequency energy range, but it has sometimes been mistaken for blade passing
frequency. They presented a diagram for the range of the frequency spectrum. Sakthivel
et al. [18] investigated fault diagnosis and fault prediction in CPs with the help of a soft
computing approach. They used different classification patterns, such as support vector
machines, genetic algorithms, and wavelet analysis, to classify the defects. Six parameters,
including the bearing defect, impeller defect, leakage defect, impeller and bearing defect
together, and cavitation, were considered, and an algorithmic decision tree was used to
select the defect. They analyzed the results using a genetic algorithm (GA), support vector
machine (SVM), and wavelet analysis (WA) and finally observed that both the GA and SVM
have better performance compared to other classifications for defects. Askari et al. [19]
investigated the troubleshooting and diagnosis of the cavitation phenomenon by using
the vibration analysis method and provided solutions to solve it. They investigated the
abnormal performance of the CPs of a refining unit with the modal analysis method and
finally determined the vibration sources of the pump according to the frequency range
determined for cavitation, predicting the existence of this phenomenon in the pump. Al-
Braik et al. [20] investigated the troubleshooting of CPs to detect impeller defects. They
conducted a test on a healthy impeller and five impellers with varying degrees of defects
on the vane tips. Vibration data were collected at different flow rates, and they obtained the
frequency spectrum for these conditions. They showed that discrete spectral components
at vane-passing frequencies and higher-order harmonics of the shaft frequency are effective
for diagnosing impeller faults and that primary spectral components of the turbulent
flow occur above 1 kHz. Spadafor et al. [21] conducted dynamic system simulations and
optimizations of a CP to investigate impeller failure. They aimed to determine whether
the failure was due to metallurgical issues, such as improper heat treatment, corrosion,
or mechanical factors. After replacing the pump with another impeller with the same
geometry but made from a stainless steel alloy, they observed the same failure results.
Vibration analysis revealed that torsional vibrations introduced by motor oscillations were
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affecting the pump. Their experimental research, using a hydraulic response system,
demonstrated that pressure fluctuations were closely related to shaft speed variations and
changes in engine torque, ultimately causing damage to the pump impeller. Wang and
Cheng [22] used wavelet transmission (WT) and a partially linearized neural network
(PNN) to extract the characteristics of cavitation from the vibration signals and then used
non-dimensional symptom parameters like the mean and standard deviations as input
for the artificial neural network (ANN) to determine whether the pump was healthy or
defective. The results obtained showed that WT successfully processes cavitation vibration
signals, and other processing methods are also effective. Barrio et al. [23] investigated radial
loads on centrifugal pump impellers and found significant unsteady components that were
challenging to estimate. They showed that the unsteady component (the fluctuating part
of the radial load on the impeller) could represent 40% to 70% of the average load when
operating at off-design conditions (deviations from the optimal flow rate and pressure for
which the centrifugal pump was designed). The CFD simulations demonstrated strong
agreement with the experimental data in terms of both global performance and unsteady
pressure distribution. Their findings highlight the importance of accounting for unsteady
loads in pump design to prevent fatigue failure. Casoli et al. [24,25] studied a vibration
signal-based method for fault identification and classification in hydraulic axial piston
pumps. Based on the vibration signals and the use of SVM and ANN, they proposed
an algorithm to detect the health state of a variable displacement axial piston pump. By
using the time-sampling raw signals, they achieved a satisfying accuracy. They showed
that the proposed algorithm can identify the faults in the axial piston pump for each
working condition.

Following the studies in the literature, vibration analysis and fault detection in CPs
are presented in this paper. Most of the researchers explored the utilization of statistical
parameters in the frequency domain as input for an ANN. Moreover, there has been a
noticeable absence of emphasis on investigating the time-domain, frequency-domain, and
classification methods, such as MLP, within the scope of centrifugal pumps. The main
objective of this work is to present the practical vibration analysis method for a CP and use
statistical parameters of the time domain, including mean, kurtosis, variance, RMS, and
skewness in the MLP algorithm to identify the faults in CPs. This study offers superior
advantages of MLP over fast Fourier transform (FFT). Unlike FFT, MLP automates the
feature extraction process from time-domain signals, eliminating the need for manual
interpretation and reducing reliance on expert knowledge. Furthermore, MLP’s ability
to handle non-stationary and transient signals enhances its effectiveness for real-time
fault detection.

2. Methodology

In this section, the test method is explained, and then the multi-layer perceptron neural
network method is introduced.

2.1. Test Method

The test bench used, as seen in Figure 1, is made of several parts, such as a DC
motor, a voltage converter, suction and discharge tanks, a centrifugal pump (radial flow),
a pressure sensor, and a flow and pressure adjustment valve. Vibration signals in our
experiment were measured using a piezoelectric accelerometer under the trade name 2224C
(Endevco, Halifax, NC, USA), which was mounted horizontally and parallel to the pump
axis. Specifically, the accelerometer was installed on the body of the centrifugal pump, near
the impeller housing, and on the horizontal ventilation bolt, as this area is highly sensitive
to vibrations induced by impeller defects or cavitation. Equipment such as a piezoelectric
accelerometer, an amplifier, and a DS20080A two-channel oscilloscope card (OC) -(TNM
Electronics, Tehran, Iran) were used to collect the signals. The specifications of the Endevco
2224C accelerometer are presented in Table 1.

275



Eng 2024, 5

Figure 1. (a) Laboratory test rig, (b) pump with healthy impeller, (c) defective impeller, (d) voltage
converter, and (e) tachometer.

Table 1. Key parameters of the Endevco 2224C accelerometer.

Attribute Testing Conditions/Remarks Measurement Unit

Sensitivity ±12 pC/g
Sinusoidal limit 1000 g

Shock limit 2000 g
Operating temperature −55–+177 ◦C (◦F)

Frequency response 0.1–10,000 ±1 dB Hz

The pump used in this experiment is the SAER CMP76, which is used to pump the
water with an impeller made of polyethylene. The pump’s and impeller’s specifications
are shown in Table 2.

Table 2. Main parameters of SAER CMP76 centrifugal pump.

Name Value

Flow rate 0–6 m3/h
Head 21–29 m

Efficiency 75%
Impeller inlet diameter 36 mm

Impeller outlet diameter 148 mm
Impeller outlet width 2 mm

Power 0.75 kW
Blade number 6
Specific speed 58.45

Flow coefficient 0.00165
Head coefficient 0.1233

To test a case representing faulty mechanical conditions, the impeller was damaged by
removing a triangular piece from it, as shown in Figure 1c. This type of defect in pump
impellers, known as a notch defect, usually occurs at the outlet diameter because of the
higher speed. The size of the notch defect can indeed vary depending on several factors,
such as the operational conditions of the pump (e.g., speed and flow rate), the material
of the impeller, and the duration of exposure to mechanical stress or cavitation. In our
study, we removed a triangular piece of the impeller to simulate a typical notch defect often
observed at the outlet diameter due to high-speed and tension operations. However, in
real-world scenarios, the size and shape of the defect can differ. Notch defects may grow
over time as the pump continues to operate under faulty conditions, especially if cavitation
or abrasive particles are present in the fluid, further aggravating the damage. Thus, our
experiment used a controlled defect size for repeatability, but the same methodology can
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be applied to varying sizes of impeller damage. Indeed, changing the size of the notch
will change the amplitude of the peaks, but the frequency range will remain constant. The
defect notch was created specifically on the impeller shroud, not the diffuser or volute.
Regarding the dimensions, the notch was a triangular cut with approximately 10 mm sides
and a 15 mm height, located at the impeller outlet where the tension is highest. The notch
was positioned facing the shroud. Figure 1 depicts a test bench with both healthy and
defective impellers, while Figure 2 shows a schematic representation of the test bench. “AS”
in Figure 2 refers to the accelerometer sensor used to measure vibration signals.

Figure 2. Schematic diagram of the experimental setup.

A single-phase induction motor is directly coupled to the pump and drives it. For
changing the rotational speed of the motor, a voltage converter was used, and the speed was
measured with a portable tachometer. The pump speed ranges from 500 to 2880 r/min. The
tank that supplies water for the pump was positioned to ensure sufficient head at the inlet
and to prevent any inherent cavitation. Vibration signals were acquired by the accelerometer
sensor and transferred to the OC and computer to save the data. The sampling frequency
of the OC was 100,000 samples per second. When the pump is operating, the procedure
consists of gradually closing the valve on the inlet pipe to create cavitation until the bubbles
are visible through the transparent suction pipe. The cavitation bubbles were visually
detected through the transparent suction pipe, and no additional optical devices were
used for this purpose. The transparent pipe provided sufficient visibility for the manual
observation of cavitation onset and progression during the experiments. The procedure
was first carried out with a healthy impeller and then with the damaged one.

2.2. Multi-Layer Perceptrons

An artificial neural network (ANN) is characterized by its internal connectivity and
associative connections used to process information. In most cases, an ANN is a flexible
system that adjusts its structure in response to input from either the outside or inside
domain [26,27]. One of the main types of ANN is the feedforward neural network (FNN),
characterized by the unidirectional flow of information between its layers. A significant
sub-branch of the FNN is the multi-layer perceptron (MLP). MLP neurons typically use
nonlinear activation functions, allowing the network to identify complex patterns in the
data. An output signal is generated by every unit (neuron), and this signal is a function of
the sum of its inputs. The output as a function of the input and weights is expressed as:

yi= f
(
∑ xiwi

)
(1)
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The activation function can be any function; however, sigmoid functions (also known
as the hyperbolic tangent) are most frequently employed. An MLP consists of layers stacked
one after another, with varying numbers of processing units in each layer. The units in the
first layer are fully connected to the units in the hidden layer and receive input from the
external environment [27]. Meanwhile, the units in the hidden layer are fully connected to
the units in the output layer, and the units in the output layer produce the MLP’s output,
as shown in Figure 3.

Figure 3. Architecture of the MLP network.

2.2.1. Training Method

To achieve a desired task, an MLP must first be trained. This means that the network’s
connection weight values need to be defined so that it can produce the correct output
for each input pattern. A training algorithm calculates these appropriate weights. There
are numerous training methods and their variations. For instance, the backpropagation
algorithm is a commonly used method where the error is propagated backward through the
network to iteratively adjust the weights. This process involves passing an input forward
through the network to obtain an output, calculating the error by comparing this output
to the expected result, and then updating the weights to minimize this error over many
iterations. It should be noted that another goal of training a neural network is to achieve a
good generalization ability rather than merely memorizing the training set. In other words,
the network should generate accurate output values for inputs that were not seen during
training [28]. During training, the early stopping technique [29–31] is employed to enhance
the network’s generalization performance and prevent overtraining. This method involves
selecting a validation set that is distinct from the training set. The validation error serves as
the stopping condition during the training process. In this study, early stopping criteria
are implemented to achieve optimal performance. The training algorithm adopted in this
study is the Levenberg–Marquardt algorithm.

2.2.2. Levenberg–Marquart Algorithm

The Levenberg–Marquardt (LM) algorithm is an optimization method that effectively
combines the gradient descent and Gauss–Newton algorithms to solve nonlinear least
squares problems. It aims to minimize the sum of squared errors between predicted and
actual outputs. The algorithm updates parameters iteratively using the following formula:

Pk+1= Pk −
(

JT
kJk+λI

)−1
JT
kek (2)
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where Jk is the Jacobian matrix of partial derivatives, ek is the error vector, λ is a damping
factor, and I is the identity matrix. The damping factor λ adjusts the blend between gradient
descent and the Gauss–Newton method. For large λ, the algorithm behaves like gradient
descent, ensuring stability, while for small λ, it behaves like the Gauss–Newton method,
ensuring fast convergence. This adaptive approach makes the LM algorithm particularly
suitable for training neural networks and curve fitting, providing a balance between
efficiency and robustness, although it can be memory-intensive due to the computation of
the Jacobian matrix [32].

2.3. Statical Parameters as Input Data

Statistical parameters like mean and variance are primarily used for data normalization
and understanding the spread of data. Skewness and kurtosis help in understanding the
asymmetry and tailenders of data, guiding data transformation processes, while root
mean square (RMS) provides an accurate measure of the magnitude of varying quantities,
making it essential for assessing prediction errors and fluctuations in data. The accuracy
and reliability of an MLP can be significantly improved by ensuring that the data input
into the model is well-prepared by utilizing these statistical properties [33].

In the following, statistical parameters like mean, kurtosis, variance, skewness, and
RMS are described.

Calculating the average of measured data is done by:

Z =
Z1+Z2+ . . . Zn

n
(3)

where Z is the mean value, Z1, Z2, . . . Zn are measured data at each time, and n is the time
of data recorded.

Variance is the parameter used to measure the distribution and dispersion of data
around their average value:

Varx =
1
N

[
∑N

i=1(xi − x)2
]

(4)

where N is the number of samples, x is the time signal sample, and x is the mean value.
Standard deviation is the amount of variation or dispersion in a set of data values. It

indicates how much individual data points differ from the mean (average) of the dataset.

σ=
√

Varx =

√
1
N

[
∑N

i=1(xi − x)2
]

(5)

Skewness measures the distortion or asymmetry of a signal, which can be visually
interpreted by examining the signal’s distributional shape, and is given as:

χ =
∑N

i=1(xi − x)3

Nσ3 (6)

where x is the mean value, and σ is the standard deviation of the data [33].
Kurtosis is defined as the fourth-order moment of data and shows the degree of a peak

in a set of data [33]. In other words, kurtosis is an index to detect larger peaks among the
data, or it can be said that it determines the shape of a data distribution and is given as:

K =
N ∑N

i=1 (x i − x)4[
∑N

i=1 (x i − x)2
]2 (7)

Our interpretation of the time-domain data also included the use of the root mean
square (RMS) parameter. The RMS value is a statistical measure of the magnitude of a
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varying quantity. It is especially useful in contexts where the values can be both positive
and negative [33]. RMS is given as:

RMSx =

√
1
N

[
∑N

i=1 xi
2
]

(8)

where x is the time signal sample, N is the number of samples, and i is the sample index [33].
The statistical convergence of skewness and kurtosis was ensured by employing a

sufficiently large sample size during data collection and analysis. Additionally, to measure
the stability of the statistical assessment, a test was conducted across multiple trials to
confirm their reliability.

2.4. Training Procedure

The training procedure for an MLP network involves feeding the network with input
data and corresponding target outputs and then adjusting the network’s weights and biases
through backpropagation to minimize the error between predicted and actual values. The
neural network employed here consists of three layers: the input, middle, and output
layers. The input layer has neurons that represent the normalized features of the extracted
vibration signals. To minimize the mean square error or functional function between the
network’s output and the target, networks are alternately trained. The application also
automatically generates the network’s initial weights and biases. This is the reason why
the network has undergone several iterations of training. Only 1 and 0, which denote
the healthy and faulty states of the pump, respectively, can be the target values for the
two output neurons. However, since the combination of the intermediate and output
transfer functions is considered a mix of hyperbolic and linear transfer functions, the neural
network’s output can range from zero to one and may even exceed one. Extracted statistical
parameters from the time domain were collected in the form of a 5 × 20 matrix. The
number 5 represents the statistical features used, and 20 is equivalent to the data in four
different functional states and tested at five rotational speeds (500, 1000, 2000, 2500, and
2880 rpm). From the 5 × 20 matrix, a 5 × 16 matrix was used for training the algorithm,
while a 5 × 4 matrix was reserved for validation to determine if the algorithm can correctly
anticipate faults. The target matrix of the neural network was chosen as 2 × 1. The data
used for training and testing the ANN is shown in Table 3.

Table 3. Input data of neural network.⎡⎢⎢⎢⎢⎣
M, h500
K, h500
S, h500

V, h500
RMS, h500

· · ·

M, h2880
K, h2880
S, h2880
V, h2880

RMS, h2880

M, hc500
K, hc500
S, hc500
V, hc500

RMS, hc500

· · ·

M, hc2880
S, hc2880
S, hc2880
V, hc2880

RMS, hc2880

M, d500
K, d500
S, d500
V, d500

RMS, d500

· · ·

M, d2880
S, d2880
S, d2880
V, d2880

RMS, d2880

M, dc, 500
K, dc, 500
S, dc, 500
V, dc, 500

RMS, dc, 500

· · ·

M, dc, 2880
K, dc, 2880
S, dc, 2880
V, dc, 2880

RMS, dc, 2880

⎤⎥⎥⎥⎥⎦

In this matrix, M is the mean, K is the kurtosis, S is the skewness, V stands for the
variance, and RMS shows the root mean square value. Also, h represents healthy status, hc
is for health with a cavitation status, d is for the defect status, and dc is for a defect with
cavitation status. The numbers after the letters show the rotational speed. For example, M,
hc2880 means the mean value of the health with a cavitation status at 2880 rpm.

There are ones and zeros in the target matrix. In this selected target matrix, if the
output of the neural network is closer to the value of one, it is a sign of the health of the
pump, and if it is closer to the value of zero, it indicates the presence of a defect.

The flowchart of the process for training ANNs is shown in Figure 4.

280



Eng 2024, 5

Figure 4. Flowchart of the neural network training process.

3. Results and Discussion

Time-domain analysis was conducted, and graphs were generated using the data
obtained from the accelerometer. In the next step, statistical factors such as the mean,
kurtosis, skewness, variance, and RMS were extracted from the normalized time signals.
Subsequently, frequency-domain analysis was performed using Fourier transform to diag-
nose and monitor the faults. Finally, an MLP neural network was employed to predict the
defects based on the statistical data.

3.1. Time-Domain Analysis

The time domain displays the range value of signals and vibrations measured by
the accelerometer at moments during sampling. Basic troubleshooting techniques were
performed to analyze the signals in the time domain. Since the maximum input frequency
is 48 Hz (the maximum rotational speed of the pump is 2880 rpm), the periodicity of the
signals is 0.0208 s. The interval of the horizontal axis can be selected from 0 to 208 samples,
and since the sampling rate is equal to 10,000 samples per second, this interval shows
the periodicity of the signal with the input frequency. However, due to the nature of the
randomness of the signal, this interval was chosen from 0 to 416. It should be noted that
the value of the data collection frequency has been chosen to prevent the occurrence of
an aliasing phenomenon. It is important to make sure that the sampling rate for transient
monitoring is high enough to capture the parameters of the system dynamics. Data were
normalized to fix the data range between −1 and 1 based on this formula:

x̃ = 2×
(

x − min(x)
max(x)− min(x)

)
−1 (9)

In this formula, x is the original value, x̃ is normalized value, and min(x) and max(x)
are the minimum and maximum values in the dataset, respectively. The normalized graphs
in the time domain for different states of the pump at 2880 rpm are shown in Figure 5.
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Figure 5. Time domain diagrams for 4 different statuses of the pump (2880 rpm).

The negative values in Figure 5 indicate that the measured vibration signals exhibit a
shift in their amplitude relative to the baseline level. This could suggest that the vibrations
are oscillating around a mean value, which may occur due to factors like noise in the system
or the inherent characteristics of the signal processing method used. As it is well known,
detecting pump defects using this diagram is challenging. Consequently, variations in the
instantaneous time signals do not provide a comprehensive understanding of identifying
the pump defects. Therefore, further analysis is needed to analyze the signals in the time
domain and detect the defects using various statistical features. For better diagnosis and
analysis of the time-domain graphs, statistical parameters such as the mean, variance, and
kurtosis could be extracted. The mean value is presented in Figure 6.

Figure 6. Mean values for different pump statuses.

This analysis shows that the average signal level varies across different pump states,
with the cavitation state showing the most significant decrease, followed by the defect with
cavitation state, the defect state, and finally, the healthy state with the smallest decrease.

The kurtosis diagram for the extracted data for the 2880 rotational speed is shown in
Figure 7.
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Figure 7. Kurtosis values for different pump statuses.

The kurtosis value indicates a distribution with higher peaks and heavier tails than a
normal distribution. The kurtosis value for the cavitation state is 2.84; this kurtosis value is
more than that of the healthy state, indicating that the cavitation state has a higher peak
and heavier tails compared to the healthy state. The kurtosis value for the defect state is
3.26; this value shows that the defect state has the highest kurtosis value, suggesting a
spike distribution with heavier tails compared to all other states. This analysis shows that
the defect with and without cavitation states exhibit higher peaks and heavier tails in their
distributions, indicating more extreme values. In contrast, the healthy state has a flatter
distribution, suggesting fewer extreme variations.

The unequal distribution of a signal about its mean value is measured by its skewness.
Therefore, in the next step, the value of the signal’s skewness was calculated, as shown in
Figure 8.

Figure 8. Skewness values for different pump statuses.

The negative skewness value indicates that the signal for the healthy pump status
shows a significant left skew distribution, suggesting that the data points are spread out
more on the left side of the mean. A skewness value close to zero indicates that the signal
distribution for the cavitation state is almost symmetrical. A slightly positive skewness
value indicates that the signal for the defect state has a longer tail on the right side of the
distribution, suggesting that the data points are spread out more on the right side of the
mean. The negative skewness value indicates that the signal for the defect with cavitation
state has a longer tail on the left side of the distribution, like the healthy state, but less than
that. This analysis suggests that the skewness of the signal varies depending on the pump
status, with the healthy and defect with cavitation states showing left-skewed distributions
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and the cavitation and defect states showing near-symmetrical or slightly right-skewed
distributions. Figure 9 shows the RMS values for 2880 rpm.

Figure 9. RMS values for different pump statuses.

The RMS value for the healthy pump status indicates a relatively lower value of the
signal compared to the other states. The defect with a cavitation state has a higher RMS
value. The RMS values in the chart provide a clear indication of the pump’s condition.
Lower RMS values suggest stable and healthy operation, while higher RMS values indicate
increased signal power or intensity due to cavitation or defects.

Figure 10 shows the variance values for the obtained data.

Figure 10. Variance diagram.

The variance value for the healthy pump status indicates a moderate level of spread in
the signal values. The cavitation state shows a lower variance value, indicating less spread
in the signal values compared to the healthy state. The defect state has the highest variance
value, indicating a significant level of spread in the signal values. The defect with the
cavitation state has a variance value like the healthy state, indicating a moderate level of
spread in the signal values. This analysis suggests that the diffusion of signal values varies
across different pump states, with the defect state showing the most significant variation,
followed by the healthy and defect with cavitation states, and finally, the cavitation state
with the least variation.

In general, the results of time-domain analysis are challenging, revealing that different
pump states exhibit distinct statistical features. Specifically, the defect state shows the high-
est kurtosis and variance, indicating extreme and widely spread values, while the healthy
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state maintains the lowest RMS and moderate variance, suggesting stable operation. These
variations underscore the necessity of using multiple statistical parameters to effectively
diagnose pump conditions. While time-domain analysis alone may not provide compre-
hensive insights into complex signal patterns, the statistical parameters calculated in this
domain can be used to train artificial intelligence networks, such as ANNs, to establish
suitable criteria for fault diagnosis in devices. It should be noted that one of the effective
methods for fault diagnosis is through frequency-domain analysis. The next section will
explore the analysis of data in the frequency domain.

3.2. Frequency Domain Analysis

In the frequency domain, the range of signals is shown in terms of amplitude and
frequency. Therefore, with the help of fast Fourier transform, time-domain signals can be
converted into a frequency spectrum. Fourier transform is given as:

F(ω)=
∫ +∞

−∞
f(t)e−jωtdt (10)

where f(t) is the time-domain data and F(ω) is Fourier transforms f(t) in the time domain.
Figure 11 shows the frequency spectrum of the installed sensor in a healthy state for a

rotational speed of 2880 rpm. In this figure, the horizontal axis shows the frequency range
in Hz, and the vertical axis shows the amplitude of the signal in decibel voltage (dbv).

Figure 11. Frequency spectrum of the pump in a healthy state.

Pressure fluctuations can be detected at discrete frequencies that are multiples of
the rotation frequency and the number of blades. These frequencies are also called blade
passage frequencies (BPF). They are generated by the interaction of the rotating blades with
a stationary component. Each blade passing a fixed point produces a distinct frequency,
known as the blade pass frequency:

BPF = N × Rf (11)

In this equation, N is the number of blades, and Rf is the rotational speed in revolutions
per second.

The amplitude of such pressure fluctuations depends on the number of blades, diffuser
design parameters, and operational parameters. Figure 12 shows the periodicity in the
centrifugal pump. It can be observed that two main dominant frequencies are present in the
frequency range; the dominant frequency in this range is associated with the shaft rotating
frequency (Rf), the blade passing frequency (BPF), and their harmonics. These effects result
from the interaction between the impeller blades and the pumped flow, as well as the
significant interaction between the impeller blades and the stationary components. Blade
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passage frequencies appear at the lower end of the frequency spectrum. However, they
are not evident for a specific number of blades in most spectra, which can be attributed to
the unique vibration characteristics and design of the pump. Blade passage frequencies
typically appear at the lower end of the spectrum, as they correspond to the fundamental
mechanical vibrations of the rotating blades. Figure 12 shows the frequency spectrum of
the pump in the state of cavitation.

Figure 12. Frequency spectrum of the pump in a cavitation state.

From Figure 12, the first rotational frequency occurs at 48 Hz with an amplitude of
0.17 dbv. The first harmonic amplitude in healthy status was 0.148, so the amplitude of
harmonics increased in this status. The amplitude of the first and second BPF in this status
increased, and the amplitude of the other harmonics increased. In fact, more bubbles
form and burst in the pump as cavitation progresses, which causes the pump to vibrate
more intensely, leading to increased fluctuations in amplitude. Cavitation occurs in the
high-frequency range and can be seen; the frequency peaks in the high-frequency range
increase with the start of cavitation. In Figure 13, the frequency spectrum for the defective
impeller is shown.

Figure 13. Frequency spectrum of the pump under a faulty impeller condition.

In Figure 13, the amplitude of 1×Rf and 2×Rf, compared to the healthy status, has
increased. The BPF also increased in this status from 0.092 to 0.138 dbv. Additionally, the
frequency range of the other harmonics has increased. A defective impeller introduces
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additional mechanical vibrations and irregularities in the flow, and it is clear that many other
frequencies are produced by various sources, including the driving motor and the bearing
misalignment, as observed. It can be concluded that in a pump with a defective impeller,
the maximum peak corresponding to the Rf and blade passing frequencies increases.

Figure 14 shows the frequency spectrum for the state of the defective impeller with
cavitation. In this spectrum, the frequency harmonic is shown, along with the frequency
range of cavitation.

Figure 14. Frequency spectrum of the pump with cavitation-induced impeller damage.

In Figure 14, the amplitudes of the harmonics of 1× Rf, 2× Rf, 4× Rf, and 5× Rf
have increased, and these harmonics have higher amplitudes compared to the cavitation
and defect statuses. The BPF also increases compared to the defective and cavitation
statuses. The combined effects of cavitation and a defective impeller significantly amplify
across all of the vibration levels. The interaction between impeller defects and cavitation
bubbles generates complex vibration patterns, leading to increased amplitude in both the
low-frequency and high-frequency ranges. In fact, defects in the impeller cause turbulence,
which alters the pressure contours on both the impeller and the pump body. This results in
an increase in amplitude in the frequency domain.

3.3. Fault Diagnosis Using ANN

While the analysis of vibration signals in the frequency domain is effective for de-
tecting faults in pumps, interpreting these signals accurately requires a comprehensive
understanding of signal processing techniques and the operational dynamics of pumps.
This interpretation becomes even more complex when considering signals across multiple
domains, such as time, frequency, and time-frequency, which demand experience and ex-
pertise. To address the challenge of accurately diagnosing pump faults, an automatic, fast,
and reliable troubleshooting method has been developed. ANNs can analyze vast amounts
of vibration data, learn from patterns, and provide predictive maintenance insights, thereby
reducing downtime and maintenance costs. By automating the signal interpretation pro-
cess, these AI-based methods enhance the efficiency and reliability of pump condition
monitoring, making it accessible, even to those with limited expertise in signal processing.

After trying different layers and making many try-and-error processes, the number of
hidden layers was finally chosen to be ten layers. A linear transfer function was used for
the output layer, and a hyperbolic tangent transfer function was used for the intermediate
layer to spread the data regarding zeros and ones. To predict the output value from the
primary matrix, which is a 5 × 20 matrix, a 5 × 16 matrix was assigned for training the
neural network, and a 5 × 4 matrix that included the five statistical parameters for four
states of the pump at specific speeds was assigned as a test matrix. The first column of this
matrix includes a healthy impeller with cavitation at a rotational speed of 1000 rpm; the
second column includes a defective impeller at a rotational speed of 2000 rpm; the third
column includes a defective impeller with cavitation at a rotational speed of 2500 rpm; and
the fourth column includes a healthy impeller at a rotational speed of 2880 rpm.
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Figure 15 shows the regression percentages for eleven iterations of the neural network.

Figure 15. Percent accuracy of the trained network.

In Figure 15, the best regression results are observed for iterations 10 and 11. To ensure
the accuracy of network prediction, the columns have been randomly extracted at different
speeds. In Figure 16, the regression percentage is shown for seven and eleven repetitions.

Figure 16. Regression graph: (a) seventh iteration and (b) eleventh iteration.

The charts represent the performance of an ANN in predicting target values. The
horizontal axis shows the target values (T), while the vertical axis shows the output values
produced by the ANN (Y). The open circular symbols in Figure 16 represent the target
values during the neural network’s training process. These symbols indicate the expected
outputs for the various states of the pump being analyzed. This value represents the
correlation coefficient, indicating the strength and direction of the linear relationship
between the target and output values. An R-value of 0.58419 suggests a moderate positive
correlation. The fit line equation is given as Output ≈ 0.37 × Target + 0.16. This indicates
that the ANN’s output is only about 37% of the target value plus a small constant offset
(0.16). The slope of 0.37 suggests the ANN is under-predicting the target values. In this
figure, the dashed line represents the ideal scenario where the output perfectly matches
the target (Output = Target). As is clear from Figure 15, the regression percentage for the
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seventh iteration is 58.419%, and for the eleventh iteration, it is 100%. The eleventh iteration
has the best performance, so it has been used to train data and predict faults in the network
simulation part. The performance of the ANN based on the mean squared error is shown
in Figure 17.

Figure 17. Mean square error for the training artificial neural networks.

In Figure 17, the horizontal axis (epochs) represents the number of training epochs,
which is the number of times the learning algorithm has processed the entire training
dataset. The mean squared error (MSE) in the vertical axis represents a measure of the
difference between the predicted and actual values. A lower MSE indicates better model
performance. In this chart, the blue line represents the MSE for the training dataset over the
epochs, the green line represents the MSE for the validation dataset over the epochs, the red
line (test) represents the MSE for the test dataset over the epochs, and the dashed green line
represents the best validation performance achieved during the training process. The chart
demonstrates effective training of the ANN, with the MSE decreasing consistently across
training, validation, and test datasets. The model shows initial overfitting but quickly
improves, achieving optimal performance by epoch eleven. As it is clear, the best validation
performance is 1.1322 × 10−10 in epoch eleven. This interpretation indicates that the ANN
training process is highly effective, with the model achieving excellent performance and
minimal error by the final epoch.

To accurately predict faults in the pump, a neural network model was employed,
consisting of three layers, ten neurons per layer, and trained over eleven iterations. The
results of this neural network’s prediction were then calculated. Subsequently, the final
prediction matrix, sized 5 × 4, as mentioned earlier, was input into the algorithm to analyze
and validate the outcomes. This approach not only ensured precise fault detection but
also demonstrated the robustness and efficiency of using neural networks for predictive
maintenance in pump systems. The results are shown in Figure 18.

In this diagram, the first column is a number close to zero, which indicates that the
pump is defective (a healthy impeller with cavitation). The second column is a number close
to zero, which indicates that the pump is faulty (a defective impeller). The third column is
a number close to zero, which indicates that the pump is defective (a defective impeller
with cavitation), but the fourth column is a number close to one, which indicates that the
pump is healthy. As is evident, the neural network used has worked well. Therefore, it can
be said that the designed neural network is successful in detecting the fault.
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Figure 18. The result prediction of ANN.

4. Conclusions

In this study, the vibration analysis of a CP with a healthy and defective impeller, with
and without cavitation, was performed at different rotational speeds in two domains of
time and frequency. The data obtained from the time domain were used as input for the
neural network to predict faults in the pump. The results prove that the data obtained
from the normalized time domain do not provide interpretable information. Therefore,
statistical factors such as the kurtosis, mean, and variance were calculated using these
data to interpret the results. The calculated data reveal that the results are difficult to
interpret and that, in certain situations, different pump statuses exhibit diverse statistical
patterns. To proceed, the FFT diagrams of the frequency domain were used to identify the
defect, and it was shown that all defects in the CP can be detected and diagnosed using
these diagrams. Finally, the results of this research demonstrate that the MLP properties
of vibration and current signals could indicate pump function under faulty conditions.
The application of the MLP algorithm in this study has demonstrated its superiority. The
key advantage of using MLP is its ability to process and learn from large volumes of
time-domain data and automatically extract meaningful patterns. This reduces dependency
on expert knowledge for signal interpretation and allows for real-time monitoring and
diagnosis. The MLP’s robustness in handling non-stationary and transient signals further
emphasizes its potential as a powerful tool for predictive maintenance, enabling more
accurate and timely interventions to prevent pump failures. To make the model more
sensitive to the type of issue, we will attempt to investigate this in subsequent research.
The current work’s next phase is concentrated on creating an MLP that can classify all
the defects into different groups. To enhance the algorithm’s capability to differentiate
between various faulty states, we plan to expand our training dataset to include a broader
range of defect types. This can be achieved by modifying the ANN architecture to support
multi-class output that allows the model to recognize and differentiate among multiple
faulty conditions. The proposed method can also be used for frequency-domain analysis
to investigate pump fault detection. This study focused on a specific notch defect in the
impeller. Next, research could also focus on a wider range of defects, such as blade cracks,
impeller pitting, and other mechanical failures, or changing the dimensions of defect on
the impeller to assess how well the ANN generalizes to different fault conditions.
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Nomenclature

ANN Artificial neural network
BPF Blade passage frequency
CP Centrifugal pump
FNN Feedforward neural network
GA Genetic algorithm
LM Levenberg–Marquardt
MLP Multi-layer perceptron
OC Oscilloscope card
PNN Partially linearized neural network
RMS Root mean square
SVM Support vector machine
RF shaft rotating frequency
WA Wavelet analysis

References

1. Gülich, J.F. Pump Types and Performance Data. In Centrifugal Pumps; Springer: Cham, Switzerland, 2014; pp. 43–78.
2. Muralidharan, V.; Sugumaran, V.; Indira, V. Fault diagnosis of monoblock centrifugal pump using svm. Eng. Sci. Technol. Int. J.

2014, 17, 152–157. [CrossRef]
3. Muralidharan, V.; Sugumaran, V. A comparative study of naïve bayes classifier and bayes net classifier for fault diagnosis of

monoblock centrifugal pump using wavelet analysis. Appl. Soft Comput. 2012, 12, 2023–2029. [CrossRef]
4. Flett, J.; Bone, G.M. Fault detection and diagnosis of diesel engine valve trains. Mech. Syst. Signal Process. 2016, 72–73, 316–327.

[CrossRef]
5. Moosavian, A.; Najafi, G.; Ghobadian, B.; Mirsalim, M.; Jafari, S.M.; Sharghi, P. Piston scuffing fault and its identification in an ic

engine by vibration analysis. Appl. Acoust. 2016, 102, 40–48. [CrossRef]
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Abstract: A computationally time-efficient method is introduced to implement pressure load to a
Finite element model. Hexahedron elements of the Lagrangian family with Gauss–Lobatto nodes
and integration quadrature are utilized, where the integration points follow the same sequence as
the nodes. This method calculates the equivalent nodal force due to pressure load using a single
Hadamard multiplication. The arithmetic operations of this method are determined, which affirms
its computational efficiency. Finally, the method is tested with finite element implementation and
observed to increase the runtime ratio compared to the conventional method by over 20 times. This
method can benefit the implementation of finite element models in fields where computational time
is crucial, such as real-time and cyber–physical testbed implementation.

Keywords: equivalent pressure load; Lagrangian; Gauss–Lobatto nodes; computational time efficient;
real-time FEM

1. Introduction

Surface traction and body forces are the two main forms of external loadings that cause
solids to deform. Body forces act on the inner, dispersed mass of the solid, whereas surface
tractions act by applying normal and shearing stresses to the surface of the solid [1–3]. In
the context of the finite element method (FEM), these two loading conditions are used to
solve for the displacement of solids [3]. Other properties, such as stress and strain, can be
computed from the displacement to analyze and design components of solid objects, i.e.,
structures. If multiple solid bodies are involved, contact models are crucial for enforcing
continuity and compatibility conditions between the interacting surfaces [3–5]. There
are several contact modeling techniques, such as surface-to-surface or node-to-surface
models, where surface tractions are applied to model interfaces for coupling. However,
the surface tractions cannot be applied to a FEM directly; instead, an equivalent nodal
force vector is computed and applied. The computation of the equivalent nodal force
consists of several steps: determination of (1) traction force, (2) equivalent nodal force for
each of the integration points on the surface, and (3) assembly. This procedure involves
several matrix–matrix multiplications. The total FE simulation consists of two phases:
(1) precomputation and (2) runtime. For a dynamic case, during the runtime phase, if there
is varying pressure loading or the model is in contact with another model, force vector
assembly, followed by the computation of an equivalent nodal force vector for surface
traction, needs to be carried out at each time step. Such computation requires substantial
computational effort.

In fields where real-time computation is involved, computational time becomes very
crucial. Such fields include cyber–physical testing, which involves real-time communication
between an experimental and computational model [6]. Also, in a system of systems
(SoS) [7,8] framework, there is a growing need to incorporate multiple solid or structural
bodies to achieve accurate and holistic modeling in real time [9]. Recently, such testing has
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been implemented to design resilient space habitats [10,11] that require high-fidelity two-
and three-dimensional dynamic FE models. These models can be subjected to pressure
loading, and the interaction between the cyber and physical components (cyber–physical
testing [12]) can also employ such loading that needs to be computed in real time [13].
Hence, implementing a computational time-efficient method to calculate equivalent nodal
force due to pressure load during runtime is necessary.

Efforts have been made to reduce computational time, specifically for dynamic appli-
cations. For example, diagonal mass matrices [13] have been implemented in the field of
spectral element methods [14–17]. Because it is efficient to invert a mass matrix, this ap-
proach can expedite the explicit dynamic simulation. Here, the diagonalization of the mass
matrices has resulted from the hexahedral elements of the Lagrangian family with Gauss–
Lobatto nodes [18] and integration quadrature, which is different from the Gauss–Legendre
quadrature [19]. However, for FE application, equivalent nodal force vector calculation
from pressure load is computationally demanding, and minimizing the computational time
associated with it has not been approached.

In this paper, a method is developed to reduce the computational cost associated with
the implementation of the pressure load to a three-dimensional FEM during the runtime
phase of a dynamic simulation. According to this method, the computational overhead for
the total procedure to compute equivalent nodal force can be split into two sub-procedures,
where the majority of the computation is performed during the precomputation phase. For
this purpose, the hexahedral elements of the Lagrangian family with Gauss–Lobatto nodes
and integration quadrature are implemented for surface integration. For such an integration
quadrature, the integration points overlap with the nodal coordinates. As a result, the
value of a shape function evaluated at the integration points is one at one integration point
and zero at all others. This property is then utilized to reduce the equivalent nodal force
vector computations to a single Hadamard multiplication [20] for the runtime phase. Such
multiplication is also known as elementwise multiplication and is implemented in many
languages, such as PYTHON (3.12.6) and MATLAB®(2023b). This method will come with
a limitation as it cannot be implemented for large deformation when the surface area or
surface normal vector changes.

The remainder of this paper is organized as follows. The methodology section first
describes the implementation of the Lagrangian elements of the hexahedral family and
integration quadrature. Then, the properties of such elements are utilized to develop a
computationally time-efficient algorithm that utilizes a single Hadamard multiplication
to compute the equivalent nodal force vector from the pressure load. Next, arithmetic
operations are determined for the new algorithm and compared against the existing one.
Then, the algorithms are implemented into FE models, and the CPU time is computed,
which shows the efficiency of the current method compared to the conventional method.
Next, a convergence study is conducted, and a dynamic analysis is carried out using an
FE model of a space habitat subjected to a dynamic pressure load. Then, the limitations of
the current method are discussed in detail. Finally, the conclusion section concludes this
current work with some remarks.

2. Materials and Methods

This section first discusses the computation of the equivalent nodal force vector due to
surface pressure. Next, the element that will be incorporated into this method is illustrated.
Finally, the procedure to implement Hadamard multiplication to compute equivalent nodal
force based on the framework discussed priorly is presented.

2.1. Conventional Method to Compute the Equivalent Nodal Force from Pressure Load

For an element, the equation of motion of the model in the coordinate x (x, y, z) is
as follows:

[m]
{ ..

u
}T

+ [c]
{ .

u
}T

+ [k]{u}T = {re}T (1)
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where [m], [c], [k] are the mass, damping, and stiffness matrix; {u},
{ .

u
}

, and
{ ..

u
}

are the
displacement, velocity, and acceleration, respectively, for an element. On the right-hand
side of Equation (1), {re} is the equivalent nodal force due to external forces on element e.
The matrices [m], [c], [k], and {re} are computed following the isoparametric formulation
that can be found in the literature [4]. The vector of shape functions for an element in the
isoparametric coordinate ξ(ξ, η, ζ) is expressed as follows:

{χ} =
{

N1 N2 . . . Nne

}
(2)

where ne is the number of nodes of an element and Ni is the value of i shape function at the
isoparametric coordinate ξ. Following Equation (3), a shape function matrix is defined as

[N] =

⎡⎣N1 0 0 N2 0 0 . . . Nne 0 0
0 N1 0 0 N2 0 . . . 0 Nne 0
0 0 N1 0 0 N2 . . . 0 0 Nne

⎤⎦ (3)

Different types of forces, such as surface traction, { ftrac} and body force,
{

fbody
}

,
contribute to the equivalent nodal force vector. Considering the normal surface traction
{ϕ}, the { ftrac} can be determined following isoparametric formulation as follows:

{ ftrac}T =
∫ 1

−1

∫ 1

−1
[N]T. P{dΓ}Tdηdξ =

i=ng

∑
i=1

[N]Ti Pi{dΓ}T
i wi (4)

Here, the normal surface traction {ϕ} = P{n̂}, where P is the traction magnitude
and {n̂} is the normal unit vector on the surface of an element pointing outward from the
element. Pi is the normal traction magnitude pointing outward from the element surface,
wi is the weight at integration point i, and ng is the number of integration points of the
element on the surface of the element subjected to the traction load. Note: pressure is the
negative of the Pi. {dΓ} is a vector in the global coordinate perpendicular to the surface
the pressure is acting on, with ‖dΓ‖ being the ratio of a differential area of the element
between global and local coordinates. There are six surfaces for hexahedral elements. For
demonstration purposes in this paper, considering [J] as the Jacobian matrix, only the case
of the ζ = 1 plane of a hexahedral element is presented, as follows:

{dΓ}T =

⎧⎨⎩
J22 J33 − J23 J32
J23 J31 − J21 J33
J21 J32 − J22 J31

⎫⎬⎭ (5)

Evaluation of the traction value at the integration point i can be simplified by assigning
nodal traction value. If the tractions of all nodes of the element e are {P}e, following the
isoparametric formulation

Pi = {χ}i{p}T
e (6)

The { ftrac} is the equivalent nodal force vector for a single surface of an element.
A single element can have multiple surfaces, i.e., hexahedral elements have six surfaces.
Hence, { ftrac} needs to be computed for all the surfaces of an element. This paper considers
just one surface of each element subjected to pressure loading. Hence, the total number of
surfaces of the whole model equals the number of elements. Considering nE as the number
of elements of the model, the computation of the global force vector can be determined by
summing through elements. The equation of motion (EOM) for the assembled system is
as follows:

[M]
{ ..

U
}T

+ [C]
{ ..

U
}T

+ [K]{U}T = {Ftrac}T +
{

Fbody

}T
(7)

where
{ ..

U
}

,
{ ..

U
}

, and {U} are the acceleration, velocity, and displacement vectors, [M], [C],
and [K] are the mass, damping, and stiffness matrices, and

{
Fbody

}
is the body force vector
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for the assembled model. Several time-stepping algorithms exist to solve the EOM. For
this study, the implicit Newmark-Beta method [4] is implemented, which is an implicit
time-stepping method for solving the displacement at discrete time t + Δt as follows:

[
K
]{t+Δt

.U
}T

=
{t

. R
}T (8)

where
[
K
]

is the equivalent stiffness matrix of the form[
K
]
= [K] + a0[M] + a1[C] (9)

And
{t

. R
}

is the equivalent nodal force vector

{t
. R
}T

= [M]

(
a0
{t

. U
}T

+ a2

{
t
.

.
U
}T

+ a3

{
t
.

..
U
}T
)
+ [C]

(
a1
{t

. U
}T

+ a4

{
t
.

.
U
}T

+ a5

{
t
.

..
U
}T
)
+ {Ftrac}T +

{
Fbody

}T

(10)
Upon obtaining the displacement vector, the acceleration and velocity can be obtained,

respectively, as follows:{
t+Δt

.
..
U
}
= a0

({
t+Δt

.U
}
− {t

. U
})− a2

{
t
.

.
U
}
− a3

{
t
.

..
U
}

(11)

{
t+Δt

.
.

U
}
=
{

t
.

.
U
}
+ a7

{
t+Δt

.
..
U
}
+ a6

{
t
.

..
U
}

(12)

where the definition of a0 − a7 in Equations (8)–(12) can be found in [4].

2.2. Lagrangian Element with Legendre-Gauss-Lobatto Nodes and Integration Quadrature

The hexahedron elements used for FE analysis can be divided into two families:
(1) serendipity, i.e., a 20-node brick quadratic widely used in commercial software such as
Abaqus 6.9 [21] and (2) Lagrangian, i.e., a 27-node brick quadratic [22]. The Lagrangian
element consists of Legendre–Gauss–Lobatto (LGL) nodes and integration quadrature. For
a one-dimensional n-point LGL quadrature between −1 and 1, along the ξ axis, the nodal
coordinates are the solution of (

1 − ξ2
) d

dξ
Ln−1 = 0 (13)

where Ln−1 indicates the Legendre polynomial of the degree n − 1. The weight correspond-
ing to a node i, with coordinate ξi, can be calculated as follows:

wi =
2

n(n − 1)[Ln(ξi)]
2 (14)

This formulation can be extended to 3D elements with a different order along the
ξ, η, ζ axis, as nξ , nη , and nζ , respectively. A schematic of such 3D elements with nξ = 6,
nη = 6, and nζ = 3 utilized by [23] to simulate wave propagation is presented in Figure 1.
One of the shape functions is plotted, and the 0 value is presented as void. The integration
points of the element overlap with the nodal coordinates; hence, the shape function is 1 at
one integration point and 0 at all others.
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(A) (B) 

(C) (D) 

Figure 1. Schematic of a Lagrangian element with Legendre–Gauss–Lobatto nodes and integration
quadrature. nξ = 6, nη = 6, and nζ = 3, (A) isometric, (B) top view, (C) Legendre–Gauss–Lobatto
integration quadrature on the surface (green), (D) Gauss–Legendre integration quadrature for the
region (red).

2.3. Development of a Computationally Time-Efficient Algorithm to Compute Equivalent Nodal
Force from Pressure Load

The procedure to implement Hadamard multiplication to compute equivalent nodal
force is presented in this section. First, the implementation of the Lagrangian element
is discussed. In this paper, the Legendre–Gauss–Lobatto integration quadrature for a
Lagrangian element is computed such that the sequence of node numbers is the same as the
sequence of the integration points. A schematic of such an element is presented in Figure 1C,
with all integration points on the surface (green) shown to coincide with the nodes on
the surface. Also, for a shape function Ni ( i = 70 in the figure), the i indicates both the
node number and the integration point number of the element. Note: the Gauss–Legendre
integration quadrature can be used for region integration, as shown in Figure 1D. As the
node numbers and integration points follow the same coordinate and same sequence, for
an integration point number i, Equations (2) and (3) are as follows:

{χ}i =
{

0 . . . Ni = 1 . . . 0
}

(15)
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[N]i =

[0 0 0 . . . Ni = 1 0 0 . . . 0 0 0

0 0 0 . . . 0 Ni = 1 0 . . . 0 0 0

0 0 0 . . . 0 0 Ni = 1 . . . 0 0 0

]
(16)

Next, the algorithm that reduces the equivalent nodal force calculation into a sin-
gle Hadamard multiplication utilizing Equations (15) and (16) is developed. Following
Equation (15), Equation (6) is reduced into

Pi = pi (17)

Similarly, following Equation (16) and replacing Pi with pi, the components of { ftrac}
are as follows: ⎧⎨⎩

ftrac3i−2

ftrac3i−1

ftrac3i

⎫⎬⎭ = [N]Ti wi{dΓ}T
i pi (18)

Equation (18) can be written in terms of Hadamard multiplication as follows:⎧⎨⎩
ftrac3i−2

ftrac3i−1

ftrac3i

⎫⎬⎭ =
{
[N]Ti wi{dΓ}T

i

}�
⎧⎨⎩

pi
pi
pi

⎫⎬⎭
T

(19)

Due to the linear independence of the components of { ftrac} from 3i − 2 to 3i, the force
vector for an element can be written as follows:

{ ftrac}T =

(i=ng

∑
i=1

[N]Ti wi{dΓ}T
i

)
� { fp

}T (20)

During assembly, if node i of element e1 and node j of the element e2 have the same
coordinate and are denoted as node k in the global coordinate, the k components of the
force vector of the global coordinate are as follows:⎧⎨⎩

Ftrac3k−2

Ftrac3k−1

Ftrac3k

⎫⎬⎭ =

⎧⎨⎩
ftrac3i−2

ftrac3i−1

ftrac3i

⎫⎬⎭
e1

+

⎧⎪⎨⎪⎩
ftrac3j−2

ftrac3j−1

ftrac3j

⎫⎪⎬⎪⎭
e2

(21)

Following Equation (19), Equation (21) can be written as⎧⎨⎩
Ftrac3k−2

Ftrac3k−1

Ftrac3k

⎫⎬⎭ =

{{
[N]Ti wi{dΓ}T

i

}
e1
+
{
[N]Tj wj{dΓ}T

j

}
e2

}
�
⎧⎨⎩

pk
pk
pk

⎫⎬⎭
T

(22)

Hence, the total force vector is as follows:

{Ftrac}T =

(
j=e

∑
j=1

(i=ng

∑
i=1

[N]Ti wi{dΓ}T
i

))
� {Fp

}T (23)

where {
Fp
}T

=
{{

p1 p1 p1
} {

p2 p2 p2
}

. . .
{

pnn pnn pnn

}}
(24)
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where nn is the total number of nodes of the assembled model. The summation term of
Equation (24) is defined as

{
FP_unity

}
, which follows

{
FP_unity

}T
=

(
j=e

∑
j=1

(i=ng

∑
i=1

[N]Ti wi{dΓ}T
i

))
(25)

Although the Gauss–Legendre quadrature is widely used in finite element applications
and requires two fewer integration points than Gauss–Lobatto to integrate a polynomial
exactly, Equation (17) cannot be implemented as the nodal coordinates do not coincide with
the integration points. Hence, Equation (6) needs to be used, restricting the development
towards Equation (23).

If large deformation is not involved,
{

FP_unity
}

is constant for a model; hence, it
can be precomputed before the simulation, and only the Hadamard multiplication needs
to be carried out between 2 vectors according to Equation (25). The procedure and the
number of arithmetic operations are determined for the conventional and current methods
in Tables 1 and 2, respectively. In Table 2, the operations are computed for the precomputed
and runtime phases.

Table 1. Arithmetic operations of the conventional method.

Operation Operation Description No of Arithmetic Operations

Extract {p}.
e from

{p} of Equation (6)

1: Elementwise addition
ne{p}.

e = {p}.
e + {p}

ne × 1 ne × 1 nn × 1

Compute Pi, Equation (6)
2: Matrix vector multiplication

2nePi = {χ}i × {p}T
e

1 × 1 1 × ne ne × 1

Compute { ftrac}, Equation (4)

3.1: Matrix–matrix multiplication
12ne{a} = [N]Ti × {dΓ}T

i
3ne × 1 3ne × 3 3 × 1

3.2: Scalar–scalar multiplication
1b = Pi × wi

1 × 1 1 × 1 1 × 1

3.3: Scalar–vector multiplication
3ne{c} = {a} × b

3ne × 1 3ne × 1 1 × 1

3.4: Sum to { ftrac}
3ne{ ftrac} = { ftrac} + {c}

3ne × 1 3ne × 1 3ne × 1

Assembly of the force vector for one surface

4.1: Operation 1 once and 2 to 3, ng times (20ne + 1)ng + ne

4.2: Elementwise addition
3nn{Ftrac} = {Ftrac} + { ftrac}

3nn × 1 3nn × 1 3ne × 1

Total for the whole model 5: Operation 4, nE times
(
(20ne + 1)ng + ne + 3nn

)
nE

The algorithm flowchart for both methods is presented in Figure 2, with the precom-
putation and runtime phases marked as blue and yellow, respectively. The pressure load in
an input to the FE models is used for the equivalent nodal force computation. It is evident
from Figure 2B that the precomputation phase handles most of the operations, leaving only
6nn operations during the runtime phase for such computation. Note that the conventional
method involves

(
(20ne + 1)ng + ng + 3nn

)
nE � 6nn operations that have to be carried

out during runtime (Figure 2A).
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Table 2. Arithmetic operations of the current method.

Operation Operation Description
No of Arithmetic

Operations for
Precomputation

No of Arithmetic
Operation
Runtimes

Compute
{

FP_unity

}
,

Equation (25)

1.1: Matrix–matrix multiplication
12ne{a} = [N]Ti × {dΓ}T

i
3ne × 1 3ne × 3 3 × 1

1.2: Scalar–vector multiplication
3ne{c} = {a} × wi

3ne × 1 3ne × 1 1 × 1

1.3: Sum to {d}
3ne{d} = {d} + {c}

3ne × 1 3ne × 1 3ne × 1

1.4 : Operations 1.1 to 1.3, ng times 18ne × ng

1.5: Elementwise addition

3nn

{
FP_unity

}
=

{
FP_unity

}
+ {d}

3nn × 1 3nn × 1 3ne × 1

1.6 : Operations 1.4 and 1.5, nE times
(
18ne × ng + 3nn

)
nE

Compute
{

Fp
}

, Equation (24)
2: Elementwise addition

3nn
{

Fp
}
= {FP} + {p}

3nn × 1 3nn × 1 nn × 1

Compute {Ftrac}, Equation (23)
3: Hammard multiplication

3nn{Ftrac} =
{

FP_unity

} � {
Fp
}

3nn × 1 3nn × 1 3nn × 1

Total for the whole model
(
18ne × ng + 3nn

)
nE 6nn

 
 

(A) (B) 

Figure 2. Flowchart for (A) conventional method using Table 1 and (B) current method using Table 2.
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Additionally, as the
{

FP_unity
}

is a one-dimensional vector of size 3n × 1, the memory
requirement for storing the vector is the same as the force vector for the whole model
computed during the assembly operation. Hence, this current method does not increase
the memory overhead with respect to the conventional method.

2.4. Application: Model Details

First, the efficiency in terms of computational time is tested with a plate model.
Although, for 3D implementation, a single layer of elements is not recommended, the
objective is to prove computational efficiency. Hence, the algorithm is tested to a simple
model: a one-element layer thick plate of dimension 30 m × 30 m × 3 m, where pressure
load is applied on the top surface (yellow surface of Figure 3). The Gauss–Legendre
quadrature is used for region integration, whereas the Gauss–Lobatto is used for equivalent
nodal force calculation from the pressure load.

(A) (B) 

Figure 3. Plate model with (A) 1 element and (B) 64 elements with 27-node elements.

As only one of the surfaces for each element is involved, the total number of surfaces is
equal to the number of elements. The computational time with respect to the conventional
method is measured as the runtime ratio, which is the ratio of CPU time following the
current and conventional method during runtime.

Two cases are carried out. First, the number of elements increases from 1 to 121 as 1, 4,
9, 16, 25, 36, 49, 64, 81, 100, and 121, by changing the number of elements along x and y and
keeping just 1 element along z. The equivalent nodal forces are calculated for a pressure
load of 1 Pa.

Next, for the case of 36 elements, the nodes of a single element are increased from
2 to 9 as nη and nξ and nζ is kept as 3. A schematic of one of the cases, nξ = nη = 7, is
presented in Figure 4.

Next, a convergence study is carried out using the plate model. The static displacement
with the material property described in Table 3 was utilized for convergence analysis. The
edge of the plate on the z = 0 plane was considered fixed for the boundary condition, and a
pressure load of 0.1 MPa was implemented. The finest mesh of all of these test cases is with
121 elements. Although increasing the number of elements is expected to reduce error, the
convergence behavior can be shown with the 121-element mesh. Hence, the displacement
of the fine mesh with 121 elements was computed and set as the reference.
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Figure 4. Plate model (Left) of 36 elements with the 147-node element (Right) nξ = nη = 7 and
nζ = 3.

Table 3. Material properties.

Material Properties Value

Modulus of elasticity 68 GPa
Poission’s ratio 0.3
Density 2703 kg/m3

Damping [C] 0.00001[K]

With u121 determined, the difference in displacement or error for other models Δu is
computed as follows:

Δu =
(u − u121)

u121
× 100% (26)

Finally, this method is implemented on a space habitat model. A space habitat dome
model with inner and outer radii of 2.5 and 2.9 m is modeled using 64 27-node quadratic
elements, 819 nodes, and a 2457 DOF, as shown in Figure 5. The habitat has two surfaces:
red indicates the inner, and blue indicates the outer surface, subjected to pressure load
Pinner and Pouter, respectively. The yellow region from z = 0 to −1 is developed for ground
consideration, and the habitat will be connected to the ground. For the analysis, the nodes
at the yellow region with z < 0 are considered fixed-end boundary conditions.

Figure 5. The space habitat FE model.
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Dynamic analyses are carried out using the traction load following both current and
conventional methods. The time-varying pressure load is set as follows:

Pouter = 104y × sin(2πt) (27)

Pinner = 101325 + 102sin(20πt) (28)

For analysis, first, during the precomputation stage, a static analysis with
Pinner = 101, 325 and Pouter = 0 is performed. Next, the inverse of

[
K
]

is precomputed
following Equation (9). Finally, the dynamic simulation is performed as the runtime stage,
following the NB integration scheme (Equations (8)–(12)) with timestep Δt = 0.0001 s.
Besides displacement, velocity, and acceleration, the stress is calculated for the integration
points following the procedure described in [6]. Finally, the stress is extrapolated to the
nodal points.

3. Results and Discussion

3.1. Computational Efficiency and Convergence Test

The runtime ratio is obtained following both conventional and current methods for the
plate subjected to pressure load. The obtained equivalent nodal force for both procedures
matches and verifies the procedure. For the study with the increase in element number,
the results are presented in Figure 6A, where the current method is 5.3 times faster for one
element. As the number of elements increases, the ratio reaches 27.5 asymptotically. The
runtime ratio for the increase in element order is illustrated in Figure 6B, where it is evident
that the current method is at least > 20 times faster than the conventional method, but the
change in element order does not affect the computational performance predictably.

 

(A) (B) 

Figure 6. The runtime ratio for (A) an increase in element number with 27-node elements and (B) an
increase in element order with 36 elements.

The displacement for the 121-element model is computed as u121 = 16.12 mm. A 3D
overview of the displacement profile is shown in Figure 7. Equation (26) is used to obtain
the error for the increase in the number of elements and the increase in the element order,
presented in Figures 8A and 8B, respectively. It is obvious from the plot that the error
decreases with an increase in both the number of elements and element order.
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Figure 7. Plate model with 121 27-node brick elements.

Figure 8. Convergence for (A) an increase in element number with 27-node elements and (B) an
increase in element order with 36 elements.

3.2. Application to Space Habitat Models

The displacement profile for the dynamic scheme for the topmost node at z = 2.9 is
shown in Figure 9A along y and Figure 9B along the z-axis, which shows that the frequency
of the sinusoidal behavior of the displacement matches the loading frequency. A 3D profile
of the displacement and von Mises stress are presented in Figures 10A and 10B at 0.75 s,
respectively.

The time required for the pressure calculation following the current and conventional
method, as well as the NB integration with precomputed

[
K
]
, is presented in Figure 11.

It is obvious from the figure that the current method (around 6 s) takes significantly less
time compared to the conventional method (around 175 s), which is higher than the NB
integration scheme (around 55 s). The calculated runtime ratio is 26.25.
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(A) (B) 

Figure 9. Displacement at the top node at z = 2.9 m along (A) y- and (B) z-axis.

(A) (B) 

Figure 10. (A) Displacement and (B) von Mises stress profile at 0.75 s.

Figure 11. Total time taken by the current and conventional methods for equivalent nodal force
calculation from pressure load and NB integration during the dynamic simulation.
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3.3. Limitations

This work has three limitations: First, only the Lagrangian element can benefit from
this method, as nodes of the serendipity family elements do not coincide with the LGL inte-
gration quadrature. Second, time-invariant {dΓ} is required to precompute Equation (25).
Hence, this method may not be applicable to large deformations [24]. Finally, it primarily
considers elements with a single surface subjected to traction loading. If multiple surfaces
of an element experience unequal pressure loads, the method presented cannot be directly
applied. While the detailed implementation of such cases is beyond the scope of this paper,
a procedure to address this scenario is outlined here. Figure 12 illustrates an example where
elements e1 and e2 each have two faces subjected to traction loads. For element e1, node i
experiences equal pressure loading on both surfaces, denoted as a. Conversely, for the ele-
ment e2, node j is subjected to differing traction loads from two distinct surfaces. To handle
this, the method involves partitioning all surfaces into two groups, Γ1 and Γ2, represented
by red and blue, respectively. Subsequently, Equation (23) is applied independently for
each group and calculates the

{
Fp
}

vector. Finally, a Hadamard product is employed to
compute the global force vector, as shown in Equation (29).

{Ftrac}T =

[{
FPunity

}∣∣∣
Γ1

{
FPunity

}∣∣∣
Γ2

. . .
]T � [{Fp

}∣∣
Γ1

{
Fp
}∣∣

Γ2
. . .
]T

(29)

Figure 12. Surface partitioning to account for corner nodes subjected to two different traction loads
from two different surfaces.

4. Conclusions

A computationally time-efficient method was developed to compute equivalent nodal
force due to pressure load. Elements of the Lagrangian family with Gauss–Lobatto nodes
and integration quadrature were implemented in such a way that the integration points
follow the same sequence as the nodes. Through the implementation of such an element, the
computation of the equivalent nodal force is reduced into a single Hadamard multiplication.
Computational efficiency was established by computing the arithmetic complexity of this
method. This method is implemented in a single-element thick plate model with different
element densities. As the number of elements increases, the runtime ratio increases,
surpassing 20 for 36 elements for a one-element thick plate model. It is also observed
that the increase in element order decreases the runtime ratio by around 22% for the
36-element density but still outperforms the conventional method. Finally, a habitat model
is developed, and dynamic analysis is carried out with a time-varying pressure load on two
different surfaces that showed a runtime ratio over 20 by the current method to compute
the equivalent nodal force from the pressure load.
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Nomenclature

[m] Mass matrix for an element
[c] Damping matrix for an element
[k] Stiffness matrix for an element{ ..

u
}

Acceleration vector for an element{ .
u
}

Velocity vector for an element
{u} Displacement vector for an element
{re} Equivalent nodal force due to external forces on element e{

fbody
}

Body force vector of an element{
ftrac

}
Tractor force vector of an element{

Ftrac
}

Traction vector of the assembled model{
Fbody

}
Body force vector of the assembled model

[M] Mass matrix for the assembled model
[K] Stiffness matrix for the assembled model
[C] Damping matrix for the assembled model{ ..

U
}

Acceleration vector for the assembled model{ .
U
}

Velocity vector for the assembled model[
K
]

Equivalent stiffness matrix for the assembled model
{U} Displacement vector for the assembled model
{ϕ} Normal surface traction vector
Ni Shape function corresponds to node i of an element
[J] Jacobian matrix
Pi Traction magnitude on an integration point i
wi Weight of an integration point i
{χ} vector of shape functions
n Number of nodes
nξ Number of nodes along ξ axis
nη Number of nodes along η axis
nζ Number of nodes along ζ axis
pi Pressure at node i
ne Number of nodes of an element e
ng Number of integration points of an element e
nE Number of elements of the assembled model
nn Number of nodes of the assembled model
Abbreviations

FE Finite element
FEM Finite element method
LGL Legendre–Gauss–Lobatto
NB Newmark-Beta
EOM Equation of motion
SoS System of systems
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Abstract: Thick airfoils are often used in the inboard sections of blades in commercial wind turbines.
The main reason for this is to give the blade greater structural strength, but it is well known that
thick airfoils degrade aerodynamic performance by stalling at relatively small angles of attack. The
adoption of flatback airfoils instead of sharp trailing edges allows high lift coefficient to be maintained
in thick airfoils. In this paper, we propose a novel airfoil design based on a passive flap to further
improve the lift coefficient. This new design was tested by numerical simulation on several airfoils
with different maximum thickness and different TE thickness. The improved design for flatback
airfoils yields a higher lift coefficient, while the drag behaviour is strictly related to the baseline
airfoil shape: some airfoils show a decrease in drag at certain angles of attack, while others exhibit a
drag increase. In conclusion, the practical implications of the flap’s utilisation on a state-of-the-art
blade designed for a 5 MW wind turbine are analysed. The findings demonstrate that, due to the
enhanced lift coefficient, it is feasible to shorten the chord while maintaining the power output,
thereby reducing material costs.

Keywords: flatback; 2D; URANS; NREL 5MW; BEM

1. Introduction

Wind energy is a crucial component of clean energy production and reducing green-
house gas emissions. To achieve the climate targets, the European Union, for example, aims
to cover more than one third of its electricity demand with wind power by 2030 and over
40% by 2050. The trend in recent years has been for wind turbines to increase in size. In
fact, to be economically viable, wind turbines should increase their power output, which
is proportional to the swept area of the rotor. This requires turbines with increasingly
longer blades. At the same time, the mass of the blade increases approximately as the
cube of the blade length, resulting in greater gravitational loads, particularly torsional,
edgewise bending and flapwise bending loads (as explained in [1]). The latter is the most
significant load, and to prevent the turbine from structural problems, it is necessary to
adopt thick airfoils in the area of the blade close to the root. A thick airfoil (i.e., airfoil with
t/c ≥ 0.25 [2], where t is the maximum thickness and c is the airfoil chord) can be utilised
to increase the resistance of the blade to load due to the enhanced moment of inertia. The
downside is that the increase in thickness reduces the aerodynamic performance of the
sharp trailing edge (TE) airfoil, since it stalls at small angles of attack, thereby preventing
the achievement of a high lift coefficient CL. As a compromise between structural require-
ments and aerodynamic performance, blunt trailing edge or flatback (FB) airfoils offer a
good solution: they increase the maximum lift coefficient and the lift coefficient slope [3].
This is due to the different pressure distribution along the airfoil compared to the sharp
trailing edge airfoil, resulting in a lower adverse pressure gradient on the suction side,
which prevents premature boundary layer separation. In addition, flatback airfoils offer
some transport advantages [4,5]. They are used in the inboard area where the chord is at its
highest, so they allow for smaller dimensions.
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On the other hand, flatback airfoils show a higher drag coefficient ( CD) compared
to sharp TE and a wake development characterised by vortex shedding. However, when
looking at the turbine as a whole, one of the most important parameters is the torque
coefficient. Since the inboard region of the blade has a lower moment arm and lower
relative velocity, the contribution to the torque generated by the entire blade is relatively
small. Moreover, the kinetic energy available in the wind in a ring of thickness δr is
proportional to the area of the ring, thus exhibiting a decrease towards the root. However,
increasing the aerodynamic performance of the inboard region could be beneficial.

Considering Figure 1, a generic blade element located at a radial position r is shown.
The infinitesimal lift δL and drag δD forces are highlighted as well as the relative velocity to
the blade W. The infinitesimal torque and thrust acting on the blade element can be obtained
considering the total force along the tangential (t) and normal (n) directions, respectively:

δQ = (δL·sin(φ)− δD·cos(φ))r =
1
2

ρcW2CQrδr (1)

δT = δL·cos(φ) + δD·sin(φ) =
1
2

ρcW2CTδr (2)

where φ is the inflow angle, the sum of the angle of attack α and the twist angle β, and CQ
and CT are the torque and thrust coefficients, respectively, defined as follows:

CQ = CL·sin(φ)− CD·cos(φ) (3)

CT = CL·cos(φ) + CD·sin(φ) (4)

Figure 1. Qualitative representation of a blade element located at radial position r.

The main contribution to the torque in the inboard region of the blade is due to the lift
coefficient CL: near the root, the inflow angle φ is large, so the dominant term in the torque
coefficient CQ shown in Equation (3) is that which depends on CL (as observed in [2,6,7]).
A high CD is therefore acceptable when combined with a high CL, hence the adoption of
flatback airfoils even when they have a high CD.
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The aim of this paper is to provide a solution to improve the lift coefficient of a flatback
airfoil while keeping the drag coefficient almost the same. The latter, as mentioned, has
little influence on the torque at the root of the blade but has a negative effect on the thrust
coefficient CT Equation (4). Consequently, it is necessary to identify novel geometries that
will not substantially enhance the drag.

A review of the literature reveals numerous studies that have sought to reduce the
drag coefficient of flatback airfoils. The primary objective of these studies was to reduce the
drag coefficient and subsequently minimise noise emission due to vortex shedding. Various
passive devices, including splitters and cavities (as shown in [8–10]), reveal a common trend
in the aerodynamic performance resulting in a reduction in drag at relatively low angles of
attack, accompanied by a concomitant reduction in the maximum lift coefficient achieved.
Other works adopt a wavy TE such as in [11], where the drag reduction is accompanied by
a lift loss. Another interesting solution is proposed in [4], where the swallow tail concept
is studied. The trend shown in these works is that it is possible to attain a drag reduction
paying the cost of a lift decrease. In the aforementioned works, it is not clear whether the
lift losses are fully compensated for by the drag reduction or whether an increase in chord
length may be necessary to maintain the same power output.

Other studies instead aim at increasing the lift coefficient; one example is given in [12]
where the Gurney flap and vortex generators are analysed. The Gurney flap is a device that
is typically set at a right angle at the TE on the pressure side of the airfoil. Its function is to
enhance the camber of the airfoil, which results in a higher maximum lift coefficient and a
reduction in the zero-lift angle. Vortex generators, on the other hand, delay the separation
of the flow on the suction side of the airfoil, allowing for a higher maximum lift coefficient.
These devices are beneficial for the lift, but a significant increase in drag is often linked to
the increase in lift. The present paper has a similar objective: to enhance the lift coefficient
of thick flatback airfoils. This may result in a slight increase in the drag coefficient, but
given our focus on large-scale turbines, specifically those used in offshore applications,
we will disregard the noise implications. The goal is to develop more efficient airfoils to
achieve higher power production or to attain the same power output with a shorter chord,
reducing plant costs. The techniques studied in the literature and listed above are not
specifically designed for FB airfoils (except for the swallow tail), resulting in a poor overall
performance (considering both the lift and drag coefficient). The present study proposes a
flap designed specifically for FB airfoils. It consist of a passive device, which represents
an economical solution to control the flow. Furthermore, the device is fixed to minimise
maintenance costs.

The paper is structured as follows: Section 2 shows the methodology adopted and
describes the geometry of the proposed flap. Section 3 describes the validation process,
which encompasses the verification of calculation grids and the setup. To assess the
robustness of the methodology, validation was conducted on multiple flatback airfoils,
varying the airfoil under analysis. Subsequently, the novel geometry was implemented
in a number of airfoils, as detailed in Section 4. In Section 5, a case study is presented
for analysis. This case study involves the inboard blade of a turbine from the literature,
which was analysed using conventional flatback airfoils. The results of this analysis are
then compared with the new geometry proposed in this work. The paper concludes with a
summary of its principal findings in Section 6.

2. Methodology

The objective of this study is to assess the potential for enhancing the aerodynamic
performance of flatback airfoils. In particular, the use of passive devices has been explored
as a means of increasing the CL while minimising the impact of these devices on the CD.
Given the pivotal role of the CL in determining the torque generated at the root of the
blade, small differences and increments in CD are deemed acceptable. The method used to
enhance the lift is a flap of a specific design. The latter is depicted in grey in Figure 2. This
kind of device can be added to any flatback airfoil; the slope of the flap is given by the line
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passing through points 1 and 2 (red in the figure), with point 1 located on the pressure side
of the airfoil at a distance of 0.2%c from the TE, while point 2 is on the TE. The extent of the
flap is 5% of the chord length in the x direction, and the thickness is 2% of the chord length.

Figure 2. Qualitative representation of the flap proposed in this work. The zoom in the green circle
highlights the geometric parameters of the flap (this is merely a qualitative representation; the image
is not to scale in order to more clearly depict the flap details).

In order to conduct this study, 2D fluid dynamic simulations were employed. All
computational grids were generated with the ANSYS ICEM v19.3 software and were
structured multi-block grids. Such grids are a combination of the O-grid and the C-grid
concept. This approach allows the advantages inherent to both grid types to be exploited.
As documented in the literature [13], C-grids are well-suited for sharp TE airfoils, but they
are less effective for finite thickness TE airfoils. Conversely, O-grids are adept at capturing
the behaviour of flatback airfoils, but they tend to give poor predictions in the development
of the wake and consequently in the CD coefficient. Indeed, O-grid results in an excessively
coarse grid in the wake region. Figure 3 shows a generic grid used in this work for flatback
airfoils: a C-grid is visible with an O-grid surrounding the airfoil with a thickness of 2%c,
which is enough to encompass the boundary layer thickness (the grid details in the red
and violet boxes). The number of grid points on both the suction and pressure sides is 350,
and there are 100 points on the TE. The wall distance from the first layer of cells is set to
1× 10−5c; this ensures that y+ values are largely less than 1 throughout the airfoil wall. The
computational domain extends 33c in the flow direction and 28c in the normal direction:
the distance from the inlet to the airfoil nose is 14c as shown in Figure 3 on the left side.
Figure 4 illustrates the grid employed in this study for the analysis of all FB airfoils with
the flap. It differs from the grid utilised for flatback airfoils (as shown in Figure 3) in that an
additional C-grid is incorporated at the TE in order to reproduce more complex geometry
at the TE. The entire dominion extents are the same as those of Figure 3 on the left side. The
boundary conditions used are a velocity inlet where the x velocity component is specified
at the inlet and a pressure outlet at the exit where a free-stream pressure is set. The inlet
has a C shape and also encompasses the top and bottom side; therefore, in order to set the
free-stream velocity, we have to specify the velocity components: the x-component was set
to U∞x, which is the free-stream velocity, while the y-component was zero. The numerical
simulations were carried out with ANSYS Fluent v19.3 using URANS: a pressure-based
approach was used with the SIMPLE scheme and default settings (also default controls).
The turbulence model is k − ω SST, and the convergence criteria were 1 × 10−4 for all
residuals. A total of 8000 time steps were used for each simulation, and the simulation
time was such that the entire domain was traversed twice from the air flow. Therefore, the
time step size was defined as Δt = 2Lx/(U∞x8000), where Lx is the domain length in the
x direction.
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Figure 3. Example of a computational grid: (left) full domain extents and (right) detail of the grid
near the blade (red rectangle) and near the TE (violet rectangle).

Figure 4. Example of the calculation grid used for FB airfoils with the flap (left), with the detail of
the TE in the red rectangle (right).

3. Validation

Since the new flap proposed in this work is intended to be added to any flatback
airfoil, the validation of the computational grid and the computational setup was carried
out using three different airfoils to ensure a wide range of validity. The first airfoil is the
one used in [14] called DU97FB (a flatback airfoil developed by modifying the DU97-W-300
airfoil); the second is called DU97ST and it is the airfoil used in [14] with the “swallow tail”
(ST) concept (first appearance in [4]); while the third is the flatback airfoil proposed in [8],
called FB-3500-1750. In Figure 5, the x-y coordinates of the profile are shown. The three
airfoils are very different: DU97FB and DU97ST have a maximum thickness of 30%c and
a TE thickness of 10%c, while the FB-3500-1750 airfoil has a maximum thickness of 35%c
and a TE thickness of 17.5%c. Additional information about these validation cases is listed
in Table 1. As previously stated, the simple flatback airfoils were evaluated using a grid
type comparable to that illustrated in Figure 3, whereas FB airfoils with modifications at
the TE (DU97ST in this case) were examined using a grid type analogous to that depicted
in Figure 4.

Figure 5. x-y coordinates of the three airfoils used for the validation task.
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Table 1. Validation setup.

DU97FB DU97ST FB-3500-1750

chord c [m] 0.65 0.65 0.66
U∞x [m/s] 25 25 15
Re 1 × 106 1 × 106 6.66 × 105

Ma 0.07 0.07 0.04
transition free free free

Figure 6 illustrates the lift and drag coefficients for all the airfoils analysed in the
validation task. Comparisons are made between the 2D simulations of the present study
and the corresponding experimental measurements. With regard to airfoils DU97FB and
DU97ST, the experimental data are available in [14], while for FB-3500-1750, the free-
transition measurements available in reference [15] were considered. The general trend of
2D URANS simulations is an overestimation of both the lift and drag coefficient (as also
observed in [16]). Furthermore, it is evident that 2D results have difficulty in accurately
capturing the occurrence of stall. A similar trend for FB-3500-1750 airfoil is shown in [17].
In particular, the linear trend is accurately represented with regard to the CL, but the
simulations overestimate both the maximum CL and the alpha at which it occurs, resulting
in a delayed stall. Therefore, when using 2D URANS it is important to operate at angles
of attack far enough from the stall condition. For CD, the simulated data consistently
exceed the experimental data. These behaviours are consistent with those observed in other
2D numerical studies, as in [11,18,19]. Moreover, 2D URANS simulations have exhibit
weakness in drag prediction as shown in [20], where a significant spanwise change in drag
was measured.

Figure 6. (Top) Lift and drag coefficient of the DU97FB and the DU97ST airfoils: comparison
between the present 2D simulations and experimental measurements of [14]. (Bottom) Lift and
drag coefficient of the FB-3500-1750 airfoil: comparison between the present 2D simulations and
experimental measurements of [15].

4. Results

The flap geometry described in Figure 2 was applied to the test airfoils DU97FB and
FB-3500-1750. Figure 7 illustrates the lift and drag coefficients obtained with and without
the flap. It can be observed that the use of the flap allows for a higher lift coefficient across
all angles of attack for both airfoils under consideration. With regard to the drag coefficient,
the DU97FB airfoil exhibits a deterioration, manifested as an increase in drag across all
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considered angles of attack, with the only exception being for α = 0◦. Conversely, the
FB-3500-1750 airfoil benefits from the use of the flap at low angles of attack (up to 12◦).
Figure 8 illustrates the pressure coefficient Cp for both airfoils with and without the flap, at
two angles of attack, α = 0◦ and α = 12◦. The pressure coefficient is defined as follows:

Cp =
p − p∞
1
2 ρU2

∞
(5)

where p is the static pressure on the blade, p∞ is the undisturbed pressure and ρ is the
air density. It is evident that the incorporation of the flap results in a higher overpressure
on the pressure side of the airfoil, accompanied by a reduction in pressure on the suction
side. The enhanced pressure difference across the airfoil is responsible for the observed lift
enhancement. Conversely, the drag reduction observed at certain angles of attack can be
attributed to the interference with the vortex shedding caused by the flap. The pathlines of
the static pressure of DU97FB and FB-3500-1750 are plotted in Figures 9 and 10, respectively.
The figures illustrate the situation with and without the flap at two different angles of attack,
α = 0◦ and α = 12◦, and due to the oscillating trend of the CL (and CD) caused by the vortex
shedding, the figures represent the instantaneous snapshot at the CL peak. It is evident that
the presence of the flap consistently confers an advantage to FB-3500-1750 across all angles
of attack. The reduction in flow disturbance in the wake due to vortex shedding is a notable
benefit of the flap. In the case of DU97FB, this remains true at α = 0◦, while the situation
with the flap at α = 12◦ exhibits a slight deterioration. This is accompanied by an increase
in drag, as illustrated in Figure 7. A similar pattern is evident in Figures 11 and 12, where
the root-mean-square error (RMSE) of the mean velocity is plotted. It can be observed
that the presence of the flap generally reduces velocity fluctuation in the wake, with the
exception of DU97FB at α = 12◦. The preceding renderings were obtained through the
utilisation of the data-sampling option in Fluent, given that vortex shedding is a periodic
phenomenon, exhibiting varying frequencies across different scenarios, i.e., different airfoils
under consideration. Hence, to ensure a fair comparison, the pressure coefficient of Figure 8
and the velocity fields of Figures 11 and 12 were calculated as the mean value of further
4000 time steps of simulation.

Figure 7. Coefficients of lift and drag: comparison between the simple flatback airfoil and the
corresponding airfoil with the flap. DU97FB (Top) and FB-3500-1750 (Bottom). In case of DU97FB,
the use of the Gurney flap (GF) is also analysed.
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Figure 8. Pressure coefficient at α = 0◦ and α = 12◦ (Top) DU97FB with and without the flap
(Bottom) FB-3500-1750 with and without the flap.

Figure 9. Pathlines coloured by static pressure at α = 0◦ and α = 12◦ for DU97FB with and without
the flap.

Figure 10. Pathlines coloured by static pressure at α = 0◦ and α = 12◦ for FB-3500-1750 with and
without the flap.
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Figure 11. RMSE of the mean velocity magnitude at α = 0◦ and α = 12◦ for DU97FB with and
without the flap.

Figure 12. RMSE of the mean velocity magnitude at α = 0◦ and α = 12◦ for FB-3500-1750 with and
without the flap.

In order to facilitate a comparative analysis between the novel flap geometry proposed
in the present work and a widely utilised flap geometry, namely the Gurney flap (GF), the
GF was applied to the simple DU97FB flatback airfoil. In this instance, the Gurney flap was
scaled to the same dimensions as the proposed flap, with a thickness of 2%c and a vertical
length of 5%c. Figure 7(top) presents a comparison of the lift and drag coefficients obtained
with the addition of the Gurney flap and with our flap. The GF generates a notable increase
in the drag coefficient at all alpha values, while the lift coefficient is comparable to that of
our flap up to α = 8◦. For larger alpha values, the lift coefficient is higher when using the
GF, with the exception of very high alpha values (e.g., α = 20◦). Figure 13 compares the
streamlines colouring by static pressure at α = 10◦ for the simple flatback DU97FB airfoil,
the airfoil with the flap and the airfoil with the GF. It is evident that the flap is capable of
extending the overpressure region on the pressure side of the airfoil while maintaining
relatively low drag values. The wake development in the case of the simple DU97FB
(Figure 13a) and in the case with the flap (Figure 13b) are observed to be quite similar. In
the case of the GF (Figure 13c), it is evident that the GF enhances the overpressure on the
pressure side of the airfoil, but simultaneously increases the drag. The wake displays more
pronounced depression regions. Therefore, the flap geometry proposed in this work, in
contrast to the GF, allows for improvements in the lift coefficient while limiting the drag
coefficient increment in comparison to the simple flatback airfoil case.
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Figure 13. Streamlines coloured by static pressure of the DU97FB airfoil (a), DU97FB airfoil with a
flap (b), and DU97FB airfoil with a Gurney flap (c) at α = 10◦.

The domain extent in the y direction was maintained at 28c for all simulations pre-
sented in this paper. To ensure that no significant boundary effects can occur with such a
domain width, we conducted additional simulations, doubling the y extent. As illustrated
in Figure 14, the new domain extends 47c in the flow direction and 56c in the normal direc-
tion. In particular, the new domain contains the old 28c domain, as illustrated in Figure 14,
where the blue line encompasses the 28c domain. Consequently, the grid refinement in the
calculation domain delimited by the blue line remains unchanged. The consideration of a
larger domain has resulted in a slight increase in the number of grid cells, from 180 k to
200 k. In order to evaluate the influence of the domain y extent, the DU97FB airfoil was
analysed at several angles of attack. The results demonstrate that enlarging the domain
has no significant impact on the lift and drag coefficients, as illustrated in Figure 15. This
is probably due to the fact that the grids used in this work have high refinement near the
walls, so the grid surrounding the airfoil is very fine. Consequently, local effects are of
greater consequence than far-field effects.

Figure 14. Enlarged calculation domain for sensitivity analysis. The new large domain includes
the old domain, indicated by the blue line in the figure. The domain around the airfoil remains
unchanged (red rectangle).

Figure 15. Coefficients of lift and drag: comparison between the “DU97FB” results (obtained with
the 28c large domain) and the “DU97FB larger domain” results (obtained with the 56c large domain).
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The flap geometry was then applied to two further airfoils: the DU40FB and the
DU35FB airfoils. These airfoils are derived from the sharp trailing edge airfoils called DU40
and DU35, which are described in detail in [21,22] (coordinates available in [23] and in [24]).
The DU40 and DU35 airfoils are obtained in turn from DU 99-W3-450 and DU 99-W3-350,
respectively. All of the aforementioned airfoils are sharp TE airfoils, and the flatback airfoils
were optimised in [25], where the x,y coordinates are provided for analysis. As would be
expected, these airfoils have a maximum thickness of 40% and 35%, respectively, and a TE
thickness of approximately 11% and 9%. The simulations for both airfoils were performed
at Re of 7 × 106, with an undisturbed flow velocity of 34.4 m/s and a chord length of 3 m.
All other settings are the same as the previous simulations. Figure 16 illustrates the lift
and drag coefficients. For these airfoils, the flap exerts a beneficial influence on lift at all
angles of attack, whereas the drag exhibits disparate behaviour. The DU40FB airfoil with
the flap demonstrates a general increase in drag. In contrast, the DU35FB airfoil with the
flap exhibits a drag reduction up to α = 10◦.

Figure 16. Coefficients of lift and drag: comparison between the simple flatback airfoil and the
corresponding airfoil with the flap. DU40FB (Top) and DU35FB (Bottom).

A uniform conclusion regarding the flap’s influence on drag cannot be drawn from the
analysis of the results presented in Figures 7 and 16. The flap confers an advantage on some
airfoils at relatively low angles of attack, while this is not the case for others. This behaviour
appears to be independent of the thickness of the TE or the ratio between the maximum
thickness of the airfoil and the TE thickness. Therefore, the limited number of airfoils tested
precludes the formulation of a general rule for leveraging the flap solution in terms of
drag reduction. However, the flap proposed in this work appears to offer a promising
solution when compared to other devices. For instance, as discussed in reference [12],
the adoption of the Gurney flap or vortex generators has been shown to significantly
enhance lift, particularly in the case of Gurney flaps. However, this increase in lift is often
accompanied by a significant increase in drag. In contrast, the flap proposed in this work
has been observed to result in a reduction in drag at certain angles of attack.

Given the inherent limitations of 2D URANS analysis, namely the overestimation of
drag and the delay in stall prediction, it is recommended that the proposed flap geometry
be subjected to further analysis using a more sophisticated tool, such as 3D simulations or
wind tunnel tests. However, without considering quantitative data, it is possible to make a
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qualitative assessment of the flap geometry proposed in this paper, which suggests that it
has the potential to enhance the performance of the airfoil, particularly by increasing the
lift coefficient.

In other words, a comprehensive campaign of 2D URANS fast simulations could
serve as the initial phase of an airfoil optimisation methodology. However, the final
verification should be conducted with more reliable CFD techniques, despite the increased
computational cost.

5. Case Study

The DU40FB and DU35FB airfoils were selected for the purpose of analysing a portion
of a realistic blade. The turbine in question is the NREL 5MW, for which the distribution
of airfoils, chord and twist are available for reference in [21,26]. The focus of this analysis
was on the portion of the blade from μ = 0.18 to μ = 0.38 (where μ is the dimensionless
radius along the blade defined as μ = r/R and r is the local radius along the blade, while
R is the turbine radius that in this case is 63 m). It should be noted that the original blade
was constructed with sharp trailing edge airfoils; however, for the purposes of this analysis,
these were substituted with FB airfoils. As previously stated, the DU40FB and DU35FB
airfoils were optimised in [25], beginning with the sharp TE.

The objective of this section is to undertake a comparative analysis of the same portion
of blade utilising both the flatback airfoils and the modified geometry with flaps. The
analysis of the blade portion was based on blade element/momentum (BEM) theory. In
particular, in order to calculate the torque Q and thrust T generated by the blade, it is
necessary to calculate the relative velocity to the blade W (see Figure 1) as follows:

W =

√
U2

∞(1 − a)2 + r2Ω2(1 + a′)2 (6)

a =
1
3

(7)

a′ = a(1 − a)
λ2μ2 (8)

λ =
RΩ
U∞

(9)

where a is the axial induction factor, a′ is the tangential induction factor, λ is the Tip Speed
Ratio (TSR) and Ω is the rotation speed of the turbine. Equation (7) and consequently the a′
value represent the condition of maximum power extraction. The angle of inflow φ and the
angle of attack α are calculated as follows:

φ = arctan
(

1 − a
λμ(1 + a′)

)
(10)

α = φ − β (11)

In order to evaluate and compare the torque and thrust of the “blade FB” and the
“blade flap”, where “blade FB” denotes the blade obtained using simple FB airfoils, while
“blade flap” denotes the blade using FB airfoils with the flap, it is first necessary to ascertain
the chord distribution. Given the analytical nature of this analysis, it is essential to pay close
attention to certain aspects. To ensure a fair comparison in the torque and thrust calculation,
it is necessary to use a different chord distribution when changing the airfoil under consid-
eration. The theoretical blade design procedure proposed in [27] is based on the assumption
of optimised operating conditions, which are represented by Equations (7) and (8). In this
analysis, the fundamental parameter is the geometry parameter, defined as follows:

Bc
2πR

λCL =
4λ2μ2a′√

(1 − a)2 + (λμ(1 + a′))2
(12)
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Equation (12) demonstrates that the chord distribution and the lift coefficient em-
ployed for the design are inversely proportional. Consequently, an airfoil with a higher lift
coefficient will result in a shorter chord at each blade section. In light of the aforementioned
concepts, modifying the airfoil entails modifying the chord distribution. In Equation (12),
the chord distribution is a function of solely the CL. The CD is not considered, which is
an acceptable simplification given that in [27] it was demonstrated that an almost equal
chord distribution would have been obtained considering also the CD. The drag effect
will be evident only on the turbine performance, in particular, on the torque and thrust
generated. If we assume that the value of CL remains constant from the tip to the root, and
thus the α, then the blade will exhibit a strongly non-linear tapering for μ ≤ 0.6. This is
because the chord will result in very high values towards the root. Moreover, if a constant
value of CL is assumed, the blade will exhibit a high degree of twist, with a significant
difference in the β value between the root and the tip. From an economic standpoint, the
design procedure entails a linear tapering from the tip to the root, whereby the chord at
the root is reduced and the loss is compensated for by an increase in the value of CL and
consequently in α. The left member of Equation (12) ( Bc

2πR λCL) necessitates a specific
product of c·CL to achieve a given power extraction. Consequently, it is possible to reduce
the chord when increasing the value of CL, and vice versa. For the present analysis, we take
R, the β distribution, λ and the rated wind speed from the real turbine proposed in [26].
Therefore, using equations from (6) to (11), it is possible to find the α distribution along the
blade. The procedure is as follows:

1. Given R, λ, the β-distribution and the U∞ of the NREL 5MW turbine ( R = 63 m,
λ = 7, and U∞ = 11.4), we calculate α;

2. With the found α-distribution, we obtain the CL-distribution;
3. With the CL-distribution, we obtain the new chord distribution through Equation (12);

The φ-distribution is shown in Figure 17 (bottom right side) along with the α and β
distributions. Using Equation (12), we found the chord distribution shown on the right
side of Figure 17 (in the red box). The discontinuity at μ ≈ 0.25 is a consequence of the
rapid change in the airfoil. For μ ≤ 0.25, the airfoil employed is DU40FB (or DU40FB with
the flap), whereas otherwise the airfoil used is DU35FB (or DU35FB with the flap). In the
case of a real blade, it would be advisable to incorporate a fitting to soften the impact of the
airfoil change (see, for example, the airfoil distribution suggested in [28]). Figure 17 on the
left illustrates the optimal chord distribution when utilising the DU35FB airfoil up to the
tip of the blade. However, the present study focuses exclusively on the section of the blade
between μ 0.18 and μ 0.38, as delineated by the red box.

The alpha value exhibits a notable decline as the μ value rises, which is responsible for
the observed increase in the chord for μ ≥ 0.25.

Using Equations (3) and (4), it is possible to assess the torque and thrust coefficients
obtained using the new designed blade section. Figure 18 illustrates the torque and thrust
coefficients. As anticipated, the flap’s deployment results in an elevated thrust coefficient,
attributable to the enhanced lift coefficient and the concomitant increase in drag coefficient
at specific angles of attack. With respect to the torque coefficient, the flap enables an
increased value across all radial positions, substantiating the aforementioned assertion that
at the inboard blade, the dominant influence on the torque coefficient is the lift coefficient,
despite the rise in drag coefficient.

321



Eng 2024, 5

Figure 17. (Left) Chord distributions with zoom (red box) on the blade portion of interest. (Right)
Chord distribution and φ, β and α distribution.

Figure 18. (Left) Torque coefficient along the inboard region of the blade and (Right) thrust coefficient.

By integrating Equations (1) and (2) along the blade section and multiplying by the
number of blades, it is now feasible to obtain the torque and thrust, which are shown in
Figure 19. The observed trend is consistent with the theoretical prediction, exhibiting a
growth pattern from the root to the tip. The integration of the Q and T along the blade
section yields an increase in total torque by 4% for the “blade flap” compared to the “blade
FB” and at the same time a decrease in total thrust by 1%. It should be noted that all BEM
calculations used to determine the Q and T values are based on the airfoil lift and drag
coefficients presented in Figure 16, which were calculated at Re = 7 × 106. The Reynolds
number along the blade sections varies approximately between 6 × 106 and 10 × 106.
Despite the simplifications employed in the analysis of this case study, the qualitative
benefits of flap adoption are evident. It may be possible to construct the blade section
with a shorter chord, reducing material requirements and costs while maintaining power
generation and thrust on the structure. This can be achieved compatibly with structural
requirements at the root.

322



Eng 2024, 5

Figure 19. (Left) Torque along the inboard region of the blade and (Right) thrust.

6. Conclusions

In this study, we propose a novel flap geometry with the objective of enhancing the
lift coefficient of flatback airfoils. The latter are employed at the inboard region of the blade
in order to satisfy both structural and aerodynamic requirements. The flap can be added to
any FB airfoil, and it typically results in an increase in the lift coefficient. With regard to the
drag coefficient, no uniform trend is observed, as it is strictly dependent on the baseline
airfoil shape. At specific angles of attack, some airfoils exhibit a reduction in drag when the
flap is adopted, while other airfoils show a general increase in drag. The flap was evaluated
on a number of airfoils, namely, DU97FB, FB-3500-1750, DU40FB, and DU35FB. However,
due to the limited number of airfoils tested, no general conclusions can be drawn. Further
analyses are required to assess the flap proposed in this work, as the selected airfoils exhibit
significant variation in maximum thickness, thickness of the TE and camber.

The observed behaviour of the flap results in an increase in lift coefficient for all the
airfoils, which coincides with the objective of this study. In the inboard region of the blade,
where the torque coefficient is mainly influenced by the lift coefficient, enhancing the lift
coefficient of the airfoil chosen for the blade design is of paramount importance. As a case
study, we have attempted to evaluate the potential of adopting the flap in the inboard
region of a realistic blade turbine. The method adopted is analytical, specifically based on
BEM evaluations. The blade under consideration is the NREL 5MW turbine. The original
blade features a sharp TE; however, a blade with FB airfoils (“blade FB”) and a blade with
the same airfoils but with the addition of the flap (“blade flap”) were compared. In order
to ensure a fair comparison through analytical evaluations, the chord distribution used
for the two blades was modified. In particular, the airfoils with a higher CL, i.e., airfoils
with the flap, exhibit a shorter chord. The utilisation of the flap enables the attainment of a
higher torque coefficient whilst concurrently a higher thrust coefficient. The total torque
and thrust (Q and T) on the inboard region of the blade were evaluated, resulting in a +4%
and −1% change, respectively. This is due to the fact that the BEM analysis enables the
redesign of the blade, in particular, the chord distribution, as a result of the change in airfoil
performance. The chord length exerts an influence on both Q and T; consequently, despite
the fact that the thrust coefficient of the “blade flap” case is higher, the total thrust is lower
due to the shorter chord. Neglecting quantitative results, the important thing in this case
study was to evaluate the potential of adopting the flap in the inboard region of a realistic
blade. What we can conclude is that it is possible to obtain approximately the same power
output using fewer materials because of a shorter chord.

Future development of this work could be to further analyse the flap behaviour
with more sophisticated tools, for instance, LES simulations or testing a couple of airfoil
geometries with the flap addition in a wind tunnel. For a realistic blade inboard region, it
will be useful to simulate an entire blade with 3D fluid dynamic simulations in order to
assess the chord reduction. With 3D simulations, neglecting the BEM analytical approach,
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it will be possible also to analyse and compare airfoils with and without the flap using the
same chord distribution, evaluating whether the flap could lead to higher power output.
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Abstract: The current surge in the deployment of web applications underscores the need to consider
users’ individual preferences in order to enhance their experience. In response to this, an innovative
approach is emerging that focuses on the detailed analysis of interaction data captured by web
browsers. These data, which includes metrics such as the number of mouse clicks, keystrokes, and
navigation patterns, offer insights into user behavior and preferences. By leveraging this information,
developers can achieve a higher degree of personalization in web applications, particularly in the
context of interactive elements such as online games. This paper presents the WebTraceSense project,
which aims to pioneer this approach by developing a framework that encompasses a backend and
frontend, advanced visualization modules, a DevOps cycle, and the integration of AI and statistical
methods. The backend of this framework will be responsible for securely collecting, storing, and
processing vast amounts of interaction data from various websites. The frontend will provide a
user-friendly interface that allows developers to easily access and utilize the platform’s capabilities.
One of the key components of this framework is the visualization modules, which will enable
developers to monitor, analyze, and interpret user interactions in real time, facilitating more informed
decisions about user interface design and functionality. Furthermore, the WebTraceSense framework
incorporates a DevOps cycle to ensure continuous integration and delivery, thereby promoting agile
development practices and enhancing the overall efficiency of the development process. Moreover,
the integration of AI methods and statistical techniques will be a cornerstone of this framework. By
applying machine learning algorithms and statistical analysis, the platform will not only personalize
user experiences based on historical interaction data but also infer new user behaviors and predict
future preferences. In order to validate the proposed components, a case study was conducted which
demonstrated the usefulness of the WebTraceSense framework in the creation of visualizations based
on an existing dataset.

Keywords: user log; behavior identification; web platform; DevOps; statistical analysis

1. Introduction

E-commerce websites, web games, and other digital platforms will significantly benefit
from the implementation of personalization strategies. The utilization of user data to tailor
content and experiences has the potential to enhance user satisfaction and engagement on
these platforms. For instance, the implementation of personalized recommendations in
e-commerce has the potential to enhance sales and foster customer loyalty by enabling users
to access products that align with their preferences [1]. Personalizing digital experiences
is a complex process [2]. Moreover, research has demonstrated that the adaptation and
personalization of game content significantly enhance player satisfaction and engagement,
thereby contributing positively to gamified education and rehabilitation [3]. By adapting
the gaming experience to align with the preferences of individual players, developers can
enhance user engagement and satisfaction [4]. In the context of web games, gamification
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plays a pivotal role in the creation of immersive and interactive experiences for players.
The utilization of gamification techniques and personalization facilitates player retention
and encourages repeated gameplay, which contributes to the success of web games in the
digital landscape [5].

Similarly, personalization can be beneficial in other contexts, such as web platforms
designed for use in healthcare settings. For example, modifying the interface to accommodate
users with limited digital literacy can markedly enhance the user experience and accessibil-
ity [6]. The research on understanding, developing, and assessing personalization systems is
distributed across multiple disciplines and draws upon methodologies and findings from a
variety of research fields and traditions, including artificial intelligence (AI), machine learning
(ML), human–computer interaction (HCI), and user modeling based on social and cognitive
psychology. The focus of AI and ML is the optimization of personalization applications
through the implementation of accurate algorithmic decision-making and prediction mod-
els. The fields of human–computer interaction (HCI) and information systems examine the
phenomena surrounding the use and interaction with personalization systems. Meanwhile,
cognitive science provides the theoretical foundations for these observed effects [7].

Digital phenotyping is an approach that employs data gathered from digital devices
to evaluate and comprehend user behaviors and characteristics. The term “digital pheno-
typing” is defined as the moment-by-moment quantification of the individual-level human
phenotype in situ, utilizing data from personal digital devices [8]. A related concept is
task fingerprinting, which refers to the distinctive patterns and behaviors exhibited by
users when engaged with digital tasks. By analyzing these patterns, developers are able
to create highly personalized experiences that are tailored to the specific behaviors and
preferences of users [9]. These techniques are of great value in the enhancement of the
personalization of web applications, including games, through the provision of a detailed
understanding of user engagement. A similar trajectory may be envisaged for digital
phenotyping, whereby traditional statistical tools may be combined with machine learning
to translate smartphone sensor and usage data into biomedical and clinical insights [10]. In
order to identify behavioral patterns and inform personalization strategies, it is essential to
create a web platform for the visualization of user log interaction data. Such a platform
can provide developers with intuitive tools for the analysis of interaction data, including
mouse clicks and keystrokes, thereby enabling the identification of trends and preferences.
The visualization of these data enables informed decision-making by developers regarding
game design and content delivery, which in turn enhances the user experience [11].

Some articles have reported the development of platforms designed to facilitate the
visualization and insight generation of user logs. In the work of Rzeszotarski and Kit-
tur [12], the techniques employed for the visualization of user logs comprise a combination
of raw event logs, aggregate behavioral features, and advanced visualization methods,
which are used to provide insights into the behavior and outputs of crowd workers. The
raw event logs record detailed data such as mouse movements, clicks, keypresses, and
focus changes, which are then summarized into visual timelines to represent the behavior
of the worker. In the context of learning analytics, an article discussed the techniques
used for user log visualization [13]. The study underscores the importance of integrating
data across multiple learning platforms, which is represented visually using a bespoke
dashboard. The visualization component of the dashboard was designed with the objective
of aggregating data from disparate sources, including standalone applications, and creating
visual representations based on user input. The architectural design enables the generation
of a range of visual reports that facilitate a deeper comprehension of learner behavior and
performance across diverse digital platforms. In the context of digital phenotyping, a study
employed a range of sophisticated visualization techniques to contextualize and interpret
low-level sensor data collected from smartphones [14]. The visualizations permit analysts
to explore and interpret intricate, context-rich datasets, thereby facilitating the discovery of
behavioral patterns, or “phone-o-types”, that can be predictive of health outcomes. This
approach is particularly effective in addressing the challenges inherent to low-level data,
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such as the absence of contextual information and the necessity for data anonymization,
which are prevalent in smartphone-sensed datasets.

The primary objective of this article is to present the utilization of the WebTraceSense
project to analyze user interaction data from a dataset derived from another study involving
134 distinct crowd workers, employing the task fingerprinting technique to examine the
user interaction logs [15]. The objective of our research is to investigate the potential of
WebTraceSense in enhancing the personalization of web applications by leveraging these
logs. The following research questions (RQs) were formulated:

• RQ1: How can the visualization of user interaction logs enhance the personalization
of web applications, including e-commerce websites, web games, and other digital
platforms?

• RQ2: What are the most effective statistical and machine learning techniques for
analyzing user interaction data to identify and predict user behavioral patterns in web
applications?

In order to respond to these queries, we generated visualizations and applied sta-
tistical analyses with a view to assessing the potential for personalized visualizations to
enhance user experience and engagement on digital platforms. The generation of detailed
visual representations of user interactions facilitates the uncovering of patterns and insights
that can inform the customization of web content and features. Furthermore, the optimal
statistical and machine learning methodologies for analyzing the interaction data gathered
through the WebTraceSense project were identified. The objective is to ascertain which
techniques are most efficacious in identifying and predicting user behavioral patterns,
thereby informing the development of personalized web content. The behavioral traces of
crowd workers were analyzed from a performance standpoint using task fingerprinting,
with data from cognitive ability tests being employed to complement this analysis. The
WebTraceSense platform distinguishes itself from existing systems described earlier by
offering a comprehensive and advanced approach to user interaction analysis and person-
alization. In contrast to the aforementioned platforms, which concentrate on particular
domains, such as crowd worker behavior visualization [12], learning analytics [13], or
digital phenotyping [14], WebTraceSense integrates a robust backend and frontend with AI-
driven insights and statistical methods to provide interactive visualizations across various
digital platforms. Its unique features, including the dynamic player for detailed interaction
representation and a DevOps cycle for continuous integration, enable developers to predict,
and enhance user experiences with unprecedented precision. This holistic approach makes
WebTraceSense a suitable tool for optimizing user interfaces and tailoring web applications
to individual preferences, setting it apart from other platforms that does not focus on
integration and adaptability.

The investigation of WebTraceSense in the customization of web application interaction
data has the potential to yield significant outcomes for the web development industry. A
more profound comprehension of user behaviors and preferences enables developers to
refine the design, functionality, and content of their applications in a manner that aligns
with the specific requirements and interests of their target audience.

2. Background

User log analysis serves as a versatile tool across various domains, particularly in
enhancing healthcare diagnostics and treatments by integrating traditional and digital
biomarkers. Termed digital phenotyping, this method improves “point-of-care” diagnos-
tics by enabling swift and real-time feedback, thus improving patient care by offering
immediate insights into patient conditions [16–18]. A study utilizing machine learning
to analyze keystroke dynamics and metadata from smartphone interactions identified
significant correlations with depressive symptoms, measured by PHQ-9 scores [19], high-
lighting the method’s accuracy and its utility for routine mental health monitoring [20].
Additionally, physiological assessments, such as those analyzing arm movement functions,
are seamlessly integrated into web platforms, offering quantitative and automated eval-
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uations that facilitate the personalization and adaptation of user interfaces for enhanced
interaction [21].

Evaluating performance on microtasks, commonly used in crowdsourcing, can extend
beyond simple outcome measures to include interaction log analysis, offering a detailed
view of worker engagement and efficiency [22,23]. These logs, often collected via simple
JavaScript libraries, reveal insights into user behavior, distinguishing between high- and
low-effort interactions which can inform task allocation and design. Game analytics studies
underscore the importance of leveraging user data to refine game mechanics and narratives
to suit individual player profiles [24].

The methodologies used in web interaction analysis are varied, including descriptive
statistics, machine learning, knowledge inference, deep learning, and sequence mining.
Each methodology provides unique insights into data patterns and user behaviors, aiding
in the development of targeted and effective web applications. For instance, deep learning
models are particularly adept at analyzing complex patterns within large datasets, provid-
ing predictive insights that enhance the identification of user behaviors [25–28]. Although
significant advancements have been made in user log analysis, particularly by researchers
like Mastoras and colleagues [20], there remains a research gap in the strategic application
of user log analysis through advanced statistical and computational techniques, such as
generating interactive visualizations, to create tailored web experiences. This approach not
only boosts user satisfaction and engagement but also supports the ongoing enhancement
of digital platforms.

3. WebTraceSense Platform—A Framework for the Visualization of User Log
Interactions

The WebTraceSense platform aims to provide a comprehensive solution for analyzing
web interaction data. The project involves the development of a backend using .NET
(available online: https://dotnet.microsoft.com, accessed on 22 August 2024) (a framework
based on C#) for the CRUD (Create, Read, Update, Delete) operations on the visualization
data, and a Django API (available online: https://django-rest-framework.org, accessed
on 22 August 2024) (a framework based on Python) for the application of statistical and
machine learning methods on the user interaction log data. This backend is complemented
by the establishment of a database designed to store interaction log files in JSON format,
ensuring efficient data management and retrieval. The authentication for accessing the
backend is made with Auth0 (available online: https://auth0.com, accessed on 22 August
2024), which handles OAuth authentication. On the frontend, the development focuses on
creating a web application using React (available online: https://react.dev, accessed on 22
August 2024), to facilitate the visualization of interaction data. This involves not only the
creation and editing of HTML/CSS pages but also the implementation of a step-by-step web
form, commonly referred to as a “Wizard,” which helps users customize the visualization
of their web interaction records. Additionally, registration and login pages are developed,
adhering to web usability heuristics to ensure a smooth and intuitive user experience. A
significant aspect of the WebTraceSense platform is the development of visualization mod-
ules using JavaScript libraries such as D3.js (available online: https://d3js.org, accessed on
22 August 2024). These modules are essential for illustrating interaction data in a dynamic
and interactive manner, providing users with clear and insightful visual representations of
their data. To ensure that the platform operates efficiently in a production environment, a
robust DevOps [29] and automation process is implemented. This includes the deployment
of backend and frontend components into production mode, conducting thorough integra-
tion tests to validate both components, and creating containerized solutions using Docker
(available online: https://www.docker.com, accessed on 22 August 2024). These steps are
crucial for maintaining the reliability and scalability of the platform.

In order to address the challenges inherent in the management and analysis of large
volumes of interaction data, a NoSQL database (specifically, MongoDB, available online:
https://www.mongodb.com, accessed on 22 August 2024) was implemented in the .NET
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backend of the WebTraceSense framework. This approach was selected due to its scalability
and flexibility in handling unstructured data, which is of paramount importance given the
diverse and extensive nature of user interaction logs. The initial design of the backend was
intended for individual user analysis. However, subsequent adaptations were made to
facilitate collective data visualization, enabling the simultaneous display of interaction data
from multiple users. This required significant enhancements to the D3.js-based visualization
module, ensuring that it could effectively represent and analyze aggregated data across
different users. These technical improvements not only enhance the platform’s capability
to manage large datasets, but also provide deeper insights into group behaviors and trends,
further extending the applicability and effectiveness of the WebTraceSense framework.

Figure 1 illustrates a component diagram of the WebTraceSense framework. The Web-
TraceSense framework is contingent upon researchers, web developers, or any individual
interested in analyzing user interaction data having access to a website where these logs
can be collected. The interaction logs are exported into a JSON file, which captures essential
metrics such as click data, key presses, and the latency of the user’s session. The OAuth pro-
tocol is employed to streamline the process of user authentication, thereby enabling users to
log in using a third-party provider. Upon successful authentication on an external platform,
users are redirected to the WebTraceSense frontend. The main webpage provides users with
the ability to manage the visualizations of user logs. The generation of these visualizations
is facilitated through the utilization of a wizard form, which guides users through a series
of steps, including the upload of interaction log files and the selection of metrics to be
analyzed. These may include mouse data, key presses, and temporal intervals, as well as the
types of visualization charts to be generated. Following the submission of a visualization
request, the ‘Visualization Module’ processes it to produce dynamic, data-driven graphics.
Subsequently, the backend collates data on the visualization metrics employed, which are
then subjected to statistical analysis in order to optimize the visualizations produced. The
refined visualizations provide valuable insights that assist in the definition of requirements
for researchers, game developers, or web developers to enhance their web platforms. This
iterative process of continuous refinement entails the generation of new user interaction logs
and the conduct of further analyses. Throughout its operational lifespan, the WebTraceSense
project incorporates a DevOps cycle to automate the integration of statistical methods into
its data-driven processes. This automation facilitates a seamless transition of backend and
frontend components from the development phase to the production environment, with
unit and integration tests ensuring efficient and seamless functionality.

 
Figure 1. Unified Modeling Language (UML) component diagram for the WebTraceSense system.

330



Eng 2024, 5

The activity diagram for the visualization module in the WebTraceSense project out-
lines a structured process for creating data visualizations based on user interaction logs
(see Figure 2). Initially, the module fetches the interaction log data from the specified web
platform that the researcher wishes to analyze. The user interaction logger is capable of
collecting a multitude of granular data points, which collectively provide profound insights
into the manner in which users interact with web applications (e.g., [15]). The interaction
logger is equipped with the capability to meticulously capture and record mouse clicks,
encompassing not only the frequency but also the precise coordinates of each click within
the interface. This enables a spatial analysis of user behavior, thereby identifying areas of
the interface that receive the most attention or interaction. Furthermore, the logger records
the context in which each click occurs, such as whether it is part of a navigation sequence,
a form submission, or an interaction with a specific UI element. These contextual data
are of great importance for the comprehension of the user’s intent and the assessment of
the effectiveness of the interface design. Another essential function is keystroke logging,
whereby the logger records both the frequency and timing of key presses. These data offer
insights into user typing patterns, text input behavior, and potential cognitive load. The
logger can differentiate between various types of key presses, including alphanumeric
input, function keys, and special characters, facilitating a comprehensive analysis of text
entry tasks and user proficiency.

Figure 2. UML activity diagram for the visualization module.

Once the data are retrieved, the user can choose the type of chart or visualization they
prefer, which sets the framework for how the data will be presented. Following this, the
user selects specific interaction log metrics to focus on, such as mouse clicks or keystrokes,
depending on what aspects of user behavior they are most interested in exploring. The
user also specifies a time interval or selects specific data values to map, which helps in
narrowing down the data analysis to relevant time frames or specific events. Finally, the
module generates the visualization of the interaction log, translating the complex data into
a visual format that is easier to understand and analyze. This streamlined process allows
for efficient and tailored visualizations, providing valuable insights into user interactions
on the web platform.
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The sequence diagram of the visualization module (see Figure 3) provides a com-
prehensive overview of the process, which commences when a creator (researcher, web
developer, or game developer) requests interaction log data from a particular web platform.
This constitutes the inaugural stage in a series of data-driven activities with the objective of
creating sophisticated visualizations. Once the log data have been obtained, the creator
must then select the type of visualization that is required. This may range from a relatively
simple chart to a more complex graphical representation, such as a heatmap or a dynamic
visualization of player interactions. The usage of line charts enables the illustration of trends
over time, such as the frequency of user interactions or the progression of task completion.
This provides a clear, chronological view of user behavior. Heatmaps represent another
indispensable visualization instrument within the system, employed to highlight areas
of elevated interaction density on the user interface, thereby effectively identifying those
locations where users frequently click or direct their attention. This is particularly useful
for identifying user interface (UI) elements that are most engaging or, conversely, those that
may be causing user frustration. Furthermore, the dynamic player represents an additional
interactive visualization option, enabling users to replay sequences of interactions, such as
mouse movements and keypresses, in real time or at adjusted speeds. This tool provides
an immersive method of analyzing the flow and timing of user actions, offering insights
into the user’s navigation patterns and decision-making processes. The aforementioned
visualizations, which are powered by D3.js, not only present the interaction data in an
accessible and engaging format, but also enable users to interact with the data through
filtering, zooming, and panning. This allows for a more in-depth and comprehensive
analysis to be conducted.

 

Figure 3. UML sequence diagram for the interaction between the visualization and statistics modules.

Subsequently, the creator must select the specific interaction log metrics that will be
subjected to analysis. Such data points may include click rates, navigation paths, or time
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spent on specific tasks. Additionally, the creator establishes the temporal scope of the data,
or alternatively, selects specific data values for mapping, thereby facilitating a concentrated
examination of specific behaviors or occurrences. At this juncture, the visualization module
deploys statistical techniques to conduct a comprehensive analysis of the specified metrics.
Descriptive statistics may be employed to summarize the characteristics of the data, while
inferential statistics may be used to make predictions and test hypotheses about user
behaviors. It is imperative that statistical analysis is conducted on the raw data in order to
accurately interpret it and transform it into actionable insights. Once the data have been
statistically processed, the visualization module generates the visual representation. This
final visualization integrates both the statistical analysis and the initial user specifications
to produce a comprehensive, easily comprehensible display of user interactions. These
visualizations serve as powerful tools for the creator, providing a visual summary of
complex datasets and highlighting trends and patterns that may not be immediately
apparent from raw data alone.

Figure 4 presents a comprehensive visual guide to the WebTraceSense platform, illus-
trating the key components of its user interface that facilitate efficient interaction analysis
and visualization. The image in the top left-hand corner depicts the Home Screen, which
represents the initial point of interaction for users and provides access to the various func-
tionalities of the platform. The top right screenshot illustrates the login screen integrated
with Auth0. The bottom left image depicts the CRUD visualization table, which plays
a pivotal role in the management and editing of user-generated visualizations, enabling
real-time modifications and updates. The bottom right screenshot presents the Wizard
form, which guides users through the process of generating custom visualizations. The
generated visualizations can have multiple options, and the main types of charts are the
line chart (see Figure 5), bar chart, pie chart, and the dynamic player (presented in Figure 6).

 

Figure 4. Overview of the WebTraceSense (Top left: Home Screen; Top right: Login screen with
Auth0; Bottom left: CRUD visualization table; Bottom right: Wizard form for generating visualiza-
tions).
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Figure 5. A line chart showing one user log for the version with personalization (left) and another
for the version without personalization (right). The user log is from the Paulino et al. [12] dataset.

 
Figure 6. Dynamic player with the heatmap option for the visualization of a user log based on the
scenario of Paulino et al. [12].

4. Case Study of Analyzing the User Interaction Logs in a Crowdsourcing Context

The principal aim of this article is to present the utilization of the WebTraceSense
project to analyze user interaction data from a dataset derived from another study involving
134 distinct crowd workers [15]. This was achieved by employing the task fingerprinting
technique to examine the user interaction logs. This study made use of the advanced
capabilities of the WebTraceSense platform to gain insight into the patterns and nuances of
user behavior by reconstructing the sequence of interactions from extensive log data. The
application of task fingerprinting enables the differentiation of disparate user behaviors
and the identification of notable trends and anomalies within the dataset. This approach
not only enhances our understanding of user engagement but also provides insights that
can be acted upon to optimize user interfaces and improve the overall user experience.

The dataset was initially assembled for the purpose of investigating the cognitive
personalization of microtask design. It encompasses the contributions of 134 crowd workers
engaged in a range of Human Intelligence Tasks (HITs). The principal metrics gathered
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encompass task accuracy, response times, mouse clicks, key presses, and other forms
of interaction. These metrics were gathered using a combination of cognitive tests and
task fingerprinting methods, thereby providing a robust foundation for the subsequent
analysis of user behavior. The objective of the data collection was to identify the impact
of different cognitive abilities on task performance and to ascertain how tasks could be
personalized in order to enhance worker efficiency and satisfaction. This comprehensive
dataset is a crucial input for the WebTraceSense framework, facilitating the generation of
bespoke visualizations and the application of sophisticated statistical techniques to extract
meaningful insights into user behavior.

In the context of the present study, this dataset is of pivotal importance in validating
the capabilities of the WebTraceSense framework. By leveraging the rich interaction data,
the framework is able to generate visualizations that reflect the specific behaviors and inter-
actions of individual users with web-based platforms in a dynamic manner. To illustrate,
the incorporation of comprehensive click and keystroke data into the dataset enables the
framework to generate highly detailed heatmaps and dynamic player visualizations, which
are essential for elucidating user engagement patterns and identifying potential areas for
improvement in the user interface and user experience. Moreover, the response times
and task accuracy metrics are of great importance in evaluating the efficacy of cognitive
personalization techniques when integrated into web applications.

4.1. Visualizations Generated for the Analysis of Some Logs of the Dataset

Figure 5 presents a line chart comparing user interaction logs from two versions
of a web application, one with personalization and the other without, as documented
by Paulino et al. [15]. The chart effectively illustrates the temporal dynamics between
user interactions. In the personalized version (left side of the chart), there is a noticeable
reduction in the time intervals between interactions, suggesting a smoother and potentially
more intuitive user experience. Conversely, the version without personalization (right
side of the chart) exhibits longer time intervals between interactions, implying a more
challenging user interface that may require more time for users to navigate and complete
tasks. This visual representation underscores the efficiency gains that can be achieved
through personalized interfaces, aligning with expectations that personalized systems can
enhance user engagement and task performance by tailoring the experience to individual
user needs.

The dynamic player shows user behavior more realistically than other visualization
options. It draws the corresponding interaction (mouse or key press) in screenshots of
the user’s login interface. It also shows where the user clicked most. Figure 6 shows an
example of the cognitive test “Pointing”, analyzed in the same scenario as an experiment
on Paulino et al. [15], which collected user interaction data.

4.2. Statistical Analysis

The results of the statistical analysis, conducted with the objective of evaluating the
potential of personalized visualizations to optimize user experience and engagement on
digital platforms, are presented in this section. In the context of the WebTraceSense system,
the Python packages Pandas [30] and NumPy [31] were employed to facilitate data ma-
nipulation and numerical computations, which were essential for preparing the datasets.
The Scikit-learn package [32] was employed for the application of statistical modelling
techniques, such as clustering, with the objective of identifying behavioral patterns. The
SciPy package [33] provided additional statistical tests that were necessary for deeper
analysis. To facilitate the visualization of these insights, Matplotlib [34] and Seaborn [35]
were employed to create clear, informative charts that depict the relationships and trends
within the data. This enabled a thorough understanding of different user groups based
on their interaction logs. The aforementioned packages integrated seamlessly, facilitating
the analysis and presentation of data in a meaningful manner. The microtasks subjected to
analysis were as follows: classification accuracy, counting accuracy, transcription accuracy,
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and sentiment analysis accuracy. These were identified as dependent variables and corre-
lated with the results of the cognitive tests, which were considered to correspond to the
independent variables.

The analysis indicates that personalization is associated with enhanced performance
metrics, particularly with regard to accuracy and efficiency (see Table 1). In order to gain
a more nuanced understanding and identify patterns, we employed a range of analytical
techniques, including the use of correlations, trends, and potential clusters. The follow-
ing steps were then undertaken: A correlation analysis was conducted to evaluate the
relationships between different metrics and identify significant correlations that might
indicate how certain factors influence performance. To examine trends in the data, such
as changes in performance metrics across different tasks or groups, a trend analysis was
conducted. In order to identify distinct groups within the analyzed data that may exhibit
similar characteristics or behaviors, a cluster analysis was conducted using a variety of
clustering techniques. The results of this analysis are presented in Figure 7.

Figure 7. Clusters of microtask performance metrics with centroids (Interquartile Range Method [36]).

Table 1. Comparative analysis of personalization data.

Task Metric Group with Personalization
Group without
Personalization

Counting Task

Accuracy Higher average accuracy Lower average accuracy
Response Time Lower response times Higher response times

Click and Action
Counts

Lower hesitant actions, low
counts of hurry and

special actions

Higher hesitant actions,
low counts of hurry and

special actions

Transcriptions and
Classification Tasks ---

Less prominent data in initial
extract, might not have distinct
columns or might be combined

---

Sentiment Analysis Key Confident Actions More consistent performance
with fewer high deviations

Greater variation in key
confident actions

Special Actions

Similar low occurrences in
both groups, slightly higher

averages in the group without
personalization

Similar low occurrences

The results demonstrated that the independent variables exhibited the most significant
correlations with each of the dependent variables when personalization was applied.
The limit of correlation was employed to determinate the significance, with a value of
correlation coefficient greater than 0.3 or less than –0.3 with each dependent variable [37].
This approach is illustrated in Figure 8.
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Figure 8. Clusters centers. (Left) Version with personalization; (Right) version without personalization).

This analysis aimed to identify and compare the performance metrics of different
clusters of participants based on their performance in various microtasks as showed. Fur-
thermore, we were interested in identifying the factors that were most strongly associated
with counting accuracy within each cluster. This analysis is vital for elucidating the manner
in which disparate factors influence task performance showing in this way the design
of personalized interventions. The analysis of clusters revealed the following behavioral
distinct tendencies:

• Cluster 0: This cluster, encompassing 4 participants, has a mean score of 0.62, a median
score of 0.69, a standard deviation of 0.37, with scores ranging from a minimum of
0.11 to a maximum of 1.0. This cluster suggests a group of participants who are likely
to excel across multiple task types, potentially due to higher overall engagement or
superior cognitive strategies.

• Cluster 1: With 24 participants, this cluster shows a mean score of 0.58, a median score
of 0.67, and a standard deviation of 0.35, with scores ranging from 0.0 to 1.0. It reflects
a more varied group in which some participants excel in certain tasks while others
struggle, indicating diverse strategies or varying levels of task-specific expertise.

• Cluster 2: This cluster represents a singular participant with constant scores (mean,
median, min, and max all at 0.25) and no recorded standard deviation, suggesting
either uniform performance across a limited set of tasks or incomplete data. This
cluster represents participants who generally perform poorly or have incomplete data,
indicating the need for deeper investigation or targeted support.

Finally, we analyzed the pair plot graph, as presented in Figure 9, to explore the
relationships between a selection of key variables countingAccuracy, classificationAccuracy,
and transcriptAccuracy.

 

Figure 9. Pair plot of selected variables (accuracy of classification, counting, transcription, and
sentiment analysis microtasks).
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The presented statistics until this moment served to elucidate divergences in per-
formance across clusters, thereby indicating that Cluster 0 and Cluster 1 exhibit a more
extensive and variability in counting accuracy, whereas Cluster 2 has limited representa-
tion. This information serves to assist in the personalization of interventions and training
programs to align with the specific needs of individual participants, thus enhancing overall
task performance and facilitating an understanding of the diversity in selected task.

5. Discussion

5.1. RQ1: How Can the Visualization of User Interaction Logs Enhance the Personalization of Web
Applications, Including E-Commerce Websites, Web Games, and Other Digital Platforms?

The visualization of user interaction logs is of significant importance in the personal-
ization of web applications across a range of platforms, including e-commerce sites, web
games, and other digital interfaces. By mapping user interactions within these environ-
ments, developers and designers can gain a profound comprehension of user behavioral
patterns, preferences, and areas of difficulty. To illustrate, in the context of e-commerce
platforms, the visualization of user pathways can assist in the identification of products
that elicit greater interest and those sections of the site that give rise to confusion or aban-
donment. These insights facilitate the implementation of targeted modifications to the
user interface and user experience (UI/UX) design, thereby promoting a more seamless
shopping experience that can ultimately lead to increased sales and customer retention.

The capacity for visualization inherent to the WebTraceSense platform is pivotal to its
functionality, facilitating a comprehensive and interactive representation of user interaction
logs. The employment of D3.js for the purpose of visualization modules enables the plat-
form to represent interaction data in a dynamic manner, thereby facilitating the intuitive
visualization of complex datasets for users. This is particularly advantageous in a person-
alized setting, as evidenced by the comparative analysis of user logs from personalized
versus non-personalized versions of web applications. The data clearly demonstrates that
the implementation of personalized interfaces results in a notable reduction in the time
between interactions, which suggests a more streamlined and user-friendly experience.
The aforementioned visualizations facilitate the immediate acquisition of insights into
user behavior, thereby guiding subsequent enhancements to the web application based on
real-time user feedback.

Furthermore, the incorporation of robust backend technologies with advanced fron-
tend visualization tools enables WebTraceSense to provide a comprehensive solution for
web developers and researchers seeking to enhance web platforms through data-driven
insights. The application of statistical and machine learning methods via the Django API to
the interaction data facilitates the generation of highly tailored visualizations through the
further refinement of the customization process. These capabilities render WebTraceSense
an invaluable tool for enhancing the user experience across a range of digital platforms,
whereby detailed interaction logs inform and drive the personalization process. This ap-
proach guarantees that each user interaction is not only recorded and examined, but also
effectively employed to enhance the user’s navigational experience, thus promoting higher
engagement and satisfaction. The visualization of behavioral traces is a well-documented
phenomenon in the scientific literature. For example, the work of Rzeszotarski and Kit-
tur [12,22] demonstrated the potential of visualizing interaction data to uncover user
behaviors. Nevertheless, despite these developments, there remains a notable deficiency in
the availability of tools that facilitate the seamless identification of behavioral traces through
ad-hoc visualizations, which are tailored to the specific requirements of researchers, game
developers and website programmers. WebTraceSense addresses this gap by providing a
robust platform that supports the creation of bespoke visualizations. The incorporation
of sophisticated statistical and AI modules serves to augment the platform’s capacity to
furnish profound insights into user behavior. Such modules are capable of applying sophis-
ticated techniques to interaction data, thereby revealing subtle patterns that may not be
immediately apparent through basic visualization methods
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5.2. RQ2: What Are the Most Effective Statistical and Machine Learning Techniques for Analyzing
User Interaction Data to Identify and Predict User Behavioral Patterns in Web Applications?

The analysis of user interaction data for the purpose of identifying and predicting
behavioral patterns in web applications requires the application of a range of statistical
and machine learning techniques. The principal technique employed was correlation
analysis, facilitated by Python packages such as Pandas and NumPy, which permitted the
identification of significant relationships between disparate interaction metrics and user
behaviors. For example, the analysis demonstrated that enhanced accuracy in counting
tasks was associated with reduced response times and a lower incidence of hesitant actions.
This suggests that users who demonstrated proficiency in these tasks exhibited more
confident and efficient behavior. This finding was further corroborated by the identification
of discrete clusters within the user data. The clusters demonstrated that participants
who exhibited higher overall engagement or superior cognitive strategies demonstrated
consistent superior performance across a range of microtasks. Furthermore, the analysis
indicated that personalization initiatives, such as task difficulty customization based on
user performance, resulted in enhanced accuracy and consistency in task completion. These
findings emphasize the significance of employing correlation analysis and descriptive
statistics to adapt web applications to the distinctive requirements and actions of individual
users, thereby optimizing their overall experience.

While not the focus of this case study, clustering techniques, including K-Means
clustering [38] and Principal Component Analysis (PCA), are highly effective for identifying
distinct user groups based on interaction data. K-Means clustering is an effective method
for grouping users with similar interaction patterns, thereby identifying distinct behavioral
segments. In contrast, PCA reduces the dimensionality of the data, thereby facilitating the
visualization and interpretation of these clusters. The combination of these methods enables
researchers to identify underlying patterns and segments within the user base, which are
crucial for the development of targeted interventions and the delivery of personalized
experiences in web applications.

In the context of predictive modelling, machine learning algorithms such as Random
Forest and Gradient Boosting have been demonstrated to be highly effective [39]. These
techniques are robust in handling both linear and non-linear relationships and can manage
complex interactions between variables. For example, Random Forest provides insights
into the importance of various features in predicting user behavior, while Gradient Boosting
can enhance prediction accuracy by iteratively improving the model. Collectively, these
methods facilitate the development of models that not only explain user behavior but also
predict future actions, thereby enabling web applications to adapt dynamically to user
needs and preferences.

6. Final Remarks

The WebTraceSense platform represents a comprehensive methodology for the analysis
and visualization of web interaction data, thereby significantly enhancing the personaliza-
tion capabilities of web applications, e-commerce sites, and digital games. By leveraging
user interaction logs, the platform facilitates a more profound comprehension of user
behaviors, thereby enabling developers and researchers to tailor user experiences with
greater precision. The integration of a four-step wizard form allows for the upload and
meticulous analysis of these logs, where users can select specific interaction metrics to
visualize, such as mouse clicks and keystrokes, along with choosing from various visual-
ization options, including line charts, bar charts, and pie charts. Of particular note is the
dynamic player feature, which provides a dynamic visual representation of user interac-
tions over time on actual interface screenshots, including heatmaps that highlight frequent
interaction points. Furthermore, the comprehensive architecture of the WebTraceSense
platform, which encompasses robust backend and frontend components, is designed to
facilitate the streamlining of operational workflows from data collection to visualization.
The platform employs advanced statistical and machine learning techniques to process in-
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teraction data, which significantly aids in the identification and prediction of user behavior
patterns. Techniques such as correlation analysis and clustering facilitate the discernment
of relationships between different user interactions and the grouping of users with similar
behaviors, thereby enabling the implementation of targeted interventions. Additionally,
predictive models are employed to predict user actions, offering insights that are crucial for
the dynamic adaptation of web applications to enhance user satisfaction and engagement.
This integration of sophisticated analytical tools ensures that WebTraceSense can provide
continuous improvements to web platforms, leading to more refined and user-centered
applications. A case study was conducted to evaluate the utility of the proposed platform
for the generation of visualizations based on an existing dataset. The results demonstrated
the effectiveness of the proposed approach.

In the future, it is anticipated that the platform will undergo further refinement, in-
cluding the development of additional visualizations. Moreover, the dynamic player will
be enhanced through the generation of logs of the interface based on user interactions,
thereby eliminating the necessity for screenshots for these visualizations. Additionally,
improvements to the visualizations of the collective tendencies of the entire dataset are re-
quired in order to more effectively identify behavioral traces of users in the user interaction
log. Another limitation has been identified, namely the necessity for broader validation
through additional case studies across diverse domains. This represents a crucial future
direction. Furthermore, the study referenced in [40] has been identified as a valuable source
for future work, as it offers a formalized method for applying visualization taxonomies to
real-world interaction data. In regards to the performance metrics, it was stipulated that a
comprehensive examination of pivotal performance metrics, including the processing time
for visualization generation and the efficacy of loading user interaction log data, shall be
conducted in future work.
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Abstract: The increasing sophistication of cyberattacks necessitates the development of advanced
detection systems capable of accurately identifying and mitigating potential threats. This research
addresses the critical challenge of cyberattack detection by employing a comprehensive approach
that includes generating a realistic yet imbalanced dataset simulating various types of cyberattacks.
Recognizing the inherent limitations posed by imbalanced data, we explored multiple data aug-
mentation techniques to enhance the model’s learning effectiveness and ensure robust performance
across different attack scenarios. Firstly, we constructed a detailed dataset reflecting real-world
conditions of network intrusions by simulating a range of cyberattack types, ensuring it embodies
the typical imbalances observed in genuine cybersecurity threats. Subsequently, we applied sev-
eral data augmentation techniques, including SMOTE and ADASYN, to address the skew in class
distribution, thereby providing a more balanced dataset for training supervised machine learning
models. Our evaluation of these techniques across various models, such as Random Forests and
Neural Networks, demonstrates significant improvements in detection capabilities. Moreover, the
analysis also extends to the investigation of feature importance, providing critical insights into which
attributes most significantly influence the predictive outcomes of the models. This not only enhances
the interpretability of the models but also aids in refining feature engineering and selection processes
to optimize performance.

Keywords: data augmentation; supervised learning; cybersecurity

1. Introduction

The National Institute of Standards and Technology (NIST www.nist.gov/cybersecurity
accessed on 1 June 2024) provides multiple definitions of cybersecurity, which may be col-
lectively synthesized into a singular principle: cybersecurity entails the implementation of
protective measures and controls designed to prevent harm and secure information stored
in computer systems or transmitted through communication networks. This practice is
paramount to ensure the availability, integrity, and confidentiality of information.

A report by the European Union Agency for Cybersecurity (ENISA www.enisa.europa.
eu/publications/enisa-threat-landscape-2022 accessed on 15 June 2024) underscores a
significant augmentation in cyberattacks toward the end of 2022 and into the initial half
of 2023. The ongoing Russian invasion of Ukraine is pinpointed as a primary catalyst for
this uptick. Additionally, the report identifies eight major threat groups, highlighting the
dynamic and evolving nature of cyber threats.

Threats against data are categorized into data leaks and data breaches, which differ
primarily in the intent behind the exposure. A data leak is usually an unintentional exposure
due to human error or system vulnerabilities, whereas a data breach is a deliberate attack
aimed at stealing information.

Threats against availability include Denial of Service (DoS) attacks, which disrupt
normal operations by overwhelming systems or networks with excessive traffic, typically
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originating from multiple sources. Additionally, internet threats comprise a range of
deliberate or accidental disruptions to electronic communications, leading to outages,
blackouts, shutdowns, or censorship caused by various factors including government
actions, natural disasters, or cyberattacks. Information manipulation involves actions that
influence values, procedures, and political processes, often with a manipulative agenda.
While not always illegal, these actions pose significant threats by potentially undermining
democratic principles, destabilizing societies, and eroding institutional trust. Supply chain
attacks represent sophisticated cyberattacks targeting the interconnected relationships
between organizations and their suppliers. These attacks can involve malicious code in
software updates or hardware components, compromised supplier credentials, or exploited
third-party service or product vulnerabilities.

Machine learning (ML) plays a crucial role in classifying and detecting cyberattacks
by analyzing vast amounts of data and identifying patterns indicative of malicious activity.
One significant advantage of ML is its ability to detect anomalies, which can indicate
potential threats such as zero-day attacks and advanced persistent threats (APTs). Moreover,
ML automates the threat identification process, reducing the time needed to detect and
respond to threats, which helps mitigate damage and minimize downtime. ML’s pattern
recognition capabilities are particularly useful in identifying specific types of cyberattacks,
thereby improving threat detection accuracy. Additionally, ML systems are scalable and
can handle large-scale data, making them suitable for enterprises with extensive networks.
Furthermore, ML models can continuously learn from new data, enhancing their detection
capabilities over time. This adaptive learning is essential for staying ahead of emerging
threats. Another benefit of ML in cybersecurity is its ability to reduce false positives in
threat detection, allowing security teams to focus on genuine threats and avoid unnecessary
alerts. By automating many aspects of threat detection and response, ML also reduces the
operational costs associated with manual security monitoring and incident response.

ML models are trained using datasets to classify various types of cyberattacks. How-
ever, these datasets are frequently imbalanced, meaning that some types of attacks are
significantly underrepresented compared to others. This imbalance poses a critical problem
because the models trained on such datasets tend to become biased towards the more
common attack types, resulting in poor detection rates for the rarer, yet potentially more
dangerous, attacks. For example, if a dataset contains a vast majority of data on phishing
attacks but very few instances of zero-day exploits, the model will likely excel at identifying
phishing but fail to recognize the zero-day exploits. To address imbalance issues, cyberse-
curity researchers and practitioners use techniques such as data augmentation, synthetic
data generation, and advanced ML algorithms designed to handle imbalanced data. These
methods help ensure that the models remain robust and capable of accurately identifying
both common and rare cyber threats, thereby providing a more secure defense against a
wide range of attacks.

However, these efforts alone are not particularly compelling unless the ML models are
also employed to assign weights to dataset features. This weighting process is crucial as
it helps identify which features have the greatest influence on the model’s responses. By
understanding feature importance, researchers and practitioners can gain deeper insights
into the factors driving cyber threats, leading to more effective detection and prevention
strategies. Without this, the models remain black boxes, offering limited value beyond
mere classification.

1.1. Aims of the Research

The primary objective of this research was to explore and evaluate various data
augmentation techniques to enhance the effectiveness of supervised learning models in
detecting cyberattacks. By generating a realistic dataset that simulates different types of
cyberattacks, the study aimed to reflect the typical imbalances observed in genuine cyber-
security threats. Subsequently, the application of multiple data augmentation techniques,
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including SMOTE and ADASYN, sought to correct the skewed class distribution, providing
a more balanced dataset for training supervised machine learning models.

Furthermore, the study hypothesized that the implementation of these data augmen-
tation techniques would lead to significant improvements in the detection capabilities of
various models, such as Random Forests and Neural Networks. Another key hypothesis
was that the analysis of feature importance would offer critical insights into which attributes
most significantly influence the predictive outcomes of the models, thereby enhancing their
interpretability and aiding in the refinement of feature engineering and selection processes.

1.2. Contribution of This Work

The contribution of this research consists of the following:

• A novel, realistic dataset that simulates various types of cyberattacks, mirroring the
complex and imbalanced nature of real-world cybersecurity scenarios;

• Furthermore, a comprehensive application of several data augmentation techniques, in-
cluding SMOTE (Synthetic Minority Over-sampling Technique) and ADASYN (Adap-
tive Synthetic Sampling), is adapted specifically for enhancing the dataset within the
cybersecurity context;

• Additionally, the research includes a systematic evaluation of how different machine
learning models perform following data augmentation, identifying those most effec-
tive in recognizing diverse cyber threats;

• Finally, this exploration enhances the understanding of predictive features and con-
tributes significantly to the models’ transparency and explainability, essential for
operational trust and effective deployment in cybersecurity environments.

The work is organized as per Figure 1. Specifically, Section 2 reviews the related work.
Section 3 provides the background of this work, presenting some of the data augmentation
techniques and machine learning methods used. Section 4 details the experiments run
on a generated dataset, while Section 5 comments on the results. Section 6 draws some
conclusions and provides a few comments on future work. Finally, a list of abbreviations
used and more detailed results are given in Appendix A.

2. Related Work

Supervised learning is widely used in Intrusion Detection Systems (IDSs) due to its
effectiveness in employing labeled datasets to train predictive models.

Apruzzese et al. [1] provide a comprehensive review of the deployment and integra-
tion of ML in cybersecurity. Key contributions include highlighting the benefits of ML
over traditional human-driven detection methods and identifying additional cybersecurity
tasks that can be enhanced by Supervised Learning. The study discusses intrinsic problems
such as concept drift, adversarial settings, and data confidentiality that affect real-world
ML deployments in cybersecurity. Limitations of the approach include the slow pace of
integrating ML into production environments and the need for continuous updates to
handle evolving threats. The article also presents case studies demonstrating industrial
applications of ML in cybersecurity, emphasizing the necessity of collaborative efforts
among stakeholders to advance ML’s role in this field.

Mijwil et al. [2] explain how supervised and unsupervised learning methods, such as
logistic regression and clustering, are utilized for intrusion and anomaly detection, while
DL techniques like convolutional neural networks (CNNs) and recurrent neural networks
(RNNs) effectively identify malware and cyber threats with high accuracy. Despite their
potential, ML and DL face challenges, including the need for large datasets, high false
positive rates, and the continuous evolution of cyber threats, necessitating regular updates
and human oversight. The paper calls for ongoing research, better datasets, and integrated
AI techniques to stay ahead of cybercriminals. Finally, it emphasizes the importance of
further investigations into AI applications in cybersecurity, encouraging collaboration and
the development of advanced techniques to protect digital environments.
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Figure 1. Visual representation of the work’s structure.

A significant study by Bagui et al. [3] analyzed network connection logs using various
supervised learning models, including Logistic Regression, Decision Trees (DTs), Random
Forests (RFs), SVM, Naïve Bayes, and gradient-boosting trees. They introduced a new
dataset, UWF-ZeekData22, which is publicly accessible through the University of West
Florida’s site. This dataset is labeled according to the MITRE ATT&CK framework, although
the labeling process is not clearly documented. It includes 18 attributes, with the top six
features identified based on information gain being the history of connection, transport
layer protocol, application layer protocol, number of payload bytes the originator sent,
destination IP, and number of packets the originator sent. The UWF-ZeekData22 dataset
primarily covers two tactics: reconnaissance and discovery, with a significant imbalance
between the number of observations for each tactic—2087 for discovery and 504,576 for
reconnaissance. The focus of the research is more on classifying adversary tactics rather
than specific techniques of attack. The strengths of the study by Bagui et al. include a
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detailed presentation of a novel approach to preprocessing log data. The methodology
involves binning numerical values (except for originator and destination ports) using a
moving mean approach. Nominal features are converted into numerical labels, IP addresses
are categorized based on the standard network classification of the first octet, and ports are
grouped by ranges. A noted limitation in the study is its reliance on binary classification to
assess model performance. The findings highlight that tree-based methods—specifically
Decision Trees, gradient boosting trees, and Random Forests—excelled, achieving over 99%
accuracy along with high precision, recall, f-measure, and AUROC scores.

Tufan et al. [4] explored a supervised ML model trained and tested on two distinct
datasets. The first dataset consists of real-world private network data collected by the
authors, and the second is the UNSW-NB15 dataset, developed by the Australian Center
for Cyber Security. The data from the organizational environment required significant
preparation, including the conversion of private IP addresses to public ones within captured
packets. A noteworthy feature extraction technique involved analyzing packets with
various TCP headers, such as ICMP, SYN, SYN-ACK, NULL, FIN, XMAS (PSH-URG-
FIN), and FIN-ACK, with measurements taken every two seconds for each source IP.
The preprocessing steps included the removal of redundant columns, those with empty
values, and those with little variation. For categorical features, one-hot encoding was
employed. This approach to handling missing values and detailing the labeling process,
using open-source tools like Snort and Suricata to generate alerts from packet data, marks a
comprehensive method where these alerts serve as labels for training. Tufan et al. utilized
both filter and wrapper methods for feature selection, aiming to effectively refine the
feature set. In contrast, the study by Bagui et al. [3]. performed attribute reduction using
information gain to assess the importance and relevance of features. They compared two
supervised models: an ensemble model consisting of Bayesian classifiers, KNN, Logistic
Regression, and SVMs, against CNNs. A significant finding from their research was that
CNNs outperformed the ensemble model in both datasets, highlighting the effectiveness of
deep learning approaches in handling complex data structures and patterns.

In their study, Ravi et al. [5] introduced a deep-learning ensemble approach to enhance
the performance of IDSs. The effectiveness of the proposed model was evaluated using
several datasets, including SDN-IoT, KDD-Cup-1999, UNSW-NB15, WSN-DS, and CICIDS-
2017, although only samples from the last four were considered. These datasets were
preprocessed to ensure normalization. The models implemented for classification and
feature extraction were RNNs, LSTMs, and Gated Recurrent Units (GRUs). These neural
networks demonstrated a high efficacy in detecting attacks across all datasets. The next
phase of the proposed methodology involved dimensionality reduction using Kernel
Principal Component Analysis (KPCA) to improve the manageability and effectiveness
of the data. During the feature fusion process, features extracted from different models
were concatenated to form a comprehensive feature set. This combined feature set was
then processed by base-level classifiers, specifically SVMs and Random Forests. The
outputs from these classifiers were subsequently analyzed by a meta-level classifier, Logistic
Regression, to finalize the detection process. The performance metrics from this study
highlighted significant success in attack classification, achieving over 98% accuracy on all
datasets, except the KDD-Cup-1999 dataset, which recorded an accuracy of 89%.

Further exploration into unsupervised ML models was conducted by Verkerken et al. [6],
who utilized datasets developed by the Canadian Institute for Cybersecurity. In this
phase, they removed redundant features and eliminated samples with missing or infinite
values, as well as duplicated rows. Notably, unlike in the study by Bagui et al. [3],
previously cited, features such as IP addresses were discarded to avoid overfitting. They
applied a variety of feature scaling techniques, including StandardScaler, RobustScaler,
QuantileTransformer, and MinMaxScaler from the scikit-learn library. These preprocessing
steps were essential for the subsequent application of models such as Principal Component
Analysis (PCA), Isolation Forest, Autoencoder, and One-Class SVM, particularly focusing
on anomaly detection. However, they observed a significant drop in model performance
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on newer data collected in 2018, with the AUROC decreasing by an average of 30.45%, and
a minimum drop of 17.85% for the One-Class SVM. The authors attributed these declines to
changes in the distribution of attack labels between datasets and the inadequacy of model
hyperparameters during validation.

Another innovative approach to data handling was proposed by Hwang et al. [7],
aimed at addressing the challenge of high memory demand typically associated with storing
traffic data. Their method focused on analyzing only the initial bytes of the first few packets
in a flow, significantly reducing data storage requirements. This approach showcases a
practical solution to one of the fundamental issues in network traffic analysis, highlighting
the potential of unsupervised learning techniques in IDSs. Each of these studies contributes
to the evolving landscape of ML applications in cybersecurity, demonstrating various
strategies to enhance the effectiveness and efficiency of IDSs.

In their innovative study, Aamir and Zaidi [8] introduced a semi-supervised approach
based on clustering techniques. The primary objective was to employ various clustering
methods to initially label the dataset, which would then facilitate the training of supervised
algorithms for classification.

A significant limitation of this study was its reliance on synthetic datasets generated
through simulation. Unlike other studies, the feature set used here was relatively small,
comprising variables such as traffic rate, processing delay, and server CPU utilization,
which were deemed sufficient for detecting Distributed Denial of Service (DDoS) attacks.
The dataset’s size was also restricted, containing only 1000 observations, which may not
adequately represent more complex attack scenarios. Nonetheless, the results from this
dataset were compared with a subset of the CICIDS2017 dataset that specifically focused
on DDoS attacks.

After the collection and normalization of the dataset, two clustering techniques
—agglomerative clustering and K-means—were applied. Notably, K-means was enhanced
by principal components obtained from PCA. The subsequent step involved a voting mech-
anism to reconcile the clustering results: if an observation was consistently labeled across
both results, it was assigned a definitive class (benign or DDoS); otherwise, it was tagged as
“Suspicious”. This process was crucial for creating a reliably labeled dataset for subsequent
supervised learning.

Supervised algorithms used included K-nearest neighbor (KNN), Support Vector Ma-
chines (SVMs), and Random Forest, with hyperparameters finely tuned during the training
phase. The classification accuracy on the synthetic dataset was impressive, particularly
for Random Forest, which achieved a 96.66% accuracy rate. This methodology was also
validated on the aforementioned subset of CICIDS2017, achieving over 86% accuracy,
underscoring the effectiveness of this semi-supervised approach.

Concerning data augmentation, Maharana et al. [9] extensively reviewed augmenta-
tion techniques, particularly focusing on their application in ML for image data. Techniques
such as flipping, cropping, rotation, and color space adjustments were explored, detailing
how they help in creating varied datasets from limited data sources. These methods are
critical for reducing model overfitting and improving the robustness of the predictions.

Naik et al. [10] discuss the integration of AI with traditional cybersecurity strategies,
noting how AI can bring a significant improvement in handling cyber threats through
technologies like Big Data, Blockchain, and Behavioral Analytics. In detail, it provides an
in-depth analysis of both “distributed” AI methods (such as Multi-Agent Systems, Artificial
Neural Networks, Artificial Immune Systems, and Genetic Algorithms) and “compact” AI
methods (including ML Systems, Expert Systems, and Fuzzy Logic). These classifications
help differentiate AI techniques based on their application scope and complexity.

Table 1 outlines a comparative review of the methodologies and outcomes from the
discussed studies focused on ML and data augmentation approaches to intrusion detection.
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Table 1. Comparison of related work in IDS using ML and data augmentation techniques.

Paper Year Strengths Limitations

Hwang et al. [7] 2020 Approach used tried to
minimize memory usage. No standard classification.

Verkerken et al. [6] 2021
Multiclass classification.

Comparison between intra-
and inter-dataset evaluations.

No feature selection. No
standard classification.

Aamir and Zaidi [8] 2021

Hyperparameter tuning.
Validation of the approach on

a synthetic dataset and
benchmark dataset.

Synthetic dataset. Focus only
on DDoS attacks. Using a
small number of variables

Tufan et al. [4] 2021

Hyperparameter tuning.
Comparison of the models

trained and tested on private
and publicly

available datasets.
Feature selection.

Focus only on probing.
Designed to work offline.

The institutional dataset was
collected from a specific

environment. No
standard classification.

Bagui et al. [3] 2022

Created a new dataset labeled
according to MITRE

framework.
Unique and detailed

preprocessing strategy.
Feature selection based on

information gain.
Comparison between models

also in terms of using
important features (top 6,

top 9, all 18)

Dataset contains only 2 tactics.
Using binary classification.

Absence of hyperparameter
tuning. Designed to
work offline.
Many duplicates in

the dataset.

Ravi et al. [5] 2022
Multiclass classification. Used

the most common
benchmark datasets.

Proposed approach is
sensitive to imbalanced

datasets. No
standard classification.

Maharana et al. [9] 2022 Methodological diversity,
educational value

Lack of empirical data, focus
on ML

Naik et al. [10] 2022 Comprehensive coverage,
practical applications

Lack of case studies and
evaluation metrics

Apruzzese et al. [1] 2023 Deep discussion on
intrinsic problems None

Mijwil et al. [2] 2023

Analysis of current ML and
DL models applied in IDS, in

terms of advantages
and limitations

None

Agrawal et al. [11] 2024 Synthetic data generated
by GANs Lack of realism

Mohammad et al. [12] 2024 High accuracy in
intrusion detection

Persistent challenge of class
imbalance and the marginal

performance improvements of
complex DL models

In [11], Agrawal et al. explored the application of generative adversarial networks
(GANs) in creating synthetic data for cybersecurity. Key contributions included com-
prehensively examining GANs’ capabilities in generating realistic cyberattack data and
their use in enhancing IDSs (IDS). The study identified challenges such as the efficacy
of GAN-generated data in accurately representing real-world attacks and the need for
further investigation into the robustness of deep learning models trained on synthetic data.
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Limitations included persistent concerns about the quality and realism of the synthetic data
produced by GANs. The paper emphasizes the importance of synthetic data in overcoming
privacy and security concerns associated with real-world data sharing

Mohammed et al. [12] presented a method to improve IDS performance by combining
deep learning architectures with data augmentation techniques. Key contributions included
using four prominent datasets (UNSW-NB15, 5G-NIDD, FLNET2023, and CIC-IDS-2017)
to demonstrate that simple CNN-based models can achieve a high accuracy in intrusion
detection. Limitations highlighted include the persistent challenge of class imbalance
and the marginal performance improvements observed with more complex deep learning
architectures compared to simpler models. The study emphasized the importance of data
quality and augmentation in enhancing detection capabilities.

3. Background

3.1. Introduction

In the rapidly evolving field of cybersecurity, ML plays a crucial role in enhancing
threat detection and mitigation. Effective data augmentation techniques, such as SMOTE
and ADASYN, are essential for addressing class imbalances in cybersecurity datasets.
However, simply balancing datasets and training ML models is insufficient unless these
models can also assign weights to dataset features. Understanding feature importance is
key to identifying which factors most influence the model’s responses, thereby improving
the model’s interpretability and effectiveness. This section explores various data augmen-
tation methods, supervised learning models, and the significance of feature weighting
in the context of cybersecurity, offering insights into optimizing model performance and
decision-making.

3.2. Data Augmentation Techniques

Advanced techniques like synthetic data generation through methods such as SMOTE
(Synthetic Minority Over-sampling Technique [13]) can also be employed to enrich the
dataset without losing valuable information. Given a sample xi from the minority class,
SMOTE identifies its k nearest neighbors in the feature space. Let xnn denote one of these k
nearest neighbors. A synthetic sample xnew is generated by interpolating between xi and
xnn using the equation:

xnew = xi + λ(xnn − xi)

where λ is a random number between 0 and 1. This interpolation step creates a new sample
that is a linear combination of the original sample and its neighbor, thus preserving the
general data distribution while expanding the minority class.

ADASYN (Adaptive Synthetic Sampling, [14]) extends SMOTE by focusing more on
generating synthetic samples next to the minority class samples that are wrongly classified
by a classifier. Mathematically, ADASYN calculates the number of synthetic samples to
generate for each minority class sample xi by using a density distribution:

ri =
γi

∑N
i=1 γi

where γi is the number of majority class samples in the k nearest neighbors of xi. The
number of synthetic samples Gi to generate for each xi is proportional to ri.

In cases where classes overlap significantly, SMOTE and ADASYN can introduce
synthetic samples in regions where the classes are not well-separated. This can lead to in-
creased misclassification, as synthetic samples in overlapping regions may be misclassified,
reducing the overall performance of the model. Moreover, introducing synthetic samples in
overlapping regions can blur the decision boundaries, making it difficult for the classifier
to distinguish between classes.

When synthetic samples introduce noise, both SMOTE and ADASYN can suffer from
decreased performance. In particular, synthetic samples that are not representative of
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the actual data distribution can introduce noise, leading to poor generalization of the
model. Furthermore, the presence of noisy samples can cause the model to overfit the
synthetic data, reducing its ability to perform well on unseen data. Additionally, noise can
adversely affect precision and recall, as the model may produce more false positives and
false negatives.

However, several strategies can be employed to mitigate the issues of overlapping
classes and noise. For example, the data can be preprocessed to remove noise before
applying SMOTE or ADASYN. Secondly, more sophisticated techniques (such as Borderline-
SMOTE or SVM-SMOTE) that focus on generating samples near the decision boundary
can be used. Finally, it is possible to continuously evaluate the performance and tune the
parameters of the over-sampling techniques to minimize the introduction of noise.

Borderline-SMOTE [15] specifically targets minority class samples that are close to
the boundary with the majority class. It uses the same interpolation strategy as SMOTE
but restricts it to those minority samples whose nearest neighbors include majority class
samples. The synthetic sample generation formula remains as per the SMOTE technique.

Tomek-links data augmentation [16] is a technique used primarily to enhance the
performance of classifiers on imbalanced datasets. It involves identifying pairs of instances
that are nearest neighbors but belong to different classes and removing them to increase
the separability of the classes.

A Tomek-link exists between a pair of instances xi and xj from different classes if
there is no instance xk such that d(xi, xk) < d(xi, xj) or d(xj, xk) < d(xj, xi), where d
represents the distance metric used, often the Euclidean distance. Mathematically, it can be
characterized as follows:

Let S be the set of all samples, then a pair (xi, xj) ∈ S × S forms a Tomek-link if

(yi �= yj) ∧ (�xk ∈ S : (d(xi, xk) < d(xi, xj) ∨ d(xj, xk) < d(xj, xi)))

This method is especially effective for binary classification problems and is often
utilized as a data cleaning technique rather than an oversampling technique.

SMOTEENN [17] combines two approaches to address the issue of class imbalance
in machine learning datasets: SMOTE (Synthetic Minority Over-sampling Technique) for
over-sampling the minority class and ENN (Edited Nearest Neighbor) for cleaning the data
by under-sampling both classes.

ENN removes any sample that has a majority of its k nearest neighbors belonging to a
different class. For a given sample xi, it is removed if

1
k

k

∑
j=1

I(yj �= yi) > 0.5

where I is an indicator function, yj is the class label of the j-th nearest neighbor, and yi is
the class label of xi.

SMOTEENN applies SMOTE to generate synthetic samples and then uses ENN to
remove any generated or original samples that are misclassified by their nearest neighbors.
This combination helps in refining the class boundaries further than using SMOTE alone.

Finally, SMOTE-Tomek [18] is a hybrid method that combines the SMOTE approach
for over-sampling the minority class with Tomek links for cleaning overlapping samples
between classes. This technique is particularly effective in improving the classification of
imbalanced datasets by both augmenting the minority class and enhancing class separability.
SMOTE-Tomek first applies SMOTE to generate additional synthetic samples to balance the
class distribution. Subsequently, it applies the Tomek links method to remove any Tomek
links identified between the synthetic and original samples. This removal process helps in
reducing noise and making the classes more distinct, which is beneficial for the subsequent
learning process.
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It is interesting to discuss the computational costs of the data augmentation techniques
and their impact on the model. The time complexity of SMOTE is O(T × k × d), where
T is the number of synthetic samples, k is the number of nearest neighbors, and d is
the dimensionality of the data. This results in a moderate increase in training time due
to the need to find nearest neighbors and generate synthetic samples. ADASYN has a
similar time complexity to SMOTE but includes additional computations to determine
the difficulty of instances, resulting in slightly higher computational costs and additional
processing time compared to SMOTE. Borderline SMOTE shares the same time complexity
as SMOTE but with additional steps to identify boundary samples. This leads to higher
computational costs as identifying boundary samples requires extra computations. The
time complexity for Tomek Links is O(n2 × d), where n is the number of samples and d
is the dimensionality. This results in significant preprocessing time due to the need to
compute pairwise distances between samples, thus impacting overall model training time.
SMOTEENN combines the costs of SMOTE and the Edited Nearest Neighbors (ENNs)
technique, typically O(T × k × d) +O(n × k × d). The high computational cost results from
combining synthetic sample generation and nearest neighbor cleaning, leading to a notable
increase in resource usage. SMOTE Tomek combines the costs of SMOTE and Tomek Links,
typically O(T × k × d) + O(n2 × d). This combination results in very high computational
costs due to extensive pairwise distance computations and synthetic sample generation,
significantly impacting training time and resource consumption.

The computational costs of these techniques directly impact model training time and
resource usage. Techniques with higher time complexity, such as SMOTE Tomek and
SMOTEENN, significantly increase preprocessing time and extend overall training time.
High computational costs translate to increased CPU and memory usage, which can be
limiting factors for large datasets or complex models. Techniques with quadratic time
complexity (e.g., Tomek Links) may not scale well with large datasets.

Data augmentation is crucial in cybersecurity for generating more comprehensive
datasets that can help in better training machine learning and deep learning models. The
scientific literature proposes different surveys (see, for example, [1,19–21]) centered around
machine learning models applied in cybersecurity.

3.3. Supervised Learning Models

This work considers some of the supervised learning models such as Naive Bayes,
KNN, XGBoost (XGB), Gradient Boosting Machine (GBM), Logistic Regression, and Ran-
dom Forest, as well as deep learning models like RNNs and LSTMs on cyberattack datasets.

Naive Bayes is a probabilistic classifier based on Bayes’ theorem with the assumption
of independence between features. Its strengths include being fast and efficient, especially
with large datasets, and performing well with small amounts of training data. However, it
assumes independence between features, which is rarely true in real-world data, and is
not suitable for datasets with highly correlated features. KNN is a simple, non-parametric
algorithm that classifies a sample based on the majority class among its k-nearest neighbors.
KNN is simple to implement and understand, and it is effective for small datasets with
well-defined classes. Its limitations are that it is computationally intensive with large
datasets and its performance can degrade with high-dimensional data. XGB is an optimized
distributed gradient boosting library designed to be highly efficient and flexible. XGB offers
high performance and accuracy, and it handles missing values and large datasets well.
However, it requires careful tuning of hyperparameters and can be prone to overfitting if
not properly regularized. GBM builds an additive model in a forward stage-wise manner,
optimizing differentiable loss functions. GBM is known for its high accuracy and robustness,
and it is effective for both regression and classification tasks. The main limitations are that
it is computationally intensive and slow to train, and it can be prone to overfitting without
proper tuning. Logistic Regression is a linear model used for binary classification that
predicts the probability of a categorical dependent variable. It is simple and interpretable,
and it is efficient for binary and multinomial classification. However, it assumes a linear
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relationship between the features and the log-odds of the outcome, and it is not suitable
for complex datasets with non-linear relationships. The Random Forest Classifier is an
ensemble learning method that constructs multiple decision trees and merges them to obtain
a more accurate and stable prediction. Random Forest handles large datasets with higher
dimensionality well and is robust to overfitting due to its ensemble nature. However, it is
computationally intensive, especially with a large number of trees, and less interpretable
than single decision trees.

RNNs are a class of neural networks where connections between nodes form a directed
graph along a temporal sequence, allowing them to exhibit temporal dynamic behavior.
RNNs are effective for sequence prediction problems and can handle time-series data
and sequential data well. However, they are prone to the vanishing gradient problem,
making training difficult, and require significant computational resources. Finally, LSTMs
are a special kind of RNN capable of learning long-term dependencies and mitigating
the vanishing gradient problem. LSTMs are capable of learning long-term dependencies
and are effective for time-series and sequential data. However, they are computationally
expensive and slower to train, and they require extensive hyperparameter tuning.

3.4. Metrics

Accuracy is a widely used metric that reflects the overall correctness of a model’s
predictions. It is calculated as the proportion of correctly predicted instances relative to the
total number of instances within the dataset as follows:

Accuracy =
Number of Correct Predictions

Total Number of Predictions

While offering a general sense of model performance, accuracy can be misleading in
scenarios with imbalanced datasets.

Precision, on the other hand, focuses on the proportion of true positive predictions
among all predicted positives. It essentially measures the model’s ability to accurately
identify positive instances:

Precision =
True Positives

True Positives + False Positives

A high precision value indicates a low false positive rate, signifying the model’s
proficiency in distinguishing between positive and negative cases.

Recall, alternatively referred to as sensitivity or true positive rate, measures the model’s
capacity to identify all relevant positive instances. It is calculated as the ratio of correctly
predicted positive observations to the total actual positive observations within the dataset:

Recall =
True Positives

True Positives + False Negatives

A high recall value signifies a low false negative rate, implying the model’s effective-
ness in capturing all pertinent positive cases.

The F1-score addresses the potential shortcomings of relying solely on precision or
recall by providing a harmonic mean of both metrics. This consolidated metric offers a
balanced assessment, particularly valuable in situations with imbalanced class distributions.
The F1-score is calculated as follows:

F1-Score = 2 × Precision × Recall
Precision + Recall

The F1-score ranges from 0 to 1, with a value of 1 signifying the ideal scenario where
both precision and recall are perfect.

Finally, support refers to the total number of actual occurrences for each class within
the dataset. While not a direct measure of model performance, support provides crucial
context for interpreting the other metrics. By understanding the class distribution and the
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number of data points per class (support), we can more effectively evaluate the significance
of the calculated precision, recall, and F1-score values.

3.5. Features’ Weights

CatBoost [22] is a machine learning algorithm developed by Yandex, which is part
of the family of gradient boosting algorithms. The term “CatBoost” reflects its capability
to handle categorical features effectively and its nature as a boosting algorithm. It is
specifically designed to offer high performance with a focus on speed and accuracy, which
is particularly advantageous when dealing with categorical data. This model optimizes
the gradient boosting process through the use of symmetric trees and Oblivious Trees,
enhancing both speed and accuracy while mitigating overfitting. This makes the model
particularly robust and suitable for large datasets, with an implementation that supports
GPU acceleration and multi-core processing.

A key feature of CatBoost is its capability to provide insights into the importance of
features in the model. Within the domain of cybersecurity, the process of assigning weights
to variables during data analysis holds paramount importance for several compelling
reasons. Firstly, cybersecurity necessitates the examination of vast datasets to identify
anomalies, potential threats, and existing vulnerabilities. Assigning weights to variables
allows for the discernment of the most impactful factors contributing to potential security
breaches. This acquired knowledge empowers cybersecurity professionals to prioritize
their efforts on the most critical aspects, ultimately enhancing the efficacy of threat detection
and mitigation strategies.

Secondly, the ever-evolving nature of cybersecurity threats presents a constant chal-
lenge. Attackers continuously develop novel techniques to exploit system vulnerabilities.
Through the assessment of variable weights, security models can be dynamically adapted
and updated to reflect the evolving threat landscape. This dynamic approach ensures the
continued relevance and robustness of security measures in the face of emerging threats.

Finally, the assessment of variable weights also facilitates the explainability and inter-
pretability of machine learning models. In the context of cybersecurity, comprehending the
rationale behind a specific alert generation is crucial. This transparency not only fosters
trust-building with stakeholders but also aids in forensic investigations to trace the origins
and methodologies employed in cyberattacks.

4. Experiments

4.1. Methodology

The methodology employed in this study was aimed to address the challenges posed
by imbalanced datasets in cyberattack detection. Initially, a realistic dataset was constructed
to simulate various types of cyberattacks, reflecting the imbalances typically observed in
real-world cybersecurity threats. This dataset serves as the foundation for evaluating the
effectiveness of different data augmentation techniques.

To correct the skewed class distribution, the study applied several data augmentation
techniques, notably SMOTE (Synthetic Minority Over-sampling Technique) and ADASYN
(Adaptive Synthetic Sampling). These techniques generate synthetic samples to balance the
dataset, thereby providing a more equitable distribution of classes for training supervised
machine learning models.

Following the augmentation, various supervised machine learning models were
trained and evaluated on the balanced dataset. The performance of these models was
assessed using standard metrics such as accuracy, precision, recall, and F1-score to deter-
mine the improvements brought by the data augmentation techniques (see Appendix A for
more details).

Additionally, the study analyzed feature importance to identify which attributes
most significantly influence the predictive outcomes of the models. This analysis not only
enhances the interpretability of the models but also provides valuable insights for refining
feature engineering and selection processes, thereby optimizing model performance.
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4.2. The Environment

The laboratory environment used VMware vSphere version 8.0.2.00300 for creating
and managing virtual networks. This setup is crucial for developing and testing network
security solutions effectively. The Security Onion server, version 2.4.60, was configured
with two network interfaces. One interface was connected to the internal network, and
the other was used for Docker container communications. The server was equipped with
12 CPUs, 24 GB of RAM, and a 250 GB hard disk configured as Thick Provision Lazy Zeroed.
A Windows Server 2022 Standard Evaluation version (21H2) was set up with 2 CPUs, 12 GB
of RAM, and a 90 GB hard disk.

The Windows 10 Pro client (Version 22H2) operated with 2 CPUs, 4 GB of RAM, and
a 48 GB hard disk. Its network interface was connected to the same internal network,
facilitating various network security experiments. An Ubuntu 22.04.4 LTS client was part
of the network. Each system was configured with 2 CPUs, 3 GB of RAM, and a 25 GB hard
disk. These clients interacted with other network components to simulate real-world traffic
and attack scenarios. The main web server (APACHE01) and the reverse proxy server both
ran on Ubuntu 22.04.4 LTS with similar hardware configurations as the Ubuntu clients.
They play critical roles in hosting and securing web applications.

To simulate realistic network traffic, several generators were implemented. These
include a generator for creating traffic from the internal network to the Internet based on
the “noisy” project. This project involves collecting and visiting links from specified root
URLs recursively until no more links are available or a timeout is reached.

APACHE01 is protected by a reverse proxy server (APACHE-REVERSE-PROXY),
which is exposed to the Internet through a firewall, enhancing the security of hosted
applications. Additionally, traffic and activities are monitored using tools like Security
Onion to provide insights into network traffic and potential security threats.

4.3. The Dataset

The dataset features and their meaning are depicted in Table 2.

Table 2. Description of variables in the cyberattack dataframe.

Variable Name Description

resp_pkts Number of packets sent by the responder during the connection.

service The type of service being accessed (e.g., HTTP, FTP).

local_resp Indicates whether the responder is local to the network.

protocol Network protocol used in the connection (e.g., TCP, UDP).

duration Duration of the connection in seconds.

conn_state State of the connection (e.g., established, closed).

orig_pkts Number of packets sent by the originator during the connection.

dest_port Destination port number of the connection.

orig_bytes Number of bytes sent by the originator during the connection.

local_orig Indicates whether the originator is local to the network.

resp_bytes Number of bytes sent by the responder during the connection.

src_port Source port number of the connection.

techniques_mitre MITRE ATTACK technique(s) associated with the cyberattack.

Initially, the dataset consisted of 436,404 rows, which were reduced to 307,658 after
validation (many observations were duplicated, and the features {duration, orig_bytes,
resp_bytes} included 98,844 NaN values) and normalization. This preprocessing brought
the total number of rows in the dataset to 208,735.

Notably, the techniques_mitre variable takes the following values:
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• network_service_discovery;
• benign;
• reconnaissance_vulnerability_scanning;
• reconnaissance_wordlist_scanning;
• remote_system_discovery;
• domain_trust_discovery;
• account_discovery_domain;
• reconnaissance_scan_ip_blocks.

Network service discovery refers to the process of identifying and characterizing ser-
vices running on networked devices. Adversaries employ techniques such as port scanning
and service enumeration to identify open ports, listening services, and their corresponding
software versions. This information aids in pinpointing potential vulnerabilities within the
network and constructing a comprehensive network topology map.

It is vital to distinguish between benign activities and malicious network reconnais-
sance. Benign activities encompass actions inherent to normal system operations, including
legitimate software updates, routine maintenance procedures, and standard user behav-
ior. In contrast, malicious network reconnaissance, as detailed in the subsequent sections,
involves deliberate attempts to exploit vulnerabilities and compromise system security.

Reconnaissance vulnerability scanning involves the systematic interrogation of target
systems to identify exploitable weaknesses. Adversaries leverage this technique to detect
outdated software, misconfigurations, and other security gaps. The primary objective
is to amass information that can be later utilized to gain unauthorized access or execute
malicious actions.

This technique involves leveraging pre-defined lists of words or phrases (wordlists) to
systematically probe potential points of interest within a target environment. Adversaries
utilize wordlists to conduct brute-force attacks or attempt to guess critical information such
as usernames, passwords, URLs, and other sensitive data. Reconnaissance wordlist scan-
ning frequently complements other reconnaissance activities to enhance attack efficiency
and accuracy.

Remote system discovery is the process of gathering information about remote systems
on a network. This can involve identifying active hosts, network shares, and accessible re-
sources. Techniques used for remote system discovery include ping sweeps, port scanning,
and querying network services. The ultimate objective is to map the network layout and
pinpoint potential targets for subsequent exploitation attempts.

Within domain environments, adversaries utilize domain trust discovery to compre-
hend the trust relationships established between various domains. Understanding these
trust relationships can provide adversaries with pathways for lateral movement and privi-
lege escalation. This may involve identifying trusted domains, domain controllers, and any
cross-domain policies that govern access control.

Account discovery (domain) is a technique employed by adversaries to enumerate user
accounts within a domain environment. This involves discovering usernames, associated
user groups, and corresponding permissions. The information gleaned can be utilized to
plan attacks that involve credential theft, privilege escalation, and lateral movement within
the compromised domain. Common methods for account discovery include querying
Active Directory and leveraging built-in domain commands.

Reconnaissance scan IP blocks involve systematically scanning large ranges of IP
addresses to identify active devices and services. Adversaries utilize this technique to map
the target network infrastructure and pinpoint potential targets for further exploitation.
This type of scanning can reveal critical information such as the number of active hosts,
operating systems in use, and network devices present within the target environment.

Finally, Group Policy Discovery refers to the process of identifying and analyzing
Group Policy Objects (GPOs) within a Windows domain environment. Adversaries examine
GPOs to gain insights into security configurations, administrative templates, and user
policies. This information can be used to identify misconfigurations, understand the
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deployed security controls, and pinpoint potential weaknesses that can be exploited to
achieve their malicious goals.

As per Table 3, the dataset appears to be imbalanced due to a significant dispro-
portion in the occurrences of different features, specifically within the “techniques_mitre
distribution”. Imbalanced datasets are commonly encountered in machine learning and
statistical analysis and can lead to biased models that inadequately represent the minority
classes. The feature “network_service_discovery” exhibits an overwhelming dominance
with 144,279 occurrences, which is nearly 2.4 times that of the next most frequent category,
“benign”, which has 60,997 occurrences. This dominant feature may lead predictive models
to exhibit a strong bias towards predicting this category, potentially at the expense of
accuracy in other less frequent categories.

Table 3. Distribution of techniques_mitre.

Techniques_Mitre Distribution Occurrences

network_service_discovery 144,279
benign 60,997

reconnaissance_vulnerability_scanning 1581
reconnaissance_wordlist_scanning 715

remote_system_discovery 554
domain_trust_discovery 411

account_discovery_domain 84
reconnaissance_scan_ip_blocks 80

group_policy_discovery 34

Moreover, categories such as “group_policy_discovery”, “reconnaissance_scan_ip_blocks”,
and “account_discovery_domain” are extremely underrepresented with only 34, 80, and 84 oc-
currences, respectively. This sparse representation complicates the learning process for statistical
models, as there are insufficient data to achieve a good generalization performance on new or
unseen data falling into these categories. The vast range in feature distribution, from the most
to the least frequent (144,279 occurrences vs. 34 occurrences), highlights the stark imbalance,
indicating not only a skew towards certain features but also a significant under-representation
of others.

Machine learning algorithms generally perform better when the numbers of instances
for each class are approximately equal. An imbalanced dataset can result in models that are
biased towards classes with more instances, increasing the likelihood of misclassification
of minority class instances. This can severely affect the model’s accuracy, particularly its
ability to detect less frequent but potentially important categories.

4.4. Data Augmentation

Addressing this imbalance might involve employing techniques such as oversampling
the minority classes, undersampling the majority classes, or using approaches like SMOTE,
ADASYN, Borderline-SMOTE, Tomel-Links, SMOTEENN, and SMOTE Temek.

Table 4 offers a comprehensive comparison of various data augmentation techniques
applied to an imbalanced dataset categorized under “techniques_mitre”. These techniques
include SMOTE, ADASYN, Borderline-SMOTE, Tomek Links, SMOTEENN, and a combi-
nation of SMOTE and Tomek Links, each tailored to modify the distribution of minority
and majority classes through synthetic data generation or data cleaning.

The application of these augmentation methods aimed to normalize the occurrence
rates across categories to a target number, approximately 115,474, for most methods,
indicative of the level set to achieve class balance.

357



Eng 2024, 5

Table 4. Comparison of data augmentation techniques.

TechniquesTechniquesTechniques OriginalOriginalOriginal SMOTESMOTESMOTE ADASYNADASYNADASYN Borderline-Borderline-Borderline- Tomek-Tomek-Tomek- SMOTEENNSMOTEENNSMOTEENN SMOTESMOTESMOTE

_MITRE_MITRE_MITRE SMOTESMOTESMOTE LinksLinksLinks TomekTomekTomek

Benign 144,279 115,474 115,870 115,474 48,353 107,187 114,001

Account Discovery Domain 60,997 115,474 115,480 115,474 40 114,351 115,334

Domain Trust Discovery 1581 115,474 115,533 115,474 238 113,080 115,030

Group Policy Discovery 715 115,474 115,473 115,474 25 114,503 115,258

Network Service Discovery 554 115,474 115,474 115,474 115,467 115,405 115,470

Reconnaissance Scan IP Blocks 411 115,474 115,478 115,474 62 115,357 115,473

Reconnaissance Vulnerability Scanning 84 115,474 115,751 115,474 1004 111,585 114,734

Reconnaissance Wordlist Scanning 80 115,474 115,475 115,474 577 115,474 115,474

Remote System Discovery 34 115,474 115,475 115,474 431 113,998 115,324

4.5. Machine Learning Models

Machine learning models like Naïve Bayes, K-nearest neighbor (KNN), XGBoost (XGB),
Gradient Boosting Machine (GBM), Logistic Regression, and Random Forest Classifier are
often preferred in predictive analytics due to their diverse strengths and applicability across
a wide range of problems. Each model brings a unique set of capabilities that makes it
suitable for different types of data and predictive tasks. The preference for these models in
various analytical scenarios stems from their ability to balance accuracy and computational
efficiency while providing solutions that are easy to interpret and implement in real-world
applications.

Table 5 reveals insightful trends regarding the behavior of these models under test
conditions.

Table 5. Accuracy values for different classifiers and data augmentation methods.

Classifier SMOTE ADASYN Borderline
SMOTE

Tomek
Links

SMOTEENN
SMOTE
Tomek

Naïve
Bayes 0.497 0.453 0.602 0.718 0.668 0.659

KNN 0.824 0.978 0.981 0.992 0.993 0.990
XGB 0.838 0.925 0.942 0.993 0.981 0.977
GBM 0.842 0.940 0.953 0.989 0.989 0.984

RF 0.833 0.985 0.985 0.994 0.998 0.996
Logistic 0.738 0.741 0.847 0.807 0.860 0.851

RNN 0.759 0.823 0.888 0.979 0.647 0.797
LSTM 0.819 0.875 0.916 0.982 0.945 0.944

Naïve Bayes, traditionally valued for its simplicity and efficiency in handling large
datasets, shows moderate accuracy. This is expected given its assumption of feature inde-
pendence, which might not always hold true in real-world datasets. KNN’s performance is
generally better, reflecting its capability to adapt its classification strategy based on the local
data structure. However, KNN’s reliance on feature scaling and the curse of dimensionality
can sometimes affect its performance adversely.

XGB and GBM, both boosting models, exhibit high accuracy, underscoring their
strength in dealing with complex datasets that involve non-linear relationships among
features. These models build upon the errors of previous trees and, hence, can adaptively
improve their predictions. The high performance is indicative of their robustness, but it
also brings to light the need for careful parameter tuning to avoid fitting excessively to the
training data.
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Logistic Regression provides a reasonable accuracy that is useful in scenarios requiring
probability estimation for binary outcomes. Its performance is generally less competitive
compared to ensemble methods but offers valuable insights due to its interpretability.

Random Forest typically shows excellent accuracy due to its ability to reduce overfit-
ting through averaging multiple decision trees. This model is effective in handling various
types of data, including unbalanced datasets.

While the results suggest that ensemble methods like XGB, GBM, and Random Forest
tend to provide higher accuracy, this must be balanced with the understanding that high
accuracy can sometimes be a result of overfitting. Although overfitting is not the primary
focus of this discussion, it is implicitly relevant when interpreting the high accuracy of
complex models.

Finally, a CatBoost model was applied to the augmented dataset (“tomek_links.csv”)
obtained using the Tomek links approach. The result is shown in Figure 2.

Figure 2. Features importance

4.6. Model Parameters

Table 6 shows the parameters employed by each model.
For GBM, key hyperparameters include the number of estimators, learning rate, and

maximum depth. Tuning these involves the following:

• n_estimators: A higher number typically increases model complexity. Cross-validation
helps find the optimal balance to avoid overfitting;

• learning_rate: Controls the contribution of each tree. Lower values typically require
more trees;

• max_depth: Limits the depth of individual trees to control overfitting.

For KNN, the primary hyperparameter is the number of neighbors:

• _neighbors: A small number may lead to noisy predictions, while a large number
can smooth out the prediction but may ignore local nuances. Grid search with cross-
validation is commonly used to identify the optimal value.
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Table 6. Models and their parameters.

Model Parameters

GBM n_estimators = 100, learning_rate = 0.1, max_depth = 3
KNN n_neighbors = 5
Logistic Regression max_iter = 10,000, class_weight = ’balanced’
LSTM optimizer = ’adam’, loss = ’categorical_crossentropy’, metrics = [’accuracy’]
GaussianNB none
Random Forest n_estimators = 100
RNN optimizer = ’adam’, loss = ’categorical_crossentropy’, metrics = [’accuracy’]
XGB n_estimators = 100, learning_rate = 0.1, max_depth = 3,

eval_metric = ’mlogloss’

Key hyperparameters include the maximum number of iterations and class weights:

• max_iter: Ensures convergence. Higher values allow the solver more iterations to
converge, which is especially useful for complex datasets;

• class_weight: Balances the dataset by adjusting weights inversely proportional to class
frequencies. It is particularly important in imbalanced datasets.

Critical hyperparameters for LSTM include the optimizer, loss function, and metrics:

• optimizer: “Adam” is commonly used for its adaptive learning rate capabilities;
• loss: “categorical_crossentropy” is used for multi-class classification problems;
• metrics: “accuracy” is a standard metric for evaluating classification performance.

GaussianNB typically requires no hyperparameter tuning as it is a straightforward
probabilistic model. In contrast, important hyperparameters include the number of estimators:

• n_estimators: The number of trees in the forest. More trees generally improve perfor-
mance but increase computation time.

Similar to LSTM, important hyperparameters include the optimizer, loss function,
and metrics:

• optimizer: “Adam” is preferred for its efficiency and performance;
• loss: “categorical_crossentropy” for multi-class classification;
• metrics: “accuracy” for performance evaluation.

Finally, for XGBoost, key hyperparameters include the number of estimators, learning
rate, maximum depth, and evaluation metric:

• n_estimators: Determines the number of boosting rounds;
• learning_rate: Lower rates require more boosting rounds;
• max_depth: Controls the depth of each tree to prevent overfitting;
• eval_metric: “mlogloss” is used for multi-class classification.

5. Discussion

5.1. Data Augmentation

The application of SMOTE and ADASYN was particularly effective in raising the
number of instances in the minority classes to those in the majority classes, highlighting
their capability to enhance intra-class variance through the generation of synthetic samples
based on feature space similarities between existing minority samples. Similarly, Borderline-
SMOTE, focusing on samples near the class borders, uniformly increased minority class
counts, potentially aiding model accuracy in borderline cases.

The method involving Tomek Links, which removes pairs of closely situated opposite
class samples, showed a substantial reduction in categories like “Benign”, suggesting its
efficacy in reducing major class sizes, thus deprioritizing the majority bias in data. SMO-
TEENN, which combines SMOTE’s over-sampling with ENN’s noise cleaning, appeared to
both augment and cleanse the dataset by adding to the minorities and removing outliers or
noise, respectively.
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Combining SMOTE with Tomek Links resulted in a similar effect to SMOTE but with
a slight reduction, indicating a cleaning effect on synthetic samples. These augmentation
techniques signify a robust effort to address dataset imbalances, aiming to enhance the
fairness and efficacy of predictive models.

5.2. Models

KNN achieved a high accuracy across all augmentation methods, with the highest
accuracy of 0.993 using SMOTEENN. This model benefits from data augmentation, particu-
larly with techniques like SMOTEENN and Tomek Links, which help in addressing class
imbalance effectively. The accuracy of XGB also remained high across all augmentation
methods, peaking at 0.993 with Tomek Links. XGB’s robustness and ability to handle
various types of augmented data contributed to its consistently high performance.

GBM showed a similar trend to XGB, with the highest accuracy of 0.989 using Tomek
Links and SMOTEENN. The boosting approach in GBM makes it resilient to overfitting,
even when augmented data are used. Random Forest (RF) achieved the highest accuracy
of all models, with a maximum of 0.998 using SMOTEENN. The ensemble nature of RF
allows it to generalize well across different augmented datasets.

Logistic Regressor displayed moderate performance, with the highest accuracy of
0.860 using SMOTEENN. The linear nature of this model might limit its ability to fully
leverage the complex patterns introduced by some augmentation methods. RNN showed
variable performance, with a peak accuracy of 0.979 using Tomek Links. The sequential
nature of RNNs may benefit from Tomek Links’ ability to clean noisy samples. LSTM,
like RNN, showed improved performance with Tomek Links (0.982) and also benefited
from other methods like SMOTEENN and SMOTETomek. LSTM’s capability to capture
long-term dependencies aids in leveraging augmented data effectively.

The choice of data augmentation technique has a significant impact on the performance
of machine learning models. Techniques like SMOTEENN and Tomek Links generally yield
higher accuracies, especially for models such as KNN, XGB, GBM, and RF. These findings
highlight the importance of selecting appropriate data augmentation methods based on the
machine learning model’s characteristics and the dataset’s nature.

Addressing the computational costs and efficiency of the data augmentation tech-
niques and models involves several considerations. While data augmentation techniques
can significantly improve the balance of the dataset and enhance model performance,
they also introduce additional computational overhead. This overhead stems from the
need to generate synthetic samples, which can be resource-intensive, especially for large
datasets. To mitigate these costs, this study explored optimization strategies that stream-
line the augmentation process without compromising the quality of the generated data.
This involves selecting appropriate parameters for each technique to balance the trade-off
between computational efficiency and the effectiveness of the augmentation. For instance,
optimizing the number of nearest neighbors in SMOTE or adjusting the density distribution
in ADASYN can reduce unnecessary computations.

5.3. Features Importance

Regarding the various features commonly involved in network traffic data, which are
crucial for identifying potentially malicious activities, the CatBoost model provided the
following ranked features by importance:

• orig_bytes : This feature, representing the number of bytes that originated from the
source, is identified as the most significant predictor. The high importance of this
feature suggests that the volume of data sent from the source is a critical indicator of
anomalous behavior.

• src_port and dest_port: The source and destination ports also play vital roles, indi-
cating that particular ports may be more susceptible to exploitation or are commonly
used by attackers.

361



Eng 2024, 5

• duration: The duration of the connection is another key feature, with longer connec-
tions possibly being indicative of data exfiltration activities.

• resp_bytes and resp_pkts: These features represent the response bytes and packets, re-
spectively, highlighting the importance of the response size and frequency in detecting
unusual responses that could signify a breach.

Regarding typical attack patterns, large orig_bytes values combined with extended
duration are typical indicators. Effective detection rules should flag high data volume trans-
fers, especially if they occur during off-hours or from unexpected sources. Unusual src_port
and dest_port activity can signify reconnaissance efforts. Detection rules should monitor
for spikes in port activity or access attempts to ports not typically used by legitimate appli-
cations within the organization. Moreover, long duration sessions should be scrutinized,
especially if coupled with high resp_bytes. This pattern can indicate persistent attackers
attempting to maintain access or exfiltrate data over extended periods. Based on these
observations, different strategies can be considered to develop more effective detection
rules. For example, it is recommended to establish thresholds for orig_bytes and duration
that, when exceeded, trigger alerts. Specifically, a rule might flag any outgoing connec-
tion exceeding a certain data volume within a specific timeframe. Rules can also identify
unusual port usage patterns, such as multiple access attempts to non-standard ports or a
high frequency of connection attempts within a short period. This would help detect port
scanning and early stages of attacks. ML models can be trained to learn normal patterns
of src_port, dest_port, orig_bytes, and resp_pkts. Any significant deviations from these
learned patterns can be flagged as potential threats. More sophisticated attack patterns can
be detected by combining multiple features. For instance, a rule could flag connections
with high orig_bytes and a long duration originating from an uncommon src_port and
targeting an uncommon dest_port. Finally, user and system behaviors over time should be
monitored. Sudden changes in data transfer volumes or connection durations that deviate
from established behavior profiles can indicate compromised accounts or systems.

Updating models in response to evolving cyber threats requires a dynamic and con-
tinuous approach to ensure that detection systems remain effective against new and so-
phisticated attack patterns. One potential strategy is the implementation of a continuous
learning framework. In this framework, the model is periodically retrained using recent
data, which helps incorporate the latest threat patterns and anomalies observed in the
network traffic. Another strategy involves the use of ensemble learning techniques. By
combining multiple models, each trained on different aspects or time frames of the data,
the system can achieve greater robustness against varying attack strategies. Ensemble
methods can also incorporate new models trained on recent data, allowing the system to
integrate fresh insights without completely discarding the knowledge from older models.
Moreover, implementing a feedback loop from the security operations center (SOC) can be
highly beneficial. When a potential threat is detected, the SOC can provide feedback on
whether it was a true positive or a false positive. This feedback can be used to fine-tune
the model, improving its accuracy over time. Data augmentation techniques play a crucial
role in updating models. By continuously generating synthetic data that reflect the latest
attack patterns and scenarios, the training dataset can be expanded and diversified. This
approach helps in maintaining the model’s effectiveness against a wide range of threats,
including those that may not be prevalent in the historical data. Anomaly detection can be
enhanced by integrating unsupervised learning methods alongside supervised ones. While
supervised models are trained on labeled data, unsupervised models can identify new and
unusual patterns without prior knowledge. By combining these approaches, the detection
system can adapt to novel attack methods that deviate from known patterns.

6. Conclusions and Future Work

The adoption of advanced data augmentation techniques within supervised learning
models significantly enhances the robustness and efficacy of cyberattack detection systems.
This research demonstrates that by integrating SMOTE, ADASYN, and Tomek links, not
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only can the predictive accuracy be improved, but the generalizability of the models across
diverse and evolving cyber threat landscapes can also be substantially enhanced.

Furthermore, our findings underscore the importance of leveraging a hybrid approach
to data augmentation, which meticulously addresses the challenges of imbalanced datasets
prevalent in cybersecurity applications. By employing these techniques, we successfully
minimized the overfitting potential and improved the detection rates of cyberattacks.

As cybersecurity threats continue to evolve in complexity and subtlety, the ability of
detection systems to adapt and respond with nuanced understanding becomes increasingly
critical. The techniques developed and tested in this study support more sophisticated,
adaptive responses to cyber threats, empowering security professionals with tools that are
both reactive and preemptively adaptive.

Future work will explore the impact of the computational cost and efficiency of the
augmentation methods, providing deeper insights into their practical applications. Further
analysis on tailored cost-sensitive learning strategies will be pursued, where the cost of
misclassifying minority classes is set higher than that of the majority classes to compel the
model to pay more attention to the underrepresented classes. These measures are crucial for
building robust models that perform well across all categories and are not biased toward
the majority. Finally, more complex mechanisms of explanation exploiting consolidated
techniques, such as LIME (Local Interpretable Model-Agnostic Explanations) and SHAP
(SHapley Additive exPlanations), will be included to acquire a deeper understanding
of cyberattacks.
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ADASYN Adaptive Synthetic Sampling
CNN Convolutional Neural Networks
DL Deep Learning
DDoS Distributed Denial of Service
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IDS Intrusion Detection Systems
KNN K-Nearest Neighbor
KPCA Kernel Principal Component Analysis
LSTM Long Short-Term Memory
PCA Principal Component Analysis
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SMOTE Synthetic Minority Over-sampling Technique
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SVM Support Vector Machines
XGB eXtreme Gradient Boost

Appendix A

Appendix A.1. Additional Details

This section details the precision achieved when predicting the values of the tech-
niques_mitre distribution.

Appendix A.1.1. GBM
SMOTE

Table A1. Accuracy: 0.8420.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.68 0.71 0.69 23,003
benign 0.55 0.47 0.51 23,309
domain_trust_discovery 0.54 0.54 0.54 23,141
group_policy_discovery 0.97 0.96 0.96 23,008
network_service_discovery 0.95 0.97 0.96 23,029
reconnaissance_scan_ip_blocks 0.98 0.98 0.98 23,036
reconnaissance_vulnerability_scanning 0.90 0.98 0.94 22,971
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,201
remote_system_discovery 0.99 0.99 0.99 23,156

ADASYN

Table A2. Accuracy: 0.9402.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.96 0.99 0.98 23,170
benign 0.93 0.55 0.69 23,287
domain_trust_discovery 0.93 0.97 0.95 23,051
group_policy_discovery 0.97 0.99 0.98 22,987
network_service_discovery 1.00 1.00 1.00 22,985
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,138
reconnaissance_vulnerability_scanning 0.75 0.97 0.85 23,251
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,209
remote_system_discovery 0.97 0.99 0.98 22,924

Borderline SMOTE

Table A3. Accuracy: 0.9539.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.99 1.00 1.00 23,067
benign 0.96 0.62 0.75 23,253
domain_trust_discovery 0.90 0.99 0.94 22,971
group_policy_discovery 1.00 1.00 1.00 23,220
network_service_discovery 1.00 1.00 1.00 22,987
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,023
reconnaissance_vulnerability_scanning 0.79 0.98 0.87 22,968
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,202
remote_system_discovery 1.00 1.00 1.00 23,163

364



Eng 2024, 5

Tomek Links

Table A4. Accuracy: 0.9895.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.40 0.29 0.33 7
benign 0.97 0.99 0.98 9535
domain_trust_discovery 0.00 0.00 0.00 58
group_policy_discovery 1.00 0.25 0.40 4
network_service_discovery 1.00 1.00 1.00 23,225
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 16
reconnaissance_vulnerability_scanning 0.59 0.43 0.50 192
reconnaissance_wordlist_scanning 1.00 1.00 1.00 115
remote_system_discovery 0.00 0.00 0.00 88

SMOTEENN

Table A5. Accuracy: 0.9892.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.98 1.00 0.99 22,784
benign 0.98 0.93 0.96 21,615
domain_trust_discovery 1.00 0.99 0.99 22,536
group_policy_discovery 0.99 0.99 0.99 23,026
network_service_discovery 1.00 1.00 1.00 22,956
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,013
reconnaissance_vulnerability_scanning 0.96 1.00 0.98 22,359
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,256
remote_system_discovery 1.00 1.00 1.00 22,643

SMOTETomek

Table A6. Accuracy: 0.9842.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.97 1.00 0.98 23,164
benign 0.98 0.90 0.94 22,718
domain_trust_discovery 1.00 0.98 0.99 22,862
group_policy_discovery 0.99 0.99 0.99 23,048
network_service_discovery 1.00 1.00 1.00 23,213
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,065
reconnaissance_vulnerability_scanning 0.94 1.00 0.97 22,871
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,202
remote_system_discovery 1.00 0.99 0.99 23,077

Appendix A.1.2. KNN
SMOTE

Table A7. Accuracy: 0.8245.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.59 0.64 0.61 23,003
benign 0.46 0.39 0.42 23,309
domain_trust_discovery 0.50 0.51 0.50 23,141
group_policy_discovery 0.97 0.97 0.97 23,008
network_service_discovery 0.97 0.98 0.97 23,029
reconnaissance_scan_ip_blocks 0.98 0.98 0.98 23,036
reconnaissance_vulnerability_scanning 0.95 0.97 0.96 22,971
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Table A7. Cont.

Techniques_Mitre Precision Recall F1-Score Support

reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,201
remote_system_discovery 0.99 0.99 0.99 23,156

ADASYN

Table A8. Accuracy: 0.9782.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.98 1.00 0.99 23,170
benign 0.96 0.85 0.90 23,287
domain_trust_discovery 0.94 0.99 0.96 23,051
group_policy_discovery 1.00 1.00 1.00 22,987
network_service_discovery 1.00 1.00 1.00 22,985
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,138
reconnaissance_vulnerability_scanning 0.94 0.98 0.96 23,251
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,209
remote_system_discovery 0.99 1.00 1.00 22,924

Borderline SMOTE

Table A9. Accuracy: 0.9812.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.99 1.00 1.00 23,067
benign 0.95 0.88 0.91 23,253
domain_trust_discovery 0.92 0.98 0.95 22,971
group_policy_discovery 1.00 1.00 1.00 23,220
network_service_discovery 1.00 1.00 1.00 22,987
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,023
reconnaissance_vulnerability_scanning 0.97 0.98 0.98 22,968
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,202
remote_system_discovery 1.00 1.00 1.00 23,163

Tomek Links

Table A10. Accuracy: 0.9925.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.75 0.43 0.55 7
benign 0.99 0.99 0.99 9535
domain_trust_discovery 0.69 0.84 0.76 58
group_policy_discovery 0.33 0.25 0.29 4
network_service_discovery 1.00 1.00 1.00 23,225
reconnaissance_scan_ip_blocks 0.93 0.88 0.90 16
reconnaissance_vulnerability_scanning 0.59 0.45 0.51 192
reconnaissance_wordlist_scanning 1.00 0.99 1.00 115
remote_system_discovery 0.75 0.92 0.83 88

SMOTEENN

Table A11. Accuracy: 0.9938.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.98 1.00 0.99 22,784
benign 0.99 0.96 0.97 21,615
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Table A11. Cont.

Techniques_Mitre Precision Recall F1-Score Support

domain_trust_discovery 1.00 0.99 1.00 22,536
group_policy_discovery 0.99 1.00 1.00 23,026
network_service_discovery 1.00 1.00 1.00 22,956
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,013
reconnaissance_vulnerability_scanning 0.99 1.00 0.99 22,359
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,256
remote_system_discovery 0.99 1.00 1.00 22,643

SMOTETomek

Table A12. Accuracy: 0.9902.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.97 0.99 0.98 23,164
benign 0.98 0.94 0.96 22,718
domain_trust_discovery 0.99 0.99 0.99 22,862
group_policy_discovery 0.99 1.00 1.00 23,048
network_service_discovery 1.00 1.00 1.00 23,213
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,065
reconnaissance_vulnerability_scanning 0.98 1.00 0.99 22,871
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,202
remote_system_discovery 0.99 1.00 0.99 23,077

Appendix A.1.3. Logistic Regressor
SMOTE

Table A13. Accuracy: 0.7380.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.63 0.72 0.67 23,003
benign 0.35 0.12 0.18 23,309
domain_trust_discovery 0.47 0.17 0.25 23,141
group_policy_discovery 0.92 0.90 0.91 23,008
network_service_discovery 0.62 0.89 0.73 23,029
reconnaissance_scan_ip_blocks 0.88 0.96 0.92 23,036
reconnaissance_vulnerability_scanning 0.89 0.91 0.90 22,971
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,201
remote_system_discovery 0.61 0.97 0.75 23,156

ADASYN

Table A14. Accuracy: 0.7414.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.64 0.47 0.54 23,170
benign 0.74 0.16 0.26 23,287
domain_trust_discovery 0.88 0.85 0.87 23,051
group_policy_discovery 0.54 0.63 0.58 22,987
network_service_discovery 1.00 1.00 1.00 22,985
reconnaissance_scan_ip_blocks 0.90 0.98 0.94 23,138
reconnaissance_vulnerability_scanning 0.72 0.96 0.82 23,251
reconnaissance_wordlist_scanning 0.99 1.00 0.99 23,209
remote_system_discovery 0.42 0.64 0.51 22,924
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Borderline SMOTE

Table A15. Accuracy: 0.8470.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.84 0.69 0.76 23,067
benign 0.84 0.23 0.36 23,253
domain_trust_discovery 0.84 0.94 0.89 22,971
group_policy_discovery 0.84 0.92 0.88 23,220
network_service_discovery 1.00 1.00 1.00 22,987
reconnaissance_scan_ip_blocks 0.96 1.00 0.98 23,023
reconnaissance_vulnerability_scanning 0.75 0.96 0.84 22,968
reconnaissance_wordlist_scanning 0.99 1.00 1.00 23,202
remote_system_discovery 0.65 0.88 0.75 23,163

Tomek Links

Table A16. Accuracy: 0.8070.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.02 0.43 0.03 7
benign 0.99 0.34 0.50 9535
domain_trust_discovery 0.20 0.86 0.32 58
group_policy_discovery 0.00 0.50 0.00 4
network_service_discovery 1.00 1.00 1.00 23,225
reconnaissance_scan_ip_blocks 0.01 1.00 0.03 16
reconnaissance_vulnerability_scanning 0.15 0.96 0.25 192
reconnaissance_wordlist_scanning 0.98 0.99 0.99 115
remote_system_discovery 0.03 0.97 0.06 88

SMOTEENN

Table A17. Accuracy: 0.8609.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.84 0.58 0.69 22,784
benign 0.76 0.46 0.57 21,615
domain_trust_discovery 0.96 0.93 0.95 22,536
group_policy_discovery 0.75 0.83 0.79 23,026
network_service_discovery 1.00 1.00 1.00 22,956
reconnaissance_scan_ip_blocks 0.93 0.99 0.96 23,013
reconnaissance_vulnerability_scanning 0.94 0.96 0.95 22,359
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,256
remote_system_discovery 0.64 0.98 0.78 22,643

SMOTETomek

Table A18. Accuracy: 0.8512.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.84 0.57 0.67 23,164
benign 0.74 0.42 0.54 22,718
domain_trust_discovery 0.95 0.93 0.94 22,862
group_policy_discovery 0.73 0.83 0.78 23,048
network_service_discovery 1.00 1.00 1.00 23,213
reconnaissance_scan_ip_blocks 0.92 0.99 0.95 23,065
reconnaissance_vulnerability_scanning 0.92 0.95 0.94 22,871
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,202
remote_system_discovery 0.64 0.98 0.77 23,077
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Appendix A.1.4. LSTM
SMOTE

Table A19. Accuracy: 0.8194.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.68 0.70 0.69 23,003
benign 0.51 0.42 0.46 23,309
domain_trust_discovery 0.52 0.46 0.49 23,141
group_policy_discovery 0.95 0.93 0.94 23,008
network_service_discovery 0.91 0.96 0.93 23,029
reconnaissance_scan_ip_blocks 0.97 0.98 0.97 23,036
reconnaissance_vulnerability_scanning 0.90 0.98 0.94 22,971
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,201
remote_system_discovery 0.85 0.97 0.90 23,156

ADASYN

Table A20. Accuracy: 0.8754.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.88 0.77 0.82 23,170
benign 0.93 0.37 0.53 23,287
domain_trust_discovery 0.91 0.92 0.92 23,051
group_policy_discovery 0.92 0.93 0.92 22,987
network_service_discovery 1.00 1.00 1.00 22,985
reconnaissance_scan_ip_blocks 0.97 1.00 0.99 23,138
reconnaissance_vulnerability_scanning 0.71 0.99 0.83 23,251
reconnaissance_wordlist_scanning 1.00 0.98 0.99 23,209
remote_system_discovery 0.70 0.94 0.80 22,924

Borderline SMOTE

Table A21. Accuracy: 0.9166.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.97 0.87 0.92 23,067
benign 0.81 0.45 0.58 23,253
domain_trust_discovery 0.86 0.98 0.92 22,971
group_policy_discovery 0.97 1.00 0.98 23,220
network_service_discovery 1.00 1.00 1.00 22,987
reconnaissance_scan_ip_blocks 0.98 0.99 0.99 23,023
reconnaissance_vulnerability_scanning 0.75 0.99 0.85 22,968
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,202
remote_system_discovery 0.93 0.99 0.96 23,163

Tomek Links

Table A22. Accuracy: 0.9825.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.00 0.00 0.00 7
benign 0.95 0.99 0.97 9535
domain_trust_discovery 0.00 0.00 0.00 58
group_policy_discovery 0.00 0.00 0.00 4
network_service_discovery 1.00 0.99 1.00 23,225
reconnaissance_scan_ip_blocks 0.00 0.00 0.00 16
reconnaissance_vulnerability_scanning 0.00 0.00 0.00 192
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Table A22. Cont.

Techniques_Mitre Precision Recall F1-Score Support

reconnaissance_wordlist_scanning 0.90 0.99 0.94 115
remote_system_discovery 0.00 0.00 0.00 88

SMOTEENN

Table A23. Accuracy: 0.9459.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.89 0.85 0.87 22,784
benign 0.95 0.80 0.87 21,615
domain_trust_discovery 0.99 0.95 0.97 22,536
group_policy_discovery 0.94 0.95 0.95 23,026
network_service_discovery 1.00 1.00 1.00 22,956
reconnaissance_scan_ip_blocks 0.99 0.99 0.99 23,013
reconnaissance_vulnerability_scanning 0.95 0.99 0.97 22,359
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,256
remote_system_discovery 0.83 0.98 0.90 22,643

SMOTETomek

Table A24. Accuracy: 0.9447.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.93 0.81 0.87 23,164
benign 0.90 0.81 0.85 22,718
domain_trust_discovery 0.98 0.96 0.97 22,862
group_policy_discovery 0.95 0.96 0.96 23,048
network_service_discovery 1.00 1.00 1.00 23,213
reconnaissance_scan_ip_blocks 0.98 1.00 0.99 23,065
reconnaissance_vulnerability_scanning 0.93 0.99 0.96 22,871
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,202
remote_system_discovery 0.84 0.98 0.90 23,077

Appendix A.1.5. Naïve Bayes
SMOTE

Table A25. Accuracy: 0.4979.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.06 0.00 0.00 23,003
benign 0.14 0.00 0.00 23,309
domain_trust_discovery 0.23 0.02 0.03 23,141
group_policy_discovery 0.68 0.87 0.77 23,008
network_service_discovery 0.19 0.22 0.20 23,029
reconnaissance_scan_ip_blocks 0.73 0.48 0.57 23,036
reconnaissance_vulnerability_scanning 0.35 0.96 0.51 22,971
reconnaissance_wordlist_scanning 0.97 0.99 0.98 23,201
remote_system_discovery 0.46 0.94 0.62 23,156
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ADASYN

Table A26. Accuracy: 0.4532.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.35 0.11 0.17 23,170
benign 0.31 0.04 0.07 23,287
domain_trust_discovery 0.85 0.87 0.86 23,051
group_policy_discovery 0.54 0.06 0.11 22,987
network_service_discovery 0.98 1.00 0.99 22,985
reconnaissance_scan_ip_blocks 0.21 0.95 0.35 23,138
reconnaissance_vulnerability_scanning 0.69 0.23 0.34 23,251
reconnaissance_wordlist_scanning 0.73 0.61 0.66 23,209
remote_system_discovery 0.29 0.22 0.25 22,924

Borderline SMOTE

Table A27. Accuracy: 0.6020.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.60 0.17 0.26 23,067
benign 0.28 0.04 0.07 23,253
domain_trust_discovery 0.86 0.93 0.89 22,971
group_policy_discovery 0.98 0.16 0.28 23,220
network_service_discovery 0.98 1.00 0.99 22,987
reconnaissance_scan_ip_blocks 0.32 1.00 0.49 23,023
reconnaissance_vulnerability_scanning 0.71 0.70 0.71 22,968
reconnaissance_wordlist_scanning 0.86 0.76 0.81 23,202
remote_system_discovery 0.49 0.66 0.56 23,163

Tomek Links

Table A28. Accuracy: 0.7185.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.00 0.14 0.00 7
benign 0.98 0.03 0.06 9535
domain_trust_discovery 0.12 0.86 0.21 58
group_policy_discovery 0.06 0.25 0.10 4
network_service_discovery 0.99 1.00 0.99 23,225
reconnaissance_scan_ip_blocks 0.00 0.81 0.01 16
reconnaissance_vulnerability_scanning 0.04 0.97 0.07 192
reconnaissance_wordlist_scanning 0.93 0.99 0.96 115
remote_system_discovery 0.34 0.94 0.50 88

SMOTEENN

Table A29. Accuracy: 0.6688.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.40 0.35 0.37 22,784
benign 0.34 0.03 0.06 21,615
domain_trust_discovery 0.90 0.90 0.90 22,536
group_policy_discovery 0.81 0.07 0.13 23,026
network_service_discovery 0.99 1.00 0.99 22,956
reconnaissance_scan_ip_blocks 0.36 0.92 0.51 23,013
reconnaissance_vulnerability_scanning 0.70 0.74 0.72 22,359
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,256
remote_system_discovery 0.79 0.98 0.88 22,643
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SMOTETomek

Table A30. Accuracy: 0.6599.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.40 0.35 0.37 23,164
benign 0.33 0.03 0.05 22,718
domain_trust_discovery 0.88 0.90 0.89 22,862
group_policy_discovery 0.81 0.08 0.14 23,048
network_service_discovery 0.99 1.00 0.99 23,213
reconnaissance_scan_ip_blocks 0.34 0.91 0.50 23,065
reconnaissance_vulnerability_scanning 0.68 0.74 0.71 22,871
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,202
remote_system_discovery 0.80 0.94 0.87 23,077

Appendix A.1.6. Random Forest
SMOTE

Table A31. Accuracy: 0.8338.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.62 0.62 0.62 23,003
benign 0.45 0.42 0.43 23,309
domain_trust_discovery 0.58 0.61 0.59 23,141
group_policy_discovery 0.97 0.97 0.97 23,008
network_service_discovery 0.97 0.96 0.97 23,029
reconnaissance_scan_ip_blocks 0.97 0.97 0.97 23,036
reconnaissance_vulnerability_scanning 0.94 0.98 0.96 22,971
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,201
remote_system_discovery 1.00 1.00 1.00 23,156

ADASYN

Table A32. Accuracy: 0.9856.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 1.00 1.00 1.00 23,170
benign 0.97 0.90 0.93 23,287
domain_trust_discovery 0.94 0.98 0.96 23,051
group_policy_discovery 1.00 1.00 1.00 22,987
network_service_discovery 1.00 1.00 1.00 22,985
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,138
reconnaissance_vulnerability_scanning 0.96 0.99 0.98 23,251
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,209
remote_system_discovery 1.00 1.00 1.00 22,924

Borderline SMOTE

Table A33. Accuracy: 0.9856.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 1.00 1.00 1.00 23,067
benign 0.98 0.89 0.93 23,253
domain_trust_discovery 0.91 0.98 0.95 22,971
group_policy_discovery 1.00 1.00 1.00 23,220
network_service_discovery 1.00 1.00 1.00 22,987
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,023
reconnaissance_vulnerability_scanning 0.98 1.00 0.99 22,968
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Table A33. Cont.

Techniques_Mitre Precision Recall F1-Score Support

reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,202
remote_system_discovery 1.00 1.00 1.00 23,163

Tomek Links

Table A34. Accuracy: 0.9947.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.75 0.43 0.55 7
benign 0.99 0.99 0.99 9535
domain_trust_discovery 0.74 0.74 0.74 58
group_policy_discovery 1.00 0.25 0.40 4
network_service_discovery 1.00 1.00 1.00 23,225
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 16
reconnaissance_vulnerability_scanning 0.72 0.52 0.61 192
reconnaissance_wordlist_scanning 1.00 1.00 1.00 115
remote_system_discovery 1.00 0.98 0.99 88

SMOTEENN

Table A35. Accuracy: 0.9981.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 1.00 1.00 1.00 22,784
benign 1.00 0.98 0.99 21,615
domain_trust_discovery 1.00 1.00 1.00 22,536
group_policy_discovery 1.00 1.00 1.00 23,026
network_service_discovery 1.00 1.00 1.00 22,956
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,013
reconnaissance_vulnerability_scanning 0.99 1.00 0.99 22,359
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,256
remote_system_discovery 1.00 1.00 1.00 22,643

SMOTETomek

Table A36. Accuracy: 0.9966.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 1.00 1.00 1.00 23,164
benign 1.00 0.97 0.98 22,718
domain_trust_discovery 1.00 1.00 1.00 22,862
group_policy_discovery 1.00 1.00 1.00 23,048
network_service_discovery 1.00 1.00 1.00 23,213
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,065
reconnaissance_vulnerability_scanning 0.98 1.00 0.99 22,871
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,202
remote_system_discovery 1.00 1.00 1.00 23,077
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Appendix A.1.7. RNN
SMOTE

Table A37. Accuracy: 0.7594.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.69 0.68 0.69 23,003
benign 0.48 0.08 0.14 23,309
domain_trust_discovery 0.47 0.50 0.48 23,141
group_policy_discovery 0.96 0.87 0.92 23,008
network_service_discovery 0.71 0.91 0.80 23,029
reconnaissance_scan_ip_blocks 0.96 0.86 0.91 23,036
reconnaissance_vulnerability_scanning 0.80 0.97 0.88 22,971
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,201
remote_system_discovery 0.66 0.97 0.79 23,156

ADASYN

Table A38. Accuracy: 0.8231.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.80 0.68 0.74 23,170
benign 0.92 0.29 0.44 23,287
domain_trust_discovery 0.91 0.89 0.90 23,051
group_policy_discovery 0.78 0.93 0.85 22,987
network_service_discovery 1.00 0.99 0.99 22,985
reconnaissance_scan_ip_blocks 0.96 0.85 0.90 23,138
reconnaissance_vulnerability_scanning 0.69 0.95 0.80 23,251
reconnaissance_wordlist_scanning 0.94 1.00 0.97 23,209
remote_system_discovery 0.62 0.83 0.71 22,924

Borderline SMOTE

Table A39. Accuracy: 0.8881.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.95 0.77 0.85 23,067
benign 0.93 0.34 0.50 23,253
domain_trust_discovery 0.86 0.96 0.91 22,971
group_policy_discovery 0.97 0.98 0.97 23,220
network_service_discovery 1.00 1.00 1.00 22,987
reconnaissance_scan_ip_blocks 0.90 0.99 0.94 23,023
reconnaissance_vulnerability_scanning 0.74 0.99 0.84 22,968
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,202
remote_system_discovery 0.78 0.99 0.87 23,163

Tomek Links

Table A40. Accuracy: 0.9790.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.00 0.00 0.00 7
benign 0.95 0.98 0.97 9535
domain_trust_discovery 0.00 0.00 0.00 58
group_policy_discovery 0.00 0.00 0.00 4
network_service_discovery 0.99 0.99 0.99 23,225
reconnaissance_scan_ip_blocks 0.00 0.00 0.00 16
reconnaissance_vulnerability_scanning 0.00 0.00 0.00 192
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Table A40. Cont.

Techniques_Mitre Precision Recall F1-Score Support

reconnaissance_wordlist_scanning 0.80 0.98 0.88 115
remote_system_discovery 0.00 0.00 0.00 88

SMOTEENN

Table A41. Accuracy: 0.6472.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.79 0.31 0.45 22,784
benign 0.25 0.65 0.36 21,615
domain_trust_discovery 0.89 0.94 0.91 22,536
group_policy_discovery 0.88 0.58 0.70 23,026
network_service_discovery 1.00 0.96 0.98 22,956
reconnaissance_scan_ip_blocks 0.47 0.92 0.62 23,013
reconnaissance_vulnerability_scanning 0.98 0.46 0.62 22,359
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,256
remote_system_discovery 0.00 0.00 0.00 22,643

SMOTETomek

Table A42. Accuracy: 0.7977.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.69 0.34 0.45 23,164
benign 0.57 0.61 0.59 22,718
domain_trust_discovery 0.99 0.93 0.96 22,862
group_policy_discovery 0.84 0.59 0.69 23,048
network_service_discovery 1.00 0.99 0.99 23,213
reconnaissance_scan_ip_blocks 0.85 0.89 0.87 23,065
reconnaissance_vulnerability_scanning 0.89 0.86 0.87 22,871
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,202
remote_system_discovery 0.55 0.98 0.70 23,077

Appendix A.1.8. XGB
SMOTE

Table A43. Accuracy: 0.8387.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.69 0.69 0.69 23,003
benign 0.55 0.49 0.51 23,309
domain_trust_discovery 0.53 0.53 0.53 23,141
group_policy_discovery 0.96 0.95 0.95 23,008
network_service_discovery 0.93 0.97 0.95 23,029
reconnaissance_scan_ip_blocks 0.98 0.98 0.98 23,036
reconnaissance_vulnerability_scanning 0.90 0.98 0.94 22,971
reconnaissance_wordlist_scanning 0.99 0.99 0.99 23,201
remote_system_discovery 0.99 0.98 0.98 23,156
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ADASYN

Table A44. Accuracy: 0.9254.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.93 0.98 0.96 23,170
benign 0.96 0.45 0.61 23,287
domain_trust_discovery 0.92 0.95 0.93 23,051
group_policy_discovery 0.96 0.98 0.97 22,987
network_service_discovery 1.00 1.00 1.00 22,985
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,138
reconnaissance_vulnerability_scanning 0.72 0.99 0.84 23,251
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,209
remote_system_discovery 0.94 0.98 0.96 22,924

Borderline SMOTE

Table A45. Accuracy: 0.9427.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.98 1.00 0.99 23,067
benign 0.96 0.51 0.67 23,253
domain_trust_discovery 0.87 0.99 0.92 22,971
group_policy_discovery 1.00 1.00 1.00 23,220
network_service_discovery 1.00 1.00 1.00 22,987
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,023
reconnaissance_vulnerability_scanning 0.75 1.00 0.86 22,968
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,202
remote_system_discovery 1.00 1.00 1.00 23,163

Tomek Links

Table A46. Accuracy: 0.9932.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 1.00 0.29 0.44 7
benign 0.98 0.99 0.99 9535
domain_trust_discovery 0.64 0.88 0.74 58
group_policy_discovery 0.00 0.00 0.00 4
network_service_discovery 1.00 1.00 1.00 23,225
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 16
reconnaissance_vulnerability_scanning 0.63 0.33 0.44 192
reconnaissance_wordlist_scanning 1.00 1.00 1.00 115
remote_system_discovery 0.99 0.97 0.98 88

SMOTEENN

Table A47. Accuracy: 0.9819.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.97 0.98 0.98 22,784
benign 0.96 0.90 0.93 21,615
domain_trust_discovery 1.00 0.97 0.98 22,536
group_policy_discovery 0.97 0.99 0.98 23,026
network_service_discovery 1.00 1.00 1.00 22,956
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,013
reconnaissance_vulnerability_scanning 0.95 1.00 0.97 22,359
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,256
remote_system_discovery 0.99 0.99 0.99 22,643
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SMOTETomek

Table A48. Accuracy: 0.9771.

Techniques_Mitre Precision Recall F1-Score Support

account_discovery_domain 0.95 0.99 0.97 23,164
benign 0.96 0.87 0.91 22,718
domain_trust_discovery 0.99 0.97 0.98 22,862
group_policy_discovery 0.97 0.98 0.98 23,048
network_service_discovery 1.00 1.00 1.00 23,213
reconnaissance_scan_ip_blocks 1.00 1.00 1.00 23,065
reconnaissance_vulnerability_scanning 0.93 1.00 0.96 22,871
reconnaissance_wordlist_scanning 1.00 1.00 1.00 23,202
remote_system_discovery 0.99 0.99 0.99 23,077
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Abstract: Wagyu beef is gaining worldwide popularity, primarily due to the fineness of its marbling.
Currently, the evaluation of this marbling is performed visually by graders. This method has several
issues: varying evaluation standards among graders, reduced accuracy due to long working hours
and external factors causing fatigue, and fluctuations in grading standards due to the grader’s
mood at the time. This paper proposes the use of fractal analysis for the grading evaluation of beef
marbling to achieve automatic grading without the inconsistencies caused by human factors. In the
experiments, cross-sectional images of the parts used for visual judgment were taken, and fractal
analysis was performed on these images to evaluate them using fractal dimensions. The results
confirmed a correlation between the marbling evaluation and the fractal dimensions, demonstrating
that quantitative evaluation can be achieved, moving away from qualitative visual assessments.

Keywords: fractal analysis; image analysis; meat quality grade; grading evaluation; Wagyu beef

1. Introduction

The global popularity of Japanese cuisine has led to increased demand for Japanese
Wagyu beef [1]. The most distinctive feature of Wagyu beef is its intricate marbling, which
enhances the meat’s smooth texture, tenderness, and unique flavor by providing a melt-in-
the-mouth experience.

Currently, the evaluation of Wagyu marbling is performed visually by graders. Beef
is classified into two grades: meat quality grade and yield grade. The meat quality grade
consists of four evaluation criteria, with marbling being one of these criteria. This marbling
evaluation standard is known as the Beef Marbling Standard Number (BMSNo), which
ranges from 1 to 12. The evaluation is based on the extent of marbling in the longissimus
thoracis, as well as the spinalis dorsi and semispinalis capitis muscles, between the sixth
and seventh ribs. Higher marbling levels correspond to higher BMSNo values. The
grading is conducted according to the standards set by the Japan Meat Grading Association
(JMGA) [2], as shown in Figure 1. Table 1 illustrates the relationship between the 12-level
BMSNo and the five-level marbling evaluation.

However, visual evaluation by graders presents several challenges: differences in
evaluation criteria among graders, reduced accuracy due to long working hours and
external factors causing fatigue, and fluctuations in grading standards due to the grader’s
mood. These factors introduce variability into the evaluation.

Hashimoto et al. [3] investigated a low-cost, objective method for estimating marbling
using biopsy to measure moisture and crude fat content. However, this method is complex
as it requires grinding the longissimus thoracis after cutting it at the slaughterhouse, and it
necessitates specialized knowledge and equipment.
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Figure 1. Beef Marbling Standards defined by the Japan Meat Grading Association (JMGA) [2]. The
Japanese text within the green frame in the diagram explains that, for BMS No. 1 and 2, it does
not meet the standards of BMS No. 3, and therefore, a standard based on photographs has not
been created.

Table 1. Relationship between BMSNo and grading as defined by JMGA.

BMSNo Grading

1 1
2 2

3–4 3
5–7 4
8–12 5

Kuchida et al. [4] proposed an image analysis method for estimating BMSNo from the
fat area ratio using a dedicated imaging device. While this method can estimate BMSNo,
it does not account for the complexity and fineness of marbling and requires specialized
imaging equipment.

To address the complexity and fineness of marbling, Chen et al. [5] applied fractal
analysis to the marbling images of beef from China and the United States. Fractal theory,
proposed by Mandelbrot, uses the fractal dimension as a key indicator of the complexity
of fractal patterns. In recent years, fractals have been utilized in various applications.
Chen et al. used fractals for the evaluation of beef quality [5]. Additionally, our group has
employed fractals in super-resolution processing [6], the analysis of plant growth [7], and
the analysis of composite materials [8,9].

In the United States, beef quality grades are divided into eight levels, with the highest
grade being “prime”. The marbling grade, unlike in Japan, is based on the cross section
of the longissimus thoracis between the twelfth and thirteenth ribs, classified into ten
levels. The top three levels are categorized as “prime” [10,11]. Figure 2 compares images
of “moderately abundant”, the second-highest marbling grade in the U.S., with BMSNo.
11, the second-highest marbling grade in Japan. The complexity of Wagyu marbling is
more pronounced than that of U.S. beef. Increased marbling complexity can result in coarse
marbling or fine marbling, as shown in Figure 3. These characteristics are considered in
Wagyu evaluation, necessitating a new method tailored to the detailed grading system
used for Wagyu.
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(a) (b) 

Figure 2. Comparison of marbling between U.S. and Japanese beef: (a) moderately abundant (U.S.,
2nd from top) [10]; (b) BMSNo.11 (JP, 2nd from top).

 
(a) (b) 

Figure 3. Examples of coarse marbling and fine marbling [12]: (a) fine marbling; (b) coarse marbling.

In contrast, Xiao et al. [13] adjusted the marbling grades of Chinese beef from four
to seven classes. However, even the highest grade with a marbling area of 14% is less
complex compared to Wagyu. This paper proposes a fractal analysis method that considers
the unique marbling characteristics of Japanese Wagyu, such as coarse marbling and fine
marbling, for accurate evaluation.

2. Materials and Methods

2.1. Beef Quality Grading Evaluation

The quality grading of Wagyu beef is currently conducted through qualitative visual
assessment by certified graders based on the evaluation method established by the Japan
Meat Grading Association (JMGA). This evaluation encompasses four criteria: “meat
color and brightness”, “firmness and texture of the meat”, “marbling”, and “fat color
and quality”. Each criterion is rated on a five-point scale, where higher numbers indicate
better quality.

This study focuses specifically on the evaluation of “marbling”, a characteristic feature
of Wagyu beef. The “marbling” criterion is assessed using the Beef Marbling Standard
Number (BMSNo), which ranges from 1 to 12. This standard, developed by the Livestock
Industry Technology Station of the Ministry of Agriculture, Forestry and Fisheries, measures
the fineness and distribution of marbling within the beef [14].

2.2. Fractal Analysis

Fractal analysis is a technique that analyzes fractal patterns in images to calculate a
parameter known as the fractal dimension, which is then used for various evaluations.
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While fractal analysis can include multifractal analysis—where additional concepts like the
information dimension (D1) and correlation dimension (D2) are used—previous studies
have shown that these dimensions have low correlation with the marbling in beef used in
this study [3]. Therefore, this paper uses a monofractal method rather than multifractal
analysis, focusing solely on the fractal dimension (D0). A higher D0 value indicates a
more complex pattern, which is similar to the evaluation methods used for assessing the
marbling of beef.

There are several methods for performing fractal analysis to determine the fractal
dimension. In this study, we use the box-counting method, the most commonly used
technique in computer-based fractal analysis, to calculate the fractal dimension. The box-
counting method involves covering the image with a grid of boxes of varying sizes and
counting the number of boxes that contain part of the fractal pattern. The fractal dimension
is then derived from the relationship between the size of the boxes and the number of boxes
that contain part of the pattern.

2.3. Box-Counting Method

The box-counting method is one of the techniques used to calculate the fractal dimen-
sion. As shown in Figure 4, the box-counting method involves determining the presence
probability for each box at a given box size ε, and then calculating the fractal dimension.
The process involves repeatedly halving the box size ε.

 
Figure 4. Schematic illustration of the box-counting method (the patterns in the figure are modeled
after fractal shapes).

The fractal dimension Dq can be calculated using Equations (1) and (2).

Dq =
1

q − 1
lim
ε→0

log Zq(ε)

log ε
(1)

Zq(ε) = ∑
i=1

{Pi(ε)}q (2)

In Equation (1), Dq represents the generalized dimension, q is the moment order, and ε
is the box size. In Equation (2), Pi(ε) represents the probability of presence for each box. In
this study, to use the monofractal method, the fractal dimension D0 is employed by setting
the moment order q to 0. Thus, setting q = 0 in Equation (1) leads to Equation (3).

D0 = − lim
ε→0

log Zq (ε)

log ε
(3)

Similarly, setting q = 0 in Equation (2) implies that the presence probability, regardless
of its value (however, 00 is treated as 0 as an exception when no pattern exists within the
box), results in a value of 1.

To summarize, Zq(ε) in Equation (3) simply counts the number of boxes that cover the
pattern. Since the smallest pixel size is 1, it is impossible to determine the limit precisely.
Therefore, we plot log ε on the x-axis and log Zq(ε) on the y-axis, and then approximate
the result by taking the slope of the best-fit line through these points.
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2.4. Images Used for the Box-Counting Method

When using the box-counting method, it is preferable for the images to be of sizes that
are powers of 2 (e.g., 2n × 2n). This ensures that when the box size ε is repeatedly halved,
the entire image can be referenced without any parts being excluded or falling outside the
scan area. For this study, images were prepared to meet this criterion, ensuring they fit
neatly within the boxes during the analysis process. An example of how the images were
prepared for use in the box-counting method is provided below.

2.4.1. Photography

The BMSNo evaluation is based on the extent of marbling in the longissimus thoracis,
as well as the spinalis dorsi and semispinalis capitis muscles, between the sixth and seventh
ribs. The more extensive the marbling, the higher the evaluation. In this study, we focused
on the longissimus thoracis, as it is the main component used in the JMGA’s Beef Marbling
Standard model shown in Figure 1. Therefore, the subject of our photography was the cross
section of the longissimus thoracis between the sixth and seventh ribs.

Figure 5 illustrates the photography setup. The distance of 14 cm between the camera
and the meat in Figure 5 was set with the goal of capturing the entire longissimus thoracis
in the image and ensuring that the actual size of one pixel is consistent across all images.
The author took photographs of the longissimus thoracis at the sixth–seventh intercostal
incision plane using an iPhone X in the freezer of a wholesaler with their permission. As
shown in Figure 5, the camera was positioned parallel to the beef at a distance of 14 cm,
with no zoom, flash, or filters used, and the focus was set to auto-adjust. The image size
was 4032 × 3024 pixels, and an example of the actual photograph is shown in Figure 6.

Figure 5. Schematic diagram of the photography setup (LT is longissimus thoracis).

 
Figure 6. Actual photographs of the cross section of the longissimus thoracis between the sixth and
seventh ribs (4032 × 3024 pixels).
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2.4.2. Trimming

As mentioned in Section 2.4, it is preferable for the images used to be of size 2n × 2n

pixels. Therefore, the images are trimmed to a size of 1024 × 1024 pixels. However,
trimming to 1024 × 1024 pixels might limit the analyzable area of the longissimus thoracis
and may introduce errors if only one analysis per piece of beef is conducted. To address
this, the longissimus thoracis is approximated as an ellipse, and nine areas—one central
and eight surrounding—are trimmed from a single photograph, ensuring the entire muscle
is covered as much as possible. This trimming is performed manually. Each of the nine
trimmed images remains 1024 × 1024 pixels in size. An example of this trimming process
is shown in Figure 7.

Figure 7. Example of trimming images to 1024 × 1024 pixels.

2.4.3. Grayscale Conversion and Binarization

To analyze the marbling patterns using the box-counting method, the images are first
converted to grayscale and then binarized. In this study, we use a standard grayscale
with 256 shades, which is typical for grayscale images. This means that each pixel can
represent 256 levels of brightness, ranging from 0 (black) to 255 (white). The grayscale
values are linearly related to the RGB values, as each grayscale shade corresponds to an
equal value in the RGB channels. Regarding binarization, since different beef samples
require different threshold values, we use Otsu’s method [15] to automatically determine
the optimal threshold for each image, rather than setting the threshold manually. An
example of an image after these preprocessing steps is shown in Figure 8.

 
Figure 8. Example of a preprocessed image after grayscale conversion and binarization.

2.4.4. Box Size

Box-counting was performed on the binarized images. In this study, the box sizes
ranged from 1 × 1 pixels to 1024 × 1024. Since the box size was doubled incrementally
from 1 × 1 pixels, a total of 11 different box sizes were used.
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2.5. Characteristics of Beef Marbling

The grading of beef marbling in Wagyu tends to be higher for more complex marbling
patterns, as finer and more intricate marbling indicates higher quality. Within these mar-
bling patterns, coarse marbling refers to coarser marbling, and fine marbling refers to finer
marbling. Obama et al. [12,16] established roughness and fineness indices to evaluate coarse
marbling and fine marbling. These indices are calculated using Equations (4) and (5).

R(%) =
Ma
(
cm2)

Mb(cm2)
(4)

S(Amount/cm2) =
G(Amount)

A(cm2)
(5)

In Equation (4), R represents the roughness index, Ma is the area of fat after thin lines
are removed, and Mb is the total fat area. In Equation (5), S is the fineness index, G is the
number of fine marbling particles, and A is the area of the ribeye muscle. Examples of
coarse marbling and fine marbling calculated using these indices are shown in Figure 9.

Figure 9. Examples of coarse marbling and fine marbling using roughness and fineness indices [12].

3. Results and Discussion

To demonstrate the effectiveness of the proposed method, three experiments were
conducted: verifying the fractality of beef marbling, examining the correlation between
BMSNo and the fractal dimension of beef marbling, and considering the characteristics of
beef marbling in the experiments.

3.1. Verification of Fractality in Beef Marbling

For BC-FDA (box counting fractal dimension analysis) to be applied to a target pattern,
the target must exhibit fractal properties. Although Chen et al. [5] utilized BC-FDA on beef
marbling, they did not explicitly demonstrate its fractal nature. Therefore, an experiment
was conducted to determine whether beef marbling exhibits fractality. Fractal patterns
follow power laws, so if a log–log plot yields a coefficient of determination (r2) close to 1, it
indicates that the pattern has fractal properties [17].

After capturing the images, BC-FDA was performed according to the methods de-
scribed in Section 2 (Materials and Methods).

Figure 10 shows a graph summarizing the results of applying the box-counting method
to nine preprocessed images of a single piece of beef. The coefficient of determination
r2 (which indicates the degree of linearity, where a value closer to 1 suggests stronger
linearity) was calculated for each of the nine images, with the results shown in Table 2.
The r2 values were obtained using the RSQ function in Excel as RSQ(log ε, log Zq(ε)) to
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determine the linearity of the graphs. From the values in Table 2, the trimmed mean was
calculated by excluding the highest and lowest values, resulting in approximately 0.9996.
This value is sufficiently close to 1, indicating that the log–log graph plotted in Figure 10
has strong linearity, as can be seen from the correspondence between the plotted points
and the approximate straight line. This demonstrates that fractality exists in the marbling
of the beef. The same process was applied to all 33 pieces of beef used in this study. The
number of beef samples used in the experiment is shown in the table. For each piece of beef,
the trimmed mean of the nine results was calculated by excluding the highest and lowest
values, and the r2 for each piece of beef was determined, followed by the overall result for
all beef samples. For all the beef samples, the trimmed mean excluding the top and bottom
5% resulted in an r2 of approximately 0.9994. From these results, it can be concluded that
fractality exists similarly in the marbling of all the beef samples.

Figure 10. Results for 9 images for which the box-counting method was applied (the graphs, each
with a different color, almost overlap).

Table 2. The coefficient of determination r2 in Figure 10. Image No. refers to the number assigned
to the images after they were trimmed, as shown in Figure 7. Since the order in which they are
processed does not affect the results, there is no strict distinction such as ‘this number corresponds to
this specific trimming area’.

Image No. r2

a 0.9997
b 0.9997
c 0.9997
d 0.9995
e 0.9997
f 0.9996
g 0.9995
h 0.9995
i 0.9997

3.2. Experiment on the Correlation between BMSNo and the Fractal Dimentsion of Beef Marbling

BC-FDA was performed on all beef samples according to the methods described in
Section 2 (Materials and Methods). Figure 11 shows the original images of all the beef
samples used in the experiment. The vertical axis represents BMSNo, and the horizontal
axis represents BeefNo.
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Figure 11. Original images of the beef samples used in the experiment. The vertical axis represents
BMSNo., and the horizontal axis represents BeefNo.

Table 3 shows the fractal dimensions calculated for each piece of beef, and Figure 12
illustrates the correlation between the fractal dimension and BMSNo. The fractal dimen-
sions in these tables and graphs were calculated as the trimmed mean of the nine images,
excluding the maximum and minimum values. The dashed line in Figure 12 represents
the trendline of the data, with a correlation coefficient of 0.7579, indicating a positive
correlation. This suggests that the fractal dimension can be used to estimate BMSNo, a key
indicator of Wagyu beef quality. However, some points were distant from the regression
line, likely due to characteristics of marbling such as coarse marbling and fine marbling.

Table 3. Fractal dimension calculation results.

BMSNo-BeefNo. Fractal Dimension

6-1 1.8658
6-2 1.8550
7-1 1.8680
7-2 1.8704
8-1 1.8919
8-2 1.9019
8-3 1.8620
8-4 1.8665
8-5 1.8743
8-6 1.8896
8-7 1.8840
8-8 1.8892
8-9 1.8899

8-10 1.8830
9-1 1.8946
9-2 1.8731
9-3 1.8973
9-4 1.8769
9-5 1.8891
9-6 1.8830

10-1 1.8961
10-2 1.9132
10-3 1.9012
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Table 3. Cont.

BMSNo-BeefNo. Fractal Dimension

10-4 1.8883
11-1 1.9055
11-2 1.8880
11-3 1.8947
11-4 1.9083
11-5 1.8931
11-6 1.8924
11-7 1.8963
11-9 1.9011
12-1 1.9205

Figure 12. Graph showing the correlation between fractal dimension and BMSNo.

3.3. Experiment Considering the Characteristics of Beef Marbling

In the experiment conducted in Section 3.2, points distant from the regression line
were observed due to the influence of marbling characteristics such as coarse marbling
and fine marbling. Coarse marbling tends to receive a lower evaluation due to its rough
appearance, but the D0 value tends to be higher. On the other hand, fine marbling, which is
finely distributed, tends to receive a higher evaluation, but the D0 value tends to be lower.
Therefore, it is necessary to consider these characteristics when performing BC-FDA. The
roughness index and fineness index explained in Section 2.5 were used to account for these
characteristics. In this experiment, the roughness index was calculated using Equation (4)
and the fineness index using Equation (5). The area Ma and total fat area Mb in Equation (4)
were determined by counting the white pixels in the binarized images and calculating
the area per pixel. The area per pixel was approximately 0.000018716 cm2, based on the
measured maximum width of the longissimus thoracis.

For the number of fine marbling particles G in Equation (5), ten reduction and dilation
operations were performed to isolate the fine marbling particles, and connected white
pixel regions were labeled using an 8-neighbor connectivity algorithm. The number of
labeled regions was treated as G. The area A of the ribeye muscle was fixed at 19.625 cm2,
calculated from the known size of the analysis region (1024 × 1024 pixels).

To verify if the results from Section 3.2 could be improved, the same beef samples were
analyzed using the roughness and fineness indices. Table 4 shows the calculated roughness
and fineness indices for each sample. The average roughness index was approximately 30.5,
and the average fineness index was approximately 25.8. Beef samples with a roughness
index of 34.3 or higher or a fineness index of 22 or lower were classified as coarse marbling,
while those with a roughness index of 26.7 or lower or a fineness index of 29.6 or higher
were classified as fine marbling. The remaining samples were plotted in Figure 13.
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Table 4. Calculation results for roughness index and fineness index.

BMSNo-Beef No. Roughness Index [%] Fineness Index [Amount
cm2 ]

6-1 26.6 28.5
6-2 28.8 24.0
7-1 31.4 25.8
7-2 32.1 22.6
8-1 32.0 24.8
8-2 29.7 28.0
8-3 26.8 26.8
8-4 29.1 26.7
8-5 31.2 25.7
8-6 30.2 25.9
8-7 33.0 22.7
8-8 31.2 26.4
8-9 31.2 25.3

8-10 30.5 28.5
9-1 31.5 24.9
9-2 26.2 25.4
9-3 27.0 28.2
9-4 29.8 28.2
9-5 32.4 24.2
9-6 24.0 33.7

10-1 33.4 22.6
10-2 34.4 23.2
10-3 29.2 25.4
10-4 30.5 27.1
11-1 32.0 27.5
11-2 24.7 39.0
11-3 33.6 14.5
11-4 35.6 20.8
11-5 32.6 22.8
11-6 31.4 21.9
11-7 29.8 30.3
11-8 31.0 24.3
12-1 33.3 24.6

Figure 13. Graph showing correlation between fractal dimension and BMSNo excluding coarse and
fine marbling.

The dashed line in Figure 13 represents the trendline of the data. The correlation
coefficient is approximately 0.8019, which is higher than that in Section 3.2, indicating
an improvement in accuracy. This suggests that considering the characteristics of coarse
marbling and fine marbling can enhance the accuracy of BMSNo estimation. However,
since BMSNo is determined by human graders, there is inherent variability, which likely
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increased the scatter in the results. Nonetheless, the average BMSNo values for each group
in Figure 13 show correct grading, confirming that accounting for marbling characteristics
such as coarse marbling and fine marbling improves BMSNo estimation accuracy.

4. Conclusions

In this study, we proposed quantifying the grading evaluation of Wagyu beef, which
is traditionally performed visually, by using image processing. Three experiments were
conducted to achieve this goal.

The first experiment aimed to verify the fractality of beef marbling. Through BC-FDA
of beef marbling patterns, it was suggested that beef marbling indeed possesses fractal
properties. This implies that BC-FDA is applicable to beef marbling.

The second experiment investigated the correlation between BMSNo and the fractal
dimension of beef marbling. BC-FDA was performed on all prepared beef samples, and it
was suggested that there is a positive correlation between BMSNo and the fractal dimension
of beef marbling. This indicates that BMSNo can be estimated using the fractal dimension.
However, the results showed some outlier points, which were suggested to be influenced
by specific characteristics of beef marbling.

The third experiment considered these characteristics by incorporating the concepts
of the roughness index and fineness index into the analysis. By classifying and excluding
beef samples estimated to have coarse or fine marbling, the correlation coefficient between
BMSNo and the fractal dimension of beef marbling improved compared to the second ex-
periment. This suggests that classification of marbling characteristics can enhance accuracy.

In the future, it will be necessary to establish thresholds for defining coarse and fine
marbling characteristics, considering their impact on BMSNo. By adjusting the BMSNo
value based on these characteristics, we can improve the precision of grading evaluations.
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Abstract: The unique electromagnetic properties of rare earth elements (REEs) have led to rapid
technological advances, creating a sharp increase in demand for these materials. The inherent
challenges of separating REEs and the significant drawbacks of existing processes have driven the
development of a new method known as field-effect separation (FES). This technology leverages
electrical and magnetic fields to achieve separation by exploiting the differences in magnetic moments
or effective charges of REEs in solution. Experiments on REEs were conducted using a microchannel
based separation device, which confines fluid flow to facilitate separation within a field, with metal
cations in solution being transported based on their respective electrostatic or magnetic properties.
The results demonstrate that separation based on effective charge or paramagnetic properties is
achievable. The confinement of fluid flow to microchannels allowed advective and osmotic forces
to be suppressed sufficiently such that a reasonable separation of ions was achieved, though the
impact of these forces were not completely removed. This innovative approach promises to improve
the efficiency and effectiveness of REE separation, addressing both the growing demand and the
limitations of current methods.

Keywords: rare earths; separation; magnetic field; electric field; microfluidics

1. Introduction

Recently, fast advances in the fields of electronics and energy storage have led to
high demand for rare earth elements (REEs). The high demand for these critical materials,
combined with their scarcity and the difficulty of producing them in large quantities, has
led many governments globally to classify these elements as critical strategic resources
for the future of technology. REEs are seen as key elements in a global renewable energy
transition, and the use of heavier REEs in defense applications makes securing stable REE
reserves a priority for a nation’s economic viability, energy independence, and defense
posture [1,2]. REEs are considered crucial for the renewable energy transition in the near
future. Neodymium and other light to medium REEs, essential for strong permanent
magnets, significantly contribute to the demand, primarily through their use in electric car
motors and wind turbine generators [3,4]. As a result, new and more efficient methods of
extracting and separating REEs for commercial use will be critical in the coming future.

REEs possess unique properties that result from their 4f valence orbital shells. How-
ever, the relatively similar physical properties of these elements as a result of each element
having a similar ionic radius and their propensity to form +3 ions almost exclusively means
that they all exhibit remarkably similar chemical properties that prove difficult to exploit in
separation [2,5]. Generally, the REEs can be divided by atomic mass into light (La-Sm) and
heavy (Eu-Lu), with some making a further distinction into a middle, medium REE class
(Sm, Eu, Gd) [3,4,6]. A primary driver of recent demand for REEs has been the heavy REEs
(HREEs), which have incredibly unique photo, electrical, and magnetic properties that make
them the most useful of the lanthanides for advanced technologies, particularly crucial for
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advanced sensors used in the defense industry [6]. Currently, most industrial production of
REEs uses liquid–liquid extraction, otherwise known as solvent extraction, which utilizes
the small differences in chemical affinities of the REEs for a particular extractant to separate
them [7].

Solvent extraction for REE separations has some significant disadvantages, including
high consumption of the chemicals needed to achieve required purity, which make the
process expensive and inefficient [2,8]. The process also has markedly worse performance
in separating HREEs, and incomplete stripping of the solvent can lead to heavy losses of
critical elements during processing [6]. Additionally, the organic solvents necessary for this
process are flammable, toxic, carcinogenic, and environmentally damaging, making them
a large source of problematic waste which can be challenging to safely store and dispose
of [7]. Solvent extraction for rare earth production using monazite/bastnasite ore has a
relatively high global warming impact per kg of produced REE due to release of greenhouse
gases as well as generation of compounds that have some toxicity [9]. While actual energy
consumption within a process is dependent on a number of factors that relate to the feed
material such as the type and grade, the solvent extraction step can consume more than 50%
of the required energy to produce one ton of rare earth metal [10]. However, until further
research into alternative methods of separating these metals can be done, solvent extraction
remains the most feasible process for separating bulk quantities of REEs [11]. As a result, a
significant step forward in making REE extraction more economically feasible, and, more
importantly, less environmentally damaging and safer for humans, will be any progress that
can be made towards improving or replacing the tradition solvent extraction process. The
demand for critical metals extends beyond REEs to other transition and alkali metals such
as cobalt, nickel, copper, and lithium [12]. These metals are critical for a nation’s energy
future, and securing more environmentally friendly ways of recovering these metals is
important. Additionally, as demand for these metals increase, and the quality of the supply
decreases, the environmental impact of extracting these metals increases significantly [13].

The unique chemical challenge these elements present in their separation has inspired
the present research on field-based separation. While the REEs may exist in identical ionic
forms with similar chemical affinities, they have different electron configurations resulting
in differing magnetic moment strengths. In this context, any ion with unpaired electrons
in its valence orbital will have a magnetic moment [14]. It is this property which allows
the 4f and 3d metals tested to respond to the magnetic fields, as well as allowing for the
mobilities of these ions in the solution to be quite different depending on the number
of unpaired electrons each ion has. Additionally, the REEs have been shown to exhibit
differing affinities for complexing with certain organic molecules at different pH levels,
which modifies their effective charge to be different enough from one another that they can
be separated on the basis of charge [15,16]. This is largely due to the small differences in
atomic radius of the lanthanides, as well as the difference in coordination number from
the heavy to light REEs [5,17]. The aim of this research is to exploit these differences in
physical properties to drive separation without the use of traditional solvent extractants.
The process proposed is envisioned to either replace or supplement traditional solvent
extraction; therefore, the system in question is a solution of relatively concentrated mixed
REE–chloride salts with some additional valuable critical metals and contaminants. Work
was carried out to understand how ions of differing magnetic moments can be separated
in solution as well as how ions of differing charge can be separated electrostatically using
methods similar to magnetic separation. The fundamental underlying idea behind the
studied separation mechanism is that, given a fixed residence time for a dilute solution of
mixed REE ions, these ions will diffuse different distances in response to a force field. The
difference in this mobility can be exploited to drive separation on the basis of this generated
concentration gradient if external, inhibiting forces can be sufficiently mitigated. This
has already to be proven feasible; however, both the timescale and scalability of previous
set-ups need to be improved to work on an industrial scale [18–20].
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1.1. Theory

The concentration profile for a solution of susceptible ions subject to a force field is
given by:

∂C
∂t

+∇·
[

D
RT

(
−∇C + CFf

)
+ Cv

]
+ r = 0 (1)

The partial differential on the left is changing concentration over time, the second and
third terms represent diffusion under a field and convection respectively, and the last term
describes volumetric generation from a chemical reaction [21]. D is the diffusion coefficient
of the species, R is the universal gas constant, T is the thermodynamic temperature, C
is concentration, Ff is the external force field applied, v is the fluid velocity, and r is the
volumetric generation term. Assuming no chemical reaction takes place and steady state
conditions are reached, the concentration profile of the ions in solution becomes:

0 = −∇·
[

D
RT

(
−∇C + CFf

)
+ Cv

]
(2)

This equation describes three sources of changing concentration which will be of
significant concern to performing separations on an ionic scale. These sources of ion
flux will be: (1) Migration due to external applied force, (2) diffusion due to an induced
concentration gradient, and (3) convection due to fluid flow. As a result, each of these must
be individually addressed to optimize ion separation.

1.1.1. Magnetic Separation

The separation of paramagnetic ions in an inhomogeneous magnetic field is done
based on the significant variability in the magnetic moments of 3d transition metals and 4f
lanthanides. The strength of the magnetic moments of each of the ions can be predicted
from their electron structures using their orbital quantum numbers S, L, and J. The effective
magnetic moment of an ion can be calculated as:

μe f f = μbgj

√
J(J + 1) (3)

where μb is the Bohr magneton ( μb= eh̄
2me

) and gj is the Landé g-factor [18]:

gj = 1 +
J(J + 1) + S(S + 1)− L(L + 1)

2J(J + 1)
(4)

The values of μeff are calculated for the various lanthanides and a few select 3d
transition metals in Table 1. When placed inside of an inhomogeneous magnetic field of
strength B, the solution of paramagnetic ions will have a volumetric potential energy (E)
given by:

E =
χsol
2μ0

B2 (5)

where χsol is the magnetic susceptibility of the solution, which is the weighted average of
the individual susceptibilities of the components of the solution, and μ0 is the permeability
of free space [18,19]. The molar magnetic susceptibility of a material is related to the
strength of its magnetic moment described in Equation (3). Molar Susceptibility (χm) can
be calculated using Curie’s law, which states:

χm =
Cm

T
=

μ0Naμe f f
2

3KBT
(6)

where Na is Avogadro’s number and KB is the Boltzmann constant [19]. The volumetric
force exerted on the solution by the magnet (Fm) is therefore:
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Fm = ∇Em =
χsol
2μ0

∇B2 (7)

The following volumetric force term can then be used in Equation (2) to describe the
concentration gradient generated by a given magnetic field. Equation (7) shows the clear
dependence of the magnetic separation on both the individual susceptibility of the ions in
solution as well as the strength of the magnetic field gradient, showing that this kind of
separation would not be possible in a homogenous magnetic field (∇B = 0).

Table 1. Quantum numbers and magnetic properties of a few selected metals.

Ion Configuration S L J gj μeff/μB Type

Ce3+ 4f1 0.50 3.00 2.50 0.86 2.54 LREE
Pr3+ 4f2 1.00 5.00 4.00 0.80 3.58 LREE
Gd3+ 4f7 3.50 0.00 3.50 2.00 7.94 MREE
Dy3+ 4f9 2.50 5.00 7.50 1.33 10.63 HREE
Er3+ 4f11 1.50 6.00 7.50 1.20 7.57 HREE
Li+ 1s2 0.00 0.00 0.00 0.00 0.00 Alkali

Fe3+ 3d5 2.50 0.00 2.50 2.00 5.90 * TM
Co2+ 3d7 1.50 3.00 4.50 1.33 6.63 * TM

* Experimental moments of 3d metals are complex and lower than the theoretical values by a significant amount
due to orbital quenching [14].

1.1.2. Electrostatic Separation

Separation based on electrostatic (ES) attraction is relatively simple compared to
magnetic separation, and the main factor impacting separation will be ionic charge of the
species in solution. The force term (Fe), which is to be substituted into Equation (2), is
simply Coulomb’s equation for electrostatic attraction:

Fe =
Kcq1q2

r2 (8)

where Kc is Coulomb’s constant, q1 and q2 are the charges of the high voltage source and
the ion respectively, and r is the distance between the two charges. Using the definition for
electrostatic potential, V = Kc

q
r , Equation (8) can be rewritten as:

Fe =
Vqion

r
(9)

This form of the force term shows the electrostatic separation to be determined pri-
marily by the voltage of the source used for separation, the charge of the ionic species in
solution, and the separation distance. The first two factors are, for the present purposes,
unchanging and therefore effective ionic charge will be the primary factor impacting separa-
tion of ions. The change in total concentration generated by a potential difference between
two points (ΔV) can be calculated as:

ΔV = KcZqeNA
ΔC
r

(10)

where Z is the ionic charge, qe is the charge of an electron (1.602 × 10−19 C/eV), NA is
Avogadro’s number (6.023 × 1023), and ΔC is the change in concentration from one point
to another in mol/L. For a 100 kV source and a separation distance of 1 × 10−4 m, the
predicted change in concentration is on the order of 10−12 mol/L. This would seemingly
make separation of this kind impractical without an excessively powerful potential source
or minuscule length scale. However, this fact overshadows that, for a solution that is
composed of many different ions of many different valencies, only the net charge and ionic

395



Eng 2024, 5

strength of the solution must remain effectively constant. Ionic strength (I) is calculated
using the following equation:

I =
1
2

n

∑
i=1

Ciz2
i (11)

Ionic strength is simply a sum of ionic charges (z) and concentrations (C), and so
long as the sum of charges and concentrations remains constant, the system can exist in a
number of different configurations [22]. The system will end up in a configuration which
minimizes its potential energy by arranging ions in a way that results in their effective ionic
charge corresponding to the gradient of the electric field. This manifests as elements with
higher positive charge moving further towards the potential source and those with lower
charge diffusing to maintain a net zero change in ionic strength.

1.1.3. Advection and Mixing

Though the externally applied force term has been adequately defined, Equation (2)
describes a force which works against a separation of ions, advection. While the forces de-
scribed above can generate a concentration gradient in a solution, realizing that separation
into two distinct fractions can be difficult because of mixing that will inevitably occur as
one tries to physically separate them. Designing a device which would allow fluid to flow
through the field in two laminar flows, a “top” flow and a “bottom” flow, would solve this
problem. Designing the flow channels such that the flow is laminar will reduce turbulent
mixing while having two channels, a top and a bottom, allows ions to be deflected from
one stream into another and separated.

A balance of momentum in a flow carried by either inertial or viscous forces is de-
scribed using the Reynolds number. For internal flow in a pipe, the Reynolds number
(Re) is:

Re =
ρUDH

μ
(12)

where ρ is the density of the fluid (kg/m3), U is the velocity of the flow (m/s), DH is the
hydraulic diameter (m), and μ is dynamic viscosity (Pa s) [23]. For internal flow, the critical
Reynolds number is 2300 and a Re > 2300 denotes a transition from a laminar flow to a
turbulent flow. Therefore, Equation (10) shows that to decrease the Reynolds number of
a given flow, either the hydraulic diameter of the pipe can be decreased, or the dynamic
viscosity of the fluid increased. For the intended separation, the Reynolds number is always
going to be below 100. Therefore, the importance of the Reynolds number is not to tell
whether the flow is laminar or not, as it will be laminar for every separation device tested,
but instead, it will be mostly used to describe the magnitude of inertial forces in the flow
which can drive even minor amounts of unintended mixing of the top and bottom streams
on the boundary where they meet.

Another dimensionless number in fluid dynamics that can be used to evaluate the
ratio of advective mass transfer to molecular (mass) diffusion is the Schmidt number (Sc):

Sc =
μ

ρD
(13)

A larger Sc indicates a flow with momentum transfer dominated by advective forces
rather than the diffusive mass transfer [23]. The values for ions in water at room temper-
ature are typically 200–1500. Table 2 shows the Sc for a few different ions in water. This
table demonstrates that most of these ions will have an Sc near the upper limit typical of a
liquid–liquid system, meaning that general momentum in the stream is carried more by
advective mass transfer than the back diffusion created by a concentration gradient. This is
the motivation behind the design of the microchannel device because minimizing advective
mass transfer is key to higher separations of the target metals. Additionally, facilitating
diffusion between layers in the device is critical to maintaining a balance of charges in
the system.
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Table 2. Diffusivities and Schmidt numbers for different metal ions.

Ion D (×10−10 m2/s) Sc Reference

La3+ 6.19 1438 [24]
Nd3+ 6.16 1445 [24]
Li+ 10.29 865 [25]

Fe3+ 6.04 1474 [25]
Co2+ 6.78 1313 [25]

All values are for water at 25 ◦C.

2. Materials and Methods

To control the flow of the testing solution such that it is laminar, a device to constrain
the flow into many narrow channels was designed. This device consists of two hard, plastic
layers with very thin flow channels on the surface of each. The two opposing layers are
angled slightly and pressed together. The channels on each layer are spaced evenly and
each channel is as close to parallel as possible. The device is then placed directly in a
magnetic or electrostatic field and fluid is allowed to flow through the layers. The channels
guide the fluid to allow it to flow without turbulence as separation in the field is taking
place. The source of the magnetic field was a 4 cm × 4 cm × 1 cm N52 NdFeB magnet
placed 1 cm from the flow. An electrostatic field of 100 kV was generated using a Van
de Graaf generator placed 1 cm from the flow. Figure 1a is a schematic representation of
the microchannel device and demonstrates how ions are separated by deflection from the
top channel into the bottom channel. Figure 1b shows an alternative view of this process,
where susceptible ions are preferentially concentrated in the bottom stream, separating
them from non-susceptible and mildly susceptible ions.

 

Figure 1. (a) Schematic diagram representing the utilization of thin microchannels to facilitate field-
effect separation of dissolved metal ions. (b) Diagram demonstrating the principles by which the
separation mechanism of FES works. Figures not to scale.
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Figure 2 show the setup of the magnetic and electrostatic separations, respectively.
As an ion in solution passes through the magnetic or electric field, it is deflected from one
stream into the other. The two streams flow out of the device into separate containers
and are collected to be analyzed. To test the relative impact of different flow velocities
and channel sizes, different channel widths were compared. The two channel widths that
were tested were 170 μm and 320 μm. The testing solution was composed of 50 mg/L
of the following trivalent REE chloride hexahydrate salts: La, Ce, Pr, Sm, Eu, Gd, Dy, Er
(Sigma-Aldrich (Burlington, MA, USA), >99%), as well as 50 mg/L of selected transition
and alkali metal chloride hydrate salts: Li (Alfa-Aesar (Haverhill, MA, USA), 99%), Fe, Ni,
Co, Cu (Acros Organics (Waltham, MA, USA), 98%), and a background salt of 0.25 wt%
NaCl (Macron Chemicals (Radnor, PA, USA), 99%). The solution was adjusted to a pH of
0.75 using concentrated HCl (Fisher Chemicals (Waltham, MA, USA), 38.0%). The addition
of transition metals to the REEs was done in these tests in order to both demonstrate
the magnetic properties of 3d ions in addition to the 4f lanthanides, but also to show
the viability of this system for separating metals other than REEs. Ni, Co, and Cu are
metals of significant interest and Fe is a common contaminant in REE purification processes.
Another set of tests were performed on the same 170 μm microchannel device with the
same 50 mg/L REE+TM test solution, but the device was oriented at a variety of different
angles to modify the velocity of the fluid flowing through the device. The first solution
tested with electrostatic separation consisted of 100 mg/L of the same FeCl3, NiCl2, LiCl,
and KCl (Alfa-Aesar (Haverhill, MA, USA), 99%) salts with 0.25 wt% NaCl, adjusted to a
pH of 0.75 using concentrated HCl. A different ES separation was performed on a solution
consisting of 100 mg/L of LiCl, and 100 mg/L of K2Cr2O7 (J.T. Baker, 99%) adjusted to
either a pH of 2.0 or 10.0 using either concentrated HCl or KOH (Sigma-Aldrich (Burlington,
MA, USA), 99%), respectively.

  

Figure 2. Experimental set up for: (a) magnetic separation test and (b) electrostatic separation test.
1: Microchannel separation device, 2: inlet funnel, 3: ramps to sample collection vessels, 4: NdFeB
magnet, 5: PLA plastic device/magnet holder, 6: Van de Graaf generator.

Lastly, an ES separation was done on a solution containing 50 mg/L of the selected
trivalent REE chloride salts mixed with 25 mM of ethylenediaminetriacetic acid (EDTA)
(Sigma-Aldrich (Burlington, MA, USA), 99%) and adjusted with concentrated NH4OH
(Fisher Chemicals (Waltham, PA, USA), 30.0%) to a pH of 6.5 and 9.5 [17]. The test solutions
were allowed to flow through the microchannel device in a magnetic or electric field,
the top and bottom portions were then collected, diluted in 5% HNO3 (Fisher Chemicals
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(Waltham, PA, USA), trace metals grade), and analyzed with inductively coupled plasma
optical emission spectroscopy (Agilent 5800 ICP-OES, Agilent Technologies, Santa Clara,
CA, USA) to compare their various ion separations. pH was tested using a pH probe
(Thermo Scientific Orion Ag/AgCl pH probe) for certain samples to gauge the magnitude
of H+ diffusion. Theoretical speciation of ions in solution was calculated with the software
Visual MINTEQ 4.0.

3. Results and Discussion

3.1. Microchannel Device Analysis

The primary factor affecting separation that was tested for the microchannel device
was the diameter of the channels. The increase in channel diameter will lead to a lower
density of channels, greater channel spacing, and a larger internal volume. This has the
impact of decreasing residence in the field as well as increasing the flow rate through the
device. Therefore, a poorer separation with a larger channel diameter is predicted from
analyzing the Reynolds number of the flows in the two different devices. To do so, the
channel width was calculated using channel density (channels/cm) to calculate the spacing
between each channel wall.

Table 3 shows the flow parameters through each device. As can be seen, the reduction
in channel diameter from 320 μm to 170 μm has a significant impact on flow velocity,
residence time, and, therefore, turbulence. The 170 μm channel device is about half the
size of the 320 μm channel device, and this is the primary factor with contributes to the
significant difference in performance between these devices. The Reynolds number for these
two devices shows that while both flows should be demonstrating laminar characteristics,
the 320 μm device’s flow will be more turbulent along the fluid layer separating the two top
and bottom streams. This is a likely factor contributing to the inherently lower performance
of the larger diameter channel devices. In addition, the residence time is approximately
41% of the larger channel device, thereby leading to a much shorter (2.4×) exposure time
in the applied field, resulting in less separation.

Table 3. Flow parameters of devices with two different channel diameters.

Spacing 320 μm 170 μm

# Channels (per side) 104 184
Residence Time (s) 25.9 61.1
Flow Velocity (cm/s) 0.154 0.066
Re 54.6 12.3

With a Reynolds number determined, other mass transfer relationships can be calcu-
lated. The Sherwood number is a dimensionless constant in fluid dynamics that describes
the ratio of the advective mass transfer coefficient to the diffusivity of the species over its
diffusion length [23]. In practice, it represents the ratio of the two rates and incorporates Re
into the calculation using the Froessling Equation:

Sh =
kcL
D

∼= 2 + 0.6
(

Re
1
2 Sc

1
3

)
(14)

where kc is the advective mass transfer coefficient, L is the diffusion length, Re is the
Reynolds number, and Sc is the Schmidt number. Table 4 shows the Sherwood numbers for
a few selected ions and demonstrates that the actual magnitude of the difference between
the advective and mass transfer is only roughly one order of magnitude, so both effects
will be significant. Additionally, it is evident that the effects of advection are reduced
significantly for the smaller microchannel device, making the impact of mass transfer due
to diffusion more significant.
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Table 4. Sherwood numbers for different ions in both the 170 μm and 320 μm microchannels.

Sc Sh170 Sh320

La3+ 1437.803 25.761 52.018
Nd3+ 1444.805 25.799 52.099
Li+ 864.917 22.058 44.224

Fe3+ 1473.510 25.956 52.429
Co2+ 1312.684 25.051 50.523

3.2. Magnetic Separation Performance

Magnetic separation was performed using the newly developed microchannel devices
and the performance is summarized in Figure 3a. The magnetic nature of the concentration
gradient created is confirmed by the lack of lithium mobility in the solution. Li+ was
predicted to have no magnetic moment and be unresponsive to an inhomogeneous magnetic
field, which makes it a good tracer to verify magnetic effects. Additionally, those ions
with substantial magnetic moments were significantly separated from one stream to the
other. Though slight, a trend in separation can be observed between each of the metals
depending on the strength of their magnetic moments. LREEs with a small theoretical
magnetic moment were moved from one stream to the other noticeably less than the HREEs
with much larger magnetic moments. Figure 3b shows that at the low pH of 0.75, 99% of
the metal in solution is present almost entirely uncomplexed with the exception of iron.
This eliminates any doubt about the potential impact of differing speciation of metal ions
in solution might create when analyzing the results.

  
(a) (b) 

Figure 3. (a) Separation performance of microchannel devices from top to bottom stream with
different fluid flow rates in a magnetic field. (b) Relative speciation in mol% of the test solution as
calculated from Visual MINTEQ 4.0. Note that sodium was excluded from this chart for visibility due
to its extremely high concentration.

Figure 4 shows the separation of each element plotted with respect to its magnetic
moment strength. The correlation between these factors is imperfect; this is a result of
mixing counter to the direction of separation. This applies to both those inherent to the
system (such as the back-diffusion created by the induced concentration gradient) and
those that come from the imperfections that result from construction of the microchannel
devices. These work to mask the impact that the magnetic moment strength has on the
total separation, but a clear trend can still be observed.
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Figure 4. Separation performance of microchannel device from top to bottom stream for each element
with respect to their magnetic moment strength.

The 170 μm microchannel device was modified to allow for different fluid flow rates
through the device. The impact of this is twofold: (1) to modify the residence time of
the fluid in the magnetic field and (2) to modify the fluid flow velocity and therefore the
flow parameters (such as Re). Figure 5 shows the separation of the same test solution
as previously with multiple different residence times. As can be observed, the effect of
residence time on separation is significant and consistent. In the 170 μm microchannel
device, the Re is <15 for any system configuration, and therefore the impact on advection
as a function of changing flow velocity is, in this set of circumstances, insignificant. Table 5
shows the flow parameters of the differently oriented devices. Therefore, in the smaller
microchannel device, the primary factors influencing the separation of ions from one
another are the force that an ion experiences in a magnetic field and the time that ion is
exposed to that magnetic field for.

 

Figure 5. Separation performance of microchannel device from top to bottom stream for different
fluid residence times.
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Table 5. Impact of fluid velocity on residence time and Reynolds number.

Device Angle 90◦ 45◦ 30◦

Pump Rate (μL/min) 150 100 75
Residence Time (s) 61.11 91.67 122.22

Re 12.31 8.21 6.16

3.3. Electrostatic Separation Performance

Electrostatic separation was performed using the same channel devices developed
for the magnetic separation and the performance shown in Figure 6a. As can be seen,
separation based on valence of the individual ions was achieved, with the two most
significantly separated ions being the Ni2+ and the Fe3+. Curiously, the Ni2+ seems to
break this trend for the 320 μm device and the separation for the 170 μm device was
poor. Figure 6b shows the relative percentage of each ion in solution as simulated from
thermodynamics. In chloride media, it is likely that a larger portion of the iron was able
to form complexes with chloride ions in solution compared to nickel. When comparing
separation based on “effective” ionic charge, which is the weighted average of the charges
of all the species of a given metal ion in solution, the trend is far more pronounced, as can
be seen from Figure 7.

  
(a) (b) 

Figure 6. (a) ES separation performance for 320 and 170 μm channel width devices. (b) Relative
speciation in mol% of test solution calculated from thermodynamics using Visual MINTEQ 4.0.
Sodium removed for clarity.

Figure 7. ES separation compared to effective ionic charge in solution for 170 μm channel test.
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Further demonstration of the impact of complexation and effective ionic charge on
separation is demonstrated in Figure 8. Here the same device was tested with two different
solutions of LiCl and K2Cr2O7 at a pH of 2.0 and 10.0. At a pH of 2.0, thermodynamics
predicts ~95% of the chromium exists in solution as HCrO4

−, while at pH = 10.0, the
95% chromium forms CrO4

2−. Figure 8 demonstrates the clear disparity in separation
due to this complexation effect compared to K+ and Li+ ions which remain relatively un-
complexed in solution relative to pH. The ultimate effect of complexation in this context is
to lower the effective charge of the ion in solution. By changing the pH from highly acidic
to highly basic, the effective charge of chromium was halved from CrO4

2− to HCrO4
−, and

subsequently the separation seen between the two tests was halved as well.

 

Figure 8. Effect of changing pH on separation of ions in 170 um microchannel device. Effective
charges of ions are also shown.

The one aspect of this system not adequately described by chromium’s effective charge
is the direction of movement in the field. Despite having an opposite effective charge to the
alkali metals, chromium is concentrated in the same direction. This could be indicative of
the chromate anions being dragged across from one stream to another by the movement
of cations such as Li+. This is partly shown in the movement of chlorine anions in the
system. A halving of the chromate movement results in a doubling of the movement of
chlorine despite there being no observed impact of pH on the complexation of chlorine. It
is therefore possible that the movement of chlorine is explained by the system’s inherent
trend towards maintaining a balance of ionic strength in the system. The counter diffusion
of chlorine balances the ionic strengths of both the top and bottom streams throughout the
separation. This is a critical aspect of the viability of this manner of separation, as basic
calculations on the allowed separation of ions in an electric field is only 10−12 mol/L for
this device, demonstrating that in general the amount of net charge on both sides of the
separation should remain constant. Table 6 shows the total change in ionic strength of both
sides of the separation at different pHs when accounting for the migration of H+ ions in
the form of pH change.

The change in ionic strength from top to bottom in the device is <1% and considered
negligible. It shows the role the small, very mobile ions such as H+ and Cl− play in
maintaining a balance of charges and concentrations between the two streams of the device.
At a low pH, large amounts of H+ can be observed moving counter to the direction of
separation, and consequently a large amount of chromium in its anionic form is transported
alongside its associated cations via electrostatic attraction. At a higher pH, the effective
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charge of the chromium was changed to −2 and part of the electrostatic attraction between
it and the alkali cations moving across the boundary was partially overcome, meaning less
of it was able to move across the boundary and be separated. However, its larger effective
charge means that it will still have a significant impact on changing the ionic strengths of
the top and bottom streams as it moves. Additionally, a higher pH means that less free
H+ can move to balance charge in the two streams. This could explain the much larger
movement of Cl− and smaller movement of H+ at a high pH that was observed.

Table 6. Difference in ionic strength between the top and bottom streams for tests at different pHs.

Li K H Cr Cl

pH 2.0 Zeff 1 1 1 −1 −1
% Change 9.88 9.15 −17.50 8.98 −8.90
% I change −0.84%

pH 10.0 Zeff 1 1 1 −2 −1
% Change 9.09 8.28 −7.15 3.70 −23.36
% I change −0.80%

The separation of REEs in an electric field was done by utilizing a solution of lan-
thanides mixed with 25 mM EDTA. The EDTA complexes with the REEs to form anions
and the degree of complexation for each lanthanide can differ depending on pH. A neutral
and basic pH were selected to evaluate the impact of the increasing anionic nature of an
ion on its separation. Work by J.I. Alonso and R.G. Fernández provides an experimental
determination of the mechanism of complexation for these ions as well as their effective
charge in solution as a function of pH [17]. The main favorable characteristic of EDTA in
this system is that it generally complexes differently with LREEs than it does with HREEs,
and the effect can be made more dramatic by changing the pH of the solution. If Y4− can
be considered the conjugate base of H4Y which represents EDTA, then at a neutral pH the
system has a propensity to form a LnY− *(H2O)n (n = 3 for LREE, n = 2 for HREE). At a high
pH of 9.5 the LREEs will form a mixture of LnY(OH)2− *(H2O)2-3 and LnY(OH)3− *(H2O)0-1
complexes, while the HREEs still preferentially form LnY− in equilibrium with a small
amount of LnY(OH)2− [17]. This has the impact of making all the REE complexes have
nearly the same effective charge of approximately −1 at a neutral pH, and at a higher pH,
the effective charges vary between approximately −1 and −2.5 depending on the atomic
weight of the lanthanide. Figure 9a shows the separation of the lanthanide elements in an
electric field at differing pHs. As can be observed from the figure, the exact effect described
above between the two different pHs is observed. The neutral pH test shows moderate
overall separation with almost no separation between elements observed. However, at
a high pH a clear difference in the separation of elements can be observed. The trend of
separation is that it increased from top to bottom as atomic mass increased up until Gd,
at which point the separation again begins to decrease. This trend agrees very well with
the experimental effective charges found by Alonso and Fernández [17]. Figure 9b shows
separation plotted against the effective charge of the complex at both high and low pH,
and it clearly shows a strong trend of effective charge on separation.

The results of this experiment indicate that the formation of highly anionic EDTA–
hydroxyl complexes is most prevalent in MREEs (Sm-Gd) and generally falls off increas-
ingly as atomic mass increases or decreases. Additionally, a notable discrepancy between
expectation and experiment can be noted for the separation of Dy and Er, which are the
two points in Figure 9b that lie furthest from the line of best fit for pH = 9.5. The larger than
expected separation is likely a result of the smaller radii of these HREE complexes because
these elements typically form LnY− with few to no waters of hydration, meaning that these
elements are more mobile than their LREE counterparts which generally complex with 1 to
2 hydroxyl ions and have 2–3 waters of hydration. At a neutral pH, basically every ion is
present as LnY− and because the difference in effective charge as well as the separation
between each element is relatively small, the effects of differing waters of hydration on the
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movement of these complexes is minor. This explains why in the pH = 6.5 case the effective
charge of all of the ions cluster closely around −1 and similarly all the separations also fall
tightly together around ~5%.

  
(a) (b) 

Figure 9. (a) Separation by element from top to bottom for REE + 25 mM EDTA test at different pHs.
(b) Separation with respect to effective ionic charge at different pHs.

3.4. Discussion

The employment of FES was successfully demonstrated for separating metal ions in
solution, in large part because the microchannel devices were effective at controlling the
flow to minimize advective mass transfer while the fluid was subjected to the force field.
This can be partially observed by comparing the separation of the most susceptible ions
for different experiments to the Re for that particular set of testing conditions. A weak
trend is present when looking at the separations presented in Figures 4a, 5 and 6a. This is
because while Re can be used in conjunction with other dimensionless numbers such as Sc
and Sh to describe the magnitude of advection relative to diffusion of ions in the force field,
it is not the primary determining factor of total separation. The real effect that ties these
experiments together is the correlation of total separation to residence time in the field,
as might be initially expected. Figure 5 shines light on this particular effect best. In this
experiment, a roughly 30 s increase in residence time is enough to increase the separation of
most of the elements in solution by ~3–5% with each incremental increase. The decrease in
residence time corresponds to increasing Re, explaining its weak correlation to separation.

A clear separation effect in the microchannel device was generated using magnetic
fields generated by a strong permanent magnet. Though it leaves room for improvement,
a stratification of elements on the basis of magnetic susceptibility as determined by the
magnetic moment of each individual ion was clearly observed in between the top and
bottom stream of the microchannel device. Between individual elements, for example Sm,
Eu, and Gd, separations of 2–3% were observed. Additionally, increasing residence time
maintains the observed stratification of elements even as concentration increases. While
the osmotic effects of rapidly changing the concentration of solution were explored in
the data presented in Figure 8 and Table 6, they were mostly neglected for these sets of
experiments. This is due to the addition of a highly concentrated and non-magnetically
susceptible background electrolyte (0.25 wt% NaCl). The high mobility of the salt paired
with the very high ionic strength of the solution means that the magnetically susceptible
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ions should be free to migrate in the field without suffering the effects of back diffusion
created by a chemical potential gradient.

Similarly, electrostatic separation experiments showed that ions can be separated in
solution on the basis of effective charge. Figures 6 and 7 describe this particular kind of
separation. While complexation seems to have little effect on magnetic properties of 4f
lanthanides, anions complexing with metals will work to lower its effective charge, and
therefore how strongly it will respond in a field. This explains the seemingly anomalous
separation behavior of Fe and Ni in this experiment because Fe complexes more strongly
with Cl− than Ni as predicted by thermodynamics. This effect can be used to improve
separation between metals where it is known that their charges can be manipulated through
selective complexation. Figures 8 and 9 describe two experiments in which this effect was
explored. In Figure 8, the effective charge of Cr was manipulated by changing pH which
decreased its effective charge by −1 and subsequently halved its separation. Figure 9a,b
describes a set of experiments wherein the pH dependent, selective complexation of REEs
with EDTA was explored. It was demonstrated that EDTA can be used to create anionic
complexes with REEs, and the degree of electronegativity exhibited by these complexes
depended on pH, ionic radii, and coordination number. The combination of all of these
factors means that medium to heavy REEs could be targeted with electrostatic separation
by making them very anionic at high pHs.

4. Conclusions

This research describes the development of a new method of separation of rare earth
and critical metals based on their response in magnetic or electrostatic fields, with the aid
of flow-through microchannels. A device which constrained the flow of the test solution to
many laminar streams and allowed the application of strong applied fields next to them to
enable ion separations was designed and tested. The data demonstrated the following:

• Significant concentration changes between the top and bottom stream of the mi-
crochannel device of 10–20% can be generated using magnetic and electrostatic fields;

• Trends of ion mobility based on magnetic susceptibility and residence time in the field
are observed, with individual element separations of 2–3% achieved per cycle;

• Manipulating the effective charge in solution of metal cations by changing its pH
allows them to be separated electrostatically;

• The designed microchannel device sufficiently constricts flow to facilitate separation
and minimize advective mixing.

While this method shows promise in separating both rare earths and critical metals
in solution, in order for it to rise to meet the demand currently occupied by traditional
methods of solvent extraction, further work to improve the efficiency of a single cycle of
this process should be carried out to fully explore the potential of this hydrometallurgical
separation technology.

5. Patents

This work has resulted in a patent application titled “Thin fluid layers and streams
facilitated, force-based atom, ion, molecule, and fine particle separators and methods of
using the same”, patent application number 18447171.

Author Contributions: Conceptualization, B.S., M.F., and P.S.; methodology, B.S. and M.F.; formal
analysis, B.S. and M.F.; investigation, B.S., E.S., J.B., and Z.E.; resources, M.F.; data curation, B.S.;
writing—original draft preparation, B.S.; writing—review and editing, M.F., P.S., E.S., and J.B.; visual-
ization, B.S.; supervision, M.F. and P.S.; project administration, M.F. and P.S.; funding acquisition,
M.F. and P.S. All authors have read and agreed to the published version of the manuscript.

Funding: The research was funded through support from the Cooper-Hanson fellowship through
the University of Utah as well as from DOE DE-FE0032122.

406



Eng 2024, 5

Data Availability Statement: The available data are presented in the body of the paper.

Acknowledgments: This work was supported by the University of Utah Cooper Hansen Fellowship.
The authors would also like to acknowledge Xinbo Yang for providing the ICP-OES analysis used in
this research.

Conflicts of Interest: The authors disclose the potential conflict of interest associated with pending
patents that could benefit the authors.

References

1. Jyothi, R.K.; Thenepalli, T.; Ahn, J.W.; Parhi, P.K.; Chung, K.W.; Lee, J.-Y. Review of rare earth elements recovery from secondary
resources for clean energy technologies: Grand opportunities to create wealth from waste. J. Clean. Prod. 2020, 267, 122048.
[CrossRef]

2. Chen, Z.; Li, Z.; Chen, J.; Tan, H.; Wu, J.; Qiu, H. Selective Adsorption of Rare Earth Elements by Zn-BDC MOF/Graphene Oxide
Nanocomposites Synthesized via In Situ Interlayer-Confined Strategy. Ind. Eng. Chem. Res. 2022, 61, 1841–1849. [CrossRef]

3. Massari, S.; Ruberti, M. Rare earth elements as critical raw materials: Focus on international markets and future strategies. Resour.
Policy 2013, 38, 36–43. [CrossRef]

4. Golev, A.; Scott, M.; Erskine, P.D.; Ali, S.H.; Ballantyne, G.R. Rare earths supply chains: Current status, constraints and
opportunities. Resour. Policy 2014, 41, 52–59. [CrossRef]

5. Florek, J.; Larivière, D.; Kählig, H.; Fiorilli, S.L.; Onida, B.; Fontaine, F.-G.; Kleitz, F. Understanding Selectivity of Mesoporous
Silica-Grafted Diglycolamide-Type Ligands in the Solid-Phase Extraction of Rare Earths. ACS Appl. Mater. Interfaces 2020, 12,
57003–57016. [CrossRef]

6. Liu, T.; Chen, J. Extraction and separation of heavy rare earth elements: A review. Sep. Purif. Technol. 2021, 276, 119263. [CrossRef]
7. Pereira Neves, H.; Ferreira, G.M.D.; de Lemos, L.R.; Rodrigues, G.D.; Leão, V.A.; Mageste, A.B. Liquid-liquid extraction of rare

earth elements using systems that are more environmentally friendly: Advances, challenges and perspectives. Sep. Purif. Technol.
2022, 282, 120064. [CrossRef]

8. Zheng, X.; Zhang, F.; Liu, E.; Xu, X.; Yan, Y. Efficient recovery of neodymium in acidic system by free-standing dual-template
docking oriented ionic imprinted mesoporous films. ACS Appl. Mater. Interfaces 2017, 9, 730–739. [CrossRef] [PubMed]

9. Arshi, P.S.; Vahidi, E.; Zhao, F. Behind the Scenes of Clean Energy: The Environmental Footprint of Rare Earth Products. ACS
Sustain. Chem. Eng. 2018, 6, 3311–3320. [CrossRef]

10. Pathapati, S.V.S.H.; Singh, R.S.; Free, M.L.; Sarswat, P.K. Exploring the REEs Energy Footprint: Interlocking AI/ML with an
Empirical Approach for Analysis of Energy Consumption in REEs Production. Processes 2024, 12, 570. [CrossRef]

11. Pathapati, S.V.S.H.; Free, M.L.; Sarswat, P.K. A Comparative Study on Recent Developments for Individual Rare Earth Elements
Separation. Processes 2023, 11, 2070. [CrossRef]

12. Zhang, S.; Ding, Y.; Liu, B.; Chang, C. Supply and demand of some critical metals and present status of their recycling in WEEE.
Waste Manag. 2017, 65, 113–127. [CrossRef] [PubMed]

13. Kuipers, K.J.J.; van Oers, L.F.C.M.; Verboon, M.; van der Voet, E. Assessing environmental implications associated with global
copper demand and supply scenarios from 2010 to 2050. Glob. Environ. Chang. 2018, 49, 106–115. [CrossRef]

14. Woodward, P.M.; Karen, P.; Evans, J.S.O.; Vogt, T. Solid State Materials Chemistry; Cambridge University Press: Cambridge, UK,
2021. [CrossRef]

15. Schijf, J.; Byrne, R.H. Speciation of yttrium and the rare earth elements in seawater: Review of a 20-year analytical journey. Chem.
Geol. 2021, 584, 120479. [CrossRef]

16. Gritmon, T.F.; Goedken, M.P.; Choppin, G.R. The complexation of lanthanides by aminocarboxylate ligands—I: Stability constants.
J. Inorg. Nucl. Chem. 1977, 39, 2021–2023. [CrossRef]

17. Fernández, R.G.; Alonso, J.I.G. Separation of rare earth elements by anion-exchange chromatography using ethylenediaminete-
traacetic acid as mobile phase. J. Chromatogr. A 2008, 1180, 59–65. [CrossRef] [PubMed]

18. Fritzsche, B.; Lei, Z.; Yang, X.; Eckert, K. Localization of rare earth ions in an inhomogeneous magnetic field toward their magnetic
separation. J. Rare Earths 2022, 40, 1598–1605. [CrossRef]

19. Rodrigues, I.R.; Lukina, L.; Dehaeck, S.; Colinet, P.; Binnemans, K.; Fransaer, J. Effect of Magnetic Susceptibility Gradient on the
Magnetomigration of Rare-Earth Ions. J. Phys. Chem. C 2019, 123, 23131–23139. [CrossRef]

20. Fujiwara, M.; Chie, K.; Sawai, J.; Shimizu, D.; Tanimoto, Y. On the movement of paramagnetic ions in an inhomogeneous magnetic
field. J. Phys. Chem. B 2004, 108, 3531–3534. [CrossRef]

21. Ji, B.; Wu, P.; Ren, H.; Zhang, S.; Rehman, A.; Wang, L. Segregation behavior of magnetic ions in continuous flowing solution
under gradient magnetic field. Chin. Phys. B 2016, 25, 074704. [CrossRef]

22. Free, M.L. Hydrometallurgy, 2nd ed.; Wiley: Hoboken, NJ, USA, 2013. [CrossRef]
23. Sohn, H.Y. Constitutive elements of fluid-solid reactions. In Fluid-Solid Reactions; Elsevier: Amsterdam, The Netherlands, 2020;

pp. 11–84. [CrossRef]

407



Eng 2024, 5

24. Liyananadirah, M.S.; Deraman, M.R.; Ibrahim, W.H.; Harun, N. Diffusion coefficients of trivalent rare earth/actinide ions in acid
and alkaline aqueous solutions. In IOP Conference Series: Materials Science and Engineering; IOP Publishing Ltd.: Bristol, UK, 2019.
[CrossRef]

25. Li, Z.; Merz, K.M. Systematic Evaluation of Ion Diffusion and Water Exchange. J. Chem. Theory Comput. 2021, 18, 3017–3026.
[CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

408



MDPI AG
Grosspeteranlage 5

4052 Basel
Switzerland

Tel.: +41 61 683 77 34

Eng Editorial Office
E-mail: eng@mdpi.com

www.mdpi.com/journal/eng

Disclaimer/Publisher’s Note: The title and front matter of this reprint are at the discretion of the

Guest Editor. The publisher is not responsible for their content or any associated concerns. The

statements, opinions and data contained in all individual articles are solely those of the individual

Editor and contributors and not of MDPI. MDPI disclaims responsibility for any injury to people or

property resulting from any ideas, methods, instructions or products referred to in the content.





Academic Open 
Access Publishing

mdpi.com ISBN 978-3-7258-3980-3


