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Editorial

New Advances in Low-Energy Processes for
Geo-Energy Development

Daoyi Zhu

Faculty of Petroleum, China University of Petroleum-Beijing at Karamay, Karamay 834000, China;
zhudaoyi@cupk.edu.cn

Abstract: The development of geo-energy resources, including oil, gas, and geothermal
reservoirs, is being transformed through the creation of low-energy processes and innova-
tive technologies. This Special Issue compiles cutting-edge research aimed at enhancing
efficiency, sustainability, and recovery during geo-energy extraction. The published stud-
ies explore a diverse range of methodologies, such as the nanofluidic analysis of shale
oil phase transitions, deep electrical resistivity tomography for geothermal exploration,
and hybrid AI-driven production prediction models. Their key themes include hydraulic
fracturing optimization, CO2 injection dynamics, geothermal reservoir simulation, and
competitive gas–water adsorption in ultra-deep reservoirs, and these studies combine
advanced numerical modeling, experimental techniques, and field applications to address
challenges in unconventional reservoirs, geothermal energy exploitation, and enhanced
oil recovery. By bridging theoretical insights with practical engineering solutions, this
Special Issue provides a comprehensive foundation for future innovations in low-energy
geo-energy development.

Keywords: low-energy processes; hydraulic fracturing; shale oil recovery; geothermal reservoir
simulation; CO2 injection; artificial intelligence; nanofluidic analysis; tight sandstone gas;
enhanced geothermal systems

1. Introduction

Geo-energy resources, which include conventional fossil fuels (e.g., oil and natural
gas) and unconventional resources (e.g., geothermal, shale gas, and tight oil), remain
indispensable to global energy systems [1–3]. These resources are broadly classified as
either extractive (hydrocarbons) and renewable (geothermal) [4–6], with each playing a
critical role in meeting energy demands and balancing environmental sustainability [7,8].
With industrialization and economic recovery driving energy consumption, optimizing the
extraction and utilization of these resources through low-energy technologies has become a
pivotal focus of current research [9–11].

In conventional hydrocarbon development, advancements in drilling, completion, and
enhanced oil recovery (EOR) technologies have significantly improved the efficiency of
these processes and reduced their energy intensity [12–14]. Innovations such as intelligent
well systems, high-performance fracturing fluids, and CO2 injection techniques are reshap-
ing the stimulation and production of reservoirs [15,16]. For instance, polymer flooding
and steam-assisted methods are now being adapted to unconventional reservoirs in order
to address challenges like low permeability and reservoir heterogeneity [17,18]. Meanwhile,
numerical modeling [19–21] and big data analytics [22–24] are enabling precise reservoir
management, minimizing the energy wasted during extraction.

Energies 2025, 18, 2357 https://doi.org/10.3390/en18092357
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The exploitation of unconventional geo-energy resources, such as geothermal and
shale gas, demands even greater innovation [25,26]. Geothermal systems, vital for achieving
carbon neutrality, require better heat extraction methods, including better approaches to
reservoir fracturing and advanced well designs [8]. Similarly, shale gas and tight oil
reservoirs benefit from low-energy hydraulic fracturing, gas–water flow optimization, and
the in situ upgrading of their technology [27,28]. Emerging approaches like electromagnetic
heating and solar–thermal integration further underscore the shift toward sustainable
extraction [29–31].

This collection, which is in conversation with the Special Issue of Energies, places
an emphasis on fundamental innovations and has compiled 10 new publications on the
original application of new ideas and on methodologies that will lead to new advances in
low-energy processes for geo-energy development.

2. Review of the Research Presented in This Special Issue

The papers featured in this Special Issue showcase state-of-the-art advancements
in low-energy technologies used for geo-energy development. These innovations span
three critical areas: unconventional hydrocarbon recovery, geothermal resource exploitation,
and intelligent simulation techniques that enhance oil and gas production while minimizing
energy consumption.

2.1. Unconventional Hydrocarbon Development Using Low-Energy Technologies

Unconventional reservoirs, such as shale reservoirs and tight formations, require inno-
vative approaches to minimize energy consumption while maximizing recovery. Several
studies in this Special Issue address critical challenges in hydraulic fracturing, phase be-
havior, and gas–water interactions. To study the behavior of fluids in shale oil reservoirs at
the nanoscale, Lu et al. [32] investigated wax precipitation dynamics in shale oil reservoirs
during hydraulic fracturing. Their nanofluidic experiments revealed that the fracturing
fluid alters phase transitions, with wax accumulating in microcracks and reducing gas
mobility. This insight helps optimize the design of fracturing fluids to mitigate formation
damage. Meanwhile, Hu et al. [33] advanced our understanding of CO2 injection dynamics
by visualizing nanoscale salt precipitation in shale pores, which revealed dissolution rates
slower than classical theory predicts—a critical insight for mitigating formation damage in
CO2-enhanced oil recovery (EOR) projects.

Jia et al. [34] developed a semi-analytical model of the gas–water flow in hydraulically
fractured shale that incorporates water invasion effects. Their findings suggest that residual
fracturing fluids hinder gas production, highlighting the need for improved flowback
strategies. Liu et al. [35] used molecular dynamics to study CH4 and H2O interactions in
ultra-deep tight sandstone. Their results show that water adsorption significantly restricts
the flow of gas, particularly at high water saturations, providing guidance for production
optimization in water-bearing formations.

2.2. Geothermal Resource Exploitation Using Low-Energy Technologies

Efficient geothermal energy extraction requires advanced reservoir characterization
and stimulation techniques and optimized heat extraction methods. This Special Issue
highlights innovative approaches to improving single-well heating efficiency and the
performance of enhanced geothermal systems (EGSs). Sáez Blázquez et al. [36] demon-
strated the effectiveness of geoelectrical methods in identifying medium-to-low-enthalpy
geothermal resources. Their 2D/3D subsurface models revealed fractured carbonate forma-
tions with high geothermal potential, significantly reducing the uncertainty of exploration.
Zhu et al. [37] conducted simulations using the TOUGH2-BIOT program to analyze EGS

2
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reservoir stimulation and compare heat extraction methods. Their results show that hor-
izontal wells achieve higher heat recovery ratios than traditional double-well systems
and double-pipe heat exchange configurations, providing a more sustainable solution for
long-term geothermal exploitation. Feng et al. [38] evaluated a closed-loop single-well
system in Northeast China. By optimizing key injection parameters, they maximized the
system’s heat extraction efficiency. Their simulations confirmed the system’s viability for
district heating applications in low-temperature environments. Additionally, TOUGHRE-
ACT modeling revealed that reducing the injection flow rate, injection temperature, and
Mg2+/K+ concentrations in the injected water can suppress secondary mineral formation
and delay near-well reservoir clogging, further improving the system’s longevity [39].

2.3. Intelligent Technologies and Numerical Simulation Innovations for Low-Energy Oil and
Gas Development

Artificial intelligence (AI) and advanced numerical modeling are revolutionizing
low-energy geo-energy development by enabling more efficient and accurate optimization
strategies. Kong et al. [40] developed a hybrid two-stage decomposition–LSTM model
for oil production forecasting in complex volcanic reservoirs. Their approach signifi-
cantly outperforms conventional methods, delivering higher-precision predictions to sup-
port data-driven reservoir management. When applied to the Jinlong oilfield, optimized
injection–production parameters reduced inefficient fluid cycling, enhancing the efficiency
of oil recovery. Liu et al. [41] addressed the challenge of limited early-time pressure data in
tight reservoirs by developing a physics-constrained workflow that enhances permeability
and skin factor estimation, thereby improving the characterization of tight oil reservoirs. To-
gether, these AI-driven and modeling innovations demonstrate the transformative potential
of integrating cutting-edge computational approaches into geo-energy engineering.

3. Conclusions

Many academics from a variety of fields, from natural sciences to engineering, have
been researching the recovery of unconventional hydrocarbons, geothermal energy exploita-
tion, and intelligent simulation techniques. New theories and technology are presented
in this Special Issue. These new experimental methods, numerical simulation technology,
and pilot cases can help readers better understand and be inspired by the cutting-edge
technologies being used in the field of low-energy geo-energy development.
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Nanofluidic Study of Multiscale Phase Transitions and Wax
Precipitation in Shale Oil Reservoirs

Zhiyong Lu 1, Yunqiang Wan 2,*, Lilong Xu 3, Dongliang Fang 1, Hua Wu 2 and Junjie Zhong 3,*

1 Jianghan Oilfield Branch of Sinopec Group, Wuhan 430223, China; 45963ilymf@gmail.com (Z.L.);
1802010613@s.upc.edu.cn (D.F.)

2 Sinopec Shale Oil and Gas Exploration and Development Key Laboratory, Exploration and Development
Research Institute, Sinopec Jianghan Oilfield Company, Wuhan 430223, China; bz23020007@s.upc.edu.cn

3 State Key Laboratory of Deep Oil and Gas, China University of Petroleum (East China),
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Abstract: During hydraulic fracturing of waxy shale oil reservoirs, the presence of fracturing fluid
can influence the phase behavior of the fluid within the reservoir, and heat exchange between the
fluids causes wax precipitation that impacts reservoir development. To investigate multiscale fluid
phase transition and microscale flow impacted by fracturing fluid injection, this study conducted
no-water phase behavior experiments, water injection wax precipitation experiments, and water-
condition phase behavior experiments using a nanofluidic chip model. The results show that in
the no-water phase experiment, the gasification occurred first in the large cracks, while the matrix
throat was the last, and the bubble point pressure difference between the two was 12.1 MPa. The wax
precipitation phenomena during fracturing fluid injection can be divided into granular wax in cracks,
flake wax in cracks, and wax precipitation in the matrix throat, and the wax mainly accumulated
in the microcracks and remained in the form of particles. Compared with the no-water conditions,
the large cracks and matrix throat bubble point in the water conditions decreased by 6.1 MPa and
3.5 MPa, respectively, and the presence of the water phase reduced the material occupancy ratio
at each pore scale. For the smallest matrix throat, the final gas occupancy ratio under the water
conditions decreased from 32% to 24% in the experiment without water. This study provides valuable
insight into reservoir fracture modification and guidance for the efficient development of similar
reservoirs.

Keywords: shale oil reservoir; hydraulic fracturing; nanofluidic; phase behavior experiment; wax
precipitation

1. Introduction

The demands for oil and natural gas are increasing as human society continues to
develop. However, conventional oil and gas resources are becoming scarce. As a result,
people are now focusing on unconventional resources, such as shale oil and gas, which
have shown great potential [1–4]. Shale reservoirs are extremely dense reservoirs char-
acterized by high heterogeneity, ultralow porosity and permeability [5–7], and abundant
nanopores [8,9]. Intermolecular interaction forces between the confined fluid and the pore
wall in nanoscale space become as important as intermolecular interactions within the
confined fluid, and the strong solid–liquid interactions have a significant impact on the
adsorption, distribution, mass transfer, and thermodynamic properties of the fluid. These
interactions also cause noticeable differences in the physical properties of the fluid in both
the bulk phase and nanopores [10,11].

The study of phase behavior in confined spaces has been explored extensively using
experimental [12–14], analytical [15,16], and simulation methods [17–19]. Xu et al. [20]
conducted a comprehensive study on the two-phase transport properties of shale gas
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and water in hydrophilic and hydrophobic nanopores by combining molecular dynam-
ics simulations and analytical modeling. Zhang et al. [21] developed a comprehensive
thermodynamic model to study the phase behavior of nanopore-confined C1–C10 and
C1–C4 mixtures based on pore geometry. The results show that capillarity and adsorption
lead to significant deviations in the phase envelope. To study the effect of dynamic capil-
lary pressure on two-phase flow processes, Abbasi et al. [22] proposed a hidden iteration
method and implemented it. The results show that the algorithm has good convergence
and, considering the dynamic capillary effect, is the key to simulating two-phase flow
in porous media. Li et al. [23] proposed a two-phase flow analysis model that takes into
account the presence of the water phase. The results show that the oil flow curves of the
two-phase and single-phase models are both parabolic, but because of the influences of the
flow space and internal water, the oil flow rate decreases. Sharma [24] studied the confined
phase behavior of ethane at different pore sizes and temperatures in the ordered meso-
porous material MCM-41 at the nanoscale. The results show that the capillary condensation
pressure increases with an increasing pore size and temperature.

Shale oil is a complex mixture that comprises waxes, colloids, asphaltenes, aromatics,
and light hydrocarbons. This intricate composition poses a significant challenge for the
development of shale oil, particularly when the reservoir fluids have a high wax con-
tent [25,26]. The shale oil and gas resources of Liang2’s lower submember in the Fuxing
area are 656 million tons of oil and 530 billion square meters of gas, which are large-scale
resources. However, the shale reservoir has a high-waxy fluid, the size difference of matrix
nanopores and microfractures is large, and the characterization of the wax precipitation in
the reservoir fluid during fracturing will seriously affect the reservoir development effect.

The nanofluidic chip is an emerging experimental technology that allows for the study
of heat–mass transfer and physicochemical properties of fluids at the nanoscale. This
technology combines semiconductor chip processing with interdisciplinary approaches. It
offers precise pore processing at the nanoscale, allows for the design of flow channel
structures with a high degree of freedom, enables the flexible treatment of pore sur-
face wettability, and allows for the visual detection and manipulation of fluid states
at the nanoscale [27]. It has gradually been applied in the petroleum field, in which
Wang et al. applied a nanofluidic device to visualize the phase transitions of pure alkanes
and alkane mixtures under nanocondensation as a means of approximating the oil/gas
phase behavior in nanopore rocks [28]. Alfi et al. utilized lab-on-a-chip techniques, along
with high-resolution imaging, specifically using inverse confocal microscopy equipment,
to investigate the phase behavior of hydrocarbons in nanoscale capillaries, also known as
nanochannels. The results of this study indicate that this method holds great potential for
experimental research on phase behavior within nanoscale pores [29]. Hu et al. utilized
nanofluidic technology to construct a shale micromodel to characterize salt precipitation
and dissolution. This study successfully differentiated various phases ranging from 50 nm
to 5 μm, allowing for the identification of the salt precipitation point and the examination
of the precipitation dynamics during CO2 injection [30].

Because of the unclear understanding of the microscopic seepage mechanism of waxy
shale oil at present, conventional laboratory experimental methods cannot reveal the char-
acteristics of continuous phase transition before and after fracturing fluid injection under
the condition of a nanoconfined effect, as well as the influence of the wax precipitation
on the reservoir fluid flow characteristics. This study carried out a multiscale phase be-
havior experiment simulation of shale oil revisors after fracturing reconstruction based on
nanofluidic technology. The multiscale phase transition phenomenon and wax precipita-
tion phenomenon during water injection was directly observed in the visible area of the
experiment, and the influence of the existence of the water phase on the multiscale phase
transition was revealed through the analysis of the experimental data. This research offers
valuable insight into waxy oil reservoir fracturing, identifies potential strategies for the
development of analogous shale reservoirs, and serves as a theoretical guide and reference.
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2. Experimental Part

2.1. Chip Design and Preparation

According to the reservoir’s physical parameters and fracture characteristics with
large differences in the pore sizes and scales, the size of the matrix and pore network was
determined by considering the contribution degree of the porosity. Subsequently, a chip
model that aligns with the conditions of the fractured reservoir was designed and prepared.
As shown in Figure 1, the white part is the matrix throat (13 nm), the yellow parts are the
matrix pores (510 nm), the red area is the large crack (10 μm level), and the green areas are
the microcracks (1 μm level).

  
(a) (b) 

Figure 1. Chip model design. (a) The pore network model; (b) The pore-crack coupling model.

To fulfill the requirements of the nanofluidic visualization experiments, the nanochan-
nels etched onto the chip were standardized into one-dimensional confined flow channels
(specifically, channels with a one-dimensional flow channel section within the designated
nanometer scale) during the chip’s preparation. The whole chip production included
coating and drying, exposure and development, and then the etching machine etched the
developed silicon wafer; after the detection met the design requirements, the film was
produced, and, finally, the full chip was obtained by anodic bonding [31,32]. The final
design of the real chip model is shown in Figure 2.

 
Figure 2. The actual chip models.

2.2. Experimental Materials and Equipment

The oil used in the experiment was taken from the Xingye L1HF well oil sample
(Figure 3a). The fracturing fluid was purified water. Based on the chip model, this study
built a flow visualization test bench, including a chip fixture, microinjection pump, pressure
sensor, constant-temperature water bath, temperature sensor, microscope, and camera,
according to the needs of the experiments, as shown in Figure 3b. The chip model and the
experimental platform together constitute the whole system used in the conduction of the
research experiment.
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(a) (b) 

Figure 3. Images of the related equipment. (a) Experimental oil sample; (b) Experimental platform.

2.3. Experimental Scheme and Process

The experimental procedure is illustrated in Figure 4. The nanofluidic chip was affixed
within a custom-made, high-temperature and high-pressure stainless-steel fixture, designed
for conducting tests under elevated temperature and pressure conditions. The fixture
was linked to a piston, plunger pump, and gas cylinder to facilitate fluid injection. For
simulating the reservoir temperature, a water bath was connected to a hose on the fixture’s
side, allowing for the circulation of hot water, and the experimental temperature was
monitored by inserting a thermocouple. Then, the experiment was carried out according
to the following steps: (1) turn on the heating system of the nanofluidic chip stage and
the intermediate container, set the experimental temperature to the reservoir temperature
(70.8 ◦C), and vacuum the equipment for 3 h. (2) Step by step, increase the pressure
to the reservoir’s pressure condition (37.7 MPa) and stabilize for 24 h. (3) Gradually
reduce the pressure and record the phase transition and corresponding pressure of the
oil at various scales through a microscope. (4) Restore the chip pressure to the reservoir’s
pressure condition and the oil sample to the single phase; then, the fracturing fluid at room
temperature, and continuously injection for 8 PV (pore volume). (5) Stop the injection of
the fracturing fluid so that the chip can be stabilized for 24 h under the condition of the
reservoir’s temperature and the distribution of the oil, water, and wax at all pore scale
levels can be balanced. (6) Repeat the pressure reduction operation, and observe and record
the phase transition and corresponding pressures of the oil samples at various scales under
water conditions through a microscope.

 
Figure 4. Experiment flowchart.
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3. Results and Discussion

After the saturated oil was finished, it was found that at room temperature (25 ◦C),
the oil sample had obvious wax precipitation characteristics, the wax showed a large
range of flaked connections, and the darker the color, the more wax was precipitated.
Dark-colored areas were more common in the corners of cracks and blind ends. This is
because with the continuous erosion of the saturated oil, wax precipitated while being
trapped to flow toward the outlet, gradually accumulating in the corners and blind ends
(see Figure 5a). Because of the small size of the matrix pores and throats, the amount of
wax precipitation was less, and no obvious phenomenon could be seen in the visual field.
After the temperature gradually increased to the reservoir’s temperature (70.8 ◦C), the
wax in the original precipitation position gradually dissolved in the oil and disappeared
from view. A relatively transparent uniform fluid appeared in the visual field, as shown
in Figure 5b. It can be seen that the waxy shale oil was in a single liquid phase at the
reservoir’s temperature.

 
Figure 5. Wax precipitation of the waxy oil under low-temperature and reservoir-temperature condi-
tions. (a) Wax precipitation in crack under room temperature; (b) Wax disappear under the geological
temperature conditions (Yellow dashed circles indicate wax changes at corresponding locations).

3.1. Multiscale Phase Behavior Experiments under No-Water Conditions

After the oil sample in the chip reached a stable equilibrium state, the multiscale phase
behavior experiment was carried out under the conditions of no water. Figure 6 shows the
bubble points of various pore scales measured under a constant temperature and pressure
reduction. It was found that when the pressure was reduced to 34.3 MPa, the large crack
was the first to vaporize. This is due to the largest pore size of the large cracks in the chip,
and when the pressure is reduced from the inlet, the pressure is transmitted more rapidly
to the large cracks so that it first reaches the bubble point. However, the pore sizes of the
other channels were relatively small, and they were still in the single-phase oil state due
to the space limitation effect. When the pressure continued to decrease to 32.7 MPa, the
bubble point was reached, and bubbles appeared in the microcracks. In the subsequent
depressurizing process, the matrix pores and throat reached their respective bubble point
pressures successively, which were 30.1 MPa and 22.2 MPa, respectively.

The results of the multiscale phase behavior experiments without water show that the
smaller the pore size of the channel, the stronger the limiting effect and the more significant the
drop in the bubble point pressure. Moreover, with the decrease in pore size, the bubble point
has a greater inhibition effect. For example, the bubble point pressures of the microcracks,
matrix pores, and throat decreased by 1.6 MPa, 4.2 MPa, and 12.1 MPa, respectively, compared
with that of the large cracks, and the degree of reduction gradually increased.
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Figure 6. The bubble point pressures, at different scales, under no-water conditions (The yellow
dashed box shows where the phase change occurred and enlarges the image, and the red dashed line
shows where the bubble is located).

3.2. Wax Precipitation during Fracturing Fluid Injection

For the observation of the wax precipitation in the waxy oil during the fracturing fluid
injection, the system’s pressure was initially restored to the reservoir’s pressure conditions.
After recovering the oil samples to a single-phase state, water injection at room temperature
was initiated to simulate the fracturing fluid injection process, with a total injection volume
of 8 PV. The changes in the oil and the wax precipitation process during the fracturing fluid
injection were monitored using a camera attached to an optical microscope.

In the process of injection, it was noted that wax crystals gradually developed in the
field of view. This is because, with its injection, the fracturing fluid began to exchange heat
with the chip and the internal fluid, the continuous injection of the fracturing fluid caused
the temperature in the channel to continue to decrease, and the wax previously dissolved
in the oil was reprecipitated. At the end of the injection process, the wax precipitation
phenomena during the whole experiment can be divided into the following three situations:
granular wax in cracks, flake wax in cracks, and wax precipitation in the nanopore throat.
The injection time can also be divided into early, middle, and late injections. Figure 7 shows
the wax precipitation in the reservoir at different injection volumes of fracturing fluid.

In the early stage of fracturing fluid injection (0~3 PV), the fracturing fluid first played
a flooding role, and only oil–water two-phase flow could be observed in the visual field.
When the fracturing fluid was injected for 1 PV, because of the small injection amount, the
cooling effect of the fluid was not significant, and there was no obvious wax precipitation
in the fracture channel. When the injection amount reached 2 PV, a small amount of
granular wax began to precipitate and adhere to the wall surface to form a raised surface.
When the fracturing fluid was injected for 3 PV, the granular wax gradually increases
and accumulates, and a large amount of granular wax can be seen in the whole field of
vision, with an average diameter of about 2 microns, and an obvious wax-forming interface
appears at the oil–water interface at the blind end of the microfracture. This is because the
dead oil at the blind end continued to exchange heat with the injected fracturing fluid, the
temperature at the oil–water interface decreased significantly, and the wax could not be
taken away, resulting in wax deposition.

In the middle stage of the fracturing fluid injection (4~5 PV), with the continuous
erosion of the fracturing fluid, the oil content in the fracture gradually decreased, the
granular wax began to migrate and further accumulate, and the flake crystals gradually
formed. As can be seen from Figure 7, during the middle stage of the injection, the wax
crystals were connected in sheets and showed a pattern of ups and downs on the wall. At
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this time, it can be seen in the optical microscope field that different shapes of flake crystals
developed in different positions of the crack.

In the late stage of the fracturing fluid injection (6~8 PV), the oil in the large cracks
and microcracks was removed. With the further erosion of the fracturing fluid, part of the
dead oil in the matrix pores and throat was removed, and a small amount of wax occurred
in the matrix pores and throat near the fractures. In the visual field, it can be seen that flake
wax precipitated from the matrix pores, but the matrix pores and throat were too small to
distinguish the crystal shape of the wax phase. It can be observed that the fluid flow in
the nanopore throat was less smooth than that before the fracturing fluid injection, and it
can be concluded that wax was generated and seriously affected the two-phase oil–water
seepage in the matrix throat.

 
Figure 7. Wax precipitation during the fracturing fluid injection (The dashed and square boxes
indicate the wax at the corresponding position).

3.3. Multiscale Phase Behavior Experiments under Water Conditions

After the observation of the wax precipitation phenomenon of the fracturing fluid
injection, the injection was stopped, and the temperature was raised to stabilize the chip
for 24 h under the condition of the formation temperature so that the distribution of the oil,
water, and wax, at all pore scale levels, was stable and balanced. Then, the bubble point
pressure, at all pore scales, under water conditions was measured by reducing the pressure
again, and the phase behavior and corresponding pressure of the volatile oil, at all scales,
under water conditions were observed and recorded through a microscope.

During the 24 h holding stage at the formation temperature, studies have found that
the waxy flake crystals during the fracturing fluid injection stage disappeared, and some of
them remained in the fracture in the form of particles and no longer melted, affecting the
two-phase oil–water seepage flow and causing certain damage to the fracture conductivity.
Therefore, it can be proved that for waxy shale oil, the formation of the wax precipitation
phenomenon will cause cold damage to the reservoir.

The subsequent pressure reduction experiment results show that under the water
conditions, the volatilization of oil still occurs first in the large fracture, and bubbles first
nucleate in the water phase at the water–oil interface and then immediately jump to the
oil phase to grow and expand. At this time, the bubble point pressure measured in the
large fracture was 28.2 MPa, which significantly decreased by 6.1 MPa compared with that
without water. When the pressure was reduced to 26.5 MPa, bubbles began to appear in
the microcracks. The bubble point pressure of the microcracks was measured. Shortly after
bubbles appeared in the microcracks, the bubble point pressure also reached the matrix
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pores, at which time the pressure was 24.9 MPa. Finally, gas was precipitated in the matrix
throat when the pressure dropped to 18.7 MPa, as shown in Figure 8.

 

Figure 8. Bubble point pressures, at all pore scales, under water conditions (The yellow dashed box
shows where the phase change occurred and enlarges the image, and the red dashed line shows
where the bubble is located).

The results of the experiments under the water conditions show that the presence
of fracturing fluid can significantly affect the bubble point change, at all pore scales; the
presence of the water phase severely inhibits the bubble point; and the bubble point
hysteresis occurs at all pore scales. As shown in Figure 9, the larger the pore scale, the more
significant the impact. The bubble point pressure of the large cracks and microcracks at
the micron scale decreased by about 6 MPa under the water conditions compared with the
no-water conditions. The drop in the bubble point pressure in the 100 nm matrix pores was
5.2 MPa, and the drop in the bubble point pressure in the 10 nm matrix throat was only
3.5 MPa. This is also because the smaller the pore scale, the less fracturing fluid that enters,
so the smaller the inhibition effect on it.

Figure 9. Comparison of the bubble point pressures, at all pore scales, under the no-water and
water conditions.
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3.4. Material Occupancy Ratios at Different Pore Scales

With micro-nanofluidic technology, the ratio of oil–water/oil–gas–water occupancy
in the flow channels at all pore scales in the reservoir can be monitored and captured in
real time. Figures 10 and 11 show the proportions of two-phase oil–water and three-phase
oil–gas–water, at all pore scales, under the no-water conditions and water conditions. As
can be seen in Figure 10, in the experiment at various pore scales under the conditions
of no water, the gas occupancy of the large cracks was the highest, which is in line with
the normal phenomenon. Because of the high bubble point pressure of the large cracks,
gasification occurred first; then, the pressure gradually decreased, and the gas continued to
precipitate. As can be seen in the figure, when the bubble point pressure was 34.4 MPa, the
gas occupancy ratio was only 0.83%, and then it rose rapidly until the pressure dropped to
15 MPa; the increase flattened gradually, the final gas occupancy ratio reached 78.63%, and
the remaining oil is only 21.37%. When the microcracks reached the bubble point, the gas
occupancy ratio was 0.37%, and the final gas occupancy ratio was 56.56%. The final gas
occupancy ratio of the matrix pores and throat increased to 45.54% and 32%, respectively.
It also shows that with the decrease in the pore size, the smaller the gas occupancy ratio,
and the more difficult it is for oil to develop in the pores.

Figure 10. The ratio of oil and gas, at different pore scales, under single-phase conditions (The red
box indicates the bubble point at the corresponding scale).

Figure 11. The ratio of oil, gas, and water, at all pore scales, under water conditions (The red box
indicates the bubble point at the corresponding scale).
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Figure 11 shows the occupancy ratio of the three-phase oil, gas, and water under
water conditions. After large-scale fracturing fluid injection, the water phase occupancy
of the large cracks reached 66%, that of microcracks was 55%, and the matrix pores and
matrix throats were 46% and 30%, respectively. With the gradual reduction in the pressure,
the amount of gas precipitation in the pores, at all levels, was inhibited under the water
conditions. When the pressure dropped to 4 MPa, the gas occupancy ratios in the pores, at
all levels, were 40%, 30%, 30%, and 24%, respectively. The corresponding final oil phase
occupancy ratios were 13%, 25%, 38%, and 55%, respectively. The results show that the
presence of the water phase inhibited the gas production, at all pore scales, and thus
affected the degree of oil phase utilization.

To more intuitively characterize the influence under water conditions on the amount
of gas precipitated, at various pore scales, this paper selected the oil–gas/oil–gas–water
occupancy ratio for each pore scale under the final experimental pressure of 4 MPa for the
calculations. The relative gas–oil occupancy (Rg

l ) was used as an index to characterize the
degassing of oil samples per unit volume.

Rg
l =

Rg

Rl
(1)

where Rg is the gas phase occupancy, at all pore scales, when the pressure is 4 MPa; Rl is
the oil phase occupancy, at all pore scales, when pressure is 4 MPa. The corresponding data
can be directly read in Figures 10 and 11. Figure 12 shows the trend in the relative gas–oil
occupancy, at all pore scales, under the following two conditions: without fracturing fluid
and with fracturing fluid. It can be seen from the figure that, affected by the presence of
the water phase, the relative gas–oil occupancies in the large cracks, microcracks, matrix
pores, and matrix throat decreased by 0.6, 0.1, 0.05, and 0.03, respectively. The decrease
was the greatest in the large cracks. It is intuitively proved that gas production, at all pore
scales, will be inhibited under water conditions, and the larger the pore scale, the greater
the influence of water on the gas precipitation.

Figure 12. Comparison of the relative gas–oil occupancies, at all pore scales, under the no-water and
water conditions.

4. Conclusions

In this work, this study focused on the characteristics of continuous phase transition
before and after fracturing fluid injection and the impact of wax precipitation characteristics.
Our findings are as follows:
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(1) In the multiscale phase behavior experiment under the no-water conditions, it was ob-
served that gasification initiated first in the large cracks, with a corresponding bubble
point pressure of 34.3 MPa. In the subsequent process with a constant temperature
and pressure reduction, with the decreases in the pore size, bubble point pressure
of the microcracks, matrix pores, and matrix throat were 32.7 MPa, 30.1 MPa, and
22.2 MPa, respectively.

(2) During the process of the fracturing fluid injection, the wax precipitation phenomena
manifested in the following three cases: granular wax and flake wax in the cracks,
and wax formation in the matrix pores and throat. Wax precipitation was primarily
concentrated in micron-sized cracks, retaining a granular form. This impeded the
fluid flow and, to some extent, compromised the conductivity of the cracks.

(3) The bubble point pressures of the different pore scales decreased further due to the
influence of the water phase. The bubble point pressure of the large cracks was
28.2 MPa, representing a significant decrease of 6.1 MPa compared to the no-water
conditions, the bubble points corresponding to the microcracks, matrix pores, and
matrix throats decreased by 6.2 MPa, 5.2 MPa, and 3.5 MPa, respectively.

(4) The water phase also significantly influenced the material occupancy ratios across the
different pore scales. The Rg

l value intuitively proves that gas production at different
pore scales will be inhibited under the water conditions, and the larger the pore scale,
the greater the influence of the water on the gas precipitation.

The nanofluidic technology was used in this study to reveal the phase transition
hysteresis at the multiscale and to illustrate the effects of water. The presence of the water
phase would not only precipitate wax in crude oil but also affect the permeability of the
pores, to a certain extent, and inhibit the bubble point at each pore scale. Also, the water
phase would inhibit the gas precipitation at different pore scales. In the future development
of similar waxy shale reservoirs, the impact of water can be reduced as much as possible to
enhance oil recovery.

Author Contributions: Methodology, D.F.; Software, D.F.; Formal analysis, Y.W. and H.W.; Investiga-
tion, Z.L.; Data curation, Z.L. and L.X.; Writing—original draft, Z.L. and L.X.; Writing—review &
editing, Y.W. and J.Z.; Supervision, Y.W. and J.Z.; Funding acquisition, J.Z. All authors have read and
agreed to the published version of the manuscript.

Funding: We gratefully acknowledge the generous support from the National Natural Science
Foundation of China (No. 42090024, No. 52122402 and No. 52174051), Excellent Young Scholars of
Shandong Province (No. 2022HWYQ-072), and Guanghua Scholars of China University of Petroleum
(East China) (No. 20210002).

Data Availability Statement: The original contributions presented in the study are included in the
article, further inquiries can be directed to the corresponding author.

Conflicts of Interest: Authors Zhiyong Lu and Dongliang Fang were employed by the company
Jianghan Oilfield Branch of Sinopec Group. Authors Yunqiang Wan and Hua Wu were employed by
the company Exploration and Development Research Institute Sinopec Jianghan Oilfield Company.
The remaining authors declare that the research was conducted in the absence of any commercial or
financial relationships that could be construed as a potential conflict of interest.

References

1. Chauhan, A.; Salehi, F.; Jalalifar, S.; Clark, S. Two-phase modelling of the effects of pore-throat geometry on enhanced oil recovery.
Appl. Nanosci. 2021, 13, 453–464. [CrossRef]

2. Jia, B.; Su, J. Advancements and Environmental Implications in Oil Shale Exploration and Processing. Appl. Sci. 2023, 13, 7657.
[CrossRef]

3. Sharma, S.; Agrawal, V.; Akondi, R. Role of biogeochemistry in efficient shale oil and gas production. Fuel 2020, 259, 116247.
4. Taheri-Shakib, J.; Kantzas, A. A comprehensive review of microwave application on the oil shale: Prospects for shale oil

production. Fuel 2021, 305, 121132.
5. Lee, T.; Bocquet, L.; Coasne, B. Activated desorption at heterogeneous interfaces and long-time kinetics of hydrocarbon recovery

from nanoporous media. Nat. Commun. 2016, 7, 11890. [CrossRef]

16



Energies 2024, 17, 2415

6. Yang, J.; Hatcherian, J.; Hackley, P.C.; Pomerantz, A.E. Nanoscale geochemical and geomechanical characterization of organic
matter in shale. Nat. Commun. 2017, 8, 2179. [CrossRef] [PubMed]

7. Falk, K.; Coasne, B.; Pellenq, R.; Ulm, F.J.; Bocquet, L. Subcontinuum mass transport of condensed hydrocarbons in nanoporous
media. Nat. Commun. 2015, 6, 6949. [CrossRef] [PubMed]

8. Chen, L.; Jiang, Z.; Jiang, S.; Liu, K.; Yang, W.; Tan, J.; Gao, F. Nanopore Structure and Fractal Characteristics of Lacustrine Shale:
Implications for Shale Gas Storage and Production Potential. Nanomaterials 2019, 9, 390. [CrossRef]

9. Zhang, L.; Li, B.; Jiang, S.; Xiao, D.; Lu, S.; Zhang, Y.; Chen, L. Heterogeneity characterization of the lower Silurian Longmaxi
marine shale in the Pengshui area, South China. Int. J. Coal Geol. 2018, 195, 250–266. [CrossRef]

10. Sobecki, N.; Nieto-Draghi, C.; Di Lella, A.; Ding, D.Y. Phase behavior of hydrocarbons in nano-pores. Fluid Phase Equilibria
2019, 497, 104–121. [CrossRef]

11. Song, Y.; Song, Z.; Zhang, Z.; Chang, X.; Wang, D.; Hui, G. Phase Behavior of CO2-CH4-Water Mixtures in Shale Nanopores
Considering Fluid Adsorption and Capillary Pressure. Ind. Eng. Chem. Res. 2022, 61, 5652–5660. [CrossRef]

12. Ojha, S.P.; Misra, S.; Tinni, A.; Sondergeld, C.; Rai, C. Relative permeability estimates for wolfcamp and eagle ford shale samples
from oil, gas and condensate windows using adsorption-desorption measurements. Fuel 2017, 208, 52–64. [CrossRef]

13. Pini, R.; Benson, S.M. Simultaneous determination of capillary pressure and relative permeability curves from core-flooding
experiments with various fluid pairs. Water Resour. Res. 2013, 49, 3516–3530. [CrossRef]

14. Liu, J.; Sheng, J.J.; Wang, X.; Ge, H.; Yao, E. Experimental study of wettability alteration and spontaneous imbibition in chinese
shale oil reservoirs using anionic and nonionic surfactants. J. Petrol. Sci. Eng. 2019, 175, 624–633. [CrossRef]

15. Miqueu, C.; Grégoire, D. Estimation of pore pressure and phase transitions of water confined in nanopores with non-local density
functional theory. Mol. Phys. 2020, 118, e1742935. [CrossRef]

16. Song, W.; Yao, J.; Li, Y.; Sun, H.; Wang, D.; Yan, X. Gas–water relative permeabilities fractal model in dual-wettability multiscale
shale porous media during injected water spontaneous imbibition and flow back process. Fractals 2020, 28, 2050103. [CrossRef]

17. De Andrade, D.D.C.J.; Nojabaei, B. Phase Behavior and Composition Distribution of Multiphase Hydrocarbon Binary Mixtures in
Heterogeneous Nanopores: A Molecular Dynamics Simulation Study. Nanomaterials 2021, 11, 2431. [CrossRef]

18. Mandal, S.; Singh, S.; Bhattacharjee, S.; Khan, S. Phase behaviour of confined associating fluid in a functionalized slit pore:
A Monte Carlo study. Fluid Phase Equilibria 2021, 531, 112909. [CrossRef]

19. Zhang, T.; Javadpour, F.; Li, J.; Zhao, Y.; Zhang, L.; Li, X. Pore-scale perspective of gas/water two-phase flow in shale. SPE J.
2021, 26, 828–846. [CrossRef]

20. Xu, H.; Yu, H.; Fan, J.; Zhu, Y.; Wang, F.; Wu, H. Two-phase transport characteristic of shale gas and water through hydrophilic
and hydrophobic nanopores. Energy Fuels 2020, 34, 4407–4420. [CrossRef]

21. Zhang, M.; Liu, R.; Hu, J.; Zhang, Y.; Sheng, G. A Pore-Geometry-Based Thermodynamic Model for the Nanoconfined Phase
Behavior in Shale Condensate Reservoirs. Lithosphere 2022, 2022, 1989358. [CrossRef]

22. Abbasi, J.; Ghaedi, M.; Riazi, M. A new numerical approach for investigation of the effects of dynamic capillary pressure in
imbibition process. J. Pet. Sci. Eng. 2018, 162, 44–54. [CrossRef]

23. Li, R.; Chen, Z.; Wu, K.; Hao, X.; Xu, J. An analytical model for water-oil two-phase flow in inorganic nanopores in shale oil
reservoirs. Pet. Sci. 2021, 18, 1776–1787. [CrossRef]

24. Sharma, K.V.; Alloush, R.M.; Piri, M. Confined phase behavior of ethane in nanoporous media: An experimental investigation
probing the effects of pore size and temperature. Microporous Mesoporous Mater. 2023, 351, 112459. [CrossRef]

25. Yang, F.; Dou, Z.; Xia, X.; Liu, D.; Li, C.; Yao, B.; Zhao, Y. Influence of Thermal Treating Temperature on the Performance of EVA
Wax Inhibitor for Changqing Shale Oil. Energy Fuels 2023, 37, 7798–7808. [CrossRef]

26. Liu, B.; Mahlstedt, N.; Horsfield, B.; Tian, S.; Huo, Q.; Wen, Z.; Pan, Z. Phase behavior and GOR evolution using a natural maturity
series of lacustrine oil-prone shale: Implications from compositional modelling. Org. Geochem. 2023, 185, 104675. [CrossRef]

27. Zhong, J.; Wang, Z.; Sun, Z.; Yao, J.; Yang, Y.; Sun, H.; Zhang, L.; Zhang, K. Research advances in microscale fluid characteristics
of shale reservoirs based on nanofluidic technology. Acta Pet. Sin. 2023, 44, 207–222.

28. Wang, L.; Parsa, E.; Gao, Y.; Ok, J.T.; Neeves, K.; Yin, X.; Ozkan, E. Experimental study and modeling of the effect of nanoconfine-
ment on hydrocarbon phase behavior in unconventional reservoirs. In Proceedings of the SPE Western North American and
Rocky Mountain Joint Meeting, Denver, CO, USA, 17–18 April 2014; p. 169581.

29. Alfi, M.; Nasrabadi, H.; Banerjee, D. Experimental investigation of confinement effect on phase behavior of hexane, heptane and
octane using lab-on-a-chip technology. Fluid Phase Equilibria 2016, 423, 25–33. [CrossRef]

30. Hu, X.; Wang, J.; Zhang, L.; Xiong, H.; Wang, Z.; Duan, H.; Yao, J.; Sun, H.; Zhang, L.; Song, W.; et al. Direct Visualization of
Nanoscale Salt Precipitation and Dissolution Dynamics during CO2 Injection. Energies 2022, 15, 9567. [CrossRef]

31. Zhong, J.; Zhao, Y.; Lu, C.; Xu, Y.; Jin, Z.; Mostowfi, F.; Sinton, D. Nanoscale Phase Measurement for the Shale Challenge:
Multicomponent Fluids in Multiscale Volumes. Langmuir 2018, 34, 9927–9935. [CrossRef]

32. Jatukaran, A.; Zhong, J.; Persad, A.H.; Xu, Y.; Mostowfi, F.; Sinton, D. Direct Visualization of Evaporation in a Two-Dimensional
Nanoporous Model for Unconventional Natural Gas. ACS Appl. Nano Mater. 2018, 1, 1332–1338. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

17



energies

Article

Direct Visualization of Nanoscale Salt Precipitation and
Dissolution Dynamics during CO2 Injection

Xinling Hu 1, Jian Wang 1, Liang Zhang 1, Hongli Xiong 1, Zengding Wang 2, Huazheng Duan 2, Jun Yao 2,

Hai Sun 2, Lei Zhang 2, Wenhui Song 2 and Junjie Zhong 2,*

1 Exploration and Development Research Institute Sinopec Jianghan Oilfield Company, Wuhan 430223, China
2 Research Center of Multiphase Flow in Porous Media, School of Petroleum Engineering,

China University of Petroleum (East China), Qingdao 266580, China
* Correspondence: zhongjunjie@upc.edu.cn

Abstract: CO2 injection to enhance shale oil recovery provides a win-win solution to meet the global
fuel shortage and realize ultimate carbon neutrality. When shale reservoirs contain high salinity
water, CO2 injection can result in salt precipitation to block the nanometer pores in the shale, causing
undesirable formation damage. Understanding salt precipitation and dissolution dynamics at the
nanoscale are fundamental to solving this practical challenge. In this work, we developed a shale
micromodel to characterize salt precipitation and dissolution based on nanofluidic technology. By
directly distinguishing different phases from 50 nm to 5 μm, we identified the salt precipitation sites
and precipitation dynamics during the CO2 injection. For the salt precipitation in the nanometer
network, we identified two precipitation stages. The ratio of the precipitation rates for the two stages
is ~7.9 times that measured in microporous media, because of the slow water evaporation at the
nanoscale. For the salt precipitation in the interconnected micrometer pores, we found that the CO2

displacement front serves as the salt particle accumulating site. The accumulated salt particles will
in turn impede the CO2 flow. In addition, we also studied the salt dissolution process in the shale
micromodel during water injection and found the classical dissolution theory overestimates the
dissolution rate by approximately twofold. This work provides valuable pore-scale experimental
insight into the salt precipitation and dissolution dynamics involved in shale formation, with the aim
to promote the application of CO2 injection for shale oil recovery.

Keywords: CCUS; CO2 injection; shale oil; microfluidics; salt precipitation

1. Introduction

The CO2 injection is a promising innovation to rejuvenate shale oil reservoirs after
primary production [1–3]. Given the nanometer pore sizes and ultra-low permeabilities
(down to nano-Darcy) of shale reservoirs [4,5], CO2 is able to improve the oil recovery
efficacy by its excellent mixability with oil, leading to oil swelling and oil viscosity reduc-
tion [6,7]. However, when the formation rocks consist of a large proportion of halite, the
shale formation water often contains high salinity, especially after hydraulic fracturing
with massive water injected [8]. A typical example of this type of shale reservoir is the one
discovered in the Qianjiang depression of the Jianghan basin in China, which is character-
ized by its multiple rhythmic layers of salt rock and gypsum [9]. Injecting CO2 into the
shale oil reservoir with high salinity water could result in salt precipitation blocking the
nanometer flow pathway in shale, resulting in undesirable formation damage similar to
asphaltene precipitation [10].

The salt precipitation in the porous media during CO2 injection has been widely stud-
ied for carbon sequestration and storage in saline aquifers [11,12]. The saline aquifer is fea-
tured by its large pore sizes (at 101–102 μm) [13] and high permeability (at 102–103 mD) [14].
By using core-flooding with CT scanning, previous studies have pointed out that salt pre-
cipitation in the saline aquifer can reduce formation permeability by up to three orders of

Energies 2022, 15, 9567. https://doi.org/10.3390/en15249567 https://www.mdpi.com/journal/energies18



Energies 2022, 15, 9567

magnitude [15–17]. Two types of salt precipitation in porous media have been identified,
including homogeneous and local salt precipitations. The homogeneous salt precipitation
is believed to cause minor damage to permeability as the pore size in the saline aquifer
is orders of magnitude larger than the size of the deposited salt particles. The local salt
precipitation, however, is regarded as the main reason to block the near-wellbore area
and leads to obvious permeability reduction [18]. Developing chemicals to minimize salt
precipitation is thus vital to protect reservoir permeability [19].

The shale reservoir is highlighted by its ultra-small pore sizes (mainly at 100–102 nm).
Thus, even the homogeneous salt precipitation could lead to significant porosity and
permeability reduction [20]. For example, salt precipitation has been recently found to
cause up to ~90% permeability reduction in tight formation rocks [21,22]. In addition, the
salt precipitation in nanometer pores has also been identified to reduce the mechanical
strength of shale [23]. At the nanometer pore scale, salt precipitation dynamics during CO2
injection remain largely unknown. The core flooding method is limited at the nanoscale to
understand the salt precipitation dynamics during CO2 injection. Even with the help of CT
scanning, characterizing salt precipitation in the nanometer pores of shale samples remains
challenging. Therefore, finding an alternative approach to provide nanometer pore-scale
insight into the salt precipitation in shale reservoirs is crucial.

Microfluidics has been used to characterize pore-scale salt precipitation dynamics
of CO2 injection in saline aquifers [24,25]. At the nanometer pore scale, researchers have
recently applied nanofluidics to study fluid fundamentals in shale reservoirs down to the
sub-10 nm scale, including hydrocarbon phase transitions [26,27] and fluid transport prop-
erties [28,29]. Fluid behaviors in nanometer pores are often found to deviate from bulk fluid
properties [28,30]. For the CO2 injections into shale oil reservoirs, a previous nanofluidic
study has identified immiscible and miscible flooding phenomena in a 60-nm network chip,
as well as huff-n-puff mechanisms [31]. Salt precipitation dynamics during CO2 injections
at the nanoscale have not yet been studied with nanofluidics, and remain obscure from
the experimental perspective. To fill this gap, we fabricated a multiscale (50 nm, 500 nm
and 5 μm) nanofluidic porous chip to study salt precipitation during the CO2 injection. We
identified the preferential precipitation scale during the CO2 injection. With image analysis,
we characterized the salt precipitation dynamics in the nanometer network and pores, and
found deviations to the salt precipitation dynamics in the micrometer porous media of
saline aquifers. In addition, we performed water injection after CO2 injection to dissolve
salt, and identified the dissolution dynamics in the nanometer network deviating from
classical dissolution theory. This work aims to provide the nanometer pore-scale insight of
salt precipitation during CO2 injections into shale oil reservoirs, from a fundamental and
experimental aspect.

2. Material and Methods

To provide a nanometer pore-scale physical micromodel of the shale reservoir, we
fabricated a nanofluidic chip considering three levels of pore features (Figure 1): (i) a 50-nm
deep interconnected network (fabricated as 52.7 ± 4.6 nm for the channel depth and 2 μm
for the channel width) to simulate the connected nanometer pores in shale matrix; (ii) a
500-nm deep interconnected network (fabricated as 516.1 ± 9.8 nm for the channel depth
and 20 μm for the channel width) to simulate the nanometer natural fractures in shale;
(iii) 5-μm deep pores (fabricated as 5.1 ± 0.1 μm for the pore depth and approximately
100–300 μm for the equivalent diameter on the chip surface) to simulate large dissolution
pores in shale. For all fabricated features, the depth of the feature is the governing di-
mension for the fluid transport and salt precipitation. The width of the feature provides
visibility to distinguish different phases (CO2, water and salt) under the microscope. The
nanoporous media flank two main microchannels to supply testing fluids (salt solution,
pure water and CO2). The width of the entire nanoporous media is 2 mm. To fabricate
the nanofluidic chip, we repeated photolithography and reactive ion etching three times.

19



Energies 2022, 15, 9567

After that, we performed anodic bonding and chip dicing. The detailed multiscale chip
fabrication methods are delineated in our previous work [32,33].

 

Figure 1. Schematic and photos of the experimental setup and the nanofluidic chip.

The schematic of the experimental setup is shown in Figure 1. The fabricated nanoflu-
idic chip is mounted in a self-manufactured stainless-steel manifold to allow high tem-
perature and pressure tests. The metal manifold is then connected with pistons, syringe
pumps and gas cylinders perform the fluid injections. To simulate reservoir temperatures,
we connected a water bath to the manifold for circulating hot water, and measured the
experimental temperature by inserting thermocouples. In our experiments, the temper-
ature is controlled at 70 ± 1.2 ◦C for the entire chip, which is close to the shale reservoir
temperature. The experimental results are captured as images by the optical microscope
connected with a mounted digital camera.

3. Results and Discussion

To study salt precipitation during the CO2 injection in the nanoporous media. We
first vacuumed the chip for 1 h to remove the air initially in the chip. Then, we injected
the mixed salt solution (NaCl = 282.9 g/L, Na2SO4 = 10.6 g/L, CaSO4 = 1.6 g/L) into the
nanofluidic chip. The composition of salts in the mixed solution is formulated based on the
salinity analysis results of the produced water in four wells in the field. After salt solution
injection, the CO2 gas is injected at a constant 1 MPa pressure. The pressure is larger than
the maximum capillary pressure in the 50-nm deep network (~0.76 MPa). We defined
the moment when the gas bubble is observed in the porous media as t = 0 s. The salt
precipitation results are then recorded by the camera connected with the optical microscope,
as shown in Figure 2.

At the early stage of CO2 injection (~2 s), gas bubbles are generated in the 5-μm deep
pores without noticeable salt precipitation (Figure 2a). With the CO2 further injection, salt
contents start to nucleate in the 500-nm deep network (Figure 2b), and then in the 5-μm
deep pores (Figure 2c). The precipitated salt then grows and accumulates at both scales
with continuous CO2 injection. However, the salt solution in the 50-nm deep network
remains in the liquid phase for the entire CO2 injection process (Figure 2d).

3.1. Salt Precipitation Dynamics in the Nanometer Network

To quantify the salt precipitation dynamics in the 500-nm deep network, we performed
image analysis to extract the 500-nm network from the original images captured by the
microscope camera (Figure 3a). The extracted grayscale image sequence is then calculated
in MATLAB to quantify the precipitated salt in the 500-nm network. Three stages of the
salt precipitation in the 500-nm deep network are identified (Figure 3b). We defined the
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occupancy of the solid salt particles in the 500-nm deep network as a ratio between the
total volume of salt particles and the network (Figure 3a). In the first 1.6 s, CO2 injection
leads to negligible salt deposition, and water displacement and evaporation mainly happen
at this stage. After the salt concentration reaches saturation, salt precipitates fast in the
500-nm deep network (1.6 to 4.7 s) due to heterogeneous salt nucleation in the solution.
After 4.7 s, salt contents precipitate and deposit slowly in the 500-nm deep network due to
water evaporation.

Figure 2. Salt precipitation in the 500-nm deep network and 5-μm deep pores during CO2 injection
at constant pressure (1 MPa). (a–d) are recorded images of salt precipitation at approximately 1, 3, 4
and 12 s. The white particles are the precipitated salt contents. The yellow and red arrows indicate
salt precipitations in the 500-nm deep network and 5-μm deep pores.

We used linear fit to estimate the salt participation rates of the latter two stages. In
the fast salt precipitation stage (1.6 to 4.7 s), the occupancy of solid salt particles grows at a
fitting rate of 9.1 ± 0.5%/s (R2 = 0.95) (Figure 3c). In the slow salt precipitation stage (after
4.7 s), the growth rate of the occupancy of solid salt particles is fitted at 0.37 ± 0.02%/s
(R2 = 0.89) (Figure 3d). Therefore, the salt precipitation rate in the fast salt precipitation
stage is ~24.6 times of the growth rate in the slow salt precipitation stage. We defined a
precipitation rate ratio I to quantify this difference (i.e., I = 24.6).

The three stages of the salt precipitation dynamics in porous media have also been
detected in a recent microfluidic study to identify CO2-injection-caused salt precipitation
in deep saline aquifers [34] The pore size in the literature is defined by the height of the
micropillars to be 25 μm. The salt growth rate in the fast salt precipitation stage is measured
to be ~3.1 times that of the slow salt precipitation stage (i.e., precipitation rate ratio I = 3.3).
The precipitation rate ratio in the microporous media is thus ~7.9 times lower than that
measured in our work. A potential reason for the large discrepancy between the two cases
is that the water evaporation rate at the nanoscale is much lower than that at the microscale.
The previous study indicates that the liquid evaporation rate (vg) in porous media can be
calculated by [33]:

vg =
Ps − Pv

RknRvis
Rkn+Rvis

+ Ri f
(1)
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where Ps is the saturation pressure of the liquid in porous media, Pv is the vapor partial
pressure in gas, Rkn is the Knudsen flow resistance defined by the Knudsen diffusion [35],
Rvis is the viscous flow resistance defined by the Darcy’s law, Ri f is the liquid-vapor
interfacial resistance defined by the Hertz-Knudsen equation [36]. Rkn, Rvis and Ri f for the
porous media consisting of slit pores are:

Rkn =
3ρmol

v τLv

4hϕ

√
2πRTM (2)

Rvis =
Lvμv

kv
(3)

Ri f =
ρv

a

√
2πRT

M
(4)

where ρmol
g is the molar density of vapor phase, τ is the tortuosity of the porous media, Lv

is the total length of the porous media, h is the height of a slit pore, ϕ is the porosity of the
porous media, R is the gas constant, T is the temperature, M is the molar mass, μv is the
vapor viscosity, kv is the permeability of the vapor in porous media, ρv is the density of the
vapor, a is a constant and in most cases equals 1. When the length of the porous media is
orders of magnitude larger than the pore size (e.g., the height of a slit pore), Ri f becomes
negligible [33], and the water evaporation rate is mainly governed by Rkn and Rvis. The
permeability of vapor in a porous media consisting of slit pores can be expressed as:

k =
ϕh2

12
(5)

Based on Equations (1)–(5), the liquid evaporation rate can be further expressed as:

vg = (Ps − Pv)

(
ϕh2

12Lvμv
+

4hϕ

3τρmol
v Lv

√
2πRTM

)
(6)

For qualitative comparison, we considered a straight channel (i.e., ϕ = τ = 1) and
assumed that the water vapor partial pressure in the gas phase is low (Pv ≈ 0) when the
CO2 pressure is high. Based on Equation (6), the minimum water evaporation rate in our
case (h = 500 nm, Lv = 2 mm, T = 343 K) is calculated to be ~5.5 times slower than
the minimum water evaporation rate in the literature (h = 25 μm, Lv ≈ 30 mm, T =
293 K) [34]. The difference in evaporation rates (5.5 times) contributes to the difference (7.9
times) in the precipitation rate ratio between the two cases. Therefore, we deduced that
in the shale nanoporous media, slow salt precipitation caused by long-term CO2 injection
is less pronounced than that in the deep saline aquifer because of a much lower water
evaporation rate.

The precipitated salt from the fast salt precipitation stage contributes more significantly
to the total precipitated salt in the nanoporous media than in the microporous media. In our
case, we found that 23.9% volume of the 500-nm deep network is occupied by precipitated
salt after ~13 s of CO2 injection. At the fast salt precipitation stage, 20.3% of the network
volume is occupied by precipitated salt particles, contributing to ~85% of the total deposited
salt. In the literature [34], salt depositing at the fast salt precipitation stage contributes to
~77% of the total precipitated salt. The dynamics of the fast salt precipitation are governed
by nucleation. Previous research points out that heterogeneous nucleation has a much
lower nucleation energy barrier than homogenous nucleation [37]. In the porous media,
the pore surface provides favorable nucleation sites, and heterogeneous nucleation plays
a dominant role. As the surface-to-volume ratio scales with L, nanoporous media has a
much larger surface-to-volume ratio than microporous media, providing a higher density
of nucleation sites for heterogeneous nucleation. Therefore, salt prefers to precipitate early
in the shale nanoporous media due to heterogeneous nucleation.
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Figure 3. Salt precipitation dynamics in the 500-nm deep network. (a) Image analysis to extract
precipitated salt particles in the 500-nm deep network. (b) the occupancy of the salt particles in the
500-nm deep network. The ratio is defined as the total volume of the precipitated salt divided by the
total volume of the 500-nm deep network in the observation area. (c) Fast salt precipitation and its
linear fitting result (slope = 9.1 ± 0.5, R2 = 0.95). (d) Slow salt precipitation and its linear fitting result
(slope = 0.37 ± 0.02, R2 = 0.89).

During the relatively low-pressure CO2 injection (1 MPa), we realized that the 50-
nm deep network remains liquid-filled even through the gas pressure is larger than the
capillary pressure. We injected high-pressure CO2 (5 MPa) from the opposite main channel
to validate the connectivity of the 50-nm deep network and test the potential of salt
precipitation at the 50-nm scale. We found the salt solution in the 50-nm deep network is
displaced by CO2 due to a large pressure gradient. During the high-pressure gas injection,
we still did not detect salt particles nucleating and growing in the 50-nm deep network. A
potential reason is that salt nucleation is unfavorable at the 50-nm scale due to the energy
barrier for forming stable nuclei.

The classical nucleation theory [38] provides qualitative insight into the experimental
result. In the classical nucleation theory, the free energy change (ΔG) of the nucleus
formation includes the free energy change due to the nucleus interface (ΔGs) and the free
energy change due to the nucleus volume (ΔGv):

ΔG = ΔGs + ΔGv (7)

Here ΔGs is positive and inhibits the nucleation, as the additional interfacial energy
generated by the nucleus is unfavorable in a thermodynamic system. ΔGv is negative and
promotes the nucleation, because ions have lower chemical potential in the precipitated
salts (μn) compared to in solution (μs) at supersaturation. Equation (7) can be further
derived as a function of the nucleus radius (r):

ΔG = 4πr2γ − 4πr3

3Vm
(μs − μn) (8)
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Here γ is the interfacial tension between nucleus and solution, Vm is the volume of the
unit cell in a bulk salt crystal. The schematic of the free energy of the nucleus changing
with nucleus radius is shown in Figure 4. A free energy change barrier (ΔGmax) exists for
nucleation, and the corresponding nucleus radius is the critical nucleus radius (rc):

rc =
2γVm

μs − μn
(9)

Figure 4. Schematic of the free energy change of a growing nucleus.

When the radius of the initially precipitated salt nucleus is smaller than rc, the nucleus
will not grow into a salt crystal. In addition, the free energy change needs to be negative
(ΔG < 0) for the growth of the nucleus to be thermodynamically favorable. Therefore, the
minimum stable nucleus radius (rs) is determined by ΔG = 0:

rs =
3γVm

μs − μn
(10)

The critical nucleus radius changes with the composition, concentration and supersat-
uration conditions [39]. As we used a mixed salt solution in our experiments, determining
the accurate salt nucleus size is challenging. The main composition of the simulated forma-
tion water is sodium chloride. The concentration of sodium chloride is close to saturation.
Therefore, we can use the critical nucleus radius of sodium chloride as a reference. In a pre-
vious experimental study, aqueous sodium chloride was introduced to carbon nanotubes,
and real-time electron microscopy at atomic resolution was used to detect the sodium
chloride nucleation and precipitation [40]. The size of a stable sodium chloride nucleus is
found to be on the order of several nanometers. Compared to the 500-nm deep network,
the 50-nm deep network is only one order of magnitude larger than the stable sodium
chloride nucleus size. The salt nucleus, once formed under perturbation, is less likely to be
large and stable in the 50-nm deep network compared to the 500-nm deep network due to
the confinement effect.

Another potential reason for the salt not precipitating in the 50-nm deep network dur-
ing high-pressure CO2 injection is that the salt solution was displaced by CO2 before water
evaporated to allow salt nucleation. We estimated that the minimum water evaporation rate
in the 500-nm deep network is ~14.7 times faster than that in the 50-nm deep network from
Equation (6). Since the CO2 displacing salt solution happened within a similar time-lapse
(~10 s) in both cases, the slow evaporation rate in the 50-nm deep network results in the
salt solution being displaced by CO2 before any nucleation could ever happen. In general,
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we believed that salt precipitation is unfavorable in the relatively small nanometer pores in
shale matrix because the minimum stable nucleus size approaches the confinement size,
and a large pressure gradient is needed to overcome the capillarity and flow resistance
during CO2 injection.

3.2. Salt Precipitation in the Micrometer Pores Connected by Nanometer Throats

During the CO2 injection at 1 MPa, we found that salt also precipitates at the connec-
tion between the 500-nm deep network and 5-μm deep pores (Figure 5a). The precipitated
salt accumulates at the inlet of the pores. We performed image analysis to evaluate the salt
accumulation in three individual pores with 1, 2 and 3 inlets (Figure 5b). The three pores
(Pore1, 2 and 3, Figure 5a) are ~0.35, 1 and 1.74 mm from the CO2 injection main channel,
respectively. During the CO2 injection, the salt particles do not accumulate in the pore for
the first 2.7 s, which is 1.1 s later than the initiation of salt precipitation in the 500-nm deep
network. After that, the salt particles accumulate at a similar rate in all three pores, and
occupy a sector area at each inlet. The fast salt precipitation in the pore ends earlier when
the pore is closer to the CO2 injection main channel (Pore1 at 5.2 s, Pore2 at 6.1 s and Pore3
at 7.7 s, Figure 5b). Meanwhile, the area that salt particles occupy per inlet is smaller when
the pore is closer to the CO2 injection main channel (Pore1 at 514 μm2, Pore2 at 556 μm2

and Pore3 at 638 μm2, Figure 5b). From the experimental results, we deduced that the
pore endures a larger CO2 pressure drop when the pore is closer to the CO2 injection main
channel. The CO2 displaces salt solution faster in pores closer to the main channel, leading
to an earlier cease of salt precipitation in these pores, and thus less aggregated salt particles.

Figure 5. Salt precipitation and accumulation in the 5-μm deep pores. (a) Recorded salt precipitation
and accumulation results in three individual pores with 1–3 inlets. (b) Salt particle accumulation
dynamics in three pores.

Previous theoretical study of salt precipitation in porous media indicates that the
capillarity drives the water flowing towards the evaporation front, leading to salt accumu-
lation at the outlet of the porous media [11]. Similarly, in a previous experimental study,
researchers found that after drying the core initially saturated with brine, precipitated salt
is mainly found on the core surface [41]. In our case, when CO2 is injected into the 5-μm
deep pore through the nanochannel, the relatively large pore serves as an open space for
water to evaporate and salt to accumulate.

To further analyze the salt accumulation dynamics in pores, we performed the phase-
field simulation [42] to evaluate the gas chamber in the pore during CO2 injection, as shown
in Figure 6a. The 2D simulation captures the governing dimension (depth) of the channel
(500 nm) and pore (5 μm). We set the pore length as 100 μm, which is the magnitude of the
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equivalent diameter of the pore on the chip surface. In the simulation, there is also a 500-nm
outlet nanochannel for the solution to be displaced, which is not plotted in Figure 6a. We
chose the fluid properties, including viscosity, density and interfacial tension of CO2 and
salt solution at 70 ◦C and 1 MPa, and set the CO2 injection pressure as 1 MPa. It is noted that
during the experiment, we can only observe the salt precipitation from the top side of the
nanofluidic chip. The simulation applies the geometry of the governing dimension (depth).
We only used simulation results for qualitative analysis instead of quantitative comparison.

Figure 6. (a) Simulation of CO2 displacing salt solution at the connection between a 500-nm channel
and a 5-μm pore. The loci of the CO2-water interface are plotted by combing multiple frames of
simulation results. (b) Experimental results of precipitated salt accumulating at a pore inlet. The
precipitated salt is colored black for clarity.

The CO2 displacing salt solution produces a growing gas chamber, as shown in
Figure 6a. At the CO2-water interface, water evaporation causes salt precipitation and
accumulation. As the CO2 displacement front remains curved, the salt precipitation front
also grows in a curved shape and accumulates in a sector area (Figures 5a and 7b). In the
simulation, the effect of accumulated salt particles on the CO2 displacing salt solution is
not considered. Therefore, the center of the CO2-water interface moves the fastest during
the CO2 injection (Figure 6a), leading to a center-stretched arc profile. However, in the
experiment, we found that the salt accumulation rate at the center is lower than what we
expected from the simulation (Figure 6b). The salt accumulation front is actually a center-
compressed arc profile. Therefore, the accumulated salt particles at the pore inlet impede
CO2 flow rate severely. In addition, the simulation results indicate that an anchor point of
the interface exists during the CO2 displacing salt solution (Figure 6a). In the experiment,
the anchor point is also identified during the salt accumulation, further proving that salt
precipitation in pores mainly happens at the CO2-solution interface with CO2 injection.
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Figure 7. Salt dissolution dynamics in the 500-nm deep network. (a–c) are recorded images of salt
dissolution at 0, 100 and 600 s. (d) Experimental results of the salt dissolution process, classical bulk
dissolution theory prediction and fitted trend line based on experimental results.

3.3. Salt Dissolution in the Nanoporous Media

We injected pure water into the salt-contaminated chip to study the salt dissolution
dynamics in the nanoporous media (Figure 7). The water injection is at constant pressure
(1 MPa), and water slowly dissolves salt particles in the 500-nm deep network. The salt
precipitation process takes ~13 s during the CO2 injection, but salt dissolution needs more
than 600 s at the same injection pressure (1 MPa). After injecting water for 625.7 s, the
occupancy of the solid salt particles in the 500-nm deep network reduces from an initial
27.3% to 6.2%. In the experiment, we did not record long enough to capture the moment
when all salt particles get dissolved because of the limited camera memory. We estimated
the time needed for salt dissolution in the 500-nm deep network to be ~1087 s by linearly
fitting the slow dissolution stage (Figure 7d). The duration of salt dissolution is 83.6 times
longer than the duration of salt precipitation. At 70 ◦C and 1 MPa, the water viscosity is
23.5 times larger than the CO2 viscosity. Therefore, the water flow rate in the 500-nm deep
network is much lower than the CO2 flow rate. The difference in flow rate contributes to
the discrepancy in the time required for salt precipitation and dissolution. The remaining
discrepancy (~3.6 times) should be caused by different governing mechanisms of salt
precipitation (governed by salt nucleation and water evaporation rate) and dissolution
(governed by ion hydration and diffusion).

The salt dissolution dynamics at bulk have been studied early [43], and is characterized
by the equation below:

V
dw
dt

= −Kw2/3(ws − w0 + w) (11)
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where V is the volume of solution, w is the weight of salt crystal at time t, K is a positive
constant relating to dissolution rate, ws is the weight of salt needed to saturate liquid phase
under given conditions, w0 is the weight of salt crystal at the beginning. In our case, the
pure water is continuously injected. We can assume the salt concentration in the solution is
small, and its change is negligible. The Equation (11) can be further simplified as [43]:

V
dw
dt

= −K1w2/3 (12)

where K1 is also a positive constant relating to dissolution rate, and is different from K. The
integration of Equation (12) with the initial condition (t = 0, w = w0) gives the expression
of salt crystal weight changing with time:

w =

(
w1/3

0 − K1t
3

)3
(13)

In our experiment, the weight of salt crystal is equivalent as the occupancy of the solid
salt particles in the 500-nm deep network. Based on Equation (13), the salt dissolution
dynamics is described as:

R =
(

R1/3
0 − K2t

)3
(14)

where K2 is also a positive constant relating to dissolution rate, and is different from K
and K1. By fitting the K2 with our experimental results, we found the classical dissolution
theory at bulk only predicts the early fast dissolution stage (t ≤ 120 s) in the nanoporous
media, as shown in Figure 7d. The dissolution process in the 500-nm deep network is
expected to take twice as long as the duration predicted by the classical theory (~480 s).
Therefore, in the nanoporous media, classical bulk dissolution theory could considerably
overestimate the actual dissolution rate.

The lower diffusion coefficient of hydrated ions in the nanoporous media potentially
causes the slow dissolution stage (t > 120 s) found in our experiment. Previous theoretical
studies often indicate that molecular diffusivity in confinement varies from its bulk value
when the confinement size reduces to serval times of the molecular diameter (i.e., sub-
10 nm) [44,45]. Experimental studies find that even at 102 nm confinement size, the
molecular diffusivity can be reduced significantly. For example, researchers used the
conical nanochannel with an orifice radius at 872 nm to measure the diffusivity of the FITC
fluorescent dye molecule (molecular diameter at ~2 nm) in confinement. They found that
the diffusivity of the FITC molecule reduces from 3.32 × 10−7 cm2/s in bulk solution to a
minimum of 4.61 × 10−8 cm2/s in confinement [46]. Here the diameters of the hydrated
sodium ion and the hydrated chloride ion are ~0.7 nm [47]. The inference is that, for the
salt dissolution in the 500-nm network, the initial fast dissolution (t ≤ 120 s) is governed
by the hydration of ions, while the later slow dissolution is governed by the diffusion of
hydrated ions at the 500-nm scale. Overall, our experimental findings prove that classical
dissolution theory fails to predict the salt dissolution dynamics at the nanometer pore
scale. Further theoretical study is needed to model the entire dissolution process in the
nanoporous media.

4. Conclusions

In this work, we developed a multiscale shale micromodel (50 nm, 500 nm and 5 μm)
to characterize the salt precipitation during CO2 injection, as well as the salt dissolution
during water injection. For the salt precipitation in the nanoporous media, we found
that salt precipitation mainly happens in the 500-nm deep network. Two stages of salt
precipitation (fast and slow) are observed. The precipitation rate ratio of the two stages
is ~7.9 times larger than the ratio measured in the microporous media. The slow water
evaporation and fast heterogeneous nucleation in nanoporous media potentially contribute
to the difference in the precipitation rate ratio in nanoporous and microporous media.
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In addition to the nanometer pore network, salt precipitation also happens at the
connection between the 500-nm deep network and 5-μm deep pores. Salt particles accu-
mulate in a sector region that aligns with the CO2 displacement front. During the water
injection, the salt dissolution in the 500-nm network takes approximately twice as long as
the prediction from the classical bulk dissolution theory. The theory only predicts the initial
fast dissolution in the experiment, but misses the later slow dissolution stage, indicating
the failure of bulk theory at the nanoscale.

Overall, this work provides nanometer pore-scale insight into salt precipitation and
dissolution during CO2 and water injection. The experimental findings shed light on CO2
injection for shale oil recovery when high salinity water exists. We conducted preliminary
theoretical analyses of experimental results. Further theoretical modeling work to dig
into the fundamental mechanisms of salt precipitation and dissolution dynamics at the
nanoscale is urgently needed. In addition, the injected CO2 is often at the supercritical con-
dition in shale reservoirs. Characterizing the effect of supercritical CO2 on salt precipitation
is also required.
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Abstract: The gas flow in shale reservoirs is controlled by gas desorption diffusion and multiple
flow mechanisms in the shale matrix. The treatment of hydraulic fracturing injects a large amount of
fracturing fluids into shale reservoirs, and the fracturing fluids can only be recovered by 30~70%. The
remaining fracturing fluid invades the reservoir in the form of a water invasion layer. In this paper, by
introducing the concept of a water invasion layer, the hydraulic fracture network is di-vided into three
zones: major fracture, water invasion layer and stimulated reservoir volume (SRV). The mathematical
model considering gas desorption, the water invasion layer and gas–water two-phase flow in a major
fracture is established in the Laplace domain, and the semi-analytical solution method is developed.
The new model is validated by a commercial simulator. A field case from WY shale gas reservoir
in southwestern China is used to verify the utility of the model. Several key parameters of major
fracture and SRV are interpreted. The gas–water two-phase flow model established in this paper
provides theoretical guidance for fracturing effectiveness evaluation and an efficient development
strategy of shale gas reservoirs.

Keywords: shale gas; gas–water two-phase; fluid model; water invasion layer; parameter estimation
of fracture network

1. Introduction

Due to the large amount of fracturing fluids injected, the hydraulic fracture networks
and the surrounding matrix in the shale reservoir are complex. After a shut-in period,
the fracturing fluids will create a water blockage in the shale matrix near fractures, which
essentially is formation damage with a lower permeability. In this paper, the fracture
network and matrix in shale gas reservoirs are classified into three systems: stimulated
reservoir volume (SRV), water invasion layer and hydraulic fracture. The current gas–water
two-phase flow model does not consider the influence of the water invasion layer on gas
well production. Thus, it is difficult to accurately interpret the parameters of a complex
fracture network and evaluate the fracturing effectiveness.

In 1998, Wattenbarger et al. [1] proposed a linear flow model for production dynamic
analysis of tight gas wells. In 2010, Bello and Wattenbarger [2] developed a cylindrical
dual-porosity model, and this model proved to be useful for productivity analysis of
fractured horizontal wells, and the flow regimes during production were analyzed using
this model. In 2011, Al-Ahmadi and Wattenbarger [3] considered secondary fractures of
the reservoir based on the dual-porosity model, and the SRV was therefore considered as
a tri-porosity model. In the model, the quasi-steady and unsteady flow transfer between
matrix-secondary fracture and primary fracture are considered. The analytical solution of
the model is obtained in Laplace space, and the flow regimes were obtained. The model
shows the strong ability to interpret the complex fracture network in shale reservoirs. In
2011, Brown et al. [4] established a model with the assumption that the fluid from the
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outer zone was supplied to the inner zone, and then flowed into the main fracture from
the inner zone, and finally into the wellbore. A classical trilinear flow model was set up,
and several local approximate solutions of the model were obtained, which were suitable
for linear and bilinear flow stages. At present, this model has been widely used in the
production performance analysis of unconventional oil and gas wells. Then, Stalgorova
and Mattar [5] divided the fractured horizontal well model into five regions by further
considering the unstimulated regions between the various levels of fracture and gave the
solution in the Laplace domain. Ai [6] established a prediction model for shale gas well
productivity considering the contribution of unstimulated reservoir volume (unSRV) to
the productivity. From the literatures, the current studies rarely consider the influence
of water invasion layer in the modeling of fractured horizontal wells and the estimation
of the parameters of fracture network in shale reservoirs. AlQuaimi [7] proposed a new
capillary-number definition for fractures that incorporates geometrical characterization of
the fracture, dependent on the force balance on a trapped ganglion.

In this paper, the SRV, water invasion layer and hydraulic fracture are finely divided.
The influence of the water invasion layer on production is considered in reservoir modeling.
A new model considering gas adsorption of shale matrix, water invasion layer and gas–
water two-phase flow in hydraulic fractures is established and solved semi-analytically in
this paper. Additionally, a fitting method of production data is proposed for the estimation
of fracture network parameters of shale reservoirs.

2. Mathematical Model for Gas-Water Two-Phase Flow

2.1. Physical Model and Assumptions

In Figure 1, the white zone is the hydraulic fracture, the blue zone is the water invasion
layer and the dark gray zone is the SRV, also known as the inner zone. The light gray zone
is the unSRV, also known as the outer zone. Since we focus on the gas–water two-phase
flow period at the early stage of gas well production, the linear flow in the unSRV (outer
zone) has little influence on the production. The flow in the unSRV is not considered, as
shown in Figure 1.

Figure 1. The schematic diagram of physical model.

With the production, the gas in the SRV flows linearly from the matrix to the water
invasion layer, then reaches the hydraulic fracture, and finally flows into the wellbore. The
following assumptions are made:

(1) The reservoir is of equal thickness, homogeneous and closed. The horizontal well
maintains constant pressure production.
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(2) Gas flow is considered to be single-phase in the SRV, and gas–water two-phase flow
is considered in the water invasion layer and hydraulic fracture.

(3) The effects of gas desorption and slippage are considered in the shale matrix, and the
stress sensitivity of hydraulic fracture is considered.

2.2. Single-Phase Gas Flow in Stimulated Reservoir

As shown in Figure 2, both free gas and adsorbed gas exist in the shale matrix. As the
reservoir pressure drops, the free gas and adsorbed gas in the matrix expand to provide gas.

Figure 2. Single-phase gas flow in the SRV.

The single-phase gas flow equation can be written as follows:

∂

∂y
(−ρscvm) = 0.0864[

∂(ρφm)

∂t
+

∂V
∂t

] (1)

where, ρsc is the gas density in standard condition, kg/m3; φm is matrix porosity, dimen-
sionless; t is time, d; vm is the gas flow velocity, m/d; and V is the adsorption capacity of
the SRV, m3. The second term on the right side of the equation represents the mass of gas
desorbed from the surface of shale matrix per unit volume per unit time.

According to the Langmuir equation of gas adsorption and desorption [8], the amount
of desorption at any point in the formation is closely related to the matrix pressure at that
point. Thus, the gas isothermal adsorption equation is introduced as follows:

V = ρsc
VL pm

pL + pm
(2)

where, pm is the matrix pressure, MPa; V is adsorption capacity, m3; VL is the Langmuir
volume, m3/m3; pL is Langmuir pressure, MPa; and ρsc is the gas density in standard
condition, kg/m3.

By introducing the pseudo-pressure:

ψm(pm) = 2

pm∫
pi

p
μgz

dp (3)

The gas flow equation of the SRV is expressed as:

∂2ψm

∂y2 = 0.0864
φmμg(pm)ctm(pm)

km

∂ψm

∂t
(4)
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Further, for the nonlinear term on the right side of the equation, pseudo-time is used,
which is defined as:

ta =
∫ t

0

μgictmi

μg(pm)ctm(pm)
dt (5)

Thus, the single-phase gas flow equation in the SRV is rearranged by using the pseudo-
pressure and pseudo-time, and the gas flow model in the SRV can be obtained as follows:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂2ψm
∂y2 =

μgi(φct)mi
0.0864km

∂ψm
∂ta

ψm(y, t)|ta=0 = ψi

∂ψm(y,ta)
∂y

∣∣∣
y=LF/2

= 0

(6)

The inner boundary of the SRV is coupled with the water invasion layer system, and
the pressure and flow rate on the inner boundary and the water invasion layer boundary
should be equal, respectively:

ψm|y=hc+wF/2 = ψc|y=hc+wF/2 (7)

2.3. Gas-Water Two-Phase Flow in Water Invasion Layer

After hydraulic fracturing, the water (fracturing fluid) invade into the shale matrix
through mass transfer from the hydraulic fracture. As shown in Figure 3, This fluid is
movable water during the flowback period, and gas–water two-phase flow occurs in
this zone.

Figure 3. Gas–water two-phase fluid in water invasion layer.

The flow equation of gas phase in the water invasion layer is similar to the flow
equation of gas phase in the SRV. The gas flow equation also uses pseudo-pressure and
pseudo-time, and can be obtained as follows:

⎧⎨
⎩

∂2ψc
∂y2 =

μgi(φcct)ci
0.0864kck̂crg

∂ψc
∂ta

ψc(y, ta)|ta=0 = ψi

(8)

where, k̂crg is the relative permeability of the gas phase in the water invasion layer, the
relative permeability is a function of gas saturation. In this paper, time is discretized
into several time steps, and in each time step, an average saturation is taken, which can
be treated as a constant in a single time step. φc is the porosity of water invasion layer,
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dimensionless; μg is gas viscosity, mPa·s; ψc is the pseudo-pressure of water invasion layer,
(MPa)2/(mPa, s); and ctc is the total compressibility of water invasion layer system, MPa−1.

The outer boundary of the water invasion layer is coupled with the system flow model
of the SRV, and the coupling condition is as follows:

km
∂ψm

∂y

∣∣∣∣
y=hc+wF/2

= kc
∂ψc

∂y

∣∣∣∣
y=hc+wF/2

(9)

The inner boundary is coupled to the boundary of the hydraulic fracture, so the
pressure at the interface of these two zones should be equal, i.e.,

ψc(y, ta)|y=wF/2 = ψF (10)

The water flow equation can be obtained as follows:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂2 pc
∂y2 = 1

0.0864
φcc∗tcμw

kck̂crw

∂pc
∂t

pc(y, t)|t=0 = pi

∂pc
∂y

∣∣∣
y=hc+wF/2

= 0

(11)

Due to the coupling between the inner boundary of the water invasion layer and
the hydraulic fracture system, the pressure at the interface of these two zones should be
equal, i.e.,

pc(y, t)|y=wF/2 = pF (12)

2.4. Gas-Water Two-Phase Flow in Hydraulic Fracture

Similar to the water invasion layer, the hydraulic fracture is filled with fracturing fluid
after fracturing stimulation, and gas–water two-phase flow occurs during flowback. As
shown in Figure 4, The gas and water continuously supply the hydraulic fracture through
the water invasion layer.

Figure 4. Gas–water two-phase flow in the major fracture.

The governing equation of gas flow in the hydraulic fracture can be expressed
as follows:

∂

∂x
(ρgvF) + ρgqcg = 0.0864

∂
(
ρgφF

)
∂t

(13)

where, vFg is the gas-phase fluid velocity of the hydraulic fracture, m/d; φF is hydraulic
fracture porosity, dimensionless; kF is permeability of hydraulic fractures, mD; pF is the

36



Energies 2023, 16, 5140

hydraulic fracture pressure, MPa; and qcg is the gas flow rate into the hydraulic fracture
per unit volume of the water invasion layer system per unit time (unit m)3/d.

Then, the equation of gas flow in the hydraulic fracture is:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂2ψF
∂x2 = 0.0864[

μgi(φct)Fi
kF k̂Frg

∂ψF
∂ta

− 2kck̂crg

wFkFk̂Frg

∂ψc
∂y

∣∣∣
y=wF/2

]

ψF(x, ta)|ta=0 = ψi

∂ψF(x,ta)
∂x

∣∣∣
x=xF

= 0

ψF(x, ta)|x=0 = ψw

(14)

The water phase flow equation in the hydraulic fracture system is:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂2 pF
∂x2 = 0.0864[ φFc∗tFμw

kFk̂Frw

∂pF
∂t − 2kck̂crw

wFkFk̂Frw

∂pc
∂y

∣∣∣
y=wF/2

]

pF(x, t)|t=0 = pi

∂pF(x,t)
∂x

∣∣∣
x=xF

= 0

pF(x, t)|x=0 = pw

(15)

2.5. Dimensionless Model and Lapalce Transform

For the convenience of derivation, the mathematical model adopts a dimensionless
form. The definition of dimensionless is shown in Table 1:

Table 1. Dimensionless parameter definition.

Dimensionless Parameters Define

Dimensionless x xD = x
Lr

Dimensionless time tD =
ηr
L2

r
t

Dimensionless permeability kD = k
kr

Dimensionless y yD =
y
Lr

Dimensionless pseudo-time taD =
ηr
L2

r
ta

Dimensionless hydraulic fracture conductivity CFD = wFkF
kc Lr

= kFDwFD
kcD

3. Solution of Gas–Water Two-Phase Flow Model

Due to the nonlinearity of the gas and water flow equations, the solution of the model
is solved semi-analytically. Time is discretized, and in a single step, the average saturation
is treated as a constant value. Additionally, it can have an analytic solution and be solved
by Stehfest [9] to obtain the solution of the model in real space. Then, the average saturation
at the next time step is calculated by using the mass balance equation of gas and water flow.
Finally, the gas and water production are predicted successively, forming a semi-analytical
solution method for the gas–water two-phase flow model.

3.1. Solution of Gas Flow Equation

In this paper, the solution of the model is obtained by using the Laplace transform.
The dimensionless Laplace transform of each equation is taken and then can be derived.
The solution of gas production is obtained as follows.

qgD =
k̂FrgkFDwFD

π

1 − Sc

s

√
c4(s)tanh

(√
c4(s) · xFD

)
(16)
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It should be noted that the gas production equation derived from analytical solution
is in Laplace space, while the solution in real space needs to be obtained by a Stehfest
numerical inversion algorithm. In addition, the Laplace transform is about dimensionless
pseudo-time, while the Laplace transform of the water phase equation is about dimension-
less time, so these two equations must be distinguished. Appendix B provides the detail
derivation of the gas flow model and the constant in Equation (16) is expressed as:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

c1(s) = km
kc

√
s/ηmD√

s/(k̂crgηcD)
tanh

[√
s

ηmD
(hcD + wFD/2 − LFD/2)

]

c2(s) = cosh
[√

s
k̂crgηcD

(−hcD)

]
+ c1(s)sinh

[√
s

k̂crgηcD
(−hcD)

]

c3(s) =
√

s
k̂crgηcD

sinh
[√ s

k̂crgηcD
(−hcD)

]
+c1(s) cosh

[√ s
k̂crgηcD

(−hcD)

]
c2(s)

c4(s) = s
k̂FrgηFD

− 2k̂crg

CFDk̂Frg
c3(s)

qgD =
k̂FrgkFDwFD

π
1−Sc

s

√
c4(s)tanh

(√
c4(s) · xFD

)

(17)

3.2. Solution of Water Flow Equation

Similar to the derivation of the gas flow equation in the above section, we also adopt
the Laplace transform to obtain the water flow solution of the model.

The solution of water phase production is expressed as follows:

qwD = − k̂FrwkFDwFD
π

∂pFD
∂xD

∣∣∣∣∣
xD=0

=
k̂FrwkFDwFD

π

1 − Sc

s

√
d2(s)tanh

(√
d2(s) · xFD

)
(18)

Appendix C provides the detail derivation of the gas flow model and the constant in
Equation (17) is expressed as:

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

d1(s) =
√

s
k̂crwηcwD

tanh
[√

s
k̂crwηcwD

(−hcD)

]

d2(s) = s
k̂FrwηFwD

− 2k̂crw
CFDk̂Frw

d1(s)

qwD = − k̂FrwkFDwFD
π

1−Sc
s

∂pFD
∂xD

∣∣∣
xD=0

= k̂FrwkFDwFD
π

1−Sc
s

√
d2(s)tanh

(√
d2(s) · xFD

) (19)

3.3. Solution Procedure of the Model

To solve the above equations, we must rely on gas and water mass balance equations
for calculating the average pressure of the SRV system and the average saturation of
the fracture system, and then update the saturation-dependent and pressure-dependent
parameter in Equations (16) and (18). The mass balance equation of water in the fracture
and the water invasion layer are given as follows:

Wp = VpFc

(
Swi
Bwi

− Ŝw

Bw

)
(20)

Ŝw = Swi −
Wp

VpFc
(21)
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The gas mass balance equation is:

Wg = VpmSmgi

(
1

Bgi
− 1

Bg

)
+ Vpm

(
VL pi

pL+pi
− VL p̂

pL+ p̂

)
+VpFc

(
1−Swi

Bgi
− 1−Ŝw

Bg

)
+ VpFc

(
VL pi

pL+pi
− VL p̂

pL+ p̂

) (22)

In a shale gas reservoir, the fracture system provides a high-conductivity gas flow
channel, but the compressibility of the fracture system is small. Hence, during flowback,
the average pressure of the SRV system is much higher than that of the fracture system.
Additionally, the average pressure of the fracture system is approximately equal to the
bottom-hole flowing pressure, and the average pressure of the matrix system is close to that
of the reservoir. Therefore, for the calculation of water phase flow, the unified average water
saturation is used to calculate the fracture and water invasion layer, while the average
pressure of the fracture system is calculated by the fracture pressure solution, and the
average pressure of the water invasion layer system is calculated by the water invasion
layer pressure solution. For the gas phase, the gas saturation is calculated based on the
average water saturation, and the average pressure is calculated using the gas-phase mass
balance equation. The model calculation process is shown in Figure 5.

Figure 5. Semi-analytical solution flow of gas–water two-phase flow model.

3.4. Model Validation

In order to validate the accuracy of the gas–water flow model and the semi-analytical
solution method, this paper uses a commercial reservoir numerical simulator to establish a
set of discrete fracture systems (as shown in Figure 6). The gas–water production results of
numerical simulation are compared with that of the flow model.

Figure 6. Schematic diagram of the numerical simulation grid.
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The grid systems of the numerical simulation is 430 × 25 × 1, and the total number of
grids is 10,750. In order to accurately represent the fracture width, the mesh around the
fracture is refined. The mesh size near the fracture is 0.045 m and 0.01 m, and the width
of the fracture is represented by the grids with the width of 0.01 m. The basic parameters
used are shown in Table 2.

Table 2. Parameters used for model comparison.

Parameter The Numerical

Fracture porosity, % 45
Crack compression coefficient, MPa−1 1.0 × 10−3

Fracture permeability, mD 1000
Crack half-length, M 100

Initial fracture water saturation, % 100
Matrix compression coefficient, MPa−1 1.0 × 10−4

Width of water invasion layer, m 2
Matrix permeability, mD 1.0 × 10−4

Effective reservoir thickness, m 10
Initial gas saturation of the matrix, % 70

Initial crack pressure, MPa 29.5
Matrix porosity, % 6.4

Bottom hole flow pressure, MPa 2
Permeability of water invasion layer, mD 5.0 × 10−5

The comparison results are shown in Figures 7 and 8. It can be seen that the water
and gas production predicted by the two methods are in good agreement. Therefore, the
established gas–water flow model is correct and can accurately characterize the gas–water
flow process of shale reservoirs, and the model is relatively reliable.

Figure 7. Daily water flow curves.

Figure 8. Daily gas volume.

4. Interpretation of Fracture Network Parameters

4.1. Flow Regimes of Gas-Water

There are usually two modes of production in shale gas reservoirs. The first mode
shows gas–water two-phase flow in the early flowback period, while the second mode
usually shows a single-phase fracturing fluid flowback period with several days. The gas
in the matrix enters the fracture and then shows a two-phase flow.
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4.1.1. Flow Regimes of Gas-Water in the First Mode

Figure 9 shows the flow characteristics of the first mode of gas–water production.

Figure 9. Typical gas–water flow regimes in the first type of production mode. (a) Typical flow
characteristics of water phase, and (b) typical flow characteristics of gas phase.

(1) Water boundary dominated flow. Because the fracturing fluid mainly occurs in the
hydraulic fracture, water will drain very fast and then show the boundary dominated
flow, until the water production rate is nearly zero. On the plot of rate normalized
pressure and mass balance time, the curve shows a unit slope straight line.

(2) Gas linear flow. This flow regime occurs at almost the same time with a water
boundary dominated flow, and is the first flow stage of the gas phase. At this time,
the gas in the matrix flows to the fracture in a direction perpendicular to the fracture
surface, which appears as straight with one-half slope on the typical curve.

(3) Gas boundary dominated flow. With the production, the gas pressure drop reaches
the closed boundary and forms the boundary dominated flow, which is represented
as a straight line with a unit slope on the typical curve shown.

The description and schematic diagram of each flow regimes are summarized in Table 3.

Table 3. Description of gas–water flow in the first type of production mode.

Flow Regime Description Schematic Diagram

Water boundary
dominated flow

The fracturing fluid flows
along the hydraulic fracture

into the wellbore, and the
water exhibits depletion in

the fracture

Gas linear flow

Gas in matrix flows into the
fracture in a direction

perpendicular to the fracture
surface, and the gas

dominates the fracture flow

Gas boundary
dominated flow

After the gas pressure drop
boundary reaches the closed

boundary, the closed
boundary control flow

is formed
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4.1.2. Flow Regimes of Gas-Water in the Second Mode

Figure 10 describes the flow characteristics in each stage of the second type of gas–
water production.

Figure 10. Gas–water flow stage in the second type of production dynamic mode. (a) Typical flow
characteristics of water phase, and (b) typical flow characteristics of gas phase.

(1) Water linear flow. Since fracturing fluid exists in both the hydraulic fracture and the
invasion layer, linear flow of the water phase will occur when the pressure drop in
the water invasion layer after the flowback starts. The typical curve shows a straight
line with a unit slope.

(2) Water boundary dominated flow. Due to the fracturing fluid mainly occurs in the
hydraulic fracture, water will drain very fast and then show the boundary dominated
flow, until the water production rate is nearly zero. On the plot of rate normalized
pressure and mass balance time, the curve shows a unit slope straight line.

(3) Gas bilinear flow. Gas phase flow into the hydraulic fracture soon after the flowback
starts and forms bilinear flow with the pressure drop system formed by the water
invasion layer and shale matrix, which is represented as a straight line with a quarter-
slope.

(4) Gas linear flow. This flow regime occurs at almost the same time with water boundary
dominated flow, and is the first flow stage of the gas phase. At this time, the gas in
the matrix flows to the fracture in a direction perpendicular to the fracture surface,
which appears as a straight line with one-half slope on the typical curve.

(5) Gas boundary dominated flow. With the production, the gas pressure drop reaches
the closed boundary and forms the boundary dominated flow, which is represented
as a straight line with a unit slope on the typical curve shown.

The description and schematic diagram of each flow regime are summarized in Table 4.

Table 4. Description of gas–water flow in the second type of production mode.

Liquid Phase Flow Phase Description Schematic Diagram

Water linear flow

The water fluid flows linearly
to the wellbore along the
invasion layer. This stage
occurs at the beginning of

the flowback.
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Table 4. Cont.

Liquid Phase Flow Phase Description Schematic Diagram

Water boundary
dominated flow

The fracturing fluid flows
along the hydraulic fracture

into the wellbore, and the
water exhibits depletion in

the fracture

Gas linear flow

Gas in matrix flows into the
fracture in a direction

perpendicular to the fracture
surface, and the gas

dominates the fracture flow

Gas boundary
dominated flow

After the gas pressure drop
boundary reaches the closed

boundary, the closed
boundary control flow

is formed

4.2. Interpretation Procedure Fracture Network Parameters

The interpretation of the fracture network is to fit the dynamic data of gas and water
production using the new model. Based on the new model, this section proposes a fitting
method for the problem of variable flow pressure production. Thus, Equation (23) can be
used to convert the production under constant bottomhole flow pressure into that under
variable flow pressure.

q(t) =
n

∑
k=1

[(
Δψw f ,k − Δψw f ,k−1

)
· qcp(t − tk−1)

]
(23)

where,
(

Δψw f ,k − Δψw f ,k−1

)
is the pressure history and qcp(t − tk−1) is the constant pres-

sure solution. Thus, the main steps are as follows:

(1) Initial parameter input: set the initial value of the parameters of fracture network,
including the fracture half-length, the fracture permeability, the thickness of the
water invasion layer, the permeability of the water invasion layer, the width and
permeability of the SRV. Additionally, set p = p1, Sg = Sg1.

(2) Take days as the time step, and update the parameters of the gas–water flow model
with the p, Sg, η, α, β, χ.

(3) Constant pressure solution: gas and water production are calculated by using the
gas–water two-phase flow model.

(4) Variable pressure solution: Equation (23) is used to obtain the gas production and
water production under variable bottomhole flow pressure.

(5) Calculation of average pressure and saturation: the average pressure and saturation
calculated by the material balance method are then substituted into step (2) for
recurrent calculation.

(6) If the fitting error between simulated and actual data meets the criterion of conver-
gence, the calculation is finished. Otherwise, update the fitting parameters and repeat
the above steps.

The detailed flow chart is shown in Figure 11.
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Figure 11. The flow chart of interpretation of the fracture network parameters.

4.3. Field Exmaple
4.3.1. Well A

The gas–water production and bottomhole pressure of the well are shown in Figure 12.

Figure 12. Gas–water production and pressure data of well A. (a) Gas–water production rate, and
(b) Bottomhole flow pressure.

The reservoir parameters, fluid parameters and fracturing parameters are shown in
Table 5. Analysis of gas–water two-phase flow regime of well A. are as shown in Figure 13.

Table 5. Values of basic parameters of well A.

Parameter Value

Initial pressure, MPa 29.65
Initial gas saturation, decimal 0.6

Reservoir temperature, K 358.1
Reservoir thickness, m 15

Langmuir volume 2.86
Langmuir pressure, MPa 9.18
Horizontal well length, m 1441

Number of fractures 25
Matrix porosity 0.064

Matrix Compressibility, MPa−1 8 × 10−5

Fracture Compressibility, MPa−1 8 × 10−5

Fracture width, m 0.5 × 10−2
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Figure 13. Analysis of gas–water two-phase flow regime of well A. (a) Gas phase flow regime, and
(b) water phase flow regime.

In early production, gas exhibits a long linear flow and the gas enters the fracture
after 14 months. For the water, it exhibits a fracture linear flow and then the boundary
dominated flow, when most fracturing fluid has been discharged. This means that the
fracture conductivity is high and the fracture half-length is large.

Based on the results from Figure 14, the total length of the discrete fracture is 4105 m,
and the stimulated reservoir volume is 1286 × 104 m3. The detailed parameters of the
fracture network are shown in Table 6.

Figure 14. Production decline analysis of gas phase of well B with gas–water two phases. (a) Gas
phase linear flow analysis, and (b) gas production data matching.

Table 6. Interpretation of fracture network parameters of well A.

Interpreted Parameters Value

Fracture half-length (m) 83.1
Fracture permeability (mD) 865

Thickness of water invasion layer (m) 0.12
Permeability of water invasion (mD) 2.82 × 10−3

SRV width (m) 46.5
SRV Permeability (mD) 3.87 × 10−3

4.3.2. Well B

The gas–water production and bottomhole pressure of the well are shown in Figure 15.
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Figure 15. Gas–water production and pressure data of well A. (a) Gas–water production rate, and
(b) bottomhole flow pressure.

The reservoir parameters, fluid parameters and fracturing parameters are shown in
Table 7. Analysis of gas–water two-phase flow stage in well 8 are as shown in Figure 16.

Table 7. Values of basic parameters of well B.

Parameter Value

Initial pressure, MPa 31.15
Initial gas saturation, decimal 0.6

Reservoir temperature, K 383.1
Reservoir thickness, m 10

Langmuir volume 1.96
Langmuir pressure, MPa 2200
Horizontal well length, m 1266

Number of fractures 19
Matrix porosity 0.064

Matrix Compressibility, MPa−1 8 × 10−5

Fracture Compressibility, MPa−1 8 × 10−5

Fracture width, m 0.5 × 10−2

Figure 16. Analysis of gas–water two-phase flow stage in well 8. (a) Gas flow regime, and (b) water
flow regime.

In the early production, the gas linear flow was long, and after 2 months the gas phase
entered the fracture. For the water, it experiences fracture linear flow, and the water enters
the boundary dominated flow and most fracturing fluid has been discharged. Thus, the
fracture conductivity is high and the fracture half-length is small. The permeability of the
SRV is large.
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From Figure 17, the total length of the discrete fracture is 5152 m, and the stimulated
reservoir volume is 233 × 104 m3. The interpreted fracture network parameters are shown
in Table 8.

Figure 17. Production decline analysis of gas phase under gas–water two phases in well B. (a) Gas
linear flow analysis, and (b) gas phase production data matching.

Table 8. Interpretation of fracture network parameters of well B.

Interpreted Parameters Value

Fracture half-length (m) 82.1
Fracture permeability (mD) 685

Thickness of water invasion layer (m) 0.91
Permeability of water invasion (mD) 1.95 × 10−3

SRV width (m) 45.3
SRV Permeability (mD) 3.12 × 10−3

5. Conclusions

1. In this paper, a practical model considering gas adsorption of the shale matrix, water
invasion layer and gas–water two-phase flow of hydraulic fracture is established, and
the semi-analytical solution method is developed.

2. The new model is used to successfully analyze the production performance of the two
modes of gas and water production. The two cases show different gas and water flow
regimes:

(1) The first production mode mainly shows three flow regimes, including water
boundary dominated flow, gas linear flow and gas boundary dominated flow.

(2) The second production mode mainly shows five flow stages, including water
linear flow, water boundary dominated flow, gas bilinear flow, gas linear flow
and gas boundary dominated flow.

3. The developed fracture parameters interpretation method can reasonably estimate
the key parameters of the hydraulic fracture, water invasion layer and SRV of fracture
well from the field example.
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Appendix A

The flow equation of the SRV can be written as:

∂

∂y
(−ρscvm) = 0.0864[

∂(ρφm)

∂t
+

∂V
∂t

] (A1)

Introducing the gas isothermal adsorption equation:

V = ρsc
VL pm

pL + pm
(A2)

Since the gas flow in SRV is regarded as an isothermal flow, dimensionless gas com-
pression factor Z is introduced, and the gas phase isothermal compression coefficient is
defined as:

cg(pm) =
1

pm
− 1

z
dz

dpm
(A3)

Gas density:

ρsc =
pM
zRT

(A4)

Define the matrix compressibility as:

cpm =
1

φm

dφm

dpm
(A5)

Introduce the pseudo-pressure:

ψm(pm) = 2

pm∫
pi

p
μgz

dp (A6)

Since gas flows isothermal in the SRV, the equation can be simplified to:

∂2ψm

∂x2 = 0.0864
φmμ(pm)

km
[cpm + cg(pm) +

z(pm)pscT
φmzscTsc

VL pL

pm(pL + pm)
2 ]

∂ψm

∂t
(A7)

where,

ctm(pm) = cpm + cg(pm) +
z(pm)pscT
φmzscTsc

VL pL

pm(pL + pm)
2 (A8)

The last term in the above Equation (A8) represents the effect of desorption, so it is
defined as the desorption compressibility Cd, the unit MPa−1.

cd(pm) =
z(pm)pscT
φmzscTsc

VL pL

pm(pL + pm)
2 (A9)

Usually, an average formation pressure is adopted to replace the matrix pressure in
the above equation, and take the average pressure as a constant value:

cd =
pscz(pm)TVL pL

φmzscTsc pm(pL + pm)
2 (A10)
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Therefore, the flow equation in the SRV is expressed as

∂2ψm

∂y2 = 0.0864
φmμg(pm)ctm(pm)

km

∂ψm

∂t
(A11)

Furthermore, for the nonlinear term on the right side of the equation, pseudo-time is
used, which is defined as:

ta =
∫ t

0

μgictmi

μg(pm)ctm(pm)
dt (A12)

Thus, the single-phase gas flow equation in the SRV is changed by use of pseudo-
pressure and pseudo-time, and the flow equation can be obtained as follows:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

∂2ψm
∂y2 =

μgi(φct)mi
0.0864km

∂ψm
∂ta

ψm(y, t)|ta=0 = ψi

∂ψm(y,ta)
∂y

∣∣∣
y=LF/2

= 0

(A13)

The inner boundary of this region is coupled with the water invasion layer, and the
pressure and flow rate on the inner boundary and the water invasion layer should be equal,
respectively:

ψm|y=hc+wF/2 = ψc|y=hc+wF/2 (A14)

Appendix B

Derivation of the flow equation of system in SRV. The solution of the model is obtained
by using the Laplace transform.

For the SRV, the above equation is:

∂2ψmD
∂y2

D
=

s
ηmD

ψmD (A15)

The general solution of Equation (A15) is:

ψmD = A2 cosh
[√

s
ηmD

(yD − LFD/2)
]
+ B2sinh

[√
s

ηmD
(yD − LFD/2)

]
(A16)

Substituting the initial and outer boundary conditions, B will be zero. Using the inner
boundary conditions, we can obtain:

A2 =
ψcD(hcD + wFD/2)

cosh
[√

s
ηmD

(hcD + wFD/2 − LFD/2)
] (A17)

Thus, the pressure solution in the SRV is:

ψmD(yD) = ψcD(hcD + wFD/2)
cosh

[√
s

ηmD
(yD − LFD/2)

]

cosh
[√

s
ηmD

(hcD + wFD/2 − LFD/2)
] (A18)
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Then, the flow between the SRV and the water invasion layer can be written as:

km
μ

∂ψmD
∂yD

∣∣∣
yD=hcD+wFD/2

= km
μ ψcD(hcD + wFD/2)

√
s

ηmD
tanh

[√
s

ηmD
(hcD + wFD/2 − LFD/2)

] (A19)

For the water invasion layer, the general solution of the flow model can be obtained
as follows:

ψcD(yD) = A1 cosh

⎡
⎣√ s

k̂crgηcD
(yD − hcD − wFD/2)

⎤
⎦+ B1sinh

⎡
⎣√ s

k̂crgηcD
(yD − hcD − wFD/2)

⎤
⎦ (A20)

According to the boundary condition of the SRV, we have

B1 = ψcD(hcD + wFD/2) km
kc

√
s/ηmD√

s/(k̂crgηcD)
tanh

[√
s

ηmD
(hcD + wFD/2 − LFD/2)

]

= ψcD(hcD + wFD/2)c1(s)

(A21)

Type,

c1(s) =
km

kc

√
s/ηmD√

s/
(

k̂crgηcD

) tanh
[√

s
ηmD

(hcD + wFD/2 − LFD/2)
]

(A22)

Then, the general solution of the flow model of the water invasion layer can be written
as follows:

ψcD(yD) = ψcD(hcD + wFD/2)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

cosh
[√

s
k̂crgηcD

(yD − hcD − wFD/2)
]

+c1(s)sinh
[√

s
k̂crgηcD

(yD − hcD − wFD/2)
]
⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(A23)

ψcD(hcD + wFD/2) =
ψFD

cosh
[√ s

k̂crgηcD
(−hcD)

]
+c1(s)sinh

[√ s
k̂crgηcD

(−hcD)

]

=
ψFD
c2(s)

(A24)

where,

c2(s) = cosh

⎡
⎣√ s

k̂crgηcD
(−hcD)

⎤
⎦+ c1(s)sinh

⎡
⎣√ s

k̂crgηcD
(−hcD)

⎤
⎦ (A25)

Thus, the pressure solution of the water invasion layer is:

ψcD(yD) = ψFD

cosh
[√

s
k̂crgηcD

(yD − hcD − wFD/2)
]
+ c1(s)sinh

[√
s

k̂crgηcD
(yD − hcD − wFD/2)

]
c2(s)

(A26)

Then, the flow rate of water invasion layer into the hydraulic fracture is:

∂ψcD
∂yD

∣∣∣
yD=wFD/2

= ψFD

√
s

k̂crgηcD

sinh
[√ s

k̂crgηcD
(−hcD)

]
+c1(s) cosh

[√ s
k̂crgηcD

(−hcD)

]
c2(s)

= ψFDc3(s) (A27)
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where,

c3(s) =
√

s
k̂crgηcD

sinh
[√

s
k̂crgηcD

(−hcD)

]
+ c1(s) cosh

[√
s

k̂crgηcD
(−hcD)

]
c2(s)

(A28)

For the hydraulic fracture, it can be obtained by substituting the flow rate formula of
water invasion layer to fracture

∂2ψFD
∂x2

D
+

2k̂crg

CFDk̂Frg
ψFDc3(s)− s

k̂FrgηFD
ψFD = 0 (A29)

The above equation can be written as:

∂2ψFD
∂x2

D
− c4(s)ψFD = 0 (A30)

c4(s) =
s

k̂FrgηFD
− 2k̂crg

CFDk̂Frg
c3(s) (A31)

Similarly, the general solution of the hydraulic fracture flow model can be obtained
as follows:

ψFD(xD) = AF cosh
[√

c4(s)(xD − xFD)

]
+ BFsinh

[√
c4(s)(xD − xFD)

]
(A32)

By using closed outer boundary condition, we find that BF equals to zero. Additionally,
AF can be obtained by the use of constant pressure inner boundary condition

AF =
1 − Sc

s
1

cosh
[√

c4(s)(−xFD)
] (A33)

Thus, the hydraulic fracture flow model is solved as follows:

ψFD(xD) =
1 − Sc

s

cosh
[√

c4(s)(xD − xFD)
]

cosh
[√

c4(s)(−xFD)
] (A34)

The gas production of the horizontal well through hydraulic fracture can be expressed
as:

qgD = − k̂FrgkFDwFD

π

∂ψFD
∂xD

∣∣∣∣∣
x=0

(A35)

Substituting the solution of the hydraulic fracture model, the solution of gas produc-
tion is:

qgD =
k̂FrgkFDwFD

π

1 − Sc

s

√
c4(s)tanh

(√
c4(s) · xFD

)
(A36)

It should be noted that the gas production derived from analytical solution is in
Laplace space, while the solution in real space needs to be obtained by a Stehfest numerical
inversion algorithm.
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Appendix C

Steps for solving the water phase flow equation. For the water invasion layer, the
above equation can be changed into:

∂2 pcD
∂y2

cD
=

s
k̂crwηcwD

∂pcD
∂tD

(A37)

The general solution of Equation (A38) is as follows.

pcD = A1 cosh

[√
s

k̂crwηcwD
(yD − hcD − wFD/2)

]
+ B1sinh

[√
s

k̂crwηcwD
(yD − hcD − wFD/2)

]
(A38)

Substituting the initial and outer boundary conditions, we find that B equals to zero.
By use of the inner boundary condition, we have

A1 =
pFD

cosh
[√

s
k̂crwηcwD

(−hcD)

] (A39)

Thus, the pressure distribution of water invasion layer is

pcD(yD) = pFD

cosh
[√

s
k̂crwηcwD

(yD − hcD − wFD/2)
]

cosh
[√

s
k̂crwηcwD

(−hcD)

] (A40)

Further, the water flow from the water invasion layer to hydraulic fracture can be
obtained as follows:

∂pcD
∂yD

∣∣∣∣
yD=wFD/2

= pFD

√
s

k̂crwηcwD
tanh

[√
s

k̂crwηcwD
(−hcD)

]
= pFDd1(s) (A41)

where,

d1(s) =

√
s

k̂crwηcwD
tanh

[√
s

k̂crwηcwD
(−hcD)

]
(A42)

For the hydraulic fracture, the flow model becomes:

∂2 pFD
∂x2

D
=

s
k̂FrwηFwD

pFD − 2k̂crw

CFDk̂Frw
pFDd1(s) (A43)

The above equation can be written as:

∂2 pFD
∂x2

D
− d2(s)pFD = 0 (A44)

d2(s) =
s

k̂FrwηFwD
− 2k̂crw

CFDk̂Frw
d1(s) (A45)

Similarly, the general solution of the flow model of the hydraulic fracture can be
obtained as follows:

pFD(xD) = AF cosh
[√

d2(s)(xD − xFD)

]
+ BFsinh

[√
d2(s)(xD − xFD)

]
(A46)
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By use of a closed outer boundary, we find that BF equals to zero. Additionally, by use
of the constant pressure inner boundary condition, we have

AF =
1 − Sc

s
1

cosh
[√

d2(s)(−xFD)
] (A47)

Thus, the solution of the flow model of the hydraulic fracture is as follows:

pFD(xD) =
1 − Sc

s

cosh
[√

d2(s)(xD − xFD)
]

cosh
[√

d2(s)(−xFD)
] (A48)

The water production obtained is

qwD = − k̂FrwkFDwFD
π

∂pFD
∂xD

∣∣∣∣∣
xD=0

=
k̂FrwkFDwFD

π

1 − Sc

s

√
d2(s)tanh

(√
d2(s) · xFD

)
(A49)
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Abstract: Under high-temperature and high-pressure conditions, understanding the com-
petitive adsorption and mobilization mechanisms of gas and water in fractured tight
sandstone gas reservoirs is crucial for optimizing the recovery factor. This study employs
molecular dynamics simulation to investigate the adsorption behavior and mobilization
characteristics of H2O and CH4 in 10 nm quartz nanopores under the conditions of the
Keshen fractured tight sandstone gas reservoir. The results indicate that H2O exhibits
strong adsorption on the quartz surface, forming two high-density adsorption layers with
a thickness of approximately 0.6 nm, whereas CH4 forms three adsorption layers with
a thickness of about 1.1 nm. Under gas–water coexistence conditions, the competitive
adsorption effect of the water phase significantly influences the distribution of CH4. Due
to the hydrophilicity of the quartz wall, H2O molecules preferentially adsorb onto the
wall surface, forming a stable water film that significantly inhibits CH4 adsorption. When
the water saturation reaches 35%, water molecules form liquid bridges within the pores,
segmenting the gas phase into different regions. As water saturation further increases, more
stable liquid bridge structures develop, and microscopic water lock effects emerge, further
restricting gas flow. During depletion development, H2O remains difficult to mobilize due
to strong wall adsorption, with a recovery factor of only 7%. In contrast, CH4 exhibits high
mobility, with a recovery factor of up to 75%. However, as water saturation increases from
30% to 70%, the recovery factor of CH4 decreases significantly from 75% to 29%, indicating
that the water phase not only occupies pore space, but also exerts a blocking effect that
significantly inhibits CH4 percolation and production. This study provides important
theoretical support for the development strategies of ultra-deep fractured tight sandstone
gas reservoirs and offers key insights for improving the ultimate recovery factor under
gas–water coexistence conditions.

Energies 2025, 18, 2175 https://doi.org/10.3390/en18092175
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Keywords: ultra-deep fractured tight sandstone gas reservoirs; gas–water two-phase;
nanopores; molecular simulation

1. Introduction

With the exploitation of shallow-to-middle oil and gas resources, the exploration and
development of ultra-deep oil and gas have gradually become the focus and hotspot [1–3].
In China, significant breakthroughs have been made in deep reservoir exploration, par-
ticularly in the Keshen gas field, which has emerged as a key area for increasing natural
gas reserves and production [4–6]. The Keshen gas field, located in the Keshen structural
belt of the Kuqa foreland basin at the northern Tarim Basin, is one of the primary regions
contributing to natural gas production growth. However, it is characterized as an ultra-
deep, ultra-high-pressure fractured tight sandstone gas reservoir [7,8], with extreme burial
depths (5500–8100 m), high formation temperatures (106–175 ◦C), and pressures ranging
from 88.9 to 150 MPa. In addition, its strong heterogeneity and complex gas–water inter-
actions pose significant challenges to conventional development strategies. In particular,
under high-temperature, high-pressure, and confined-space conditions, gas adsorption
behavior and water phase blockage can significantly impact permeability and the ultimate
recovery factor [9,10]. Therefore, a comprehensive understanding of gas–water transport
and competitive adsorption at the microscale is crucial for the efficient development of the
Keshen gas field.

In recent years, advancements in microscale experimental techniques and computa-
tional simulation methods have highlighted the critical influence of confined spaces on
gas adsorption behavior. Researchers have employed molecular dynamics simulations
and other approaches to explore this phenomenon in greater detail. Zhang et al. used
molecular dynamics simulation to investigate CH4 adsorption behavior in confined spaces,
focusing on nanopore adsorption layer formation. They analyzed the effects of pressure,
pressure gradient, pore width, and temperature on adsorption. The results showed that
as pressure increases from 1 MPa to 80 MPa, the CH4 adsorption layer transitions from a
single layer to three layers, forming a multilayer adsorption structure. Although higher
pressure enhances CH4 molecular interactions, the force exerted by the pore wall remains
unchanged [11]. Ren et al. studied methane flow behavior in nanopores using molecular
dynamics simulation. They developed a slit pore model to examine the effects of pore size,
pressure, mineral composition, and pore water saturation on methane diffusion. Their
findings indicate that methane diffusion accelerates with increasing temperature and pore
size but slows as pressure rises [12]. Zhang investigated the transport behavior of natural
gas and oil in a single nanopore under reservoir conditions using molecular dynamics. The
study examined the behavior of C10H22, CO2, and CH4 in a 4 nm nanopore. The results
showed that CH4 and CO2 form distinct adsorbed and free molecular groups, leading
to different extraction behaviors. However, both gases follow similar diffusion behavior,
with CH4 exhibiting a higher effective diffusivity [13]. Xiong et al. explored methane
adsorption in organic-rich pores through experiments and molecular simulations. Their
findings indicate that kerogen exhibits the highest methane adsorption capacity, followed
by clay minerals and quartz. At a fixed pore size, the volume fraction of adsorbed gas
decreases as pressure increases. Similarly, at a constant pressure, larger pores contain a
lower proportion of adsorbed gas [14].

In reservoirs, besides gas adsorption behavior, water also plays an important role in gas
production. Zhang et al. investigated supercritical methane adsorption in nanopores under
initial water saturation conditions. They visualized water distribution within reservoir
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pore networks and analyzed its impact on methane adsorption at the microscopic level.
Their results indicate that neglecting the influence of water distribution can lead to an
overestimation of natural gas reserves [15]. Passey et al. demonstrated that the thickness
of the water layer adsorbed on nanopore walls in the inorganic matrix is approximately
equal to the pore diameter [16]. Shi et al. observed that the impact of the adsorbed water
layer on the permeability of the inorganic matrix varies with water saturation [17]. Li et al.
reported that an adsorbed water layer exists on clay mineral surfaces, with its thickness
primarily determined by relative humidity and pore size [18]. Jin and Firoozabadi, using
grand canonical Monte Carlo simulations, showed that adsorbed water layers form on clay
mineral surfaces, restricting available space for gas flow [19]. Liu et al., through molecular
dynamics simulations, found that water molecules exhibit stronger adsorption energy
on clay mineral surfaces than methane molecules, leading to significant water molecule
aggregation in the adsorption layer [20]. Xie et al. examined how water and salinity affect
CO2 adsorption and storage capacity in organic and clay nanopores. The results indicate
that the presence of water reduces available adsorption space, leading to lower CO2 storage
capacity [21]. Zhang et al. studied H2O and CH4 flow in calcium montmorillonite nanoslits.
They found that water forms bridges and thin films, blocking CH4 flow at high water
saturation (>80.87%) [22]. Zhang developed a kinetic model showing that water reduces
CH4 diffusion and adsorption while being more affected by pore structure. Water rapidly
infiltrates pores, preventing CH4 from reaching the surface [23].

In this study, molecular dynamics simulations were conducted to investigate the ad-
sorption behavior and recovery degree evaluation of H2O and CH4 under high-temperature
and high-pressure conditions. First, the wetting properties of the wall model were adjusted
to match real reservoir conditions. Then, pore models for pure water and methane were
established to analyze the effects of gas and water and varying water saturation on the
density distribution under reservoir conditions. Subsequently, we conducted depletion
development to investigate the recovery factor of pure gas and water under different
water saturations. The results obtained from this study are significant for evaluating the
development potential of CH4 in ultra-deep tight sandstone gas reservoirs and provide
certain reference values for enhancing the recovery factor of fractured tight sandstone gas
reservoirs.

2. Methods

2.1. Model

The reservoir in the Keshen area of the Tarim Basin is mainly composed of quartz.
Therefore, this study used the α-quartz single crystal cell to construct the wall model. As
shown in Figure 1a, the lattice unit was obtained by cleaving the (1 0 0) surface (Figure 1b)
and exposing the oxygen atoms, resulting in an orthogonal cell structure. Subsequently,
the SiO2 wall model was expanded, as shown in Figure 1c.

Figure 1. Construction of the quartz model: (a) crystal cell, (b) cleaved (1 0 0) surface, (c) nanopore
model constructed.
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Since the real reservoir conditions consist of dense sandstone with a minimum pore
size of 10 nm, this study selected 10 nm as the representative pore size to construct a quartz
wall model. This model was designed to investigate the effects of confinement on the devel-
opment process. Based on this, a quartz wall with a 10 nm pore diameter was constructed
using a modified wall structure. Additionally, graphene carbon plates were installed on
both sides of the pore wall model, with one plate fixed and the other movable. By applying
a specific acceleration to the movable carbon plate, different pressure conditions were
simulated, providing the necessary experimental setup for subsequent research. As shown
in Figure 2, the size of the entire model was 20.00 nm × 4.25 nm × 10.00 nm. In addition,
the overall simulation system remained electrically neutral.

Figure 2. Quartz wall model with 10 nm pores.

2.2. Simulation Details

During the simulation, the quartz model was implemented using the CLAYFF force
field [24]. To reduce the computational cost, a rigid wall was employed, meaning that wall
atoms were fixed, and interactions between them were ignored. The water molecules were
modeled using the SPC/E force field [25]. The CH4 molecules were modeled using the
TraPPE-UA force field [26]. The carbon atoms were modeled using the OPLS-AA force
field [27]. The simulation was conducted using GROMACS software (version 2020.6) [28],
with periodic boundary conditions applied in all three spatial directions (X, Y, Z). Molecular
assembly was carried out using Packmol software (version 18.169) [29]. The NVT ensemble
was used, maintaining a simulation temperature of 100 ◦C for 20 ns. After the simulation,
VMD [30] was utilized to visualize molecular configurations and trajectories.

3. Result and Discussion

3.1. Wettability Adjustment

The reservoirs in the Keshen area of the Tarim Basin have a wettability angle of
approximately 30◦. To replicate this condition, the wall model was modified by introducing
hydroxyl groups (–OH), which were generated by directly bonding hydrogen atoms to
the exposed oxygen atoms. Quartz surface models with 0% (see Figure 3a) and 100% (see
Figure 3b) hydroxylation were constructed. For the water droplet, a spherical water droplet
with a density of 1.0 g/cm3 was established and placed on the surface of the wall model to
construct initial configurations. During the equilibration stage, water molecules from the
final 5 ns of the simulation were selected to generate a 2D density cloud map.
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Figure 3. Wall models: (a) no –OH modification, (b) 100% –OH modification.

Figure 4a,c depicts the final configurations of the 0% and 100% hydroxylated models,
respectively, while Figure 4b,d shows the corresponding 2D density cloud maps. The
color gradient from red to blue represents a decrease in density. The wettability outline
was extracted, and a tangent was drawn to determine the wettability angle. On the
surface without hydroxyl modification, the water droplet is hemispherical after equilibrium,
yielding a calculated wettability angle of 61.38◦. As hydroxylation coverage increases,
the droplet spreads more on the surface, enhancing wettability. When the surface is
100% hydroxylated, the wettability angle decreases to 29.77◦, aligning with real reservoir
conditions and consistent with literature reports [31].

Figure 4. Balanced model configuration and 2D density cloud map. (a) Wettability configuration of
the 0% –OH model; (b) density cloud map of the 0% –OH model; (c) wettability configuration of the
100% –OH model; (d) density cloud map of the 100% –OH model.

3.2. Density Distribution

To better understand the impact of adsorption on gas reservoir development, density
distribution curves for each substance were recorded at 0.02 nm intervals after the sim-
ulation reached equilibrium. A detailed analysis of these curves allows for an intuitive
observation of the adsorption behavior of gas and water on the wall and their variation
patterns, providing insights into the role of adsorption in gas reservoir development
assessment.

3.2.1. The Density Distribution of Pure H2O

Figure 5 presents the density distribution curve of pure water under reservoir condi-
tions (100 MPa, 100 ◦C). It can be seen from the figure that there is an adsorption zone of
high density and a free zone of gentle density curve distribution in the quartz pores. The
density of the adsorption layer is significantly higher than that of the free zone, indicating
strong water molecule adsorption on the quartz pore wall under reservoir conditions.
Specifically, water molecules form two high-density adsorption layers within 0.6 nm near
the wall surface, with density peaks decreasing as the distance from the wall decreases.
Each peak represents an adsorption layer, with the first adsorption layer closest to the wall
reaching a density of 1.7 g/cm3, approximately 1.7 times the bulk water density under the
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same temperature and pressure conditions. The second adsorption layer exhibits a lower
density peak of 1.1 g/cm3, showing that adsorption strength weakens as the distance from
the wall increases. Beyond these adsorption layers, water density gradually decreases, and
in the center of the pore, the density stabilizes at 0.99 g/cm3, matching the bulk density.
This suggests that the free zone behaves as a bulk phase. Xu et al. employed molecular
dynamics simulations to investigate the flow behavior of alkane–water systems in quartz
nanopores and found that under conditions of 50 ◦C and 20 MPa, water molecules formed
four adsorption layers with a total thickness of 0.78 nm near the quartz surface. This result
is in good agreement with the findings of the present study [32].

 

Figure 5. The density distribution curve of pure water at 100 MPa and 100 ◦C.

3.2.2. The Density Distribution of Pure CH4

Figure 6 shows that the density distribution curve of pure CH4 follows a similar trend
to that of pure water, with regions of a high-density adsorption zone and regions where the
density curve is gently distributed in the free zone, and the density of the adsorption layer is
much higher than that of the fluid in the free zone. However, methane molecules form three
adsorption layers on the quartz wall, with a greater adsorption layer thickness than that of
water molecules, measuring 1.1 nm. This is because hydrogen bonding interactions cause
water molecules to form a more compact molecular layer on the wall. Additionally, methane
molecules have a larger molecular volume than water molecules, further contributing to
the increased layer thickness. The first adsorption layer of methane, closest to the wall,
has a density of approximately 0.42 g/cm3, which is lower than that of water molecules
(1.7 g/cm3), confirming that water molecules near the wall surface are more compactly
arranged. The second adsorption layer exhibits a lower density peak of 0.32 g/cm3, while
the density in the pore center stabilizes at 0.3 g/cm3, consistent with the bulk density value.
Ren et al. investigated methane adsorption in 10 nm quartz pores under conditions of
110 ◦C and 30 MPa and reported an adsorption layer thickness of approximately 1 nm,
which is in good agreement with the present findings [12].
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Figure 6. Density distribution curve of pure CH4 at 100 MPa and 100 ◦C.

3.2.3. The Density Distribution of Gas-Water Under Different Water Saturation Conditions

Under gas–water coexistence conditions, due to the hydrophilicity of the quartz wall,
H2O and CH4 compete for adsorption, with water molecules preferentially occupying
specific positions on the wall surface. As shown in the final molecular configuration of
Figure 7a, at 30% water saturation, water molecules form a thin water film along the
two sides of the wall surface. Consequently, no CH4 adsorption layer forms near the wall,
and CH4 exists solely in the pore center as a free phase. The gas phase exists as a continuous
phase in the pore center. At this point, the CH4 density in the pore center is approximately
0.3 g/cm3.

Figure 7. Distribution of H2O/CH4 under different water saturation conditions. (a) The configuration
at 30% water saturation, (b) the configuration at 35% water saturation, (c) the configuration at 50%
water saturation, and (d) the configuration at 70% water saturation.

As water saturation increases, water molecules aggregate under the action of hydrogen
bonds, and at 35% water saturation, liquid bridges are formed in the pores, at which time
the gas phase is divided into different regions, forming discrete bubbles and trapped gases
(see Figure 7b). The gas–water density distribution curve in Figure 8b shows that the
water density in the pore center increases to 0.13 g/cm3, while the gas density decreases to
0.23 g/cm3. With further increases in water saturation, the thickness of the liquid bridge
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thickens (see Figure 7c,d), intensifying the gas-trapping effect. When water saturation
reaches 70%, the final molecular configuration reveals a significant increase in water volume
within the pore, drastically reducing the available space for CH4. Additionally, the water
density in the free zone also increases (see Figure 8d). At this stage, the water density in
the pore center reaches 0.50 g/cm3, while the CH4 density decreases to 0.14 g/cm3.

 

Figure 8. Density distribution of H2O/CH4 under different water saturation conditions. (a) Den-
sity distribution with a 30% water saturation, (b) density distribution with a 35% water satura-
tion, (c) density distribution with a 50% water saturation, and (d) density distribution with a 70%
water saturation.

3.3. Mobility Evaluation

To better understand the adsorption effect of the wall and the influence of water on
the recovery factor, this study evaluated the recovery degree of the adsorption layer and
the free zone during the depletion development and discussed the impact of different
water saturations on the recovery factor of the gas and water. In the simulation, the
depletion development process was achieved in the following way. The final molecular
configuration of the gas–water distribution state under reservoir pressure was taken as
the initial configuration for the depletion development simulation. Then, according to the
requirements of depletion to different pressures, the acceleration applied to the carbon plate
was changed, thereby realizing the depletion process from 100 MPa to 10 MPa. During each
depletion development, after the system was completely balanced, the last 5 ns were taken
to analyze the distribution state of the gas and water and the corresponding recovery factor.

3.3.1. Mobility Evaluation of Pure H2O

As illustrated in Figure 9a, the water molecular system exhibits low elastic potential
energy, indicating minimal volumetric change even as pressure decreases from 100 MPa
to 10 MPa. This suggests that pure water remains largely immobile during depletion
development due to its limited compressibility. At the microscopic level, strong hydrogen
bonding and intermolecular interactions stabilize the water structure, restricting large-
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scale molecular rearrangement and migration. Consequently, water in the adsorbed zone
remains strongly bound to the pore walls, exhibiting extremely low mobility, whereas water
in the free zone, though not directly influenced by surface adsorption, is still constrained by
intermolecular forces, leading to similarly limited displacement. Figure 9b further reveals
that the recovery factors in both zones remain low (<10%), with 4% in the adsorbed zone
and 8% in the free zone, indicating that free-phase water demonstrates relatively higher
sensitivity to pressure depletion. This can be attributed to the absence of direct solid-phase
interactions, allowing for greater molecular displacement compared to the adsorbed phase.
These findings highlight a fundamental challenge in ultra-deep fractured tight reservoirs,
where water mobility is highly restricted under the depletion process, potentially hindering
gas flow and reducing the ultimate recovery factor.

Figure 9. Adsorption and recovery factor of pure H2O under different pressures: (a) the configura-
tions of pure H2O in nanopores, (b) the recovery factor in the different zones.

3.3.2. Mobility Evaluation of Pure CH4

Figure 10a illustrates the molecular configurations of pure CH4 during the depletion
development process. It is visually evident that as pressure decreases, the gas phase
undergoes significant expansion, further confirming the high sensitivity of CH4 to pressure
changes, which is notably different from the flow behavior of pure water. Specifically,
when pressure decreases from 100 MPa to 80 MPa, the recovery factors of the adsorption
layer and the free zone are 9% and 10%, respectively, both significantly higher than those
of water, indicating that gas desorption and diffusion begin even at high pressures. As
the pressure further decreases to 10 MPa, the recovery factors of the adsorption layer
and the free zone increase substantially. This result suggests that during the depletion
development process, pure CH4 exhibits strong mobility, with gas in the free zone being
more readily mobilized than that in the adsorption layer. Figure 10b further presents the
recovery factor trends of CH4 in the adsorption and free zones under different pressures.
As pressure decreases, gas in all regions of the pore is progressively mobilized, and the
recovery factor of the free zone consistently exceeds that of the adsorption layer. When the
pressure ultimately drops to 10 MPa, the recovery factor of the adsorption layer reaches
56%, whereas the recovery factor of the free zone reaches 79%, indicating that free-phase
gas has a stronger release capacity during pressure depletion. This phenomenon can be
attributed to the fact that free-zone gas is not constrained by solid surface adsorption,
allowing its molecules to diffuse and migrate more easily. In contrast, gas in the adsorption
layer remains influenced by van der Waals forces and adsorption energy from the solid
surface, leading to a lower desorption rate compared to the free zone. Nevertheless,
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the final recovery factor of the adsorption zone remains relatively high, demonstrating
that gas desorption plays a significant role in the depletion-driven development process,
highlighting the importance of pressure management strategies in enhancing ultimate gas
recovery in ultra-deep fractured tight reservoirs.

Figure 10. Adsorption and recovery factor of pure CH4 under different pressures: (a) the configura-
tions of pure CH4 in nanopores, (b) the recovery factor in the different zones.

Figure 11 illustrates the overall recovery factors of pure H2O and pure CH4 under
depletion development. The results indicate that while the recovery factor of pure water
increases slightly with decreasing pressure, the overall increase remains minimal, with a
final recovery factor of only 7%. This suggests that water exhibits low mobility under pres-
sure depletion, likely due to its strong intermolecular hydrogen bonding and interaction
with the pore walls, which restrict its movement even under significant pressure reduc-
tion. In contrast, the recovery factor of pure CH4 shows a dramatic increase as pressure
decreases, ultimately reaching 75%. This significant difference highlights the much higher
compressibility and mobility of CH4 compared to water, allowing gas molecules to expand
and migrate more effectively during the depletion process. The stark contrast between H2O
and CH4 mobility further confirms that gas production in ultra-deep reservoirs is highly
pressure-sensitive, whereas water remains largely immobile, leading to potential challenges
in managing residual water saturation and optimizing overall recovery efficiency.

 

Figure 11. Recovery factor of H2O/CH4 under different pressures: (a) recovery factor of H2O under
different pressures, (b) recovery factor of CH4 under different pressures.

3.3.3. Mobility Evaluation of Gas-Water Under Different Water Saturation Conditions

In real reservoirs, water is commonly present. To investigate the recovery degree of
gas and water in the pore, the density distribution and the recovery factor under different
pressures were studied at water saturation of 30%, 35%, 50%, and 70%. The following is a
specific analysis.
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At 30% water saturation, there is a significant difference in the adsorption behavior
of the gas and water phases within the pore. As shown in Figure 12a, the final molecular
configuration indicates that due to the hydrophilicity of the pore wall, H2O and CH4

undergo competitive adsorption, and water molecules primarily adsorb onto the pore
wall, forming a stable water film that completely covers the wall surface, causing the
gas phase to exist only as a continuous phase in the pore center. Due to the strong wall–
fluid interactions, the water film remains firmly adsorbed and exhibits minimal mobility,
resulting in an extremely low final recovery factor of only 1%, indicating that the water
film is hardly mobilized during pressure depletion. Water molecules form a continuous
thin water film along the pore walls due to the hydrophilicity of quartz. As a result, CH4 is
excluded from the adsorption zone and exists entirely as a free phase in the pore center.
Compared to the dry condition (pure CH4), where CH4 is partially adsorbed on the wall
and more strongly confined, the CH4 in the free zone under 30% water saturation is more
mobile and responds more sensitively to pressure depletion. This structural change leads
to a slightly higher recovery factor. It leads to a final recovery factor of 82% (Figure 12b),
even exceeding the overall recovery factor of pure CH4 (75%). Furthermore, these findings
suggest that in the presence of water, the existence of the water phase may alter the gas
distribution state, causing CH4 to exist primarily as a free phase, thereby further enhancing
its recoverability.

Figure 12. 30% water saturation: (a) snapshots at different times, (b) recovery factor at different
pressures.

As the water saturation increases to 35%, water molecules within the nanopores
aggregate through hydrogen bonding, forming liquid bridge structures (see Figure 13a,
0 ns). At this stage, the gas phase becomes segmented into different isolated regions, leading
to the formation of trapped gas and gas bubbles. The presence of liquid bridges enhances
the connectivity of the water phase within the pore while reducing the continuity of the
gas phase, thereby restricting gas flow. With the decrease in pressure, the gas expands
and flows out, gradually breaking through the liquid bridges and causing the water phase
structure to rearrange. The liquid bridges progressively rupture and redistribute near the
pore walls, forming thin liquid films (see Figure 13a, 20 ns). Under this water saturation
condition, the gas-driven migration of liquid bridges during pressure depletion enhances
water mobilization, leading to an increased final recovery factor of 8%, which represents
an improvement compared to lower water saturation conditions. However, despite the
increased water mobilization, gas mobility is adversely affected. As gas flows through the
pore, it must overcome the blocking effect of the liquid film on the flow pathways, resulting
in a decrease in overall gas recovery, which ultimately drops to 78% (see Figure 13b), lower
than the gas recovery observed at 30% water saturation. These findings indicate that under
moderate water saturation conditions, the formation and rupture of liquid bridges play
a crucial role in the gas–water two-phase flow. While water mobilization is enhanced
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due to liquid bridge migration driven by pressure depletion, the obstruction effect of
liquid bridges on gas flow pathways reduces the effective gas recovery. Therefore, in the
development of high water saturation reservoirs, optimizing the pressure depletion rate
to enhance water mobilization while minimizing gas flow resistance is a key strategy for
improving recovery efficiency.

 
Figure 13. 35% water saturation: (a) snapshots at different times, (b) recovery factor at different
pressures.

At 50% water saturation, it can be observed that as water saturation increases, the
distribution of the water phase within the pore undergoes significant changes, with the
thickness of liquid bridges increasing, leading to the occurrence of microscopic water block-
ing (Figure 14a, 5 ns). During the depletion process, although the expansion of gas drives
some movement of the water phase, the liquid bridges remain intact and do not rupture.
Meanwhile, the trapped gas phase enclosed by the liquid bridges fails to break through the
water phase barriers, restricting gas flow pathways (Figure 14a, 15 ns). Figure 14b further
reveals the impact of water saturation on the gas–water two-phase flow and mobilization.
Due to the increased thickness of the liquid bridges, the expansion of gas enhances water
mobilization, resulting in a final water recovery factor of 57%, which represents a 49% in-
crease compared to the 35% water saturation condition. However, despite the improvement
in water mobilization, the mobility of CH4 is significantly restricted, leading to a final CH4

recovery factor of only 39%. This indicates that as water saturation further increases, the
blocking effect of the water phase within the pore intensifies, causing a substantial decline
in the gas recovery factor.

 

Figure 14. 50% water saturation: (a) snapshots at different times, (b) recovery factor at different
pressures.

When the water saturation increases to 70%, water molecules occupy the vast majority
of the pore space, leaving only a small amount of gas trapped in the remaining pores, as
shown in Figure 15a. At this point, the liquid bridges thicken, forming a more stable block-
ing structure that further restricts gas flow pathways. In the subsequent decompression
process, the influence of gas on liquid bridge flooding was significantly weakened due to
the increase in liquid bridge thickness and the decrease in gas content. As a result, the
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recovery factor of the water phase decreases, ultimately reaching only 46%. Furthermore,
in a high water saturation environment, the strong blocking effect of liquid bridges further
limits the mobilization of gas, leading to a significant reduction in the final CH4 recovery
factor, which drops to only 29% (Figure 15b). Compared to the pure gas condition, the
gas recovery factor is reduced by 46%. This phenomenon indicates that under high water
saturation conditions, the water phase not only occupies a large portion of the pore space,
but also severely inhibits CH4 percolation and production through enhanced blocking
effects. The stability of liquid bridges and their obstructive influence on gas flow pathways
have become critical factors affecting the efficiency of gas reservoir development.

 
Figure 15. 70% water saturation: (a) snapshots at different times, (b) recovery factor at different
pressures.

4. Conclusions

This study employed molecular simulation to systematically analyze the density
distribution, adsorption behavior, and mobilization characteristics of gas and water in
10 nm pores of the Keshen tight sandstone gas reservoir in the Tarim Basin. Additionally,
it evaluated the evolution of gas and water mobilization during depletion development.
The results indicate that H2O and CH4 exhibit distinct adsorption behaviors. Near the
quartz wall, H2O forms two adsorption layers with a total thickness of 0.6 nm, whereas
CH4 forms three adsorption layers with a total thickness of 1.1 nm. During depletion,
H2O is constrained by strong wall adsorption, leading to low mobilization, with recovery
factors of only 4% and 8% in the adsorption and free zones, respectively. In contrast, CH4

is highly sensitive to pressure changes, achieving recovery factors of 56% and 79% in the
adsorption and free zones, respectively. These findings indicate that CH4 exhibits greater
mobility under pressure depletion, while H2O remains largely immobile due to strong
wall adsorption.

Under water-bearing conditions, the presence of water significantly affects the distri-
bution and mobilization of CH4. Due to the hydrophilic nature of the quartz wall, H2O
preferentially adsorbs onto the wall surface, dominating the adsorption process and sig-
nificantly inhibiting CH4 adsorption. At 30% water saturation, CH4 mainly exists in the
pore center as a free phase, maintaining relatively high mobility. However, as water satura-
tion increases, CH4 mobilization becomes significantly restricted. When water saturation
increases from 30% to 70%, the water phase forms stable liquid bridges within the pores,
segregating the gas phase into isolated regions. As water saturation further increases,
microscopic water lock effects emerge, further inhibiting CH4 flow, and the recovery factor
of CH4 decreases significantly from 75% to 29%.

This study provides a microscale perspective on gas–water transport mechanisms in
ultra-deep tight sandstone gas reservoirs and reveals the impact of water phase blocking
on CH4 mobility, which is crucial for optimizing gas extraction strategies in high-water-
saturation reservoirs. However, this study is based on molecular simulations of 10 nm pores,
without considering complex pore networks or multiscale effects. Future studies should
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incorporate larger-scale pore network modeling, high-pressure and high-temperature ex-
perimental validation, and coupled flow simulations to further improve the understanding
of gas–water transport mechanisms in ultra-deep tight sandstone reservoirs.

Author Contributions: Conceptualization, Y.L. (Yongfu Liu); data curation, X.P., C.W. and
Y.L. (Yijia Li); formal analysis, F.Y. and L.D.; investigation, Y.L. (Yongfu Liu) and X.P.; methodol-
ogy, X.P.; resources, F.Y., L.D., T.Z. and S.X.; software, X.P.; supervision, J.Z., Y.L. (Yijia Li) and S.X.;
validation, T.Z.; visualization, C.W.; writing—original draft preparation, Y.L. (Yongfu Liu); writing—
review and editing, Y.L. (Yongfu Liu) and J.Z. All authors have read and agreed to the published
version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: The original contributions presented in the study are included in the
article, further inquiries can be directed to the corresponding author.

Conflicts of Interest: Authors Yongfu Liu, Xuehao Pei, Fenglai Yang, Li Dai, Cuili Wang, Tingya
Zhou, Yijia Li and Sa Xiao were employed by the company PetroChina. Authors Yongfu Liu, Fenglai
Yang and Cuili Wang were employed by the company China National Petroleum Corporation. The
remaining authors declare that the research was conducted in the absence of any commercial or
financial relationships that could be construed as a potential conflict of interest.

References

1. He, D.; Jia, C.; Zhao, W.; Xu, F.; Luo, X.; Liu, W.; Tang, Y.; Gao, S.; Zheng, X.; Li, D.; et al. Research progress and key issues of
ultra-deep oil and gas exploration in China. Pet. Explor. Dev. 2023, 50, 1333–1344. [CrossRef]

2. Guo, X.; Zhao, L.; Han, W.; Zhou, L.; Huang, Z.; Sun, X.; Yang, X.; Zhang, T.; Zhang, C. Geochemistry of Formation Water and
Implications for Ultradeep Tight Sandstone of DK Gas Field in Kuqa Depression. Geofluids 2022, 2022, 6514733. [CrossRef]

3. Lai, J.; Wang, G.; Chai, Y.; Xin, Y.; Wu, Q.; Zhang, X.; Sun, Y. Deep burial diagenesis and reservoir quality evolution of high-
temperature, high-pressure sandstones: Examples from Lower Cretaceous Bashijiqike Formation in Keshen area, Kuqa depression,
Tarim basin of China. AAPG Bull. 2017, 101, 829–862. [CrossRef]

4. Zhao, L.B.; Yang, X.J.; Chang, L.J.; Zhang, T.H. Tri-media reservoir characteristic of fractured tight gas reservoir of gasfield A,
Kuqa Depression, Tarim Basin. Nat. Gas Geosci. 2017, 28, 209–218. [CrossRef]

5. Jiang, T.; Sun, X. Development of Keshen ultra-deep and ultra-high pressure gas reservoirs in the kuqa foreland basin, Tarim
Basin: Understanding points and technical countermeasures. Nat. Gas Ind. 2018, 6, 16–24. [CrossRef]

6. Wang, R.; Zhang, C.; Chen, D.; Yang, F.; Li, H.; Li, M. Microscopic Seepage Mechanism of Gas and Water in Ultra-Deep Fractured
Sandstone Gas Reservoirs of Low Porosity: A Case Study of Keshen Gas Field in Kuqa Depression of Tarim Basin, China. Front.
Earth Sci. 2022, 10, 893701. [CrossRef]

7. He, X.; Wang, C.; Chang, B.; Cao, Z.; Tang, H. A Dynamic Reserve Evaluation Method for an Ultra-Deep Fractured Tight
Sandstone Gas Reservoir. Energies 2024, 17, 2648. [CrossRef]

8. Lei, Q.; Xu, Y.; Yang, Z.; Cai, B.; Wang, X.; Zhou, L.; Liu, H.; Xu, M.; Wang, L.; Li, S. Progress and development directions of
stimulation techniques for ultra-deep oil and gas reservoirs. Pet. Explor. Dev. 2021, 48, 221–231. [CrossRef]

9. Li, Q.; Li, Q.; Wu, J.; Li, X.; Li, H.; Cheng, Y. Wellhead Stability During Development Process of Hydrate Reservoir in the Northern
South China Sea: Evolution and Mechanism. Processes 2025, 13, 40. [CrossRef]

10. Li, Q.; Li, Q.; Cao, H.; Wu, J.; Wang, F.; Wang, Y. The Crack Propagation Behaviour of CO2 Fracturing Fluid in Unconventional
Low Permeability Reservoirs: Factor Analysis and Mechanism Revelation. Processes 2025, 13, 159. [CrossRef]

11. Zhang, R.; Tang, Y. Molecular dynamics simulation on the density distribution and multilayer adsorption of methane in nanopores.
Phys. Fluids 2024, 36, 122001. [CrossRef]

12. Ren, J.H.; Ren, X.H.; Song, H.Q.; Han, D.L.; Wang, C.C.; Sheng, G.L.; Lv, F.W. Adsorption and diffusion characteristics of methane
in nanopores based on molecular simulation. Acta Pet. Sin. 2020, 41, 1366–1375. [CrossRef]

13. Zhang, H. Nanoscale Transport of Multicomponent Fluids in Shales. Ph.D. Thesis, Virginia Polytechnic Institute and State
University, Blacksburg, VA, USA, 2025.

14. Xiong, J.; Liu, X.; Liang, L.; Zeng, Q. Adsorption of methane in organic-rich shale nanopores: An experimental and molecular
simulation study. Fuel 2017, 200, 299–315. [CrossRef]

15. Zhang, L.; Zhang, T.; Zhao, Y. Methane Adsorption in Nanoporous Shale. In Modelling in Nanoporous Shale; Advances in Oil and
Gas Exploration & Production; Springer: Cham, Switzerland, 2024; pp. 71–83. [CrossRef]

67



Energies 2025, 18, 2175

16. Passey, Q.R.; Bohacs, K.M.; Esch, W.L.; Klimentidis, R.; Sinha, S. From oil-prone source rock to gas-producing shale reservoir–
geologic and petrophysical characterization of unconventional shale-gas reservoirs. In Proceedings of the SPE International Oil
and Gas Conference and Exhibition in China, Beijing, China, 8–10 June 2010; SPE: Richardson, TX, USA, 2010.

17. Shi, J.; Zhang, L.; Li, Y.; Yu, W.; He, X.; Liu, N.; Li, X.; Wang, T. Diffusion and Flow Mechanisms of Shale Gas through Matrix
Pores and Gas Production Forecasting. In Proceedings of the SPE Unconventional Resources Conference Canada, Calgary, AB,
Canada, 5–7 November 2013; OnePetro: Richardson, TX, USA, 2013. [CrossRef]

18. Li, J.; Li, X.; Wang, X.; Li, Y.; Wu, K.; Shi, J.; Yang, L.; Feng, D.; Zhang, T.; Yu, P. Water distribution characteristic and effect on
methane adsorption capacity in shale clay. Int. J. Coal Geol. 2016, 159, 135–154. [CrossRef]

19. Jin, Z.; Firoozabadi, A. Effect of water on methane and carbon dioxide sorption in clay minerals by Monte Carlo simulations.
Fluid Phase Equilibria 2014, 382, 10–20. [CrossRef]

20. Liu, J.; Wen, Y.; Jiang, L.; Yuan, H.; Liu, Z.; Shui, Z.; Wang, B.; Yan, X. Molecular dynamics simulation of micro mechanisms of gas
and water migration and diffusion in shale reservoirs. Colloids Surf. Physicochem. Eng. Asp. 2024, 682, 132865. [CrossRef]

21. Xie, C.; Huang, J.; Jiang, S.; Zhao, H.; Wu, Z. Effect of Water Content and Salinity on CH4/CO2 Competitive Adsorption in
Organic and Clay Nanopores: A Molecular Perspective. Energy Fuels 2024, 38, 23507–23518. [CrossRef]

22. Zhang, L.; Yan, W.; Fu, J.; Cai, S.; Liang, H. Methane Gas Transport in Ca-MMT Shale Nanoslits Considering Water Content
Effects: Insights from Molecular Dynamics Simulations. Langmuir 2024, 40, 25110–25117. [CrossRef]

23. Zhang, Z.; Qiu, M.; Zhang, D. Analytical simulation of the simultaneous adsorption process of methane and water vapor in
shales. Geosystem Eng. 2025, 28, 31–45. [CrossRef]

24. Cygan, R.T.; Liang, J.-J.; Kalinichev, A.G. Molecular Models of Hydroxide, Oxyhydroxide, and Clay Phases and the Development
of a General Force Field. J. Phys. Chem. B 2004, 108, 1255–1266. [CrossRef]

25. Berendsen, H.J.C.; Grigera, J.R.; Straatsma, T.P. The missing term in effective pair potentials. J. Phys. Chem. 1987, 91, 6269–6271.
[CrossRef]

26. Eggimann, B.L.; Sunnarborg, A.J.; Stern, H.D.; Bliss, A.P.; Siepmann, J.I. An Online Parameter and Property Database for the
TraPPE Force Field. Mol. Simul. 2014, 40, 101–105. [CrossRef]

27. Jorgensen, W.L.; Maxwell, D.S.; Tirado-Rives, J. Development and Testing of the OPLS All-Atom Force Field on Conformational
Energetics and Properties of Organic Liquids. J. Am. Chem. Soc. 1996, 118, 11225–11236. [CrossRef]

28. Abraham, M.J.; Murtola, T.; Schulz, R.; Páll, S.; Smith, J.C.; Hess, B.; Lindahl, E. GROMACS: High performance molecular
simulations through multi-level parallelism from laptops to supercomputers. SoftwareX 2015, 1, 19–25. [CrossRef]

29. Martínez, L.; Andrade, R.; Birgin, E.G.; Martínez, J.M. PACKMOL: A package for building initial configurations for molecular
dynamics simulations. J. Comput. Chem. 2009, 30, 2157–2164. [CrossRef]

30. Humphrey, W.; Dalke, A.; Schulten, K. VMD: Visual molecular dynamics. J. Mol. Graph. 1996, 14, 33–38. [CrossRef]
31. Wang, Z.; Yu, C.; Zhao, J.; Guo, P.; Liu, H. Molecular dynamics simulation for quantitative characterization of wettability transition

on silica surface. J. Mater. Res. Technol. 2022, 19, 4371–4380. [CrossRef]
32. Xu, J.; Zhan, S.; Wang, W.; Su, Y.; Wang, H. Molecular dynamics simulations of two-phase flow of n-alkanes with water in quartz

nanopores. Chem. Eng. J. 2022, 430, 132800. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

68



energies

Article

Applying Deep Electrical-Resistivity Tomography Techniques
for the Exploration of Medium- and Low-Geothermal
Energy Resources

Cristina Sáez Blázquez *, Ignacio Martín Nieto, Javier Carrasco, Pedro Carrasco, Daniel Porras, Miguel

Ángel Maté-González, Arturo Farfán Martín and Diego González-Aguilera

Department of Cartographic and Land Engineering, Higher Polytechnic School of Avila, University of Salamanca,
Hornos Caleros 50, 05003 Avila, Spain; nachomartin@usal.es (I.M.N.); tgeofisicas@gmail.com (J.C.);
retep81@usal.es (P.C.); dporras@geoland.es (D.P.); mategonzalez@usal.es (M.Á.M.-G.); afarfan@usal.es (A.F.M.);
daguilera@usal.es (D.G.-A.)
* Correspondence: u107596@usal.es

Abstract: The growth of the geothermal industry demands the constant search of techniques with
the aim of reducing exploration efforts whilst minimizing subsurface uncertainty. The exploration
of geothermal resources is fundamental from the exploitation point of view, especially in those
regions where this energy is not as widespread as the rest of renewable sources. This research shows
how geoelectrical methods can contribute to the investigation and characterization of medium–low
enthalpy geothermal resources until about 800 m of depth. A 2000 m long electrical-resistivity
tomography profile was performed in a region of Southern Spain with previous evidence of moderate
geothermal potential. Results of this geophysical campaign (together with a preliminary geological
characterization) allowed for the obtainment of a 2D profile and a pseudo-3D model with extensive
information about the subsoil in terms of geological composition and formations. The interpretation of
geophysical results denotes the existence of a potential formation constituted by carbonate materials
with thickness greater than 300 m, crossing different fractures. Once the ideal location for the
geothermal exploitation is defined, the research evaluates the contribution of the possible energy
source, deducing that the energy extraction in the potential fracturing area would be double that of
the one in the vicinity of the site.

Keywords: geothermal resources; exploration; electrical resistivity tomography; 2D profile; poten-
tial area

1. Introduction

Due to the current energy context and the exponential increase of the world energy
demand, there is a clear need to move towards the massive use of renewable energy re-
sources and become less dependent on social or geopolitical factors. In fact, the continuous
availability of energy is considered one of the most critical aspects for society development,
especially considering that, today, a significant portion of energy still derives from burning
limited organic fuels. One approach to replace conventional fossil fuels and alleviate the
mentioned energy issues is the introduction of renewable energy technologies. In this
sense, geothermal energy appears as a potential contributor in the way of reducing the
external and internal energy dependence on non-renewable systems [1], constituting one
of the most efficient sources that can operate continuously to meet the energy demand
24/7 [2]. This energy can be directly used for heating and/or cooling applications, con-
stituting one of the oldest and most versatile ways of utilizing geothermal resources [3].
In this context, the globally installed capacity for direct geothermal use worldwide was,
at the end of 2019, 107,727 MWt, meaning a 52% increase over the year 2015, which is
a growing annual rate of 8.7% [4]. The reason for this significant growth is, mainly, the
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recent technological development of geothermal heat pumps (GHPs), which generally
constitute these shallow systems through the well-known ground-source or ground-water
heat pump (GSHP-GWHP) technologies [5,6]. The alternative use of geothermal energy is
power generation, which is usually attributed to deep and hydrothermal resources with an
average growth rate of around 5% per year and a global production of 95 TWh in 2020 in
more than 30 countries [7].

Despite the clear versatility of geothermal resources, when compared with other
renewable solutions (e.g., biomass, hydro, solar PV, wind), geothermal falls far behind both
in production and installed capacity. The principal obstacle to geothermal growth is the
initial investment costs generally associated with power projects, but also for domestic
heating and cooling solutions. However, numerous countries have done the required
groundwork to conduct resource inventories with the aim of quantifying their potential for
exploiting the different possibilities of geothermal energy [8,9].

In the particular case of Spain (where this research is focused), geothermal develop-
ment is still undervalued. There are no high-enthalpy geothermal facilities operating in
the country, and the shallow geothermal use is also limited. In this sense, although slower
than desirable considering the existing capacity and energy requirements, the installa-
tion of GHP systems has been a growing trend in the last few years. In addition, public
administrations are making a great effort to introduce GHP systems in public buildings
(both in refitted and new spaces) in order to move into the concept of “Nearly Zero-Energy
Buildings” (NZEBs) promoted by the European Union [10–13]. Based on the data from
the World Geothermal Congresses of 2015 and 2020, the estimated uses for the country are
summarized in the following Table 1.

Table 1. Estimated shallow geothermal uses for Spain [14,15].

Use MWt TJ/Year

Individual space heating 5.20 133.6

Greenhouse heating 22.0 165.4

Bath and swimming 3.80 92.0

Geothermal heat pumps 513.0 3542.0

Total for the country 544.0 3933.0

In spite of the clear advantages and the proven capacity to provide energy at a constant
pace, as shown in the previous Table 1, the widespread production of geothermal energy
in the country considered here has been limited by different factors. Among them are the
lack of access to thermal supplies, the operating risks when drilling the geothermal wells,
and the associated high capital costs [16,17]. When these factors are analyzed, it is common
to conclude that most of these risks are mainly due to the lack of knowledge and precise
characterization of the ground where the system is planned. In this sense, the in-depth
evaluation of the subsoil structure and the determination of its expected thermal behavior
are essential when designing the geothermal well field.

Regarding the reservoir temperature, it can be measured directly by bottom-hole
temperature measurements. However, well measurements may not be representative of
the entire reservoir, and geophysical prospecting appears as an effective tool for providing
a more spatially complete information source. Depending on the type of geothermal
system considered, the objective of these tests may be the determination of the geological
structures and their distribution in depth, the estimation of the thermal properties of the
existing formations, or the location of aquifers or singular structures, among many other
applications [18–20]. The implementation of these techniques has proven to be useful when
designing a shallow geothermal system and, thus, ensuring its correct operation during the
estimated useful life period. But these prospecting systems are also essential when trying to
achieve a better understanding of a deep geothermal resource. Geophysical detection and
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the monitoring of deep reservoirs represent a great advance in the exploration of geothermal
energy and, ultimately, in the acquisition of complete and optimized information about the
structure in depth and the possibilities of future geothermal exploitation [21,22].

In the context of defining new possibilities of geothermal exploitation, this research
includes a deep Electrical-Resistivity Tomography (ERT) model obtained from the geophys-
ical prospecting on a certain study case, with an already known favorable geological setting
and thermal evidence. From the geophysical campaign tests, the geological and thermal
characterization of the area was performed to finally evaluate the possible geothermal use.
Despite the preliminary discovery of anomalous underground temperatures, there is, in
the study area, a lack of knowledge about the distribution of the geothermal resource at
depth and the viability of its extraction. Based on this, the importance of this research lies
in achieving a greater characterization of the underground area, being the final aim of the
work is to provide a new basis for possible future geothermal exploitation. In turn, this
research pursues to highlight the benefits of geophysics when characterizing the under-
ground to evaluate the proper geothermal exploitation and optimize the configuration
of the global well field and the corresponding elements of the system. In this context,
the present paper is organized as follows: firstly, information about the geological and
geothermal conditions of the study area and the geophysical technique implemented in the
prospecting campaign is included. Then, the results of the geophysical tests are presented,
as well as the discussion of the main achievements derived from the experimental phase. As
a final section, the paper includes the conclusions and future perspectives of applications.

2. Preliminary Study-Area Characterization

2.1. Geology and Structural Setting

As previously mentioned, the objective of this study is the analysis of the subsoil
characteristics in order to clarify the possibilities of future deep–medium geothermal
energy exploitation. In this context, the study focuses on a certain area located in the
autonomous community of Granada (Spain), in which an electrical-resistivity tomography
survey has been performed. The following Figure 1 describes the location of the study area
selected in the present research.

 

Figure 1. Location of the study area included in the evaluation of this research.

The selection of the location under study is based on the structural and geological
characterization that indicated a possible formation of interest from the point of view of
energy use. The area under study is located within a series of mountainous alignments to
the south of the Guadalquivir Valley, known as the Baetic Mountains and, more specifically,
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in the region of the “Montes Orientales”. The area suffered tectonic phenomena on a
continental scale during most of the Mesozoic and Tertiary, related to the opening of the
Atlantic and Tethys, as well as the collision of the European and African plates [23,24]. In
particular, the area included in this research is located in the sub-Baetic zone, characterized
by presenting practically continuous sedimentation between the Triassic and the lower
Miocene. Three main domains are established from north to south in this context:

- External sub-Baetic, corresponding to an area in which limestone materials predomi-
nate, acquiring great development levels of condensation.

- Medium sub-Baetic, predominating marly materials that appear as characteristic
lithologies, radiolarites, and submarine volcanic rocks.

- Internal sub-Baetic that covers a relatively slightly subsiding sector in which exclu-
sively limestone materials outcrop.

Beyond the described sub-Baetic level, Neogene and Quaternary materials are also
located in the analysed environs that appear as alluvial deposits. Figure 2 presents the
geological levels that constitute the area under study [25].

Figure 2. Geological setting of the area in which the geophysical survey was performed.

2.2. Previous Geothermal Evidences

In addition to the geological characterization presented above, in the vicinity of the
area where the geophysical campaign has been conducted, there is an existing drilling
whose open-access information is also relevant to the aim of this study. The 219 m borehole
(included in Figure 3) was drilled by percussion with a downhole trephine and allowed for
the deduction of the lithological column described in Table 2 [26].

During the prolonged pumping in the drilling, several measurements of the temper-
ature of the extracted water were conducted. It was stabilized at 35.2 ◦C, which could
preliminarily indicate the existence of a low-temperature geothermal resource (placing
this temperature above the average of the place by around 15 ◦C). The interpretation of
the borehole tests and the results of the pumping test also allowed for the conclusion that
the storage formation has a calculated transmissivity of 600 m2/day and an estimated
exploitation flow of at least 60 L/s, with maximum values around 80–90 L/s.
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Figure 3. Arrangement of the ERT profile in the area under study (at the top) execution of works in
the field (at the bottom).

Table 2. Description of the lithological column of the existing borehole located in the study area.

Length Geological Description

0–170 m Alternations of light and white colors marls assigned to the middle–lower
Cretaceous

170–198 m Alternation of sandy and marl sections with limestone
From the Lower Cretaceous and Upper Jurassic

198–214 m Marls and white limestones from the Middle Jurassic

214–219 m Tabled limestone and karstified gray dolomitic limestone

3. Materials and Methods

3.1. Geophysical Surveys-ERT
3.1.1. ERT for Geothermal Characterization Review

Based on the description of the previous Sections 2.1 and 2.2, this research aims to deter-
mine the in-depth characterization of the structure and arrangement of the subsoil materials
and analyze the lateral continuity of the formation of interest, with special attention to the
potential presence of fractures. With these objectives in mind, the geophysical-prospecting
campaign has been raised considering the partial knowledge of the ground in the study
area and the need to reach sufficient depth levels for the investigation here pursued. From
the commented initial statements and, as previously mentioned, the electrical-resistivity
tomography technique, it was considered as the potential method for the underground
evaluation of this work.

ERT survey is widely implemented for mapping the location of potential areas for
groundwater, minerals, or geothermal use [27,28]. In the specific geothermal field, different
studies have focused on the delineation of geothermal reservoirs and/or associated struc-
tures such as fractures or faults as a preliminary prerequisite for a successful geothermal
exploration [29]. In the evaluation of large and known geothermal areas, ERT profiles have
proven to be a suitable method for obtaining a high spatial variability, where the potential
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zone is clearly distinguishable from those with different resistivity [30–32]. In the case of
high- and medium-enthalpy geothermal systems, these present great variations in their
resistivity/conductivity structure, usually associated with the occurrence of fluids but also
with the presence of anomalous concentrations of hydrothermal minerals. The existence
of particular fluids, such as saline fluids or meteoric water in rocks, results in enhanced
electrical conductivity to a greater or lesser extent, depending on the characteristics of
this fluid [33–35]. In these cases, ERT methods are an important source of information,
but they also constitute a great help in those surveys where the initial thermal evidence is
not so clear, but a possible state of fracturing or structural disposition could indicate the
potentiality of geothermal exploitation at different scales. In the case of low- and very-low-
enthalpy geothermal resources, these geophysical tools are also extremely valuable for the
characterization and distribution of the ground materials and the subsequent design of the
well field [18,19].

3.1.2. Fundamentals of the Method and Application on the Study Case

ETR technique provides a subsurface geoelectrical characterization by the measure-
ment of the apparent resistivity from a tetra-electrode device, injecting current of a known
intensity into two electrodes called “A” and “B” and automatically recording the potential
difference between the other two electrodes “M” and “N”. The process is consequently
repeated by automatically varying the distances between the pairs of electrodes so that the
apparent resistivity is obtained in multiple positions and levels (n). Data are subsequently
processed by means of mathematical inversion algorithms, obtaining an image of resistivi-
ties and real depths of the subsoil. The depth of investigation is in fact a function of the
ability of the material to identify and measure the electric potential between electrodes [36].

The methodology is based on the contrast of resistivities obtained that allows for
the differentiation of the subsoil materials based on their electrical behavior; that is, their
apparent resistivity value (after the inversion of the field data). However, the subsurface
resistivity of a particular area can be affected by different factors such as the porosity and
pore structure of the rock formations, the content of water or steam, salinity, pressure,
temperature, or any other alteration between water–rock. In this sense, the pore volume,
regarding the total rock volume ratio, the geometric arrangement of the pores (formation
factor), the ratio of water-filled pores to empty pores, or the resistivity/conductivity of the
fluid that is filling the pores [37], is particularly influential.

In the case of the present research, field works consisted of the execution of an electrical
tomography profile of 2000 m in length using a hose with 21 electrodes with a separation
of 100 m, and a direct and inverse pole–dipole recording device (Figure 3). Data were
collected using the commercial equipment Syscal Pro multi-electrode imaging system with
an automatic injection range with a 1200 W AC/DC converter. The array configuration was
set with the aim of obtaining a strong signal, high-penetration capability, and high-density
data. Since the data quality during the ERT acquisition depends on factors such as the
noise or the resistivity of materials, the use of a high-power transmitter and an AC/CD
converter increases the effective working voltage and contributes to their mitigation. One
more influential factor is contact resistance, which is a function of the resistivity of the
most superficial layer of the ground. If contact resistances are not allowed, longer and/or
multiple linked electrodes are used at the electrode position, and if required, the galvanic
contact of electrodes with the ground can be improved by adding a saltwater solution [38].
It is also convenient to mention that the location of each electrode was defined by using a
handheld Global Positioning System (GPS) with a horizontal accuracy of 3 m. For the GPS
coordinates, ellipsoidal altitudes were also determined since elevation values are required
for the subsequent data inversion.

3.1.3. Inversion-Model Approach

Once the ERT raw data on the field (binary) were acquired, these were converted into
ASCII format to numerically process the field datasets. For removing the outlier data points,
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X2IPI software (version 5.19) was used following the criteria of unmeasured intensities
of those values lower than 100 mA [39]. In the next step, topography information was
assigned to each node, and the apparent resistivity data were inverted using a linearized
least-squares algorithm in order to obtain the inverted resistivity models [40].

Finally, RES2DINV software (version 5.0) was implemented for ERT data modeling.
The tool is based on a finite element modeling or a difference algorithm capable of providing
the forward modeling of the voltage response to the current injection. The models of
resistivity developed by the software are then divided into different rectangular blocks
with specific resistivity values coming from the field-measuring process. Data of apparent
resistivity are finally presented as a pseudo-section, in which the apparent resistivity values
are assigned to a predefined location in function of the type of array [41].

The selected inversion procedure was the smoothness-constrained least-squares opti-
mization method, or the smooth L2 norm (function of a damping factor), which allows for
the minimization of the sum of squares between the calculated apparent resistivity values
and those observed, producing smooth fluctuations in resistivity within the inversion
model. The process of inversion begins with the initial model parameters and the damping
factors that are refined through an iterative process.

4. Results

4.1. 2D ERT Profile

Figure 4 shows the results obtained in the 2D ERT profile performed in the area under
study. The geoelectrical model also includes the synthetic column crossed by the existing
drilling together with the distinction of three main geological horizons and the location of
the fault’s structures in line with the geological characterization established in Section 2.

Figure 4. Electrical-resistivity tomography 2D profile in the study area. Length: 2000 m, Interelectrode
span: 100 m, Number of electrodes: 21, Dispositive registration: Pole–Dipole, RMS error: 10.3%.

In the 2D model of the above Figure 4, three layers can be distinguished with the
following characteristics:

• A first outcropping surface layer (1) of a relatively conductive nature, corresponding to
Cretaceous and Upper Jurassic materials mainly constituted by alternations of sandy,
limestone, and marly materials. As observed in the 2D profile, Layer (1) presents a
more conductive character in the extreme east, indicating the majority presence of
clays and marls. Regarding the thickness of the layer, it ranges between 120–250 m.

• An intermediate resistive layer (2), constituted by carbonate materials from the middle
and lower Jurassic. This layer has a significant thickness higher than 300 m and
presents two main fracture areas (also included in Figure 4):

� A fracture located around Meter 450 of the 2D profile. The area is defined
by the lateral change in resistivity observed in the model that descends at
that point in a westerly direction. It should be noted that this fracture context
agrees with the fault mapped by the consulted geological database [23], which
intersects the trace of the profile at this point, but with a very oblique character.
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This factor could influence the resistivity values obtained from the geophysical
prospecting campaign.

� A fracture formation appearing approximately at Meter 1700 of the ERT profile,
defined by the jump and elevation observed at the top of layer (2), estimated at
about 80 m.

• A final conductive basal layer (3), determined by the clear decrease in resistivity, which
could indicate the presence of Triassic materials.

In general, the described results indicate that there is an appropriate correlation
between the data derived from the existing borehole and the geoelectrical model obtained
from geophysics.

4.2. Pseudo-3D ERT Model

In addition to the previous 2D profile, a three-dimensional model has been obtained
using Oasis Montaj software (Seequent). Once the profile into the tool is exported, it
performs an interpolation of the areas without data from the tomography profile, located
in the basal part of the ends. The final product is a 3D geoelectrical model that enables an
in-depth analysis of the whole ground distribution [42]. These 3D models are included
in the following Figures 5–7 in which it is possible to observe the general structure of the
study area in relation to its topography and geological cartography.

Figure 5. Pseudo 3D model with the digital Terrain Model (DTM) and the orthophoto. View from
the north.

The previous Figures 5–7 show the tomography profile obtained from the geophysical
campaign (depth information) overlaid with three surface visualization modes: according
to the digital model of the terrain and the orthophoto, the single digital terrain model and
the digital terrain model together with the geology and family of faults in the area. In all of
them, the location of the existing borehole has also been included in order to facilitate the
interpretation of the results.
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Figure 6. Pseudo-3D model with the Digital Terrain Model (DTM). View from the north.

Figure 7. Pseudo-3D model with DTM and geology, highlighting the main mapped faults. View from
the north.

5. Discussion

5.1. Model Validation

In certain exploration areas, there is great variability between the geological conditions and
the underground distribution. In this sense, the application of geophysics is fundamental for
understanding the existing structures and formations in depth. The present research investigates
the potential of ERT for the exploration of low–medium enthalpy geothermal resources.

The implementation of an ERT 2000 m long profile has allowed for the penetration of
the subsoil up to levels of around 800 m, meaning it is an important source of information
about the composition of the materials that make up the subsoil and its distribution in the
horizons. The obtained geoelectrical model must represent the subsurface and, at the same
time, provide a good fit to the surface geology and lithostratigraphic units based on the
existing geological cartography and the known fracture formations and faults.
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According to the 1:50,000 scale cartographic layer produced by the IGME (Instituto Ge-
ologico y Minero de España) in the area under study, two families of fractures intersect the
profile at the eastern and western ends of it. This source of information provides an initial
basis for the nature of the characteristic geological formations of the site, which, together
with the lithological column known from the borehole existing in the area, represents an
important approximation to the characterization of the subsoil. The interpretation of the
ERT results agrees with the existing information in the first levels of the ground, also pro-
viding additional documentation of how the geological structures are distributed in depth.
Through the geophysical campaign, it has been possible to corroborate the arrangement
of the fault formations at deeper levels and to characterize the subsoil at greater levels of
depth. The results of the survey denote the existence of a potential formation constituted
by carbonate materials from the middle and lower Jurassic with a thickness greater than
300 m, which is also crossed by the families of fractures. The set of information provided by
the tests and verified by the known structures at more superficial levels makes it possible
to accurately plan the most optimal location for possible geothermal exploitation in the
analyzed area. The data known from the drilling report of the borehole in the area also
confirm (although in much less detail) a significant coincidence in the division of layers
in depth.

5.2. Geothermal Exploitation

As commented before, based on the results obtained in the geophysical model, it is
possible to establish a preliminary approximation of the most appropriate scenario for
future geothermal exploitation. The approach followed here is to evaluate a possible
opportunity to semi-directly capture the geothermal flow that is suspected to exist in the
underground study area. Due to the limitations of the geophysical techniques (which can
only be solved with direct drilling), there is not total certainty about the behavior of the
phenomenon, but this section tries to provide a possible exploitation pattern according to
the known in-depth information.

Following the geological distribution in the ground, the geothermal drilling should
reach the formation (2) of Figures 4–7 in which carbonate materials are present. These
layers, characterized in their most superficial part by a certain degree of karstification,
constitute a proper environment for the extraction of the required water flow by means of
geothermal use. Specifically, the projected borehole should be located at the extreme west
of the profile (Figure 8) in the vicinity of the fault structure, and where the formation of
interest (2) does not present resistivity values as high as in the case of the existing borehole.

Figure 8. Location of the proposed drilling for possible geothermal exploitation.

Once the potential location for a possible geothermal use is established, an estimation
of the temperature of the fluid in the considered area and the possible thermal extraction
is presented in this subsection. For this, the probable flow path from the potential area
(in the fault) to the existing drilling will be evaluated. Taking into account the geological
distribution analyzed in this study, the probable circulation layer should be the one marked
in yellow (Figure 8) that communicates the fracture with the lower end of the existing bore-
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hole. In this way, and based on the scale of Figure 8, the circulation area is approximately
400 m long and 40 m thick. From this information, and considering the porosity of the
limestone formation of the reservoir, the real diameter through which the flow circulates
up to the borehole is obtained (DF of Table 3).

As a second step, it is necessary to define the initial thermal conditions of the site, such
as the average temperature of the ground at the depth considered (220 m as the existing
drilling). Based on previous studies, the area is not characterized by known significant
geothermal anomalies, having a normal geothermal gradient of around 3 ◦C/100 m and
with temperatures within the average values in the original geological environment [43].
The estimated ground temperature at the considered level can be also found in Table 3
as TG.

Table 3. Principal site and fluid parameters required for the thermal characterization of the site [44].

Main Site Parameters

Flow diameter (DF) 3.2 m

Ground Temperature (TG) 19.5 ◦C

Temperature of the water borehole (TB) 35.2 ◦C

Length of the area (LA) 400 m

Thickness of the area (TA) 40 m

Considered depth (DP) 220 m

Fluid Properties

Kinematic viscosity (υ) 1 × 10−6 m2/s

Dynamic viscosity (μ) 1 × 10−3 kg/m·s
Specific heat (cp) 4184 J/kg·K
Thermal conductivity (k) 0.6 W/m·K

Based on the above information, the heat flux by forced convection can be evaluated,
for which different parameters must be defined. The first one is the dimensionless Reynolds
number (Re), required to categorize the fluid of the system and to confirm the laminar
behavior of the flow (Equation (1)) [45].

Re =
V·DF

υ
(1)

where V is the average flow velocity (m/s).
In the present study case, the flow velocity (V) is estimated according to measurements

obtained from the existing borehole, such as the transmissivity of 600 m2/day already
mentioned in Section 2.2 and the analyzed layer thickness (TA), obtaining a maximum
flow velocity of around 15 m/day. Regarding the kinematic viscosity (υ), it is consulted in
standard databases for water at the temperature of the medium considered (Table 3) [43].
With all these values, a Reynolds number of 555.56 is obtained, denoting the laminar nature
of the fluid in the analysed conditions of the environment.

The following parameters to calculate are the Prandtl number (Pr), which expresses
a dimensionless quantity for assessing the relation between momentum transport and
thermal transport capacity of the fluid, and the Nusselt number (Nu) that is basically a
function of Re and Pr numbers. Both numbers are defined in Equations (2) and (3) [45].

Pr =
μ·Cp

k
(2)
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Nu = 3.66 +
0.065·

(
DF
LA

)
·Re·Pr

1 + 0.04·[
(

DF
LA

)
·Re·Pr]

2/3 (3)

Considering again the standard values of μ, cp, and k for the fluid at the analyzed
conditions (Table 3) [46], Pr and the Nu numbers are estimated as 6.97 and 5.26, respectively.
It is convenient to mention that Equation (3) provides an approximation to the calculation
of Nu, considering that the value obtained is greater than 3.66 as the one here presented.

Once defined, the previous parameters, the thermal convection coefficient (h) (W/m2·K)
for forced convection, is expressed as follows (Equation (4)).

h =
k

DF
·Nu (4)

Substituting the corresponding values, the convection coefficient h for the study
conditions is 0.99 W/m2·K. Convective heat transfer occurs from the moving of the fluid
through the considered formation, according to what is known as Newton’s Law of Cooling.
In this way, from the calculated convection coefficient, the temperature of the water ( TW)
in the suggested location of the fracture can be calculated by applying Equation (5) [47].

TW = TG−

⎡
⎣TG − TB

e
− h·As.

m·cp

⎤
⎦ (5)

where As (m2) is the area through which the fluid circulates in the formation and
.

m (kg/s)
is the mass flow rate.

Considering the geometry of the formation, as well as the density and the estimated
velocity of the fluid, As and

.
m can be directly obtained, being the values 3516.80 m2 and

1.40 kg/s, respectively. Finally, applying the previous Equation (5), the water temperature
in the area suggested in this study could reach the value of 48.89 ◦C.

On top of the above, the specific energy (E) that the increase in temperature supposes
in both conditions (in the existing drilling and in the suggested one) is calculated applying
the following equation.

E = cp·ΔT·m (6)

where m (kg/h) is the mass of the circulating fluid, which can be calculated from the
estimated flow in the existing drilling (at least 60 L/s) that, considering the density of the
fluid, is means 216,000 kg/h. ΔT (◦C) is the temperature increase between the ground and
the temperature of the water in each assumption. These values, and the final result of
applying Equation (6), are included in Table 4.

Table 4. Increase in temperature and specific energy achieved in each of the considered scenarios.

Scenario ΔT (◦C) E (J) E (th)

Existing drilling 15.70 1.42 × 1010 3388.93

Suggested drilling 29.39 2.66 × 1010 6343.99

From the previous values of Table 4, it is easily observable how the extraction of water
in the area suggested in the present research supposes an increase in temperature of almost
double that currently achieved in the existing borehole of the area. All this also means
doubling the specific energy of the site and denoting the presence of a relevant geothermal
resource of significant importance for its future use.

In relation to the previous calculations of the upwelling temperature, it should be
clarified that this is one of the possible scenarios regarding the origin of the thermal anomaly
measured in the well. For a deeper characterization of the resource, it would be necessary
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to take into account possible deviations in the geometry and properties of the geological
structure that constitute the aquifer (error of the inversion process of geophysical data),
or possible thermal contributions not considered in the direction of the flow prior to the
emerging fracture.

6. Conclusions

In different regions of Spain, the lack of precise information on the resource and
its possibilities of exploitation constitute a barrier preventing geothermal energy from
making a greater contribution to meeting energy demand at present. The present study
applies deep electrical-resistivity tomography to characterize a possible geothermal site.
The information about the subsoil obtained from the resistivity data is in agreement with
the geological structures known from the existing borehole located in the vicinity of the
studied area. Beyond this contribution, the geophysical campaign has allowed to know
the distribution of the geological formations and structures at greater depth and define the
ideal location for better geothermal resource exploitation. In this way, and by locating the
possible energy source in depth through the structuring in the form of a fault, the extraction
of water in the proposed area allows us to achieve an estimated temperature of 48 ◦C with
an energy use of practically double the current extraction in the existing borehole.

Based on all that has been evaluated in this investigation, future geothermal exploita-
tion initiatives in the study area will be precisely planned, minimizing the possibilities of
error and facilitating the corresponding exploration and implementation tasks linked to the
geothermal-extraction system. Regarding future research, and since it is a promising area,
it would be interesting to address the analysis of the formations that give rise to thermal
anomalies on the surface through the use of more extensive geophysical techniques. In
this sense, the application of the magnetotelluric method could be advisable to image the
subsurface electrical resistivity and provide (by the use of the Earth’s naturally occurring
electromagnetic fields) useful information about the lateral and vertical resistivity variation.
The investigation depth of this technique can reach several tens of kilometers in function
on rock resistivity, making it a technology of great value to be applied in areas such as
the one evaluated in this research, making it also possible to determine with greater preci-
sion the scope of the resource and its possibilities of use as a medium or a high-enthalpy
geothermal system.
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Nomenclature

Acronyms

GHP Geothermal Heat Pump
GSHP Ground-Source Heat Pump
GWHP Ground-Water Heat Pump
NZEB Nearly Zero-Energy Building
ERT Electrical-Resistivity Tomography
GPS Global Positioning System
IGME Instituto Geológico y Minero de España
DF Flow diameter
TG Ground Temperature
TB Temperature of the water borehole
TW Temperature of the water
LA Length of the area
TA Thickness of the area
DP Considered depth
υ Kinematic viscosity
v Flow velocity
μ Dynamic viscosity
cp Specific heat
k Thermal conductivity
Re Reynolds number
Pr Prandtl number
Nu Nusselt number
h Thermal convection coefficient
As Area of circulation of the fluid in the formation
.

m Mass flow rate
E Specific energy
m Mass of the circulating fluid
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Abstract: The key to ensuring the economic feasibility of EGS mainly includes two points. On the one
hand, it is necessary to ensure the connectivity of the artificial fracture network; on the other hand, it
is necessary to determine the most efficient geothermal energy exploitation mode. Most previous
studies have only focused on one of the points. To restitute the entire geothermal energy development
process, the two parts should be combined to conduct research. In this study, a random fractured
medium model was established based on the TOUGH2-BIOT simulation program and the whole
process of reservoir stimulation was analyzed. According to the results of reservoir stimulation,
different geothermal energy exploitation schemes are set up, and the heat transfer efficiency of
the conventional double vertical wells, the horizontal wells, and the double-pipe heat exchange
system are comparatively analyzed. The results show that reservoir reconstruction is mainly divided
into three stages: In the first stage, the hydraulic aperture of the conducting fractures reaches the
maximum value; in the second stage, the non-conductive fractures overcome the in situ stress and
become conducting fractures; in the third stage, the rock in the reservoir undergoes shear failure, the
fractures expand and connect, and finally, a fracture network is formed. After each stage, the volume
of the enhanced permeability area is approximately 10,000, 21,000, and 33,000 m3, respectively. After
30 years of exploitation, the outlet temperature and thermal power output of conventional double vertical
wells are the highest, while the horizontal wells have the highest heat extraction ratio. The temperature
of a production well in the conventional double vertical wells model, horizontal wells, and double-pipe
heat exchange system is 101 ◦C, 93.4 ◦C, and 91.6 ◦C, a decrease of 41.2%, 45.7%, and 46.7%, respectively.
The thermal power output is 6.67 MW, 6.31 MW, and 6.1 MW, a decrease of 39.4%, 42.6%, and 44.5%,
respectively. The heat extraction ratio of the horizontal wells is 2% higher than the double-pipe heat
exchange system and 6.5% higher than the conventional double vertical wells.

Keywords: enhanced geothermal system; reservoir reconstruction; productivity evaluation; TOUGH2-
BIOT; numerical simulation

1. Introduction

The energy structure dominated by traditional fossil energy has placed huge pressure
on the environment [1]. Countries are always looking for environmentally friendly, energy-
efficient, and, especially, renewable energy sources to reduce the proportion of fossil fuels in
the energy structure [2]. Geothermal energy has received increasing attention with regard
to its green and renewable resource with abundant reserve, and its commercial exploitation
is believed to be an effective option to achieve the targets of “carbon peaks” and “carbon
neutral” [3,4]. Therefore, the effective development of deep geothermal resources has
become a research focus in the geothermal industry.

Hot dry rock (HDR) represents the largest portion of the geothermal energy reserve.
According to statistics, the total HDR geothermal resources buried at 3–10 km is 2.5 × 1025 J
(equivalent to 860 trillion tons of standard coal), with the energy contained equivalent to 30 times
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the energy contained in all the oil, gas, and coal in the world combined [5,6]. However, due to
HDR being dense and hard, and the permeability extremely low, the degree of exploitation
is the lowest among geothermal resources. Therefore, in the development and utilization
of dry heat geothermal resources, hydraulic fracturing is required to form artificial fracture
networks, with heat extracted by injecting flow in water injection wells, circulated in the
fracture network, and collected in production wells to form an enhanced geothermal system
(EGS) [7,8]. However, the development of HDR geothermal resources exploitation is an
extremely complex process, generally expressed as a thermal-hydrological-mechanical
(THM) coupling problem. Considering the difficulty of direct monitoring and research on
deep underground space, a numerical simulation is an efficient way of solving multi-field
coupling problems [9].

The key to ensuring the economic feasibility of EGS mainly includes two points.
On the one hand, it is necessary to ensure the connectivity of the artificial fracture network.
In the process of reservoir stimulation, the uncontrollability of fracture development is
the main reason affecting the connectivity of artificial fracture networks [10]. The fracture
system in EGS could be represented by two methods, namely, the discrete fracture network
model and the equivalent continuous porous media model [11]. Based on these methods,
many numerical models have been established to study the reservoir stimulation of EGS.
By establishing a fractured porous media model, Rutqvistz et al. analyzed the effect
of stress changes on fracture development in the process of reservoir stimulation [12].
Lei et al. analyzed the changes in pressure, temperature, and stress inside EGS in the
stage of fracture development by establishing an equivalent porous media model [13].
Lu et al. and Ghassemi et al. proposed a fully coupled equivalent porous medium model
of THM based on rock mass deformation, shear expansion, and fracture expansion when
fluid seepage occurs inside fractures, which can quantitatively predict the complex fracture
reconstruction process in the fracture system [14,15]. Saeed et al. developed stochastic
discrete fracture networks (DFN) to mimic the reservoir permeability behavior based on
experimental and field data [16,17].

On the other hand, after establishing the artificial fracture network, the exploitation
efficiency of geothermal energy will be affected by different wellbore layouts. The heat
transfer between the geothermal reservoir and fluid medium in the EGS is described by
two models: local thermal equilibrium and local thermal non-equilibrium. Research shows
that compared with other wellbore layout methods, the traditional double vertical wells
have the highest outlet temperature, the horizontal wells have the highest heat power
output and heat extraction rate, and the double-pipe heat exchange system has the lowest
reservoir reconstruction cost and better fracture network connectivity [18–22].

Although the previous numerical simulation studies on EGS performance are exten-
sive, fractures in the geothermal reservoir are randomly distributed, the dip angle and dip
tendency of different fractures are different, and the directionality of the fractures needs
to be considered when establishing the fractured medium model. Meanwhile, previous
numerical simulation studies have only analyzed one wellbore layout method or compared
the heat transfer efficiency of two wellbore layout methods, so it is difficult to analyze
the advantages and disadvantages of multiple wellbore layout methods in geothermal
energy production. Furthermore, HDR geothermal energy development includes two parts:
reservoir reconstruction and thermal energy exploitation. Most previous studies only focus
on one part. To restore the entire geothermal energy development process, the two parts
should be combined to conduct research.
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This paper takes geothermal field data from Matouying as a geological reference. Based
on a numerical simulation performed with TOUGH2-BIOT, a random feature to distinguish
the direction of the distribution of fractures during model creation is introduced, and
based on the permeability tensor method, the porous medium is replaced by the fractured
medium. The evolution characteristics of the seepage field during the reservoir stimulation
process were analyzed to evaluate the fracturing effect. The wellbore layout position was
set according to the reservoir reconstruction result, with the heat transfer efficiency of
conventional double vertical wells, horizontal wells, and the double-pipe heat exchange
system compared and analyzed. The simulation result was verified by analyzing the
temperature field evolution characteristics of the geothermal reservoir after heat transfer.

2. Geothermal Data in the Matouying Geothermal Field

The Matouying uplift area is located in the eastern part of Hebei Province and is a low
plain area with large tectonic subsidence, with the deep and large fractures in the field well
developed [23]. The specific geographical location of the Matouying geothermal field is
shown in Figure 1. The north side of the geothermal field is bounded by the Mabei fault,
the west side is bounded by the Baigezhuang fault zone, and the south side is bounded by
the Hongfangzhi fault zone [24].

Figure 1. Matouying geothermal field location.
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To investigate the deep high-temperature geothermal resource, multiple exploration
wells were drilled in the Matouying geothermal field. The temperature logs of exploration
wells with the lithologic feature are shown in Figure 2. The measured results indicate that
there is a certain degree of heterogeneity in the geothermal gradient in the area, which
generally shows that the change is relatively slow in the north and relatively large in the
south offshore area. The Cenozoic geothermal gradient in the study area is 3.0–5.0 ◦C/hm,
and the deep geothermal gradient is 3.2 ◦C/hm, which actually reflects the influence
of thermal conductivity on geothermal gradient, as the thermal conductivity of granite
and granulite is obviously higher than that of sandstone, mudstone, and loose sediment,
generally. In fact, this phenomenon can also be observed in the drilling data of other
geothermal fields, such as the Guide EGS field in Qingha, China, and the Feton Hill EGS
field in New Mexico, USA. The maximum temperature 4000 m underground can reach
200 ◦C and the area where the temperature exceeds 150 ◦C exceeds 600 km2 in the study
area. The reservoir lithology of the geothermal area from top to bottom is Quaternary
loose sediment, Neogene mudstone–sandstone mixture, and Taikoo Temple formation
metamorphic monzonitic granite and biotite plagioclase granulite.

Figure 2. Distributions of rock lithologic and temperature in the depth profile of the borehole in the
Matouying uplift area.

From the XRMI televiewer survey in Figure 3, it can be seen that there are a large
number of natural fractures at 4200–4500 m underground in the study area, with the
density of the natural fracture 0.02–0.26 per/m, and the fracture width in the order of tens
of microns. The direction of the maximum principal stress of the formation is SEE-NWW.
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Figure 3. Natural occurring fractures in well M-2: (a) tadpole diagram of identified fractures,
(b) fracture population dip azimuths, and (c) fracture population dip strikes.
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3. Numerical Models and Simulation Approach

3.1. Governing Equation for THM Process

The coupled THM analysis was conducted using TOUGH2-BIOT [25]. TOUGH2-BIOT
does not require external data exchange; therefore, computing ability is more efficient. In
addition, TOUGH2-BIOT can be easily extended for considering the THM coupled pro-
cesses in fractured media [26]. In fact, TOUGHBIOT is an extended version for mechanical
problems developed based on TOUGH2 V2.0, which is a well-accepted numerical simula-
tor for solving multiphase fluid and heat flows, both in porous and fractured geological
media [27]. The general formulations for multiphase flow, heat convection, and conduction
processes are summarized in Table 1.

Table 1. General mathematical model of coupled TH processes in TOUGH2 V2.0.

Description Governing Equation

Mass and energy conservation d
dt
∫
V

MκdV =
∫
Γ

Fκ•ndΓ +
∫
V

qκdV

Mass accumulation Mκ = ∑
β=A,G

ϕSβρβXκ
β, K = w, i, g

Mass flux Fκ = ∑
β=A,G

−k krβρβ

μβ
Xκ

β

(
∇Pβ − ρβg

)
Energy accumulation Mθ = (1 − ϕ)ρRCRT + ∑

β=A,G
ϕSβρβuβ

Heat flux Fθ = −λ∇T + ∑
β=A,G

hβFβ

Where MK is the mass accumulation of component κ (kg/m3), V is the volume (m3), Γ is the surface area (m2),
MK is the mass flux of component κ (kg/m3·s), qK is the sink/source of component κ (kg/m3), β = A, G are the
aqueous and gaseous phase, respectively, ϕ is the porosity, Sβ is the saturation of phase β, ρβ is the density of
phase β (kg/m3), XK

β is the mass fraction of component κ in phase β, k is the permeability (m2), krβ is the relative
permeability of phase β, μβ is the internal energy of phase β (J/kg), Pβ is the pressure of phase β (Pa), g is the
gravitational acceleration vector (m/s2), Mθ is the energy accumulation (kg/m3), ρR is the density of rock grain
(kg/m3), CR is the specific heat of rock grain (J/kg·◦C), T is the temperature (◦C), μβ is the viscosity of phase
β (Pa·s), Fθ is the energy flux (W/m2), λ is the average thermal conductivity (W/ ◦C·m), and hβ is the specific
enthalpy of phase β (J/kg·◦C).

In mechanics, assuming rock as an elastic material and obeying the generalized
Hooke’s law, then, based on the stress equilibrium equations, compatibility equations, and
stress–strain relationships, the Biot consolidation model can be obtained by combining the
effective stress law with stress and displacement as the main unknown variables [28], as
shown in Table 2.

Table 2. Three-dimensional extended Biot mechanical model.

Description Governing Equations

Displacement −G∇2w − G
1−2υ∇(∇ · w) +∇Pa + 3βTK∇T + F = 0

Normal strain ε = ∇w
Effective stress σ′ = σ − P = 2G( υ

1−2υ εV + ε) + 3βTK∇T
Where G is the shear modulus (Pa), w is the displacement (m), βT is the thermal expansion coefficient (1/◦C), εV is
the bulk strain, σ is the normal stress (Pa), and ε is the normal strain.

3.2. Permeability Evolution of the Fractured Rock

In this study, the establishment of fractured reservoirs is mainly based on borehole
imaging results; therefore, there are many imaginary fractures in each grid in the model.
The permeability of fractures with different dip angles and dip tendencies are converted
into a permeability tensor to represent the equivalent permeability of a group of fractures
with the same dip angle and tendency, which is defined by Equation (1) [29].
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k =
n

∑
i=1

b3
i

12li

⎡
⎣ 1 − cos2 β sin2 γ − sin β sin2 γ cos β − cos β sin γ cos γ

− sin β cos β sin2 γ 1 − sin2 β sin2 γ − sin β sin γ cos γ
− cos β sin γ cos γ − sin β sin γ cos γ 1 − cos2 γ

⎤
⎦ (1)

where k is the permeability (μm2), b is the equivalent hydraulic fracture aperture (m), l is
the distance between the fluid flow in the fracture (m), and β and γ are the fracture surface
tendency and dip angles, respectively.

The stress state of the fracture surface determines its ability to generate shear failure.
After calculating the stress state of each grid, it needs to be converted to the corresponding
fracture surface. According to the mechanical balance method, the stress acting on a given
fracture plane is calculated [30]. The stress has the following relationship:

σ′
n = σ′

xl2 + σ′
ym2 + σ′

zn2 (2)

τn =

[(
σ′

x − σ′
y

)2
l2m2 +

(
σ′

y − σ′
z

)2
m2n2 +

(
σ′

z − σ′
x
)2l2n2

]1/2

(3)

where σ′
n is the effective normal stress (Pa), τn is the shear stress (Pa), σ′

i is the effective
normal stress in x, y, z directions (Pa), and l, m, n are the direction cosines of the fracture
plane normal with respect to the principal stress axes σ′

x, σ′
y, σ′

n, respectively.
The Mohr–Coulomb failure criterion is used to define the shear strength of fractured

rock, as follows [31]:
Fc = |τn| − μsσ′

n − c (4)

where Fc is the shear strength (Pa), μs is the Static friction coefficient, and c is the cohesion (Pa).
The shear displacement of fracture can be calculated from the stiffness coefficient and

the excess shear stress [32], and is written as:

d =
τex

K f
,
{

τex = 0
τex = |τn| − μdσ′

n

f orFc < 0
f orFc ≥ 0

(5)

where d is the shear displacement (m), τex is the excess shear stress (Pa), Kf is the shear
fracture stiffness (Pa/m), and μd is the dynamic friction coefficient.

The rock will experience the change of aperture, bending, and surface roughness
after the shear failure. Meanwhile, under the action of overburden load, the rock will
produce shear displacement, with the relationship between fracture permeability and
related parameters shown in Equation (6).

ΔK =
ΔKmax

1 + exp
[
loge(19) ·

(
1 − 2.0 d−d5

d95−d5

)] (6)

where K = log10(k), ΔKmax = log10(kmax) − log10(kimi) is the maximum permeability en-
hancement, and d5 and d95 are the shear displacements corresponding to 95% and 5% of
the maximum permeability enhancement, respectively.
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4. Numerical Simulation of Reservoir Stimulation

4.1. Model Description
4.1.1. Model Geometry and Spatial Discretization

The random fractured medium model was developed based on information provided
by borehole imaging results. The model geometry is 300 m × 300 m in the horizontal, with
the top and bottom surfaces of the model 4200 m and 4500 m underground, respectively.
The z-axis of the model coincides with the direction of the maximum principal stress, while
the x-axis and y-axis coincide with the horizontal maximum principal stress and minimum
principal stress, respectively. When dividing the grid, the center of the injection well is
dense in the middle and the surrounding is sparse. The grid size of the central fracturing
zone (100 m × 100 m × 100 m) is 10 m, the radius of the water injection well is 0.1 m, and it
is located in the center of the fracturing zone; from the fracturing zone to the outside, the
grid volume increases to 20 m and 30 m in turn.

4.1.2. Initial and Boundary Conditions

According to the geothermal gradient curve of the study area, the temperature of the
reservoir top surface was set to 171 ◦C. According to the in situ stress formulation, the
vertical stress gradient is 26.85 Mpa/km, the horizontal maximum principal stress gradient
is 18.80 Mpa/km, and the horizontal minimum principal stress gradient is 16.11 Mpa/km.

The Dirichlet boundary conditions are applied to the injection well. Meanwhile, the
frictional pressure loss along the wellbore is ignored, which can effectively conduct the
wellhead high pressure to the fracturing point. The zero heat and mass flow boundary
conditions are applied to the bottom boundary of the model, and the rest of the boundaries
are constant temperature and constant pressure boundaries. To monitor the change of the
stress field of the model in real-time, the displacements in the x and y directions of the top,
bottom, and surrounding boundaries of the model, and the z-direction displacement of the
bottom boundary, are limited.

4.1.3. Initial Permeability

The initial permeability of the fracture media model is based on borehole imaging
results. To characterize the difference in fracture density in the vertical direction, the model
is divided into five layers from top to bottom, as shown in Table 3. Based on Equation (1),
the distribution of initial permeability kx, ky, and kz are calculated and shown in Figure 4.
Under the action of the in situ stress field, the permeability in the kx direction is the best,
followed by the ky direction, and the kz direction is the smallest, with the kx direction the
optimal direction for reservoir stimulation.

Table 3. Parameter values used for generating random fracture medium model.

Depth
(m)

Fracture
Density

(1/m)

Fracture Tendency Fracture Dip Fracture
Aperture

(mm)70◦–100◦ 260◦–310◦ Other 40◦–60◦ Other

4200–4260 0.08 0.28 0.37 0.35 0.5 0.5 0.03379
4260–4300 0.05 0.28 0.37 0.35 0.5 0.5 0.03344
4300–4400 0.26 0.28 0.37 0.35 0.5 0.5 0.03236
4400–4440 0.02 0.28 0.37 0.35 0.5 0.5 0.03164
4440–4500 0.02 0.28 0.37 0.35 0.5 0.5 0.03153
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Figure 4. Three-dimensional images display the spatial distribution of initial fracture permeability in
the x, y, and z directions, respectively.
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4.1.4. Reservoir Parameters

The main parameters of the reservoir are all measured by laboratory experiments,
with the static and dynamic friction coefficients chosen concerning the experimental results
of [33]. Based on Equations (5) and (6), shear fracture stiffness can be calculated from ΔKmax,
with the parameter used in Equation (6) referencing the hydro-mechanical experimental
results of Lee et al. [34]. The values of the main parameters of the THM model are shown
in Table 4.

Table 4. Parameter values used for generating in the THM model.

Material Parameter Value Fracture Parameter Value

Rock density
(kg/m3) 2690 Static friction coefficient 0.65

Porosity 1.6% Dynamic friction coefficient 0.55
Thermal conductivity

(W/m ◦C) 2.996 Cohesion
(MPa) 10.2

Specific heat capacity
(J/kg·◦C) 946 Shear fracture stiffness

(MPa/m) 500

Young’s modulus
(GPa) 19.95 Permeability Parameter Value

Poisson’s ratio 0.295 ΔKmax 1.7
d5(mm) 1.5
d95(mm) 5

The temperature and pressure at the injection point location were estimated by the
wellbore simulator T2WELL. As shown in Figure 5, the simulation results show that the
temperature of the injected water fluid is stable at 35 ◦C after 1 day, and the temperature
decreases slightly with the increase of the water injection time, but the decrease is small.
The pressure in the well is defined as Pbottom = ρgh + Ptop and the hydrostatic pressure at
the bottom of the well is 41 MPa.

Figure 5. Initial temperature and pressure values at the water injection point.
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4.2. Model Calibration

In the random fractured media model, the generation of each fracture is random. In
order to reduce this uncertainty, the dip tendency and dip angle of the fractures should
not be changed as much as possible during model calibration, and the aperture of the
fractures should be adjusted first. In the model calibration stage, the measured injection
flow rate is used to simulate the changing trend of wellhead pressure during the reservoir
reconstruction process, with the measured data and simulation results fitted by adjusting
the fracture width. The adjustment range of each parameter was determined based on the
relevant research results, to prevent excessive adjustment.

Reservoir fracturing mainly includes three stages; in the first stage, the water injection
rate is 2.0–3.0 m3/min, which lasts for 2 days. As shown in Figure 6, the simulated curve is
consistent with the measured head pressure curve. Within the first 7 h of the first day, the
wellhead pressure was relatively stable, indicating at this stage that the hydraulic aperture
of the conductive fractures in the reservoir gradually increased with the increase in water
injection. However, in the eighth hour of the injection, the wellhead pressure showed an
upward trend, and this trend continued to the end of the second day. It indicates that the
hydraulic aperture of conductive fractures in the reservoir reaches the maximum under the
action of in situ stress, but no new fractures are generated.

Figure 6. Comparison of measured and simulated results of reservoir stimulation in the first stage.

In the second stage, the water injection rate is 4.0–5.5 m3/min, which lasts for 3 days.
As shown in Figure 7, on the third and fourth days of fracturing and the first half of the fifth
day, although the curve fluctuates, the wellhead pressure does not exceed the first stage,
indicating that shear failure did not occur in this stage. The reason for this phenomenon
is that the liquid pressure inside the fracture relieves the effect of in situ stress so that
the non-conducting fractures in the reservoir become a conducting fracture. This trend is
alleviated after the fracturing time is 100 h, and the wellhead pressure further increases.
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Figure 7. Comparison of measured and simulated results of reservoir stimulation in the second stage.

In the third stage, the water injection rate is 6.0–7.0 m3/min, which lasts for 3 days. As
shown in Figure 8, compared with the previous two stages, the wellhead pressure increased
significantly in this stage, and compared with the second stage, the wellhead fluctuates
more sharply, indicating that the hydraulic shear phenomenon occurred in this stage.
On the seventh and eighth days of fracturing, the maximum value of wellhead pressure
gradually decreased. The reason for this phenomenon is that due to the occurrence of
hydraulic shear, the original fractures and new fractures of the reservoir are connected, and
an artificial fracture network is gradually formed.

Figure 8. Comparison of measured and simulated results of reservoir stimulation in the third stage.

4.3. Reservoir Reconstruction Results

The basic principle of reservoir reconstruction is to increase the liquid pressure in the
reservoir or reduce the temperature of the reservoir, thereby reducing the effective stress
of the rock body firmware, causing the rock to undergo shear slip, and thereby increasing
its permeability. This can be represented by a Mohr diagram and the movement of stress
circles to demonstrate such a physical process, as shown in Figure 9.
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After the first stage, the Mohr stress circle expands outward from the center of the
circle. At this time, the Mohr stress circle is far from the failure envelope and no fractures
are formed in the reservoir (Figure 9a). After the second stage, the center of the Mohr stress
circle moves to the left and the diameter of the Mohr circle increases significantly. At this
time, the distance between the Mohr circle and the failure envelope line is small (Figure 9b).
After the third stage, the center of the Mohr stress circle continues to move to the left and, at the
same time, its diameter further increases, and the Mohr stress circle intersects with the failure
envelope. At this time, some rocks near the fracturing point suffered shear damage (Figure 9c).

Figure 9. Stress state of natural fracture around the fracturing point after each stage: (a) first stage;
(b) second stage; (c) third stage.
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The main purpose of reservoir reconstruction is to increase the connectivity of artificial
fracture networks, that is, the permeability of fluid media in the fractures. Therefore,
to reflect the reformation effect of this reservoir reconstruction, the permeability of the
reservoir after the end of each stage was analyzed.

After the first stage, the permeability of the reservoir is enhanced in all directions.
As shown in Figure 10, the enhancement effect of permeability along the x direction is the
best, the enhancement range is 25 m, and the reservoir permeability at the water injection
point is enhanced by 17 times; the enhancement range of permeability in the y direction is
18 m, and the reservoir permeability at the water injection point is enhanced by 7 times; the
enhancement range of permeability in the z direction is 23 m, the reservoir permeability
at the water injection point is enhanced by 16 times, and the volume of the enhanced
permeability area is approximately 10,000 m3.

Figure 10. Permeability of reservoir in x, y, z directions after: (a) first stage; (b) second stage; (c) third
stage.
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As shown in Figure 11, after the second stage, the enhancement range of the permeabil-
ity in the x direction is 30 m, and the reservoir permeability at the water injection point is
enhanced by 256 times; the enhancement range of the permeability in the y direction is 25 m,
and the reservoir permeability at the water injection point is enhanced by 121 times; the
enhancement range of the permeability in the z direction is 29 m, the reservoir permeability
at the water injection point is enhanced by 221 times, and the volume of the enhanced
permeability area is approximately 21,000 m3.
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Figure 11. Physical models of the conventional double vertical wells model, horizontal wells, and
double-pipe heat exchange system.

As shown in Figure 12, after the third stage, the enhancement range of the permeability
in the x direction is 34 m, and the reservoir permeability at the water injection point is
enhanced by 818 times; the enhancement range of the permeability in the y direction is
30 m, and the reservoir permeability at the water injection point is enhanced by 312 times;
the enhanced range of permeability in the z direction is 33 m, the reservoir permeability
at the water injection point is enhanced by 777 times, and the volume of the enhanced
permeability area is approximately 33,000 m3.

Figure 12. Average production temperature curve.
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4.4. Heat Exploitation Model Establish

Based on the results of reservoir stimulation, the conventional double vertical wells,
horizontal wells, and double-pipe heat exchange system model were established and are
shown in Figure 11. In order to prevent water leakage, according to the actual conditions
of the reservoir, a layer of dense rock is set on the upper and lower parts of the model. The
total water injection rate during the simulation was 15 kg/s and the total heat exploitation
period is 30 years.

To facilitate the analyses and discussion, three parameters, namely, average production
temperature, output thermal power, and heat extraction rate, are defined to characterize
the heat exploitation performance of the EGS.

The average production temperature is defined as follows [20]:

Tpro =

∫
S T(t)dS

S
(7)

where S is the perimeter of the production well (m) and T(t) is the temperature of the
production well at time t (◦C).

The output thermal power is calculated as follows:

P = qρWcW
(
Tpro − Tinj

)
(8)

where q is the average volume flow rate of the production well (m3/s), Tinj is the tempera-
ture of injection well (◦C), Pw is the density of water (kg/m3), and cw is the heat capacity of
water (J/kg·◦C).

The heat extraction rate is equal to the heat extracted divided by the heat energy stored
in the simulated reservoir volume, written as:

η =

�
Ω ρrcr[Tini − T(t)]dΩ�
Ω ρrcr

(
Tini − Tinj

)
dΩ

(9)

where Ω is the simulated reservoir volume (m3).

5. Simulation Results and Analysis

5.1. Comparison of Heat Exploitation Performance

The simulation results based on the heat exploitation model are shown in Figures 12–14;
to further compare the heat extraction capabilities of different systems, the trend line
equations in polynomial form were also included in the figure. Under the same reservoir
condition, Figure 12 shows the temperature of a production well under different production
models over 30 years. It can be observed that the average production temperature of the
three exploitation models decreases gradually with time. After 30 years, the temperature of
a production well in the conventional double vertical wells model, horizontal wells, and
double-pipe heat exchange system is 101 ◦C, 93.4 ◦C, and 91.6 ◦C, a decrease of 41.2%,
45.7%, and 46.7%, respectively. In the process of geothermal energy exploitation, the outlet
temperature of the double-pipe heat exchange system is always lower than the horizontal
wells. After 2 years of exploitation, the outlet temperature of the conventional double
vertical wells model is higher than the double-pipe heat exchange system and exceeds the
horizontal well in the fifth year.
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Figure 13. Thermal power output curve.

As shown in Figure 13, the thermal power output curve is highly similar to the fluid
temperature curve. After 30 years, the thermal power output in the conventional double
vertical wells model, horizontal wells, and double-pipe heat exchange system is 6.67 MW,
6.31 MW, and 6.1 MW, a decrease of 39.4%, 42.6%, and 44.5%, respectively. In the 30th year
of heat exploitation, the thermal power of conventional double vertical wells is 6% higher
than that of horizontal wells and 11% higher than the double-pipe heat exchange systems.

Figure 14. Heat extraction ratio curve.

As shown in Figure 14, after 30 years of geothermal energy exploitation, the heat
extraction ratio of the double-pipe heat exchange system is always lower than the horizontal
wells. In the early stage of geothermal energy exploitation, the heat transfer efficiency
of the conventional double vertical wells is higher, but as the exploitation progresses, it
is gradually lower than that of the horizontal wells and the double-pipe heat exchange
system. Additionally, in the 30th year of heat exploitation, the heat extraction ratio of the
horizontal wells is 2% higher than the double-pipe heat exchange system and 6.5% higher
than the conventional double vertical wells.
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5.2. Analysis of the Temperature Field Results

The temperature field distribution under different exploitation models is shown in
Figures 15–17. In the early stage of geothermal energy exploitation, the conventional double
vertical wells are centered on the injection point, the low-temperature area is approximately
concentric circles, and the range of the low-temperature area is small and does not extend
to the vicinity of the production well. Therefore, compared with other production models,
the heat extraction rate of the double vertical wells system is higher at this stage. With the
development of geothermal energy exploitation, the fluid medium flows continuously to
the outlet point through the fracture network, the low-temperature area expanded to the
outlet point. In the 20th year, the low-temperature area was extended to the water outlet
point, the low-temperature area is in the shape of a droplet, and at this stage, the production
efficiency of geothermal wells decreased significantly. In the 30th year, the low-temperature
area spreads more below than above the water outlet. It is speculated that the reason for
this phenomenon is that the fluid medium will flow downward due to the action of gravity.
At the same time, compared with other production modes, the conventional double vertical
production mode has only one water outlet. This will lead to untimely water output from
the outlet point, and the sedimentary fluid medium continuously exchanges heat with the
reservoir, which is also the reason why the water temperature and thermal power output
of the double vertical wells are higher than in other heat extraction systems.

Figure 15. Temperature distribution for the conventional double vertical wells.
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In the early stage of geothermal energy exploitation, the temperature field of the
horizontal wells model is an irregular ellipsoid with the well as the axis, and the closer to
the direction of the x-axis, the larger the area of the low-temperature area. This is because
the x direction is the dominant direction of the fluid medium. With the development
of geothermal energy exploitation, the low-temperature area gradually extends to the
production well, and the boundary of the low-temperature area near the water outlet is
linear. This shows that under the condition of the same injection rate, the fluid medium in
the horizontal well production system can be discharged from the outlet point in time. In
addition, after 30 years, the leading edge of the low-temperature area reaches the top of the
outlet point; however, the temperature of the reservoir below the outlet point is still high,
so the production well still produces high-temperature fluids. Compared with traditional
double vertical wells, the low-temperature area of horizontal wells is larger, which means
that it has a greater heat extraction ratio.

Figure 16. Temperature distribution for the horizontal wells.

The geothermal field characteristics of the double-pipe heat exchange system are
similar to those of the horizontal wells, expanding to the outside with the injection well as
the center. In contrast, the leading edge of the low-temperature area is wavy; this situation
is similar to conventional double vertical wells. Compared with horizontal wells, the
expansion area of the low-temperature area of the double-pipe heat exchange system is
smaller, which indicates that its heat extraction efficiency is lower than that of horizontal
wells. However, in this exploitation model, the temperature reduction of the reservoir is
small, which is conducive to the continuous exploitation of geothermal energy.
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Figure 17. Temperature distribution for the double-pipe heat exchange system.

5.3. Analysis of the Pressure Field Results

The pressure field distribution under different exploitation models is shown in Fig-
ures 18–20. As shown in Figure 18, in the early stage of geothermal energy exploitation,
it can be observed that the pressure around the injection point is the highest, while the
pressure around the outlet point is the lowest. This is because the conventional double
vertical wells use single-point water injection and single-point pumping. Compared with
other heat transfer modes, the seepage path of the fluid medium in the fracture network
is longer and the loss of wellhead pressure is larger. In this stage, the low-temperature
area did not extend to the vicinity of the outlet point; as the water injection continues,
the pores and fractures in the reservoir are filled with a fluid medium, and the reservoir
pressure gradually increases with time. After 20 years of exploitation, the injection pressure
increases and the production pressure decreases. In this stage, the low-temperature area
extends to the vicinity of the outlet point. As the temperature of the reservoir decreases, the
viscosity of the fluid medium increases, which leads to the wellhead pressure lost during
the flow of the fluid increases, and the pressure difference between the water injection
point and the outlet point increases.
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Figure 18. Pressure distribution for the conventional double vertical wells.

As shown in Figure 19, compared with the conventional double vertical wells, after
30 years of horizontal wells exploitation, there is very little change in reservoir pressure.
This is because there are many inlet points and outlet points in the horizontal wells; under
the condition of the same total injection rate, the injection volume at each water inlet
point is relatively small, resulting in a decrease in the water pressure at the inlet point.
At the same time, when the water is pumped, the fluid medium can be continuously and
efficiently pumped from the output point, with a small wellhead pressure decrease at
the water outlet point. Therefore, the overall pressure of the reservoir increases with the
increase of exploitation time. However, the dispersed water flow will take away more heat
from the geothermal reservoir, which also leads to the expansion of the low-temperature
area in the reservoir; during the heat transfer process, the wellhead pressure loss of the
fluid medium increases, and there is an appearance of a low-pressure area near the outlet
point.
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Figure 19. Pressure distribution for the horizontal wells.

As shown in Figure 20, compared to other thermal exploitation models, the change
near the injection point and the outlet point is the most obvious in the double-pipe heat
exchange system. This is because the number of injection points and outlet points is
intermediate between the other two thermal exploitation modes. In the long-term heat
generation process of up to 30 years, injection and production of heat exchange fluid will
not lead to a significant or large-range increase in reservoir pressure; meanwhile, it will
not cause the reservoir to cool down significantly due to the excessive dispersion of water
injection. The internal pressure distribution of the reservoir at 30a is not significantly
different from that at 20a. It can be seen that in the late production period, the pressure
of the thermal reservoir has risen very slowly, and the reservoir pressure is nearly stable,
which will not have a negative impact on the long-term stable operation of the geothermal
well. In summary, using the double-pipe heat exchange system for geothermal exploitation
has certain advantages.
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Figure 20. Pressure distribution for the double-pipe heat exchange system.

6. Conclusions

In this paper, using the Matou Camp hot field data as a geological reference, a ran-
dom fractured media model is established based on TOUGH2-BIOT which analyzes the
evolution characteristics of the seepage field during the reservoir stimulation process and
evaluates the fracturing effect. According to the results of reservoir stimulation, the well-
bore layout position is set, and the heat transfer performance of the conventional double
vertical well, horizontal well, and double tube heat exchange system is compared and
analyzed. Based on the simulation results, the following conclusions are drawn from
this study.

(1) Reservoir reconstruction is mainly divided into three stages: In the first stage, the
hydraulic aperture of the conducting fractures reaches the maximum value; in the
second stage, the non-conductive fractures overcome the in situ stress and become
conducting fractures; in the third stage, the rock in the reservoir undergoes shear
failure, fractures expand and connect, and, finally, a fracture network is formed.

(2) After the first stage, the enhancement ranges of kx, ky, and kz are 25, 18, and 23 m,
respectively. Compared with the initial water injection point, the permeability at
kx, ky, and kz is increased by 17, 18, and 16 times, respectively. After the second
stage, the enhancement ranges of kx, ky, and kz are 30, 25, and 29 m, respectively. The
permeability at kx, ky, and kz is increased by 256, 121, and 221 times, respectively.
After the third stage, the enhancement ranges of kx, ky, and kz are 34, 30, and 33 m,

108



Energies 2023, 16, 127

respectively. The permeability at kx, ky, and kz is increased by 818, 312, and 777 times,
respectively. After each stage, the volume of the enhanced permeability area is
approximately 10,000, 21,000, and 33,000 m3, respectively.

(3) In the process of geothermal energy exploitation, the outlet temperature and thermal
power output of the double-pipe heat exchange system are always lower than the
horizontal wells. After 5 years of exploitation, the outlet temperature and thermal
power output of traditional double vertical wells gradually exceeded that of horizontal
wells and double-pipe heat exchange systems. After 30 years, the temperature of a
production well in the conventional double vertical wells model, horizontal wells, and
double-pipe heat exchange system is 101 ◦C, 93.4 ◦C, and 91.6 ◦C, a decrease of 41.2%,
45.7%, and 46.7%, respectively. The thermal power output is 6.67 MW, 6.31 MW, and
6.1 MW, a decrease of 39.4%, 42.6%, and 44.5%, respectively.

(4) The heat extraction ratio of the double-pipe heat exchange system is always lower
than the horizontal wells. In the early stage of geothermal energy exploitation, the
heat transfer efficiency of the conventional double vertical wells is higher, but as the
exploitation progresses, it is gradually lower than that of the horizontal wells and
the double-pipe heat exchange system. After 30 years, the heat extraction ratio of the
horizontal wells is 2% higher than the double-pipe heat exchange system and 6.5%
higher than the conventional double vertical wells.

(5) The conventional double vertical production mode has only one water outlet, which
will lead to untimely water output from the outlet point, while the sedimentary fluid
medium continuously exchanges heat with the reservoir, which is also the reason
why the water temperature and thermal power output of the double vertical wells are
higher than other heat extraction systems. There are many water inlet and outlet points
in horizontal wells. When the total water injection volume is the same, the dispersed
water flow will transfer more heat from the geothermal reservoir, resulting in the
expansion of the low-temperature area in the reservoir, which is also the main reason
for the higher heat extraction rate to the horizontal wells than other exploitation
modes. Compared with other production methods, although the heat exchange
efficiency of the double-pipe heat exchange system is lower, the injected fluid will not
generate a partial high-pressure area due to the excessive injection; meanwhile, it will
not cause the reservoir to cool down significantly due to the excessive dispersion of
water injection.
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Abstract: Geothermal energy is a type of renewable energy that has rich reserves, is clean, environ-
mentally friendly and has been widely used in the heating industry. The single-well closed-loop
geothermal system is a technology with the characteristics of “taking heat without taking water”
and is mainly used for geothermal energy heating. Although the heating requirements in the cold
region of Northeast China are urgent, the traditional heating mode not only has high economic
costs but also causes serious damage to the environment. Therefore, it is of important practical
significance to change the heating structure and develop and utilize geothermal energy for heating
according to local conditions. In this study, the actual operating single-well geothermal system in
the Songyuan area of Jilin Province is used as a case study, and a numerical model is established
based on the T2WELL simulation program. The flow production temperature and heat extraction
response law of the single-well system in the M1 and M2 wells are contrasted and analyzed under
the three key factors of geothermal gradient and injection temperature and flow rate. Based on
the simulation results, an optimized development and utilization plan for the M1 and M2 wells
is proposed. These results provide a theoretical reference and heating potential evaluation for the
promotion of single-well geothermal systems in Northeast China. Taking the geothermal gradient of
4.2 ◦ C/hm as an example, after 30 years of operation, the heat extraction of the M1 well is 406 kW,
and that of the M2 well is 589 kW. Compared with the M1 well, although the M2 well has higher heat
extraction, the radial variation in reservoir temperature is more than 50 m under long-term operation,
which is not conducive to long-term development and utilization.

Keywords: geothermal energy heating; single-well geothermal systems; T2WELL; geothermal gradient;
optimized development

1. Introduction

With climate change becoming a potentially irreversible threat to society, renewable
energy has attracted worldwide attention. Geothermal energy is a clean, sustainable and
widely-distributed form of renewable energy, which has been developed and utilized on a
large scale by more than 80 countries in the form of heat pumps, space heating, bathing
and power generation [1]. The development and utilization of geothermal resources
can effectively reduce greenhouse gas emissions, which is important for achieving the
transformation of energy structure and the “double carbon” strategic goal [2–4]. Northeast
China has long and cold winters, and therefore, an urgent need for heating, but traditional
heating methods create environmental problems, while also bearing high heating costs [5,6].
Heating methods urgently need to be moved in a clean, low-carbon and economical
direction [7]. On 30 November 2022, the Energy Administration of Jilin Province released
the “14th Five-Year Plan for Controlling Total Coal Consumption in Jilin Province”. This
plan states that geothermal energy resources should be developed scientifically and utilized
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in an orderly manner according to local conditions. In industrial development zones,
tourist attractions, new residential areas, government-invested public buildings and other
areas, the use of medium- and deep-level geothermal energy will be carried out to create a
“geothermal Sanxia of the whole region”. This shows that the promotion of geothermal
energy heating in the cold areas of Northeast China is of great significance.

At present, geothermal energy development includes shallow ground source heat
pump, medium and deep buried pipe and deep artificial thermal storage fracturing tech-
nologies [8]. The medium and deep buried pipe technology includes single-well, U-shaped-
well and doublet-well systems [9,10] (Figure 1). Single-well closed-loop geothermal systems
have the feature of “taking heat but not water”, and the heat exchange of coaxial casing can
be realized by circulating the injected fluid in the closed system [11]. Compared with the
ground source heat pump technology, the heat exchange fluid of single-well systems does
not enter the ground but only flows between the wellbore and the original groundwater
flow; chemical and stress fields are not damaged. Compared with U-shaped-well and
doublet-well systems, not only are single-well systems adaptable, but they also possess the
advantages of low construction costs [12]. In addition, the operation of single-well systems
is not dependent on climatic conditions, which ensures the long-term, stable and efficient
operation of geothermal systems [13].

 

Figure 1. Schematic diagram of medium–deep buried pipe system. (a) Single-well system.
(b) U-shaped well system. (c) Doublet-well system.

Many researchers in China and internationally have studied single-well closed-loop
systems. Falcone and others [14] analyzed the advantages and disadvantages of the
current development of single-well closed-loop systems. Cui and others [15] proposed a
single-well enhanced geothermal system based on a single-well system in combination
with hydraulic fracturing and analyzed the economic feasibility of this technology. Yu
and others [16] established a new enhanced deep well heat transfer system through a
concrete material with high thermal conductivity to improve the heat extraction efficiency
of this technology. Bu and others [17] comprehensively analyzed the effects of insulation
material properties, injection water temperature and flow rate on the system performance
by establishing the flow heat transfer equation of the fluid in the geothermal well and the
energy equation of the rock. Song and others [18] studied and analyzed the coaxial casing
closed-cycle heat extraction technology in Xiongan New Area by combining numerical
simulations and field trials and made an economic analysis of the different thermal storage
conditions and insulation structures based on the field conditions. Hu and others [19]
studied the fluid flow and thermal processes of CO2 instead of water in the single-well
closed-loop systems, and the heat-extracting mechanism was analyzed. A new Antoine–
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based correlation for a water–CO2 mixture was proposed for geothermal applications by
Niknam and others [20]. Leontidis and others [21] carried out modeling of the reinjection
of two-phase non-condensable gases and water in geothermal wells. All of the above
discussions have provided an important reference and ideas for the establishment of
models in this research.

For the cold area of Northeast China, it is of great practical significance to accelerate
the change in heating structure and develop and utilize geothermal energy for heating in
accordance with local conditions. However, the development of single-well geothermal
systems in the cold region of Northeast China is still lacking sufficient theoretical guidance.
Therefore, in this study, a conceptual model was established by a numerical simulation
method, and the existing single-well system in the Songyuan area was used as a reference.
The T2WELL simulation program was used to analyze the heating efficiency of the single-
well closed-loop geothermal system in terms of geothermal gradient, water injection
temperature and flow rate and other elements. The response of each element was optimized
by combining the simulation results, so as to propose a reasonable development plan for a
single-well closed-loop geothermal system in a well group, which provided a theoretical
basis and a reference direction for future research on the large-scale development of a
single-well closed-loop geothermal system in the cold region of Northeast China.

2. Study Area

In this study, the existing single-well system in the Songyuan area was used as a
reference. The geological conditions of the Songyuan area are thin in the Cenozoic Era,
where the total thickness of the Quaternary and Neogene systems is only 100 m. The lower
strata are, in order, the Upper Cretaceous Nenjiang, Yaojia, Qingshankou, Quantou and
Dengluku groups. From the surface to a depth of 2100 m, the main body of the formation is
mudstone with a small amount of sandstone. Below 2100 m, the main body of the lithology
is granite basement (Figure 2) [22].

 

Figure 2. Lithology and well temperature records of research domain [22].

From the data of previous studies and logging data, the temperature measurements in
the Songliao Basin at a depth of 3000 m below the ground are in the range of 101–138 ◦C
with an average temperature of 124 ◦C [23]. The average geothermal gradient is 3.8 ◦C/hm.
The average heat flow of Songliao Basin is ~73–79 mW/m2, significantly higher than the
national average of 61.5 mW/m2 [24]. It can be seen that the Songyuan area is rich in
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geothermal resources and has excellent potential for heating with the potential for the
large-scale development of geothermal energy.

In addition to its abundant geothermal resources, the Songyuan area has extremely
rich experience in the development and utilization of single-well closed-loop geothermal
systems. At present, the single-well system located in the Songyuan Economic Develop-
ment Zone, Jilin Province, has been operating successfully for 4 years, with a cumulative
heating area of 10,000 m2 within the site and economic benefits of RMB 5.3 million, thereby
providing valuable experience for the large-scale promotion of geothermal single wells in
the Songyuan area.

3. Fundamentals and Mathematical Model

3.1. Fundamentals

The basic principle of a single-well closed-loop geothermal system is shown in Figure 3.
The system consists of three parts: production wells, injection wells and a rock reservoir [25].
The heat exchange fluid exchanges heat with the formation through the injection well, and
the hot water is pumped from the bottom of the well to the ground through the insulated
production well for use. The annular hollow part in the middle of the injection and the
production well is used as the water injection port. The production well is used as the
extraction channel, and the two wells are connected at the bottom. The fluid flows in
the injection well and is pumped out from the production well after reaching the bottom
of the well. The cold water is injected through the injection well for heat exchange with
the reservoir. In addition, the whole underground system is completely closed without
destroying the original underground flow and chemical fields.

 

Figure 3. Schematic diagram of single-well closed-loop geothermal system.

3.2. Mathematical Model

The wellbore–reservoir coupling calculation process is the key for achieving accurate
water–heat coupling numerical simulations in a single-well system. During the whole
operation process, the hydrothermal migration processes involved are as follows: (1) the
fluid flow and heat transfer process in injection wells; (2) the hydrothermal migration
process of fluid in production wells; (3) heat exchange between fluid and reservoir during
fluid migration.

During the operation of a geothermal well, the heat transfer process proceeds as
follows: geothermal reservoir—cement layer wrapped outside the wellbore—injection well
pipe—fluid inside the well. Therefore, the mathematical model should mainly consider
the heat transfer equation between each heat transfer medium. For the analysis of the
heat transfer situation, the model is assumed to be a homogeneous formation, and the
energy loss during the transfer process is neglected so that the heat transferred from the
rock reservoir to the wellbore is equal to the heat transferred from the wellbore to the fluid.
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3.3. Fluid Flow and Heat Transfer Equation in Injection Wells

The heat exchange process in the injection well mainly occurs between the reservoir
and the fluid in the injection well.

∂TR

∂t
+

∂(vTR)

∂z
= SrR + SRS (1)

SRS =
hR2πr3(Ts,wall − TR)

ρARCp
(2)

where TR is the temperature (K) of the fluid in the injection well, t is time (s), v is the fluid
flow rate (m/s) in the well, z is the vertical depth (m), SrR is the heat transfer (K/s) between
the recovery and injection wells, SRS is the heat transfer (K/s) between the fluid and the
well wall, hR is the convective heat transfer coefficient (W/(m2·K)) of the inner well wall,
r3 is the inner radius (m) of the inner casing, Ts,wall is the temperature (K) of the well wall
in contact with the fluid, ρ is the density of water, AR is the injection well circulation area
(m2), and CP is the specific heat capacity (J/(kg·K)) of water.

3.4. Fluid Flow and Heat Transfer Equation in Production Wells

The heat exchange process in the production well mainly occurs in the fluid of injection
well and production well.

∂Tr

∂t
+

∂(vTr)

∂z
= −SrR (3)

SrR =
k1(Tr − TR)

ρArCp
(4)

where Tr is the temperature (K) of the fluid in the production well, k1 is the heat transfer
per unit length(W/(m·K)), and AR is the production well circulation area (m2).

3.5. Convective Heat Transfer Coefficient

The Convective heat transfer coefficient mainly depends on several parameters of the
fluid itself.

hr2 = 0.023λ Re0.8Pr0.4

de

hr1 = 0.023λ Re0.8Pr0.3

2r1

(5)

where hr2 and hr1 are the convective heat transfer coefficients (W/(m2·K)) of the outer and
inner walls of the extraction well, respectively, λ is the thermal conductivity (W/(m·K)) of
the convective liquid, Re is the Reynolds number of the fluid, Pr is the Prandtl number of
the fluid, de is the hydraulic diameter (m), and r1 is the outer radius (m) of the inner casing.

3.6. Boundary and Initial Conditions and Initial Condition

The heat transfer from the rock to the well wall is equal to the heat transfer from
the well wall to the fluid, and the contact between the three is given by the third type of
boundary condition:

hR(Ts,wall − TR)|r = r3 = λW
∂TW

∂r
|r = r4 (6)

TW,0 = Tsur + Tgz (7)

where λw is the thermal conductivity (W/(m·K)) of the rock, TW is the rock temperature (K),
r4 is the outer radius (m) of the inner casing, r4 = r3 + bs, bs is the thickness (m) of the inner
casing, Tw,0 is the initial temperature (K) of the rock, Tsur is the surface temperature (K), Tg
is the geothermal gradient (K/m), and z is the distance from the surface (well depth) (m).

Since this simulation only involves the heat transfer process between the wellbore
and the reservoir, the initial conditions of the simulation only consider the temperature
and pressure conditions, where the temperature conditions are calculated according to the
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geothermal gradient selected by the scheme, and the pressure conditions are uniformly
distributed according to the hydrostatic pressure.

4. Numerical Simulation

4.1. Numerical Simulation Code

The TOUGH2-WELL (T2WELL) simulation program is a tool mainly used to simulate
non-isothermal multiphase flows in coupled wellbore–reservoir systems [26]. The program
was developed by adding a wellbore grid to a reservoir grid based on the original software
TOUGH2, thus enabling the simultaneous calculation of flow coupling in the wellbore
and reservoir [27,28]. The TOUGH procedure uses the integral finite difference method
and the unconditionally convergent implicit difference method for spatial discretization
and temporal discretization, respectively. One of the modules, EOS1, was specifically
designed for hydraulic geothermal modeling and has now been incorporated into T2WELL.
In addition, a version of parallel computing that can handle the significant computational
burden caused by the large number of grid meshes was developed based on the parallel
program introduced by Feng and others [29].

4.2. Simulation Parameter Selection

A single-well system at a depth of 2300 m was put in place in the study area. To
improve the simulation accuracy, it was necessary to use the measured data obtained from
the operation of the system during the heating season. It was also essential to calibrate
the lithological parameters related to the permeability, thermal conductivity and specific
heat capacity of the stratum in which it was located by fitting the results obtained from the
model calculations to the measured data for the flow production temperature profile under
heating conditions. By debugging the relevant parameters several times, the accuracy of
the model could be improved so that it could better reflect the actual engineering.

The simulation injection temperature and circulation flow rate were selected according
to the actual site heating data in the Songyuan area. The main part of the study area
from the surface to 2100 m underground is a mudstone layer mixed with a small amount
of sandstone. The part below 2100 m is granite base, so the geological reservoir can be
mainly generalized into two layers: mudstone and granite. The parameters of the two
layers are different, and the initial parameters of the model are determined by referring
to the relevant information and the values taken by previous authors [13,22,30], with the
debugging carried out on this basis. Figure 4 shows the fit of the measured production
flow temperature profile to the simulated data profile.

Figure 4. Produced flow temperature fitting curve.

It can be found from the fitting curve that the simulated temperature is slightly high in
the early stage of model operation. This is mainly because the initial stage of the simulation
is in adaptive operation, the injection flow is relatively large and the reservoir temperature
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is high, so the simulated temperature is high. In summary, the selected parameters of this
simulation are reasonable, and the fit is good. The final selected simulation parameters are
shown in Table 1.

Table 1. Model numerical simulation parameters.

Media Lithology Major Parameters Parameter Values

Formation
parameters

(Pore media)

Mudstone

Porosity 0.25
Heat conductivity W/(m·K) 3.2

Specific heat capacity J/(kg·K) 950
Horizontal permeability (mD) 1.5

Granite

Porosity 0.05
Heat conductivity W/(m·K) 3.5

Specific heat capacity J/(kg·K) 970
Horizontal permeability (mD) 1.6

Wellbore parameters
Diameter mm 178

Porosity 0.01
Heat conductivity W/(m·K) 1.5

4.3. Simulation Strategy

The main performance indicators of a single-well geothermal system include the outlet
water temperature, heat extraction (thermal power) and thermal reservoir temperature [31].
The main factors affecting these three indicators are well depth, well diameter, geothermal
gradient, reservoir thermal conductivity, run time, injection temperature and mass flow
rate. This study combines the actual engineering demand and realistic heating needs
in the Songyuan area, mainly for the simulation under two well depth conditions of
2500 and 3000 m. The depth of the M1 well is 2500 m, and the depth of the M2 well
is 3000 m, and the heat exchange law analysis is carried out by combining three key
conditions of geothermal gradient, water injection temperature and injection flow rate. By
summarizing the above simulations, we finally propose a reasonable development plan
for the single-well closed-loop geothermal system in the cold region of Northeast China.
Table 2 presents the set up for the specific simulation scenario.

Table 2. Numerical simulation strategy.

Well Depth (m)
Geothermal

Gradient (◦C/hm)

Injection
Temperature

(◦C)

Injection Flow
(m3/h)

Operating Time
(a)

M1 2500
2.5, 3, 3.5, 4, 4.2 20, 25, 30 20, 30, 40 30M2 3000

5. Analysis of Factors Influencing Production Temperature and Heat Extraction

5.1. Influence of Geothermal Gradient

According to the injection temperature of 25 ◦C and injection flow rate of 30 m3/h,
the rest of the simulation parameters were selected according to the previous selection.
The simulation results curves of the flow production temperature and heat extraction for
different geothermal gradients for the M1 and M2 wells are given in Figure 5.

As can be seen from Figure 5, the M1 well produced temperatures of 31.5, 33.2, 34.9,
36.6 and 37.4 ◦C in the first year of operation at geothermal gradients of 2.5, 3.0, 3.5, 4.0
and 4.2 ◦C/hm with heat extractions of 225, 285, 345, 405 and 431 kW, respectively. The
production temperatures for continuous operation up to the 30th year were 30.3, 31.6, 32.9,
34.2 and 34.8 ◦C. The corresponding heat extractions were only 184, 230, 275, 321 and
341 kW, with extraction decreases of 18.2%, 19.3%, 20.3%, 20.7% and 20.9%, respectively.
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(a) M1 well (b) M2 well

Figure 5. Comparison of production temperature and heat extraction under different
geothermal gradients.

It can be seen that in the early stage of geothermal well operation, the production flow
temperature is high, and a substantial heat extraction can be obtained, but as the opera-
tion time continues, the production flow temperature gradually decreases, and the heat
extraction also decreases. The main reason for this is that as the operation time continues,
the heat of reservoir is continuously absorbed, and the reservoir temperature continues
to decrease, so the production flow temperature and heat extraction also decrease. The
lower geothermal gradient has relatively good stability under long-term operation, and the
extraction drop is relatively small, but the flow-producing temperature and heat extraction
are lower due to the lower reservoir temperature. The reason for this is that the reservoir
temperature is low, and the temperature drop is relatively small. As the geothermal gradi-
ent increases, the heat extraction of geothermal wells rises very significantly, so places with
large geothermal gradients are more suitable for single-well geothermal development.

The M2 well could reach 342, 429, 516, 603 and 642 kW of heat extraction in the
first year of operation at the above five geothermal gradients. The corresponding heat
extractions for continuous operation up to the 30th year were 277, 344, 410, 476 and 505 kW
with heat extraction decreases of 19.0%, 19.8%, 20.5%, 21.1% and 21.3%, respectively. The
increase in heat extraction was significant when the well depth increased. Compared to
the M1 well, the heat extraction gains in the M2 well were 117, 144, 171, 198 and 211 kW at
five geothermal gradients in the first year of operation and 93, 114, 135, 155 and 164 kW
after 30 years of operation, respectively. By comparing the M1 and M2 wells, it can be
found that the increase in well depth increased the flow path of the heat transfer fluid in
the wellbore, resulting in a significant increase in the heat transfer area and therefore a
significant increase in the produced flow temperature and heat extraction. However, the
decrease in heat extraction under long-term operation was larger compared to the lower
well depth, which may not be conducive to sustainability.

After this comparison, it can be found that an increase in well depth can make up
for a low geothermal gradient, and the development of single-well geothermal systems
in places with low geothermal gradients should appropriately increase the depth of the
geothermal wells. Simultaneously, the higher the geothermal gradient, the greater the
power gain obtained from the increase in well depth, but the long-term operational stability
is relatively poor, and the heat extraction drop is large.

5.2. Influence of Injection Temperature

According to the geothermal gradient of 4.0 ◦C/hm and the injection flow rate of
30 m3/h, the rest of the simulation parameters were selected according to the previous
section. The simulation curves of the produced flow temperature and heat extraction for
different injection temperatures for the M1 and M2 wells are shown in Figure 6.
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(a) M1 well (b) M2 well

Figure 6. Comparison of production temperature and heat extraction at different injection tempera-
tures.

The M1 well produced water at 32.9, 36.6 and 40.3 ◦C and 450, 405 and 360 kW of
heat in the first year of operation at injection temperatures of 20, 25 and 30 ◦C, respectively.
After 30 years of continuous operation, the production temperatures were 30.2, 34.2 and
38.2 ◦C, and the heat extractions were 356, 321 and 286 kW with extraction decreases of
20.9%, 20.7% and 20.6%, respectively.

In the first year of operation, the M2 well produced water at 38.8, 42.3 and 45.8 ◦C
and 657, 603 and 549 kW of heat at injection temperatures of 20, 25 and 30 ◦C, respectively.
After 30 years of continuous operation, the production temperatures were 34.9, 38.7 and
42.5 ◦C, and the heat extractions were 518, 476 and 434 kW with extraction decreases of
21.2%, 21.1% and 20.9%, respectively.

These results show that as the injection temperature increased, the production flow
temperature increased in both the M1 and M2 wells, showing a positive correlation, but the
heat extraction then decreased, showing a negative correlation. The higher the temperature
of the injected water, the more difficult it is to exchange heat with the reservoir, and it
may not be able to fully absorb the heat, which is the main reason for this phenomenon.
Higher injection temperatures not only play an important role in maintaining the stability
of geothermal wells for long-term continuous operation (multiyear operating extraction
reduction) but also allow for higher effluent temperatures, albeit at the expense of heat
extraction. The lower the injection temperature, the higher the heat extraction and the more
favorable for heating, but this does not mean that a single lower injection temperature is
optimal. A low injection temperature also leads to a limited increase in the temperature
of the water coming out, meaning that the process of extracting heat after the water is
pumped out of the geothermal well becomes difficult, and the heat extraction process may
be more costly.

5.3. Influence of Injection Flow

According to the geothermal gradient of 4.0 ◦C/hm and the injection temperature of
25 ◦C, the rest of the simulation parameters are selected according to the previous section.
The simulation curves of the flow production temperature and heat extraction at different
injection temperatures for the M1 and M2 wells are shown in Figure 7.

In the first year of operation, the production temperatures of the M1 well were 40.7,
36.6 and 34.4 ◦C, and the heat extractions were 369, 405 and 439 kW at injection flow rates
of 20, 30 and 40 m3/h, respectively. After 30 years of continuous operation, the production
temperatures were 37.4, 34.2 and 32.5 ◦C, and the heat extractions were 291, 321 and 352 kW
with extraction decreases of 21.1%, 20.7% and 19.8%, respectively.
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(a) M1 well (b) M2 well

Figure 7. Comparison of production temperature and heat extraction at different injection flows.

In the first year of operation, the production temperatures of the M2 well were 48.6,
42.3 and 38.9 ◦C, and the heat extractions were 556, 603 and 649 kW at injection flow rates
of 20, 30 and 40 m3/h, respectively. After 30 years of continuous operation, the output
water temperatures were 43.7, 38.7 and 36.1 ◦C, and the heat production powers were 435,
476 and 516 kW with power decreases of 21.8%, 21.1% and 20.5%, respectively.

In summary, it can be found that the injection flow rate is negatively correlated with the
temperature of the produced flow, and the higher the flow rate, the lower the temperature
of the produced flow. The higher the injection flow rate, the more water that is exchanged
with the reservoir for heat exchange per unit time, which also leads to a lower temperature
of produced flow. However, there is a positive correlation with heat extraction, and the
change in heat extraction is very obvious as the flow rate gradually increases. The high
injection flow rate can improve the stability under continuous operation for many years,
and the extraction variation under multiyear operation is relatively small. Although a
larger injection flow rate will produce higher heat extraction, in actual engineering, the
diameter of a single well is usually small, basically within 1 m, which cannot guarantee an
injection flow rate that is too large. An excessive flow rate will also accelerate the decay
of the flow production temperature with time, which is not conducive to the sustainable
development and utilization of geothermal single wells.

5.4. Geothermal Energy Optimization

Summarizing the above multiple sets of simulation scenarios, patterns can be derived
from three key factors:

(1) The geothermal gradient is positively correlated with the flow production tempera-
ture and heat extraction of the geothermal wells. The development of a single-well system
is more effective in areas with high geothermal gradients, while areas with low geothermal
gradients require deeper wells to increase their development value.

(2) The injection temperature is positively correlated with the flow production temper-
ature of the geothermal well and negatively correlated with the heat extraction. Too high
an injection temperature is not conducive for obtaining substantial heat extraction, while
too low a temperature increases the difficulty of thermal extraction.

(3) The injected flow rate is positively correlated with the heat extraction of the single-
well system and negatively correlated with the produced flow temperature. The higher
the flow rate, the higher the heat extraction, but the injected flow rate should not be too
high, otherwise it will make the temperature of the produced flow lower and the thermal
extraction difficult.

Among the three influencing factors, the geothermal gradient has the greatest in-
fluence, followed by the injection temperature and the injection flow rate with the least
influence. The geothermal gradient is limited by geothermal geological conditions and
cannot be changed artificially. Thus, if we want to increase the heating area of a single
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geothermal well, we need to lower the injection temperature and increase the injection flow
rate as much as possible. The above three laws were integrated, assuming that 100,000 m2

of heating was required; a single-well closed-loop geothermal system was selected for
heating; and two kinds of wells, M1 and M2, are used as the starting points, combined with
key factors, so as to propose the optimal layout of the single-well system for heating, in
order to achieve the optimal working conditions.

5.5. Analysis of M1 Well Heating Potential

In this simulation, an injection temperature of 20 ◦C and an injection flow rate of
40 m3/h were chosen. The simulation results under five geothermal gradients are shown
in Figure 8.

Figure 8. Optimized production temperature and heat extraction for M1 well at different
geothermal gradients.

From Figure 8, it can be found that when the geothermal gradient is 2.5 ◦C/hm,
the heat extraction is 299 kW in the first year of operation and 246 kW after 30 years of
operation. According to the national heating standard of 38 W/m2, the heating area can
be 7868 m2 in the first year and 6474 m2 after 30 years of continuous operation. When
the geothermal gradient is 4.2 ◦C/hm, the heat extraction is 511 kW in the first year of
operation and 406 kW after 30 years of operation, and the heating area is 13,447 m2 in the
first year and 10,684 W/m2 after 30 years of continuous operation. The specific simulation
results are shown in Table 3.

Table 3. Simulation results of M1 well under different geothermal gradients.

Geothermal
Gradient
◦C/hm

Production
Temperature ◦C

(1st/30th)

Heat Extraction
kW

(1st/30th)

Heating Area m2

(1st/30th)
Extraction Decay

%

2.5
26.4 299 7868

17.825.3 246 6474

3.0
27.7 360 9474

18.626.3 293 7711

3.5
29.1 423 11,132

19.827.3 339 8921

4.0
30.4 486 12,789

20.228.3 388 10,211

4.2
31.0 511 13,447

20.628.7 406 10,684

From these simulation results, it can be found that the M1 well is relatively small in
depth and cannot obtain a high flow production temperature and heat extraction in areas

122



Energies 2023, 16, 1884

with a low geothermal gradient, which makes the development of the M1 well unsuitable.
It is more valuable to develop the well in areas with a high geothermal gradient that is
1.7 times more the heating area at 4.2 ◦C/hm than at 2.5 ◦C/hm. Therefore, the M1 well is
more suitable for areas with high geothermal gradients.

5.6. Analysis of M2 Well Heating Potential

The same injection temperature and flow rate as for the M1 well were used in this
simulation. The simulation results under five geothermal gradients are shown in Figure 9.

Figure 9. Optimized production temperature and heat extraction for M2 well at different
geothermal gradients.

We found that when the geothermal gradient is 2.5 ◦C/hm, the heat extraction is
437 kW in the first year of operation and 357 kW after 30 years of operation. According to
the national heating standard of 38 W/m2, the heating area can be 7868 m2 in the first year
and 6474 m2 after 30 years of continuous operation. When the geothermal gradient is
4.2 ◦C/hm, the heat extraction is 511 kW in the first year of operation and 406 kW after
30 years of operation, and the heating area is 13,447 m2 in the first year and 10,684 m2 after
30 years of continuous operation. The specific simulation results are shown in Table 4.

Table 4. Simulation results of M2 well under different geothermal gradients.

Geothermal
Gradient
◦C/hm

Production
Temperature ◦C

(1st/30th)

Heat Extraction
kW

(1st/30th)

Heating Area m2

(1st/30th)
Extraction Decay

%

2.5
29.4 437 11,500

18.327.7 357 9394

3.0
31.3 526 13,842

19.429.1 424 11,158

3.5
33.2 616 16,211

20.130.6 492 12,947
4.0 35.2 706 18,579

20.89474 32.0 559 14,711

4.2
36.0 745 19,605

20.932.6 589 15,500

The relatively large depth of the M2 well allows for a higher flow production tem-
perature and heat extraction under the same conditions compared to the M1 well, but the
increased depth of the well also makes the well more expensive to drill.

5.7. Design of Optimal Development Plan

A comprehensive analysis of the above two wells led to the following patterns:
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(1) M1 wells are more suitable for development in areas with high geothermal gradients.
(2) M2 wells are more suitable for development in areas with low geothermal gradients.
(3) Lowering the injection temperature and increasing the injection flow rate as much

as possible can obtain more heat extraction for heating.
If at least 100,000 m2 of heating is required, the M1 or M2 well is selected for devel-

opment for different geothermal gradients, and a simple static payback period estimate
is made on this basis [32]. Table 5 shows the design of the development schemes under
different geothermal gradients.

Table 5. Design of development schemes under different geothermal gradients.

Geothermal
Gradient
(◦C/hm)

Number of Wells
Heating Area

30-Year Average
(m2)

Well Completion
Cost

(Million Yuan)

Heating Charge
(Million

Yuan/Heating
Season)

Payback Period
(Year)

M1

2.5 15 103,018

160

330 7.3
3.0 13 106,725 342 6.1
3.5 11 105,043 336 5.2
4.0 10 109,369 350 4.6
4.2 9 103,279 330 4.4

M2

2.5 11 109,973

210

352 6.6
3.0 9 107,534 344 5.5
3.5 8 111,194 356 4.7
4.0 7 110,947 355 4.1
4.2 6 100,215 321 3.9

It could be found that although the cost of drilling a single geothermal well is lower
for the M1 well compared to the M2 well, the number of wells required to meet the heating
demand of at least 100,000 m2 needs to be increased accordingly, so the total cost would be
relatively higher, and the payback period would be relatively longer.

Although the payback period of the M2 well is short, the service life of geothermal
wells may also be shortened due to long-term high-flow operation, so the change in
geothermal field temperature before and after the extraction of geothermal wells is analyzed
using a geothermal gradient of 4.2 ◦C/hm as an example (Figure 10).

It could be found that after 30 years of continuous mining in the M1 well, the tem-
perature of each temperature zone decreases more obviously and the radius of influence
gradually increases with depth, but it can still barely maintain the original temperature
of each temperature zone, and the development can still be continued under such mining
intensity. However, after the M2 well was subjected to long-term continuous mining, the
temperature change in the reservoir was very obvious, and the radius of influence was
significant. The reservoir temperature in the near-well area decreased by more than one
third, and it became very difficult to develop again under the original mining intensity.
This is also the reason why heat extraction produces a significant decrease. This also reflects
the fact that although the M2 well can obtain more heat extraction, it comes at the cost of
reduced service life.

The results of the above analysis show that the M1 well is more suitable for areas with
high geothermal gradients, and the M2 well is more suitable for areas with low geothermal
gradients. Areas with high geothermal gradients can make up for the lack of well depth by
their own higher reservoir temperature, while areas with low geothermal gradients can
fill the lack of their own reservoir temperature by increasing the well depth. If the heating
demand of 100,000 m2 is to be met, the input cost of the M1 well is relatively large and
the payback period is long, but the temperature change in the reservoir is relatively small,
and the service life of the geothermal well is longer, which is more suitable for sustainable
development. The input cost of the M2 well is smaller, and the payback period is shorter,

124



Energies 2023, 16, 1884

but the temperature change in the reservoir is significant, and it is relatively difficult to
meet the needs of long-term development and utilization.

 
(a) Before operating (M1) (b) After 30 years of operation (M1) 

 
(c) Before operating (M2) (d) After 30 years of operation (M2) 

Figure 10. Temperature field diagram of M1 and M2 wells before and after operation at 4.2 ◦C/hm
geothermal gradient.

In addition, reasonable well spacing is also an important factor affecting the sustainable
development of the single-well geothermal system. It can be inferred from Figure 10 that
the influence radius of temperature change under long-term continuous exploitation is
large for both M1 and M2 wells. If the well spacing is too small (less than 50 m), the heat
efficiency of multiple groups of single wells will be significantly reduced. Therefore, when
developing multiple groups of single-well systems, the well spacing should be as large as
possible. For example, the temperature influence radius of the M1 well is smaller than that
of the M2 well, so the well spacing of the M1 well can be appropriately smaller than that of
the M2 well, but it should not be too small. According to previous studies [13], under such
a scale of exploitation, the well spacing should be at least not less than 60 m. If conditions
permit, the well spacing can be increased to more than 100 m. This measure is also more
conducive to the long-term development and utilization of the single-well system.

6. Conclusions

To summarize the research in this study, the following conclusions can be obtained:
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(1) The development of single-well systems is very dependent on geological conditions.
When the ground temperature gradient is 2.5 ◦C/hm, the heat extraction of the M1 well
is about 225 kW, and that of the M2 well is about 342 kW. When the ground temperature
gradient reaches 4.2 ◦C/hm, it can reach 431 kW and 642 kW, respectively. The geothermal
gradient is positively correlated with the flow production temperature and heat extraction
of single-well systems, and the larger the geothermal gradient, the higher the corresponding
flow production temperature and heat extraction.

(2) The injection temperature is positively correlated with the production flow temper-
ature of the single-well system but negatively correlated with the heat extraction, while
the injection flow rate is negatively correlated with the production flow temperature and
positively correlated with the heat extraction. The effect of injection temperature on the heat
extraction is more pronounced than that of the injection flow rate. Although lowering the
injection temperature and increasing the injection flow rate can increase the heat extraction,
it will lower the production flow temperature, and the low production flow temperature
will increase the difficulty of heat extraction.

(3) Areas with high geothermal gradients are more suitable for the M1 well with
smaller well depths due to higher reservoir temperatures, while extending the service
life of single-well systems. However, if a single well-system is to be developed in areas
with low geothermal gradients, a larger-depth M2 well is more appropriate due to the
lower reservoir temperature. For example, when the geothermal gradient is higher than
3.5 ◦C/hm, it may be more appropriate to select the M1 well with a long service life.

(4) To meet the heating demand of 100,000 m2, the cost of developing M1 wells is
relatively high, and the payback period is long, but a longer service life can be obtained.
The cost of developing M2 wells is relatively low, and the payback investment period is
short, but the useful life may be short. Taking the 4.2 ◦C/hm geothermal gradient as an
example, the payback period of the M1 well is 4.4 years, and that of the M2 well is 3.9 years.
However, the radial temperature response of the reservoir is more obvious. Therefore,
the well spacing should be guaranteed to be at least 60 m when large-scale well cluster
deployment is carried out.
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Abstract: During the operation of an enhanced geothermal system (EGS), the non-equilibrium
temperature, pressure, and hydrochemistry caused by fluid injection intensify water–rock interactions,
induce the mineral dissolution and precipitation in the reservoir near an injection well (also referred
to as the near-well reservoir), and change reservoir permeability, thus affecting continuous and
efficient geothermal exploitation. Based on the investigation of the M-1 injection well of the EGS
in the Matouying uplift of Hebei Province, China, a THC reactive solute transport model using
the TOUGHREACT program was established in this study to explore the mineral dissolution and
precipitation laws of the near-well reservoir and their influencing mechanisms on the reservoir
porosity and permeability in the long-term fluid injection of this well. As indicated by the results,
the dissolution of primary feldspar and chlorite and the precipitation of secondary minerals (mainly
dolomite and illite) occurred and water–rock interaction significantly reduced the porosity and
permeability of the near-well reservoir in the long-term continuous injection process. Appropriate
reduction in the injection flow rate, injection temperature, and the Mg2+ and K+ contents in the
injected water can help inhibit the formation of secondary minerals and delay the plugging process
of the near-well reservoir.

Keywords: enhanced geothermal system; water–rock interaction; secondary precipitation; reactive
solute transport; TOUGHREACT

1. Introduction

The high dependence on fossil fuels in today’s society not only leads to a global
energy crisis but also further aggravates challenges such as greenhouse gas emissions
and environmental pollution [1,2]. The use of new clean energy will help solve these
problems [3,4]. Compared with traditional energy sources and other renewable energy
sources, geothermal energy has many engineering and environmental advantages, such
as non-seasonal dependence and a small area for resource extraction, and is thus an ideal
new clean energy [5,6]. It can be used for many purposes, such as heating and power
generation [7]. At the current energy consumption rate, it is estimated that the global
energy demand in 2800 can be met as long as 1% of the geothermal resources in the crust
are fully exploited and utilized [8,9].

An EGS refers to an artificial geothermal system in which geothermal energy is eco-
nomically extracted from low-permeability rock masses by artificially creating geothermal
reservoirs [10]. During geothermal exploitation using an EGS, circulating fluids (usually
water) are injected through injection wells to make them move along the fracture network
and exchange heat with surrounding rocks, and then high-temperature fluids can be ex-
tracted from production wells for power generation and comprehensive utilization [11].
This process involves sufficient contact between the low-temperature injected fluids and the
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high-temperature rock masses in deep reservoirs. However, relevant studies have shown
that the changes in temperature, pressure, and hydrochemistry caused by the heat transfer
fluids lead to a sustained non-equilibrium between solids and solutes and further drive
fluid–rock interactions, leading to different degrees of mineral dissolution and precipitation
which change the permeability of the near-well reservoir and affect sustainable and efficient
geothermal exploitation [12].

Because of the difficulty, long period, and high costs of actual operation and mon-
itoring, numerical simulation technology is considered an effective means to conduct
site-scale analysis and prediction. In recent years, researchers in related fields have carried
out massive laboratory experiments and numerical simulations to explore the dissolution
and precipitation of minerals induced by the interactions between circulating fluids and
geothermal reservoir rocks and the resultant changes in geothermal reservoir permeability
during the production and operation of an open-loop geothermal system. Borgia et al.
analyzed the feasibility of using CO2 as the transfer fluids of an EGS through numerical
simulations, and the results showed that the injection of CO2 mixed with water inhibited
secondary precipitation and effectively prolonged the operating life of the EGS but limited
the heat extraction rate [12]. Driba et al. established a one-dimensional THC reactive
solute transport model based on Phreeqc and OpenGeosys to explore the effects of the
chemical composition of injected fluids on the deep geothermal reservoir permeability
during the reinjection of low-temperature brine [13]. Ren et al. proposed a mixed dis-
cretization method based on embedded meshes and accurately and effectively determined
the coupling process of multiphase flow and geomechanics in fractured reservoirs [14].
Salimzadeh et al. established a 3D multifield coupling model for fractured geothermal
reservoirs and explored the influence of low-temperature fluid injection on fracture channel
deformation [15]. Pei et al. established a new flow and geomechanical coupling model and
effectively captured the fracture deformation process in unconventional fractured reser-
voirs [16]. Li et al. improved the calculation efficiency while maintaining relatively high
accuracy by combining the embedded discrete fracture model (EDFM) and the extended
finite element method (XFEM) [17]. These studies provide references and bases for further
improving and expanding the reactive solute transport model [18].

Regenspurg et al. carried out a hydrogeochemistry equilibrium calculation based
on the collection, testing, and analysis of numerous samples to explore the cause and
mechanism of the severe plugging of production wells at the site in Groß Schönebeck,
Germany, revealing that frequent well shutdown constantly made the metal-rich fluids
oversaturated in the process of reacting with the wellbore and cooling, thus exacerbating
the plugging of geothermal wells [19]. Based on a large number of experimental studies,
as well as reinjection experiments and hydrogeochemical simulations, Ma et al. proved
that chemical plugging caused by carbonate and silicate was the main reason for the
significant decrease in the injection flow rate of Well Xianyang 2 over time [20]. Yanaze et al.
established a geochemical plugging model for the Sumikawa Geothermal Power Plant to
predict the decrease in permeability caused by the deposition of silica scale on the site and
found that reducing the silica concentration and the injection flow rate can effectively delay
the decrease in the reservoir permeability [21]. Zhao et al. carried out high-temperature
and high-pressure static experiments and hydrogeochemical simulations based on the
PHREEQC program to determine the interactions between different injected water bodies
and high-temperature granites, finding that using low-salinity water as the injected water
could reduce the possibility of geothermal reservoir plugging [22]. Ke et al. used similar
methods to evaluate the effect of different fluids on the release of typical minerals in the
FORGE site [23].

The secondary precipitation caused by fluid injection has been analyzed in the above
studies. However, most of these studies employed small-scale static simulations and
experiments, which cannot reflect the dynamic process occurring in actual reservoirs.
Moreover, there is still a lack of targeted research on the effects of dynamic near-well
water–rock interactions and solute transport on reservoir permeability during long-term

129



Energies 2022, 15, 8820

injection. Based on the investigation of injection well M-1 in the EGS in the Matouying
uplift of Hebei Province, China, this study established a THC reactive solute transport
model using the TOUGHREACT program and analyzed and predicted the laws of the
mineral dissolution and precipitation caused by water-rock reactions and solute transport
and their influence on the near-well reservoir permeability in the long-term injection of
this well. This study provides a technical reference and theoretical basis for the long-term
stable operation of geothermal systems.

2. Geological Conditions of Regional Geothermal Resources

The study area is located in the Matouying uplift of Leting County, Tangshan City,
eastern Hebei Province [24]. The Matouying uplift is a significant positive secondary
tectonic unit within the Huanghua depression in North China. It is bounded by the Mabei
fault and connected to the Leting sag in the north, bounded by the Bogezhuang fault and
connected to the Nanpu sag in the west, and is bounded by the Hongfangfang fault and
adjacent to the Shijiutuo sag in the south (Figure 1). The tectonic pattern consisting of the
high uplift and deep sags creates favorable geological conditions for the upward migration
of deep heat flow and the convergence of lateral heat flow toward the uplift area [25]. The
Matouying uplift has terrestrial heat flow of greater than 75 mW/m2, which is higher than
the global average, making this uplift a favorable prospect area for the exploitation of deep
geothermal resources in Hebei Province [26].

 

Figure 1. Tectonic location of the study area.

The EGS project in the Matouying uplift is located in southern Dazhuanghe Village,
Caofeidian District, Tangshan City. This project consists of injection well M-1 and produc-
tion well M-2, which are about 200 m apart. Well M-1 has a final hole depth of 4502.11 m,
with the water filtering interval at a depth of 4188.08–4502.11 m. This well has a water
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temperature of up to 150 ◦C at a depth of 3960 m. The main strata encountered during
the drilling of this well include the Quaternary (Q), the Neogene Minghuazhen (N2m)
and Guantao formations (N1g), and the Archean Baimiao Formation (Arb). The Cenozoic
strata in the upper part of this well mainly include clay, sandstones, and mudstones, while
the Archean Baimiao Formation in the lower part is mainly composed of metamorphic
granodiorites, metamorphic tonalites, metamorphic hornblende monzogranites, and biotite
plagiogneisses, indicating apparent migmatization [27].

3. Numerical Simulation Method

3.1. Simulator

The simulator used in this study was the TOUGHREACT program developed by
the Lawrence Berkeley National Laboratory. By introducing the reactive solute transport
process into the basic framework of the simulator TOUGH2 for non-isothermal flows of
multicomponent and multiphase fluids, this simulator couples the flow, heat transfer, solute
transport, and geochemical reaction processes of underground multiphase fluids while
considering the thermophysicochemical processes under conditions of different tempera-
tures, pressure, water saturation, and ionic strength [28]. TOUGHREACT is suitable for
one-, two-, and three-dimensional porous and fractured media with physical and chemical
heterogeneity, as well as any number of gas-, liquid-, and solid-phase chemicals. Therefore,
this program is widely applied to the exploitation and utilization of geothermal energy, the
geological storage of carbon dioxide, pollutant migration and remediation, and nuclear
waste disposal [29].

3.2. Governing Equations

The main governing equations used by TOUGHREACT are introduced as follows. For
numerical simulations, the mass and energy conservation equation is the most basic and
core equation, and its generalized expression is shown in Equation (1).

d
dt

∫
Vn

MкdV =
∫
Γn

Fк·ndΓ +
∫
Vn

qкdV (1)

where t[s] is the time; n is the current grid; к is the different components; Γn [m2] is the
grid connection area; Vn [m3] is the grid volume; Mк, Fк, and qк are the cumulative item,
migration (i.e., inflow or outflow) item, and source-sink item of mass or energy, respectively.

Chemical transport equations (derived from mass conservation) have the same struc-
ture as fluid and heat flow equations, and the equation of multicomponent chemical
transport in the liquid phase is expressed as Equation (2).
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n Δt J = 1, 2, . . . , Nc

(2)

The transport of aqueous and gaseous species through advection and molecular
diffusion are considered for both liquid and gas phases in this simulator. Acid-base and
redox are considered under the local equilibrium assumption. Depending on the computer
memory and CPU performance, any number of chemical species in the liquid, gas, and
solid phases can be accommodated. The dissolution and precipitation processes of minerals
are characterized by two mechanisms, i.e., thermodynamic equilibrium and reaction kinetic
equilibrium. The thermodynamic governing equations used by TOUREACT are shown
in Equations (3) and (4), and the governing equations of reaction kinetics based on the
transition state theory are shown in Equations (5) and (6).

SIm= log10Ωm= 0 (3)
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where m is the mineral serial number; SI is the saturation index of minerals; Ω is the
saturation of minerals; K is the thermodynamic equilibrium constant; γ is the activity
coefficient; r [mol/s] is the mineral reaction rate (it is positive for dissolution and negative
for precipitation); A [g/cm2] is the reaction specific surface area of minerals; k [mol/(L·s)]
is the reaction rate constant related to temperature; Q is the reaction quotient; μ and n are
laboratory empirical parameters; k25 [mol/(L·s)] is the reaction rate constant at 25 ◦C; Ea
[KJ/mol] is the activation energy; R [J/mol/K] is the gas constant; T [K] is the absolute
temperature, and α [mol/L] is the activity.

The dissolution and precipitation of minerals lead to changes in porosity and perme-
ability, which further affect the fluid flow and solute transport process. Therefore, it is
necessary to accurately describe the dynamic changes in porosity and permeability. When
the numerical simulations of water-rock reactions are performed using TOUGHREACT,
the medium porosity is determined using Equation (7).

ϕ = 1 −
nm

∑
m=1

frm−fru (7)

where ϕ is porosity; nm is the number of mineral species; frm is the volume fraction of
mineral m; and fru is the volume fraction of unreactive rock.

As frm changes, the medium porosity is recalculated at each time step. TOUGHREACT
provides a variety of options for calculating permeability variation caused by mineral
dissolution and precipitation. Some options only depend on changes in porosity, while
others are formulas related to changes in fracture pore size and pore throat diameter. In
this study, the cubic law (Equation (8)) was used to describe the relationship between
permeability variation and porosity:

K = ki

(
ϕ

ϕi

)3
(8)

where k [m2] is the permeability; and ki [m2] and ϕi are the initial permeability and porosity,
respectively.

4. Model Establishment

4.1. Conceptual Model

This study aims to explore the laws of mineral dissolution and precipitation caused
by fluid injection and their influencing mechanisms on the permeability of the near-well
reservoir during the long-term operation of the EGS in the Matouying area. Multi-field
coupling models of various minerals and hydrochemical components require massive
calculations in the long-term simulation. Therefore, to effectively control the calculation
time and improve the simulation efficiency, this study simplified the conceptual model
and only simulated a 10 m thick monolayer in the water filtering interval of Well M-1.
In addition, the fracture network in the artificial reservoir is mainly composed of dense
small-scale fractures as revealed by the tracer test results of the Matouying EGS field (not
published yet). Therefore, an equivalent porous medium was adopted in this study.

As shown in Figure 2, the model was established using the radial grid method
(RZ2D) [30], with a vertical height of 10 m and a horizontal length of 200 m (i.e., the
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distance between the injection well and the production well on site). Considering that
the influence of the injected fluids on reservoirs gradually weakens with an increase in
the distance from the injection well, the grid size gradually increased in the radial direc-
tion from the center of the model. The bottom of the model was set as an impermeable
boundary with a constant temperature and pressure, and the injection well was set as the
Dirichlet boundary to allow the flow rate to vary with time. In the process of simulation
using TOUGHREACT, the grid volume of the matrix layers was set to infinity to make the
matrix temperature and pressure constant. The permeability of the matrix layers was set
to 0. This setting restricted the fluid exchange process between grids but did not affect
the temperature and pressure transmission. Considering that some of the continuously
injected fluids return to the surface through the production well and the remaining fluids
flow toward distant strata and are lost during the long-term operation of the EGS, the outer
boundary of the model was set as an infinite volume boundary. Based on the research
results of Qi et al. [31], the temperature and pressure conditions of the model were set to
160 ◦C and 40 MPa, respectively.

 

Figure 2. Conceptual model.

The chemical composition of the injected water and the rock mineral composition
of the model were set according to the water-quality total-analysis data of the site and
the XRD test results of rock samples, respectively [32]. The injected fluids were shallow
groundwater extracted from the site and their main chemical compositions is shown in
Table 1. The main minerals of the reservoir rocks included K-feldspar (30%), albites (33%),
quartz (20%), chlorite (15%), and other trace minerals (2%).

Table 1. Main chemical composition of injected water.

Cation Content (mg/L) Proportion Anion Content (mg/L) Proportion

K+ 18.20 4.17% F− 1.28 0.16%
Na+ 225.49 51.71% Cl− 295.03 36.86%
Ca2+ 111.96 25.68% NO3

− 6.91 0.86%
Mg2+ 31.48 7.22% SO4

− 169.41 21.16%
Fe2+ 0.54 0.12% HCO3

− 327.86 40.96%
Zn2+ 48.39 11.10%

4.2. Parameter Setting

The density, thermal conductivity, and specific heat capacity of the geothermal reser-
voir rocks were set according to the research data of the Matouying area [33], and the poros-
ity and permeability were set according to the relevant numerical simulations [34]. The
petrophysical parameters used in the model are shown in Table 2. It should be noted that
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the porosity of the impermeable bedrock was not set to 0 but to a very low value compared
to the reservoir porosity to prevent errors in the calculation process (e.g., a zero divisor).
However, because the permeability was 0, this setting did not affect the flow and solute
transport process in the reservoir grids.

Table 2. Petrophysical parameters.

Parameter Value

Density (kg/m3) 2750.00
Porosity:

Fractured reservoir 0.50
Impermeable matrix 0.01
Permeability (m2):
Fractured reservoir 6.99 × 10−14

Impermeable matrix 0
Thermal conductivity (W/kg·m) 2.20
Specific heat capacity (J/K·kg) 794.00

The dynamic reactions between minerals and the injected fluids were controlled using
the parameters of mineral reaction kinetics. By referencing the numerical simulations of
Na et al. [35] and Yang et al. [36], this study set the parameters of mineral reaction kinetics
under different reaction mechanisms, as shown in Table 3.

Table 3. Parameters of mineral reaction kinetics.

Mineral

Neutral Mechanism Acid Mechanism Base Mechanism
A

K25 E K25 E n(H+) K25 E n(H+)

(mol/m2/s) (KJ/mol) (mol/m2/s) (KJ/mol) (mol/m2/s) (KJ/mol) (cm2/g)

Quartz 1.203 × 10−14 87.70 9.8
K-f × 10ldspar 3.890 × 10−13 38.00 8.710 × 10−11 51.70 0.500 6.310 × 10−12 94.10 −0.823 9.8

Albit × 10 2.754 × 10−13 69.80 6.918 × 10−11 65.00 0.457 2.512 × 10−16 71.00 −0.572 9.8
Chlorit × 10 3.020 × 10−13 88.00 7.762 × 10−12 88.00 0.500 151.6
Montmor-Na 1.660 × 10−13 35.00 1.047 × 10−11 23.60 0.340 3.020 × 10−17 58.90 −0.400 151.6
Montmor-Ca 1.660 × 10−13 35.00 1.047 × 10−11 23.60 0.340 3.020 × 10−17 58.90 −0.400 151.6

Illit × 10 1.660 × 10−13 35.00 1.047 × 10−11 23.60 0.340 3.020 × 10−17 58.90 −0.400 151.6
Calcit × 10 1.550 × 10−16 23.50 6.018 × 10−13 14.40 1.000 9.8

Kaolinit × 10 6.918 × 10−14 22.20 4.898 × 10−12 65.90 0.777 8.913 × 10−18 17.90 −0.472 151.6
Montmor-Mg 1.660 × 10−13 35.00 1.047 × 10−11 23.60 0.340 3.020 × 10−17 58.90 −0.400 151.6
Montmor-K 1.660 × 10−13 35.00 1.047 × 10−11 23.60 0.340 3.020 × 10−17 58.90 −0.400 151.6

Dolomit × 10 2.951 × 10−8 52.20 6.457 × 10−4 36.10 0.500 9.8
Dawsonit × 10 1.260 × 10−9 62.76 6.457 × 10−4 36.10 0.500 9.8
Sid × 10rit × 10 1.260 × 10−9 62.76 6.457 × 10−4 36.10 0.500 9.8

Magn × 10sit × 10 4.508 × 10−11 23.50 4.169 × 10−11 14.40 1.000 9.8
H × 10matit × 10 2.512 × 10−15 66.20 4.074 × 10−10 66.20 1.000 9.8

4.3. Simulation Schemes

To explore the laws of the influences of key operating parameters (i.e., injection flow
rate, injection temperature, and hydrochemical composition) on the mineral dissolution
and precipitation and the permeability variation of the near-well reservoir, this study
designed and operated multiple simulation schemes according to the actual situation of
the site and the results from hydrochemical analysis and testing, as shown in Table 4
and Figure 3. The injection flow rate was set to 3 m3/h, 4 m3/h, 5 m3/h, and 6 m3/h in
the simulation schemes (approximately equivalent to the injection flow rate of 90 m3/h,
120 m3/h, 150 m3/h, and 180 m3/h in the entire water filtering interval, respectively). In
the injection process, the changes in wellhead injection temperature and wellbore heat loss
affect the temperature of injection fluids when the fluids enter the reservoir. Therefore, the
injection temperature was set to 50 ◦C, 70 ◦C, and 90 ◦C. It is noteworthy that the injection
temperatures set in the simulations were the temperatures when the fluid flowed into the
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reservoir through the injection wellbore rather than the temperatures when fluids were
injected from the surface.

Table 4. Simulation schemes of different injection flow rates and temperatures.

Scheme No. Injection Flow Rate (m3/h) Injection Temperature (°C)

1 3 70
2 4 70

3 (Basic Scheme) 5 70
4 6 70
5 5 90
6 5 50

When designing different chemical composition schemes of injected water, the contents
of three main metal ions (K+, Ca2+, and Mg2+) were adjusted to replace the proportion of
Na+ in the metal cations of the basic scheme. Based on this, the hydrochemical equilibrium
of the injected water was adjusted and recalculated. The specific settings of chemical
components of the injected water in different schemes are shown in Figure 3.

Figure 3. Simulation schemes for different chemical compositions of injected water. (a)—Basic
scheme; (b)—Scheme 7; (c)—Scheme 8; (d)—Scheme 9.

5. Results and Discussion

5.1. Changes at Different Distances from the Injection Well

The changes in the reservoir porosity and permeability and initial mineral contents at
different distances from the injection well after continuous injection for 10 a are shown in
Figure 4. As shown in Figure 4a, after 10 a of continuous operation of the EGS, significant
changes in porosity and permeability mainly occurred approximately 0–7.5 m away from
the injection well. In a range within 3.5 m from the well, the reservoir porosity and per-
meability decreased significantly, reflecting strong precipitation of secondary minerals in
this range. The decreased amplitude increased as the distance from the injection well de-
creased, indicating that the intensity of water-rock interactions decreased with an increase
in the distance. At 10 a, the porosity at the injection well decreased by 60.0% from the
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initial value of 0.5 to 0.2, and the permeability decreased by 94.1% from 6.99 × 10−14 m2

to 4.15 × 10−15 m2, indicating that the long-term operation of geothermal wells seriously
damaged the permeability of the near-well artificial reservoir. It should be noted that the
reservoir permeability within the range of 3.5–7.5 from the injection point was slightly
higher than its initial value, suggesting that the porosity increase caused by the initial min-
eral dissolution was more intense than the permeability decrease caused by the secondary
mineral precipitation, as further discussed below.

 

Figure 4. Simulation results at different distances from the injection point. (a)—Porosity and perme-
ability; (b)—Content of primary minerals.

As shown in Figure 4b, the content of primary quartz in the reservoir scarcely changed
during the long-term injection, while the K-feldspar, albite, and chlorite contents changed to
varying degrees, reflecting that the injected fluids had a significant effect on the dissolution
of the three primary minerals (Equations (9)–(11)). The albite and chlorite contents were
lower than their initial values 5–7 m away from the injection well. The K-feldspar content
decreased significantly 0–2.5 m away from the injection well but was higher than its initial
value in the range of 2.5–7.5 m from the well, reflecting the severe dissolution of K-feldspar
near the injection well and the formation of secondary K-feldspar, respectively. This
changing trend is consistent with the research results of Zhao et al. [22].

NaAlSi3O8 + H2O → Na+ + Al(OH)4− + H4SiO4 (9)

KAlSi3O8 + H2O → K+ + Al(OH)4− + H4SiO4 (10)

Chlorite + H2O → 5Mg2+ + Al(OH)4− + H4SiO4 (11)

The global secondary mineral generation at 10 a is shown in Figure 5. According
to this figure, a variety of secondary minerals set in the model were generated to differ-
ent degrees. Among them, illite and dolomite showed the most significant secondary
precipitation, especially near the injection point (within the range of about 5 m), and the
volume fraction of their precipitation reached the same order of magnitude as their initial
content. Therefore, they had a far greater impact on reservoir porosity and permeability
than other secondary minerals. The main reason for a large quantity of secondary dolomite
is that the injected fluid contained a lot of Ca2+ and HCO3

−, in which HCO3
− decomposed

at a high temperature to produce CO3
2− or was combined with Ca2+ and Mg2+ to form

dolomite precipitation (Equation (12)). In addition, the chlorite dissolution (Equation (11))
also provided more sufficient Mg2+. The illite formation was mainly controlled by feldspar
minerals, especially K+ and other components provided by the K-feldspar dissolution.

Ca2+ + Mg2+ + CO3
2− → CaMg(CO3)2 (12)
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Figure 5. Precipitation of secondary minerals. (a)—Montmorillonite; (b)—Illite; (c)—Calcite; (d)—
Kaolinite; (e)—Dolomite; (f)—Hematite.

In sum, significant changes in the porosity and permeability of the near-well reservoir
were mainly caused by the dissolution of the initial minerals (K-feldspar, albite, and chlo-
rite) and the secondary precipitation of dolomite and illite. In fact, secondary minerals were
generated in the whole reservoir, but they had no significant impact on the reservoir perme-
ability far away from the injection well due to their very low contents. The production of
montmorillonite (Equation (13)), calcite (Equation (14)), and kaolinite (Equation (15)) was
all below 1 × 10−4. By contrast, the production of hematite (Equation (16)) was slightly
higher, but its highest value near the injection point was only 1.1% of the initial content.
Figure 5a shows the total amount of produced montmorillonite and the amounts of the
four types of montmorillonite produced. According to this figure, the secondary mont-
morillonite mainly included calcium montmorillonite and magnesium montmorillonite.
The production of montmorillonite and calcite near the injection point was lower than that
in the far-well zones. This result is different from the changing trend that the production
of other secondary minerals decreased with an increase in the distance from the injection
point. This phenomenon occurred because Ca2+, Mg2+, and HCO3

− were preferentially
consumed to form dolomite and illite but the fluid flow and solute transport caused by the
injection inhibited the precipitation of montmorillonite and calcite.

H+ + Mg2+ + H2O +
(

K+, Ca2+, Na+
)
+ SiO2(aq) + AlO2− → Montmorillonite (13)

Ca2+ + CO3
2− → CaCO3 (14)

H+ + H2O + SiO2(aq) + AlO2− → Kaolinite (15)

Fe2+ + H2O + O2 → Fe2O3 + H+ (16)

During the actual operation of the EGS, the process of particle migration (the precipita-
tion of both primary and secondary minerals) caused by fluid injection, as well as the spatial
heterogeneity of fracture distribution and scale, may cause suspended particle plugging
and distant reservoir. This study simplified the actual conditions without considering this
process. However, it is significant to improve the calculation code to include this process in
the subsequent work.
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5.2. Changes at Injection Point

As concluded from the analysis of the global monitoring results at 10 a of the model,
the mineral dissolution and precipitation and the significant changes in the reservoir
porosity and permeability mainly occurred near the injection point because of the drastic
changes in temperature, flow field, and hydrochemical composition caused by the injection
of cold water. Therefore, it is necessary to monitor and analyze the reservoir porosity and
permeability at the injection grid, as well as the changes in the mineral dissolution and
precipitation with time during the injection. The results are shown in Figure 6.

Figure 6. Time-varying simulation results at the injection point. (a)—Porosity and permeability;
(b)—Primary minerals.

As shown in Figure 6, the reservoir porosity and permeability at the injection point
decreased continuously as the injection continued, even at 10 a. The injected water yielded
the most significant and rapid effect on the K-feldspar dissolution. The effect was intensified
as the injection continued, and the K-feldspar completely dissolved by 6 a. The albite and
chlorite contents decreased at stable rates, and the chlorite content decreased gently. As
shown in Figure 4b, the injected water was more conducive to the dissolution of feldspar
minerals, especially K-feldspar.

Figure 7 shows the formation of various secondary minerals at the injection point
during the whole operation of the EGS (no calcite was formed for the reasons discussed
above, and therefore no calcite is shown in these figures). As shown in Figure 7, the
montmorillonite and kaolinite contents only increased continuously in the first 6 months
and then were almost stabilized. Their final precipitate quantities were only approximately
1.28 × 10−5 and 5.10 × 10−6, respectively, which cannot affect the reservoir porosity and
permeability. The illite, dolomite, and hematite contents continuously increased during the
whole operation of the EGS, and the precipitate quantity of hematite was small and was
only 2.40 × 10−3 at 10 a. The generation rate of illite decreased significantly after 6 a. This
occurred because the primary K-feldspar was almost all dissolved near the injection point
with the continuous progress of fluid injection and solute transport (Figures 4b and 6b),
and thus the main K+ source for the illite formation was lost. According to the analysis
in Section 5.1, the illite precipitation was mainly controlled by the dissolution of feldspar
minerals, especially K-feldspar. This conclusion is consistent with the analysis results of
Xue et al. [37]. Based on the relevant literature, the transformation of K+ from K-feldspar to
illite can be summarized as Equation (17). At 10 a, the illite content at the injection point
reached 14.4%.

KAlSi3O8 + H2O + Mg2+ + H+ → Illite (17)

The dolomite precipitation in the whole injection process (the dolomite content reached
41.0% at 10 a) was the main reason for the significant decrease in the reservoir porosity
and permeability at the injection point. The continuous and rapid dolomite formation
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was attributable to the continuous injection of fluids containing Ca2+, Mg2+, and HCO3
−.

Moreover, the dissolution of the initial mineral chlorite can also provide sufficient Mg2+.

 
Figure 7. Precipitation of secondary minerals at the injection point. (a)—Montmorillonite; (b)—Illite;
(c)—Kaolinite; (d)—Dolomite; (e)—Hematite.

Overall, the water–rock interactions in the fluid injection process led to the dissolu-
tion of primary minerals and the formation of massive secondary minerals, leading to a
continuous decrease in the permeability of the near-well reservoir. The intuitive effect of
this process on the EGS operation was mainly reflected in the continuous increase in the
injection pressure. To further explore the process, the simulation time of the basic scheme
was set to 30 a, and the changes in the permeability at the injection grid and fluid pressure
over time were monitored. Considering that the plugging process of the reservoir in this
study is affected by the selected calculation method for the change in permeability, the
calculation method in the original case was changed from the cubic law to the simplified
Carman–Kozeny relation (18), and the simulation results (Figure 8) were compared with
the original results to further analyze the effect.

k = ki

(
ϕ

ϕi

)3 (1 − ϕi)2

(1 − ϕ)2 (18)

As shown in Figure 8, the fluid pressure at the injection grid gradually increased in
the long-term injection process with a decrease in the permeability. The fluid pressure
increased slowly and stably within the first 10 a and increased sharply after 10 a. At
about 12 a, the reservoir permeability at the injection grid was lower than 3.00 × 10−16 m2

and the fluid pressure rose rapidly in a short time. Therefore, it is considered that the
injection grid was plugged at this time. In the actual production process, once the injection
pressure exceeds the threshold that the equipment withstands, the injection cannot be
sustained. Considering that the operating life of an EGS is generally expected to be
20–30 a, it is necessary to reasonably control the injection flow rate, injection temperature,
and hydrochemical composition during the long-term operation and regularly perform
chemical treatments to remove the well plugging, aiming to mitigate the damage to the
permeability of the near-well reservoir caused by water–rock interactions. Compared with
the case using the cubic law, the simulation results obtained using the Carman–Kozeny
relation showed a certain gap in the changes in the permeability and fluid pressure at the
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injection grid. Specifically, the permeability was lower than that of the original plan during
the whole injection period. The differences in fluid pressure were not apparent in the
early stage (about 7 years) and then gradually increased, with the growth rate increasing
sharply. Therefore, in this case, plugging occurred earlier than that in the original scheme
(less than 1 a). The possible reason is that the reservoir permeability is more sensitive
to porosity changes in the Carman–Kozeny relation, which should be more applicable to
porous reservoirs with low permeability. In conclusion, the use of different relations for
the change in reservoir permeability has a certain impact on the evolutionary process of
plugging but does not change the occurrence and form of plugging.

 
Figure 8. Changes in the permeability and pressure at the injection grid.

5.3. Sensitivity Analysis
5.3.1. Influence of Different Injection Flow Rates

Figure 9 shows the time-varying changes in the porosity of the injection grid, the initial
mineral contents, and the contents of main secondary minerals under different injection
flow rates and an injection temperature of 70 ◦C. As the injection flow rate increased, the
porosity at the injection point decreased more significantly during the same operation time
for two reasons. First, a higher injection flow rate destructed the chemistry equilibrium of
the near-well water more significantly, driving the chemical reactions to develop toward
the formation of secondary minerals. Second, a higher injection flow rate intensified
the dissolution of primary minerals, providing more sufficient material sources for the
formation of secondary minerals. The different effects of different injection flow rates on
the initial mineral contents were mainly reflected in the K-feldspar dissolution. As shown
in Figure 9b, K-feldspar dissolved more rapidly and reached equilibrium in a shorter time
under a higher flow rate, leading to a higher formation rate of illite in the early operation
stage of the EGS (when K-feldspar was not completely dissolved; Figure 9d). The illite
content did not change significantly in the late operation stage of the EGS when the injection
flow rate was set to below 5 m3/h and only increased when the flow rate reached 6 m3/h.
In conclusion, the illite formation was mainly controlled by the K-feldspar dissolution. Both
the formation rate and total quantity of dolomite increased significantly with an increase in
the injection flow rate, and the formation rates of dolomite under different schemes tended
to be stable. These results reflect that the Mg2+ content in the system was sufficiently high
and the dolomite precipitation was mainly controlled by the injected Ca2+ and HCO3

−.
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Figure 9. Simulation results at different injection flow rates. (a)—Porosity; (b)—Permeability; (c)—
Dolomite; (d)—Illite.

5.3.2. Influence of Different Injection Temperatures

Figure 10 shows the time-varying changes in the porosity of the injection grid, the
initial mineral contents, and the contents of main secondary minerals under different
injection temperatures and an injection flow rate of 5 m3/h. During the initial injection
within the first 3 a, there was no significant difference in the porosity at the injection
point under different injection temperatures. The porosity at the injection point during the
first 3–5.4 a under an injection temperature of 90 ◦C was significantly higher than that of
the other two schemes. This occurred because the increase in the injection temperature
expedited the initial mineral dissolution, effectively counteracting the plugging effect
of secondary mineral formation in the near-well reservoir. As shown in Figure 10b, the
dissolution rates of K-feldspar and albite significantly increased with an increase in the
injection temperature, while the dissolution rate of chlorite only slightly changed when the
injection temperature increased from 50 ◦C to 70 ◦C and then increased significantly when
the injection temperature increased to 90 ◦C. The differences in porosity between different
schemes increased gradually in the late injection stage, and the porosity at the injection
point decreased with an increase in the injection temperature. The reason for this trend is
that with a decrease in initial mineral contents in the late injection stage, the increase in the
reservoir porosity caused by initial mineral dissolution gradually weakened, but secondary
minerals were formed continuously. As shown in Figure 10c,d, the formation quantities
and rates of dolomite and illite both increased with an increase in the injection temperature,
while the formation rate of illite decreased with an increase in the injection temperature
after the turning point (note: the turning point appeared increasingly earlier with an
increase in the injection temperature, and there was a significant correlation between its
appearance time and the K-feldspar dissolution). This occurred because the main K+ source
was lost after the complete dissolution of K-feldspar and more Mg2+ was consumed by the
dolomite precipitation.
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Figure 10. Simulation results at different injection temperatures. (a)—Porosity; (b)—Permeability;
(c)—Dolomite; (d)—Illite.

5.3.3. Influence of Different Hydrochemical Compositions

Figure 11 shows the simulation results of different chemical composition schemes
of injected water under an injection flow rate of 5 m3/h and an injection temperature
of 70 ◦C. Compared to the basic scheme, the porosity at the injection point in different
chemical composition schemes decreased to different degrees. Among them, the porosity in
Scheme 8 (Ca2+ was the leading cation) decreased slightly, while the porosity in Scheme 7
(K+ was the leading cation) decreased to below 0.05 at 7a. In this case, the fluid pressure at
the injection grid was too high to ensure continuous and stable injection. In Scheme 9 (Mg2+

was the leading cation), a substantial decrease in the porosity appeared at 4a. Therefore,
it can be preliminarily determined that Mg2+ had the most significant influence on the
porosity and permeability of the near-well reservoir in the study area.

Changes in the chemical composition of injected water have different degrees of
effects on the dissolution of initial minerals and the generation of secondary minerals.
The dissolution of initial minerals in Scheme 7 was most significantly different from that
in the basic scheme. The high increase in the K+ concentration in this scheme inhibited
the dissolution of primary K-feldspar and led to the formation of massive secondary K-
feldspar (Figure 11b). This process and the sharp decrease in the Na+ concentration greatly
promoted the albite and chlorite dissolution (Figure 11c,d), thus providing more sufficient
Mg2+ for the dolomite formation (Figure 11e). In addition, since no K-feldspar dissolved
in Scheme 7 and the K+ in the injected fluid was mainly consumed by the formation of
secondary K-feldspar, the illite formation was inhibited and the precipitate quantity of
illite was only 3.96 × 10−4 at 7a. The influence of the increase in the Mg2+ concentration
on the mineral contents in Scheme 9 was mainly reflected in the formation of secondary
minerals. As shown in Figure 11e,f, the generation rates of dolomite and illite significantly
increased compared with other schemes. In Scheme 9, as illite continued to be formed
and the chlorite dissolution gradually reached equilibrium in the late injection stage, the
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K-feldspar dissolution intensified, releasing a large amount of K+ and Mg2+ and further
increasing the formation rate of the two main secondary minerals, i.e., illite and chlorite.

 
Figure 11. Simulation results under different hydrochemical compositions. (a)—Porosity; (b)—K-
Feldspar; (c)—Albite; (d)—Chlorite; (e)—Dolomite; (f)—Illite.

In sum, Mg2+ and K+ have the most significant effects on mineral dissolution and pre-
cipitation and the permeability of the near-well reservoir among the chemical components
in injected water. Therefore, it is necessary to control the Mg2+ and K+ contents by adding
metal ion chelating agents and corrosion inhibitors to the injected water in the long-term
operation of geothermal wells.

6. Conclusions

Based on the investigation of Well M-1 in the EGS in the Matouying uplift of Hebei
Province, China, this study established a THC reactive solute transport model using the
TOUGHREACT program. Using this model, this study explored the mineral dissolution
and precipitation laws of the near-well reservoir and their influencing mechanisms on reser-
voir porosity and permeability in the long-term injection process of this well and analyzed
the effects of different injection conditions (injection flow rate, injection temperature, and
hydrochemical composition) on the injection process. The conclusions are as follows.

(1) A significant decrease in the porosity and permeability of the EGS reservoir in
the Matouying uplift occurred 0–7.5 m away from Well M-1 in the long-term injection
process. At 10 a, the porosity at the injection point decreased by 60.0% and the permeability
decreased by 94.2%. This occurred due to the dissolution of primary K-feldspar, albite, and
chlorite and the formation of secondary minerals dominated by dolomite and illite.

(2) The decreasing rates of the permeability and the porosity of the near-well reservoir
in the EGS of the Matouying uplift increased with an increase in the injection flow rate. The
reason is that a higher injection flow rate expedited the dissolution of primary K-feldspar,
thus providing more sufficient ions for the formation of secondary minerals and promoting
the formation of dolomite and illite.

(3) In this simulation, the change in the injection temperature had significant effects
on the dissolution of primary minerals and the precipitation of main secondary minerals.
Moreover, it had a slight influence on the variation trends of the porosity and permeability
of the near-well reservoir in the early injection stage. However, with a decrease in the pri-
mary mineral content and the continuous formation of secondary minerals, the decreasing
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rates of the porosity and permeability of the near-well reservoir significantly increased
with an increase in the injection temperature.

(4) The increase in the K+ and Mg2+ contents in the main chemical components of the
injected water expedited the precipitation of dolomite and illite and further greatly exacer-
bated the plugging of the near-well reservoir in the EGS of the Matouying uplift. Therefore,
to improve the operating life of the EGS, it is absolutely necessary to control the content of
metal ions, especially K+ and Mg2+, in the injected water during the long-term injection.
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Abstract: Oil production prediction plays a significant role in designing programs for hydrocarbon
reservoir development, adjusting production operations and making decisions. The prediction ac-
curacy of oil production based on single methods is limited since more and more unconventional
reservoirs are being exploited. Artificial intelligence technology and data decomposition are widely
implemented in multi-step forecasting strategies. In this study, a hybrid prediction model was
proposed based on two-stage decomposition, sample entropy reconstruction and long short-term
memory neural network (LSTM) forecasts. The original oil production data were decomposed into
several intrinsic mode functions (IMFs) by complete ensemble empirical mode decomposition with
adaptive noise (CEEMDAN); then these IMFs with different sample entropy (SE) values were recon-
structed based on subsequence reconstruction rules that determine the appropriate reconstruction
numbers and modes. Following that, the highest-frequency reconstructed IMF was preferred to be
decomposed again by variational mode decomposition (VMD), and subsequences of the secondary
decomposition and the remaining reconstructed IMFs were fed into the corresponding LSTM predic-
tors based on a hybrid architecture for forecasting. Finally, the prediction values of each subseries
were integrated to achieve the result. The proposed model makes predictions for the well production
rate of the JinLong volcanic reservoir, and comparative experiments show that it has higher fore-
casting accuracy than other methods, making it recognized as a potential approach for evaluating
reservoirs and guiding oilfield management.

Keywords: two-stage decomposition; sample entropy; hybrid model; time series forecasting; oil
production forecast

1. Introduction

Well production is one of the most important indicators of oilfield development and
management. Acquainting well production performance in advance can help engineers
adapt development countermeasures and optimize development effects timely. Decline
curve analysis has been widely utilized and achieves a good performance in conventional
reservoirs [1]. The Arps model, however, may not be suitable due to the intricacy of
flow dynamics in unconventional reservoirs. Under certain assumptions, the formation
parameters are simplified, and the analytical or semi-analytical model is proposed and
solved [2,3], which can simplify the complex formation seepage issue, but also limit the
model’s application. Numerical reservoir simulation techniques make production forecasts
based on history matching by building a geological model of the actual reservoir [4];
however, establishing a model that is virtually identical to the actual reservoir requires
reservoir engineers to have considerable experience. The complex geological characteristics
of unconventional reservoirs, on the other hand, exacerbate the non-linear variance of oil
production over time, making production prediction extremely challenging.

Various artificial intelligence algorithms have been implemented in the field of petroleum
engineering with the growth of machine learning theory, paving a new route for the inves-
tigation of the production prediction issue [5,6]. Wang constructed a deep neural network
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(DNN) model to forecast cumulative oil production of Bakken shale reservoirs [7]. On the
basis of a long short-term memory (LSTM) structure, Huang conducted the development
prediction task in a water-flooding reservoir [8]. Sagheer and Kotb established a deep
long-short term memory (DLSTM) framework to enhance the oil production forecast per-
formance and employed the genetic algorithm to optimize the hyperparameters [9]. Cheng
used the long short-term memory (LSTM) network and gated recurrent unit (GRU) method
to predict the oil production of actual oilfields in China and India [10]; the results indicate
that LSTM and GRU have respective advantages under different circumstances.

Whereas single models are not sufficiently applicable for complicated issues, hybrid
structures have become a research trend in the time series forecasting area [11,12], including
well performance forecasting [13]. Fan developed a hybrid model that incorporated the
autoregressive integrated moving average (ARIMA) with the long short-term memory
(LSTM) network to predict the production of three actual wells under the influence of
manual operations [14]. Li [15] used the PSO algorithm to optimize the proposed CNN-
LSTM production forecast model, which has higher prediction accuracy than a single model.
To enhance prediction validity, a current trend in time series forecasting is to incorporate the
artificial intelligence algorithm with decomposition pre-processing strategies [16–18]. Liu
proposed a hybrid model that combines ensemble empirical mode decomposition (EEMD)
with an LSTM network [19], with the appropriate intrinsic mode functions (IMFs) of EEMD
chosen using dynamic time warping (DTW). The method achieved a higher accuracy than
other models in two reservoirs. Wang constructed a hybrid method with variational mode
decomposition (VMD) and gated recurrent unit (GRU) [20], which was implemented in the
Tahe oilfield and demonstrated an outstanding performance.

Oil production data of unconventional reservoirs are complicated and nonstationary;
even a decomposition-forecasting method could not obtain excellent accuracy, so further
data processing [21] is necessary. By considering both improving the prediction perfor-
mance and reducing the accumulation errors, the secondary decomposition method and
subsequence reconstruction approach are implemented comprehensively in this study.
By analyzing the prediction performance of various reconstruction numbers and modes,
guidelines for component reconstruction are generated, and the threshold is set for sample
entropy values of first-stage decomposition IMFs. After evaluating the forecast efficiency,
the most complex subsequence is further decomposed by VMD. As the core part of the
structure, an optimum predictor is selected among four artificial intelligence algorithms to
utilize their excellent data-learning skills. Then, the multi-type subseries data is inputted
to the corresponding LSTM predictor based on a hybrid architecture. The multi-stage
prediction structure is proposed and applied to forecast the well production rate of the
Jinlong volcanic reservoir. The contributions of the proposed method are as follows:

(1) A novel multi-step decomposition-integration framework is established for oil pro-
duction forecasting;

(2) Intrinsic mode functions (IMFs) are reconstructed to re-IMFs according to the rules
for subsequence reconstruction numbers and modes, which reduces accumulation
errors and calculation complexity;

(3) The highest-frequency reconstructed IMF is preferred to be further decomposed to
enhance prediction accuracy;

(4) The hybrid model combines the advantages of both integral and corresponding
architectures, maintaining both prediction accuracy and computing efficiency.

2. Methods

2.1. Complete Ensemble Empirical Mode Decomposition with Adaptive Noise

Empirical Mode Decomposition (EMD) has been popularly utilized for decomposing
sequential data in several time series forecasting fields. It also has disadvantages, such as
weak stability. Complete Ensemble Empirical Mode Decomposition with Adaptive Noise
(CEEMDAN) is presented as an improved practice of EMD [22]. The raw time series data
can also be decomposed into several intrinsic mode functions (IMFs) and a residue with

147



Energies 2023, 16, 1027

different frequencies by the CEEMDAN, which incorporates adaptive noise into the EMD
process, and the decomposition process is complete so the least reconstruction error is
obtained, helping resolve the issue of modal aliasing and residual noise in the sequence.

2.2. Variational Mode Decomposition

Variational Mode Decomposition (VMD) is a novel non-recursive data decomposition
algorithm defined by Dragomiretskiy and Zosso [23] to solve the limitations of sensitivity
to noise and sampling, which can decompose nonlinear and nonstationary original data
into specific amounts of intrinsic mode functions (IMFs). The VMD method searches
for the optimal solution to a variational problem to accomplish adaptive decomposition.
The promotion points of VMD include minimizing the sum of evaluated bandwidth and
inhibiting noise. It has been utilized to further decompose high-frequency subseries data
from previous data processing, which can effectively decrease its complexity.

2.3. Long Short-Term Memory Network

Recurrent neural network (RNN) is widely utilized in Natural Language Processing
(NLP) and Time Series Forecasting (TSF) areas; because of the gradient disappearance and
explosion problem, improved methods have been proposed, especially the long short-term
memory neural network (LSTM) which demonstrates excellent performance in dealing
with many issues [24]. Figure 1 depicts the cell structure of the LSTM, which consists
of the cell state, forget gate, input gate and output gate. As the core section of LSTM
structure, a cell state contains information about all previous states, and at each new time
step, operations are carried out to identify which old information to discard and which
new information to add.

Figure 1. Structure of the LSTM.
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2.4. Sample Entropy

Sample entropy (SE), proposed by Richman and Moorman [25], can be employed
to evaluate the complexity of time series; the higher the sample entropy value, the more
complicated the sequence is. Although the series data is decomposed, IMFs still have
several high-frequency subsequences. Based on the rules of reconstruction numbers and
modes we defined in Section 2.5, IMFs decomposed from different source data could
be integrated in a general flow, which can properly decrease computing workload and
promote model efficiency.

2.5. Rules of Subsequence Reconstruction and Secondary Decomposition

To reduce the accumulation errors, simplify the complexity of computation, and fur-
ther process high-complexity components, this research implements a procedure after
initial decomposition with the production data of actual oil wells: reconstruction and
secondary decomposition. We determine the optimum number of reconstruction subse-
quences and prefer the most appropriate mode for the method’s wide adaptability and
migration. Details of the rules’ definition process for this flow are depicted by comparable
experiments in Section 3.2. The conclusions of the experiments are summarized as follows:

(1) The proper number of reconstructed IMFs is set to three according to the predic-
tion performance comparison of multiple hybrid models with various reconstructed
IMF counts;

(2) Based on the first decomposition process results of oil well production data in the
JinLong volcanic reservoir, the corresponding most appropriate reconstruction modes
are preferred. The optimum reconstruction modes show the threshold of the sample
entropy value of IMFs to conduct the integration. The high-frequency subseries
whose sample entropy values are over 1.0 and the low-complexity IMFs with values
under 0.2 should be reconstructed, while the rest of the sequences comprise a re-IMF,
regardless of whether the initial decomposition’s component number is 8 or 9.

(3) To consider both improving the prediction accuracy and simplifying the complexity
of calculation, the secondary decomposition is applied to process only the highest
frequency subsequence among the three reconstructed IMFs.

2.6. Architecture of the Proposed Hybrid Model

The architecture of the hybrid model proposed in this paper is depicted in Figure 2.
The main progress can be described as follows:

Step 1 Collect the actual oil production data.
Step 2 Decompose time series data into several IMFs by CEEMDAN.
Step 3 Calculate the sample entropy values of all IMFs and reconstruct them into fewer
re-IMFs based on the rules for component reconstruction numbers and modes.
Step 4 Decompose the highest-frequency re-IMF0 from Step 3 by VMD to obtain new
subsequences, and feed them into an integral LSTM architecture in the form of a matrix
for prediction.
Step 5 Build the same number of LSTM models as reconstructed IMFs without secondary
decomposition, input each IMF vectors and forecast them correspondingly.
Step 6 Integrate all the forecasting values of each re-IMF from Step 4 and Step 5 to obtain
the final prediction result and evaluate it.
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Figure 2. Framework of the proposed hybrid model.

2.7. Model Evaluation Index

For evaluating the forecasting performance of every model, this study selects the
following four common performance measurement indices: root mean square error (RMSE),
mean absolute error (MAE), mean absolute percentage error (MAPE) and determination
coefficient (R2). The calculation formulas for the indices are shown as follows:
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where yi, ŷi, yi are the actual, forecast and mean values of the time series sample data,
respectively, n is the sample size. The values of the four indexes represent the prediction
accuracy of the proposed hybrid model; if the values of RMSE, MAE, MAPE are closer to 0,
or R2 is closer to 1, the model is more excellent.
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3. Experiments

Aiming to validate the established hybrid forecasting structure, oil production data
from the JinLong volcanic reservoir are processed, and seven comparative experiments
are conducted.

3.1. Data Preparation

The hybrid model proposed above is implemented to forecast actual oil production in
the JinLong(JL) volcanic reservoir, which is located on the east slope of the Zhongguai Uplift
in the southwest margin of the Junggar Basin, as shown in Figure 3. The Jiamahe Formation
of the Permian is the primary oil-bearing layer to develop, which has an average depth
of 4000 m. The thickness of the volcanic rock of the Jiamuhe Formation ranges from 22 m
to 286 m, averaging 145.3 m. As a naturally fractured reservoir, oblique fractures, straight
split fractures, reticular fractures, microfractures and partially filled fractures develop in
the JL volcanic reservoir. The permeability of the formation varies from 0.01 to 68 mD and
the average value is 0.56 mD; the porosity ranges from 8% to 22.3% with an average of
12.35%. Oil production data of the production wells in the JL volcanic reservoir are applied
in multiple comparative experiments from Sections 3.3–3.8. After processing zero values,
missing and abnormal values, the volume of oil production data for each single well varies
from 916 to 1309. For the purpose of a high-quality modeling effect, the last 100 samples of
each series of data are chosen as test sets; the rest is for training.

 

Figure 3. Location of the research area.
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3.2. Sample Entropy Reconstruction and Secondary Decomposition

After the CEEMDAN process, oil production data could be decomposed into several
IMFs, including a residual series. There are two kinds of first-decomposition results
determined by the source data in this study: 8 and 9. The sample entropy values of each
subsequence are calculated and listed in Table 1. In order to decrease the computational
workload on the premise of ensuring prediction accuracy, we integrate the first-stage IMFs
into fewer ones and implement secondary decomposition. The principles of reconstruction
and secondary decomposition are defined by the following trials:

Table 1. First-stage decomposition results and sample entropy values of each subsequence.

Subsequence
Sample Entropy Value

Well-1 Well-2 Well-3 Well-4

IMF0 1.6896 1.6283 1.1927 1.3437
IMF1 1.3168 1.8620 1.4169 1.3095
IMF2 0.7788 1.2472 1.0695 0.6152
IMF3 0.5569 0.6540 0.6434 0.5737
IMF4 0.3745 0.2106 0.2698 0.4166
IMF5 0.1186 0.1255 0.1168 0.1666
IMF6 0.0442 0.0334 0.0572 0.0835
IMF7 0.0040 0.0277 0.0260 0.0084
IMF8 \ 0.0022 0.0001 \

(1) Determine the proper number of reconstruction IMFs.

To optimize the best reconstruction number, comparison experiments with different
re-IMF quantities are carried out. All the experiments are based on the decomposition-
reconstruction-integral LSTM structure. Table 2 shows the specific programs and evaluation
index of these models’ forecasting performance.

Table 2. Comparison of prediction models with different reconstructed IMF numbers.

Number of Re-IMFs
Well-1 Well-2 Well-3 Well-4

R2 RMSE R2 RMSE R2 RMSE R2 RMSE

1 (no decomposition) 0.8030 3.4270 0.8044 3.1330 0.7658 0.8804 0.7955 4.3385
2 0.8035 3.1414 0.8064 2.5684 0.7801 0.8532 0.8119 1.9584
3 0.8529 2.2888 0.8656 2.1305 0.8549 0.6930 0.8603 1.3145
4 0.8135 2.7132 0.8064 2.4053 0.8134 0.7404 0.7853 2.4741

8 or 9 (no reconstruction) 0.8229 2.5888 0.8346 2.7063 0.7697 0.8731 0.8146 2.3529

When the number of re-IMFs is three, the prediction errors are the lowest and the R2

scores are the highest. Therefore, in this research, the number of reconstruction IMFs is
defined as three to obtain the best prediction accuracy.

(2) Identify the optimum reconstruction modes.

To obtain three reconstruction subsequences, several optional integration modes of
IMFs are listed in Tables 3 and 4. The forecasting results of these modes are compared with
the same predictor, and the evaluation results are also shown in Tables 3 and 4.

Table 3. Reconstruction modes (first-stage decomposition IMF’s number: 8).

Reconstruction
Mode

Component of
Re-IMF0

Component of
Re-IMF1

Component of
Re-IMF2

Well-1 Well-4
R2 RMSE R2 RMSE

A IMF0, IMF1 IMF2, IMF3, IMF4 IMF5, IMF6, IMF7 0.8529 2.2888 0.8603 1.3145
B IMF0, IMF1, IMF2 IMF3, IMF4 IMF5, IMF6, IMF7 0.8056 3.1018 0.8167 1.8762
C IMF0, IMF1 IMF2, IMF3 IMF4, IMF5, IMF6, IMF7 0.8115 2.6132 0.8186 1.6709
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Table 4. Reconstruction modes (first-stage decomposition IMF’s number: 9).

Reconstruction
Mode

Component of
Re-IMF0

Component of
Re-IMF1

Component of
Re-IMF2

Well-2 Well-3
R2 RMSE R2 RMSE

A IMF0, IMF1, IMF2 IMF3, IMF4, IMF5 IMF6, IMF7, IMF8 0.8171 2.3069 0.8278 0.7495
B IMF0, IMF1 IMF2, IMF3, IMF4 IMF5, IMF6, IMF7, IMF8 0.8153 2.3210 0.8389 0.7302
C IMF0, IMF1, IMF2 IMF3, IMF4 IMF5, IMF6, IMF7, IMF8 0.8656 2.1305 0.8549 0.6930

Mode A and Mode C for subsequence reconstruction, corresponding to an IMF number
of 8 and 9, respectively, achieve the best prediction performance. Considering the sample
entropy values of each IMF listed in Table 1, we could summarize the threshold of the
sample entropy value to obtain the best reconstruction mode.

It can be inferred that subsequences whose sample entropy values are higher than
1.0 or lower than 0.2 should be reconstructed into a new re-IMF; the others are the third
re-IMF, setting the principle of subsequence reconstruction in this study.

(3) Select the appropriate subsequence for secondary decomposition.

Secondary decomposition could improve model performance but consume more
time; which reconstructed IMF from the subsequence reconstruction process should be
re-decomposed is investigated by the comparison experiments listed in Table 5.

Table 5. Comparison of prediction models with different re-decomposition programs.

Components to be
Re-Decomposed

Well-1 Well-2 Well-3 Well-4

R2 Time (s) R2 Time (s) R2 Time (s) R2 Time (s)

re-IMF2 0.8282 865.777 0.8800 858.695 0.8472 801.331 0.8017 901.619
re-IMF1 0.8394 902.950 0.8826 867.678 0.8641 870.178 0.8334 909.153
re-IMF0 0.9235 928.145 0.9603 1001.435 0.9364 944.565 0.9483 926.474

re-IMF0, re-IMF1 0.8802 1206.589 0.9615 1267.169 0.8811 1282.281 0.9151 1205.483
re-IMF0, re-IMF1,re-IMF2 0.8546 1299.403 0.9621 1270.926 0.8781 1283.385 0.8313 1249.192

While decomposing only one subsequence, the prediction performance of the model
gradually decreases from re-IMF0 to re-IMF2. On the other hand, with the increase in
the number of sequences that are secondarily decomposed, the prediction accuracy of the
model improves very slightly or doesn’t improve; however, the computing time increases
significantly. Re-IMF0 includes much complex information about the source data; further
processing could capture the sufficient features to forecast more accurately. Furthermore,
while low-frequency data is initially easy to forecast, additional processing leads to in-
creased cumulative errors and calculation workload. Therefore, only the highest-frequency
subsequence should be applied to the secondary decomposition procedure.

3.3. Experiment I: Comparison of Single Models

The forecasting performance of four single artificial intelligence models without data
decomposition is compared in this section, including Support Vector Regression (SVR), Back
Propagation (BP) Neural Network, Recurrent Neural Network (RNN) and LSTM. Based on
the oil production prediction values of Well-1, the evaluation metrics are calculated and
shown in Figure 4.

Evidently, LSTM has the smallest error (RMSE, MAE, MAPE) and highest accuracy
(R2) among single models. It implies that, when compared to SVR, BP and RNN, LSTM can
grasp the high-sophistication features of the oil production rate more effectively, making it
more suitable as a prediction method for production dynamic analysis in oilfields. However,
single models still cannot satisfy the requirements of high forecast accuracy for their low-
level R2 score.
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Figure 4. Evaluation results of single models.

3.4. Experiment II: Comparison of First Decomposition Methods before Sample
Entropy Reconstruction

The primary objective of this scenario is to compare the performance of popular decom-
position methods based on the decomposition-sample entropy reconstruction-ensemble
forecasting framework. The error index values obtained by different decomposition meth-
ods, including EMD, Ensemble Empirical Mode Decomposition (EEMD) and CEEMDAN,
are shown in Figure 5, while simple LSTM is the baseline.

 

Figure 5. Performance of models with one-step decomposition compared with LSTM.

After adopting EMD, EEMD and CEEMDAN as first-stage decomposition methods,
the prediction accuracy of the model has been significantly improved; even the EMD-
SE-LSTM model with low accuracy (RMSE = 2.6570, MAE = 2.0306, MAPE = 11.6345,
R2 = 0.8093) is much better than the single LSTM. In contrast with EMD and EEMD, CEEM-
DAN is more suitable for processing well production data.

3.5. Experiment III: Comparison of Different Predictors Based on the Hybrid Structure with
Primary Decomposition and Sample Entropy Reconstruction

This section investigated the performance of the hybrid structure via primary decom-
position and sample entropy reconstruction with a classical predictor. SVR, BP, RNN and
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LSTM were introduced as predictors in the ensemble forecasting framework, and their
prediction performances are shown in Figure 6.

Figure 6. Evaluation indices of the hybrid forecasting structure with different predictors.

Based on the hybrid model, the performance of multiple predictors appeared to follow
the following order: deep learning techniques (RNN, LSTM) > machine learning methods
(SVR, BP). It could be inferred that the forecasting efficiency of LSTM was infinitely superior
to traditional machine learning algorithms and RNN because of its particular structure and
ability to process time series.

3.6. Experiment IV: Comparison of Different Forecasting Architectures

There are two basic structures during the time series forecast process, which are named
integral architecture and corresponding architecture in this issue. Integral architecture
means applying all series data to an individual model, so the input data should be a matrix.
On the contrary, the corresponding structure is more complicated and accurate because
it predicts all series data separately. The forecasting model’s quantities are dependent on
the counts of input vectors, which increases the prediction procedure’s calculation time.
Considering the evident advantages and disadvantages of two structures comprehensively,
a hybrid architecture is established. First, it uses the corresponding structure to forecast
each IMF or re-IMF, then uses the integral architecture to integrate the results of the
previous step. Figure 7 exhibits the evaluation indicators for three forecasting architectures
compared with a simple LSTM baseline. The calculation time of each structure is shown in
Table 6.

Although the corresponding architecture has the smallest error, it requires a significant
amount of calculation time. The integral architecture runs fastest but sacrifices accuracy.
The hybrid structure demonstrates nearly identical performance to the corresponding
architecture and saves lots of time. It combines the advantages of two basic architectures,
maintaining prediction accuracy while promoting computing speed.

Table 6. Calculation time of different architectures.

Architecture Calculation Time (s)

Simple LSTM 191.518
CEEMDAN-SE-Integral LSTM 267.187

CEEMDAN-SE-Corresponding LSTM 953.668
CEEMDAN-SE-Hybrid LSTM 554.536
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Figure 7. Performance comparison of different forecasting architectures based on LSTM.

3.7. Experiment V: Comparison of Second-Stage Decomposition Methods

After first-step processing, the raw data is decomposed into several IMFs, which
consist of high-frequency sequences and low-frequency sequences; LSTM could forecast
the latter more effectively. Further processing for high-frequency series data could enhance
the model’s performance; multi-stage decomposition is suggested. In this experiment,
IMF0 or re-IMF0 is decomposed secondarily by different decomposition methods based on
the hybrid forecasting architecture, including EMD, EEMD, CEEMDAN and VMD. The
comparative result of these models is shown in Figure 8.

Figure 8. Results of model evaluation for the different secondary decomposition methods.

These three EMD-based methods perform better than simple LSTM; however, applying
VMD to the second-stage decomposition process decreases the error evidently (RMSE
decreased by 72.74%, MAE by 67.82% and MAPE by 67.66%) and promotes the R2 score
by 15.01%.

3.8. Experiment VI: Comparison of Proposed Hybrid Model with Other Forecasting Methods

To verify the proposed model’s progression and creativeness, it is essential to compare
it to other models that are usually utilized for time series forecasting, including BP, single
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LSTM, CEEMDAN-SE-LSTM, and integral forecasting architecture based on VMD second-
decomposition. The comparison with these models illustrates the value of the proposed
model. The evaluation indices of these models are depicted in Figure 9.

 
Figure 9. Comparison of the proposed model with other methods.

The proposed model has the smallest error and the highest R2 value among the com-
monly used methods; the results confirmed the validity of the proposed hybrid approach
for oil production forecasting. Figure 10 shows the performance of the hybrid model in
predicting Well-1’s oil production.

 
Figure 10. Forecasting performance of the proposed model for Well-1.

The hybrid structure of decomposition-reconstruction-secondary decomposition con-
tributes to the ability to distinguish information of different frequencies and capture deeper
features of oil production data, achieving more accurate prediction outcomes. In fact,
frequently and abruptly changing values, as illustrated in Figures 11 and 12, remain a
difficult issue in forecasting. More engineering parameters should be considered when
using the model in the future.
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Figure 11. Forecasting performance of the proposed model for Well-5.

Figure 12. Forecasting performance of the proposed model for Well-6.

3.9. Experiment VII: Validations in Other Production Wells

The proposed hybrid prediction framework achieved outstanding performance in
forecasting Well-1’s production dynamics. We implement it for other wells’ production
predictions to validate the hybrid model. Figures 13–15 demonstrate the production
forecasting results of three wells in the JL volcanic reservoir.

The results validate that the hybrid model proposed in this study also achieves good
accuracy in forecasting other wells’ production. The proposed model could obtain the char-
acteristics and trends of production history data and make accurate predictions, providing
an applicable method for reservoir production forecasting.
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Figure 13. Production forecasting with proposed hybrid model for Well-2.

Figure 14. Forecasting result for Well-3.

Figure 15. Prediction performance of the proposed model for Well-4.

4. Discussion

This study aims to establish a hybrid framework to analyze the production dynamics
and improve the prediction accuracy of oil reservoirs. Simple models cannot capture all
features of reservoir history information, making inaccurate predictions. Decomposition
methods could process nonstationary, complex and low-quality data in the petroleum
industry. The raw data can be transformed into subsequences, facilitating feature engineer-
ing; however, the complexity of some subsequences is still high. To enhance the model’s
efficiency and avoid unnecessary computing, IMFs’ integration is conducted under the
rules of sample entropy reconstruction determined by evaluation experiments. The re-
maining highest-frequency component contains the main irregular parts of the data, which
inhibits the model’s performance. A secondary decomposition could improve the model’s
prediction performance by addressing nonstationary and nonlinear issues in the highest-
frequency data and fully extracting time series features. The LSTM structure, which is able
to capture and store valuable features from time series data, is appropriate for the hybrid
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forecasting structure with high prediction accuracy. The proposed model is applied for
single-well production prediction in the JL volcanic reservoir and performs outstandingly,
achieving more accurate forecast results than single models and one-step decomposition
structures. Moreover, the rules for reconstruction and re-decomposition make the process
more automated and intelligent.

Although principles of reconstruction and secondary decomposition are specified for
the proposed framework, we advise adopting the method in other reservoirs with similar
geological or production characteristics. For different types of oilfields, the threshold in
the rules should be adjusted according to the actual production dynamics of oil wells.
Furthermore, more geological and engineering features should be considered to enhance
the forecast of suddenly changing values, and the predictor in the final stage of the structure
should be determined among multiple methods by comparable evaluations since there is
no perfect technique for every task.

5. Conclusions

Oil production forecasting is extremely significant during oilfield development, par-
ticularly in unconventional reservoirs such as volcanic reservoirs. Traditional methods
and simple machine learning algorithms cannot achieve sufficiently high accuracy in oil
production forecasting results. High-frequency data from the decomposition-prediction
strategy also limits the forecasting efficiency; thus, a multi-stage decomposition model
is proposed in this study. The hybrid model consists of CEEMDAN, sample entropy re-
construction, secondary decomposition based on VMD and the LSTM forecasting process.
Based on data-driven theory, two-stage decomposition could aid in extracting features and
increasing prediction accuracy. The structure synthesizes the advantages of the integral and
corresponding architecture, making it outstanding among comparative experiments. The
rules of reconstruction and secondary decomposition are defined, and which subsequence
should be decomposed again is also proposed, improving the workflow’s generalizability.
The proposed hybrid model was validated in several actual production wells, illustrating
its wide applicability. We can apply the model to other reservoirs with similar geological
features or similar oil production patterns, such as other volcanic reservoirs, naturally
fractured reservoirs and low permeable reservoirs developed by artificial fracturing. The
common property of these formations is that their oil production capacity is determined by
fracture development. Besides predicting production, the method helps to understand the
reservoir thoroughly and adjust the subsequent development scheme.
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Abstract: In this work, a novel workflow has been proposed, validated and applied to interpret the
early time transient pressure data in tight oil reservoirs with physical constraints. More specifically,
the theoretical model was developed to obtain the transient pressure response for a vertical well in
tight oil reservoirs with consideration of pseudo threshold pressure gradient (TPG). Then, a physical
constraint between the skin factor and formation permeability has been proposed based on the
physical meaning of percolation theory. This physical constraint can be applied to determine the
lower limit of the skin factor which can reduce the uncertainty during the interpretation process. It
is found that the influence range of the skin factor and permeability may partially overlap during
the interpretation process without consideration of physical constraints. Additionally, it is found
that the equivalent wellbore radius is more reasonable by considering the skin factor constraints.
Furthermore, the short-time asymptotic method was applied to separate the small pressure signal at
the early time period and a novel type curve was proposed to better analyze the early time pressure
response. Subsequently, sensitivity analyses were conducted to investigate the influence of different
parameters on the new type curves. It is found that the new type curves are more dispersed and
sensitive to the parameters at the early time period which can be beneficial for the early time transient
pressure analysis in a tight formation. The proposed method has been validated and then extended
to a field application, demonstrating that the transient pressure for a vertical well in a tight formation
can be analyzed in a reasonable and accurate manner with only early time transient pressure data.

Keywords: tight oil reservoirs; pseudo threshold pressure gradient (TPG); early time transient data;
skin factor; physical constraints; new type curves

1. Introduction

Due to the declining reserves of conventional reservoirs and the growing global energy
consumption, unconventional resources have received increasing reliance [1]. As tight oil
reservoirs account for a significant portion of unconventional hydrocarbon resources, the
efficient development of tight oil reservoirs has become a primary focus [2,3]. Pressure
transient analysis is considered to be a valuable method to provide information about
reservoirs by interpreting the pressure data [4–6]. For pressure transient analysis, the
reservoir properties can be estimated or determined by identifying different flow regimes
on the pressure derivative curve [7–10]. Since the permeability of a tight oil reservoir
is extremely low, it usually takes quite a long time to achieve the infinite acting radial
flow (IARF) regime and the early time transient pressure data can be difficult to interpret
which makes the well testing method less attractive [11]. Therefore, the traditional pressure
transient analysis method is not applicable to tight oil reservoirs and it is of fundamental
and practical importance to find an appropriate method to analyze the early time transient
pressure data in the tight formation in a consistent and accurate manner.

The low-velocity non-Darcy flow phenomenon can be described by the curves shown
in Figure 1 where the red curve represents the traditional Darcy flow. However, at the
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lower pressure gradient region, fluid cannot flow through the porous media unless the
pressure gradient exceeds the threshold pressure gradient (TPG). At the region where the
pressure gradient larger than TPG, a linear relationship between the flow velocity and
pressure gradient can be found. The existence of TPG has been observed from laboratory
works [12,13] which can be explained by the effect of tight pore structures, non-Newtonian
fluid, and boundary layer [14,15]. Many factors, including pore-throat size, capillary
pressure, fluid saturation, and permeability can affect the value of threshold pressure
gradient in a tight formation, and the reasonable range of threshold pressure gradient in a
tight formation has been reported to be 0.006–0.04 MPa/m [16–18]. The TPG can not only
result in nonlinear and nonhomogeneous diffusivity equations which are difficult to solve
but also can affect the production performance of the tight formations [19]. Numerous
attempts have been made to investigate the transient pressure behavior by considering the
TPG through both numerical and analytical methods [7,20,21]. However, it is found that
the TPG mainly affects the flow regime at late time periods where little information about
the TPG can be found from analyzing the early time transient pressure data [7,21]. In order
to better understand the reservoir properties with consideration of TPG from the transient
pressure analysis method, it is urgent to seek a trustworthy method for such a purpose.

Figure 1. Schematic diagram of low velocity non-Darcy flow model.

As the lower permeability and poor flow capacity in a tight formation, it is difficult
to reach the IARF regime for the well testing method where long time pressure testing
operation will seriously affect the well production [11]. As such, the early time transient
pressure data without enough information about the IARF regime are usually obtained
during the well testing method for a tight formation [7]. For the early time transient pressure
response, usually three parameters dominate the early time pressure response including
the wellbore storage coefficient, skin factor, and reservoir permeability. For the latter two
parameters, it is usually hard to separate their respective influence on the transient pressure
curves, and there is no physical constraint for the lower limit of skin factor (usually between
−6–100) [22] which can bring high ambiguity for the well testing interpretation results.
Efforts have been made to analyze the early time trainset rate/pressure data by using
various new type curves under various conditions for various reservoirs [23–25]. However,
the TPG is usually neglected for such reservoirs which may greatly affect the transient
pressure behavior for a tight formation.

In this work, a numerical model has been proposed and validated to investigate the
effect of TPG, wellbore storage, and skin factor on the early time transient pressure response
for a tight formation. The physical constraint for the skin factor has been proposed which
can reduce the uncertainty of the interpretation results. Furthermore, a novel type curve
has been developed which is capable to extract the small pressure signal at the early time
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period. Based on the new type curves, sensitivity analyses have been done to examine the
effect of TPG, wellbore storage, and skin factor for both Darcy flow model and low-velocity
non-Darcy flow model.

2. Methodology

In this work, a vertical well is located in a cylindrical tight oil reservoir with infinite
boundary (see Figure 2), and the main assumptions are listed as follows,

Figure 2. Schematic diagram of the reservoir and well model used in this work.

(1) The infinite reservoir is homogeneous with constant thickness;
(2) Slightly compressible single phase fluid is assumed in the formation;
(3) Fluid flow in the formation obeys the low-velocity non-Darcy flow characterized

by TPG;
(4) The well production rate is constant during the production periods; and
(5) Wellbore storage and skin factor are considered, and gravity effect is ignored in

this work.

2.1. Analytical Solution

The vertical well fully penetrates the formation, and the gravity effect is ignored in
this work. Thus, only the radial flow towards the vertical wellbore is considered which
can accurately describe the fluid flow behavior in such a reservoir, while the vertical flow
can be neglected in this work. The governing equation for the isotropic reservoir with
consideration of pseudo TPG can be written as follows, and the detailed derivation can be
found in Appendix A, ⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∂2 p
∂r2 + 1

r
∂p
∂r − 1

r λ = φμCt
k

∂p
∂t

p(r, t)|t=0 = pi
lim
r→∞

p(r, t) = pi

qB =
[

2πrhk
μ ( ∂p

∂r − λ)
]

r=rwe
− C dpw

dt

pw = p(rwe, t)

(1)

where p is formation pressure, r is the distance away from the wellbore, φ is formation
porosity, μ is fluid viscosity, Ct is total formation compressibility, k is the formation per-
meability, t is real time, λ is the pseudo TGP, B is the oil formation volume factor, pi is
the initial formation pressure, pw is the well bottom-hole pressure (BHP), C is the well-
bore storage coefficient, S is the sin factor, and rwe is the equivalent wellbore radius (i.e.,
rwe = rwe−S).

The following dimensionless variables are defined for further analysis,

pD =
2πkh(pi − p)

qBμ
, tD =

kt
φμCtr2

w
, rD =

r
rwe−S , CD =

C
2πhφCtr2

w
, λD =

2πkhrwλ

qBμ
(2)
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Then, the dimensionless governing equations together with the boundary and initial
conditions can be obtained as follows,

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

∂2 pD
∂r2

D
+ 1

rD

∂pD
∂rD

+ λDe−S

rD
= 1

CDe2S
∂pD

∂(tD/CD)

pD(rD, tD/CD)
∣∣tD/CD=0 = 0

lim
rD→∞

pD(rD, tD/CD) = 0
∂pwD

∂(tD/CD)
− ∂pD

∂rD

∣∣∣
rD=1

= 1 + λDe−S

pwD = pD(1, tD/CD)

(3)

The Laplace transform is applied with respect to tD/CD, which is

pD =
∫ ∞

0
pDe−utD/CD d(tD/CD) (4)

Therefore, the corresponding Laplace transform of the aforementioned governing
equations can be further acquired,⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂2 pD
∂r2

D
+ 1

rD

∂pD
∂rD

+ λDe−s

urD
= u

CDe2S pD

pD(rD, u)|rD→∞ = 0

upwD − ∂pD
∂rD

∣∣∣
rD=1

= 1+λDe−S

u

pwD = pD(1, u)

(5)

As the governing equations are nonhomogeneous due to the existence of TPG, and the
general form of the solution for the governing equations can be written in the following
form on the basis of the Bessel functions,

pD(rD) = A · I0(βrD) + BK0(βrD) +
M
β

K0(βrD)
∫ βrD

β
I0(ξ)dξ +

M
β

I0(βrD)
∫ ∞

βrD

K0(ξ)dξ (6)

where M = λDe−S, β = (u/CDe2S)0.5, I0(x), and K0(x) are the zero-order modified Bessel
function of the first and second kind, respectively.

By applying the boundary conditions, the constant A and B can be inversely obtained.
Then, the analytical pressure solution in the Laplace domain can be written as follows,

pwD = K0(β)
uK0(β)+βK1(β)

[
1+λDe−S

u − u M
β I0(β)

∫ ∞
β K0(ξ)dξ + MI1(β)

∫ ∞
β K0(ξ)dξ

]

+M
β I0(β)

∫ ∞
β K0(ξ)dξ

(7)

where I1(x), and K1(x) are the first-order modified Bessel function of the first and second
kind, respectively. After obtaining the pressure solution in the Laplace domain, the well
bottom hole pressure solution in the real-time domain pwD can be inversely calculated by
the Stehfest inverse algorithm [26]. In this work, to obtain more precise pressure solutions
for the early time periods, the Stehfest number is chosen to be 12.

2.2. Skin Factor Constraint

Skin factor is used to characterize the near wellbore conditions and the connectivity
between the well and the formation. The positive and negative skin factors represent the
damaged and stimulated near wellbore conditions. Usually, the range of skin factor can be
treated in the range of −6~+100 in the practical case [17]. However, no theoretical proof has
been made to define the lower limit of this factor, and the very low skin factor can produce
unrealistic or unphysical phenomenon even though the transient pressure data has been
well matched. In this work, the lower limit of the skin factor can be theoretically obtained
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which can apparently reduce the ambiguity during the pressure data matching process,
especially with a relatively short testing duration.

The definition of the skin factor is [22],

Δpskin = [p(rw, t)ideal − p(rw, t)actual ] = S
qμ

2πkh
(8)

where p(rw,t)ideal is the BHP for the ideal case, and p(rw,t)actual is the BHP for the actual case.
For the ideal case without skin factor, the analytical solution can be written as follows,

p(rw, t)ideal = pi − qμ

4πkh

[
−Ei

(
− r2

w
4ηt

)]
(9)

where η is the pressure diffusivity coefficient (i.e., η = k/(φμCt)). Substitute Equation (9)
into Equation (8), we can obtain,

pi − p(rw, t)actual =
qμ

4πkh

[
−Ei

(
− r2

w
4ηt

)]
+ S

qμ

2πkh
(10)

For the practical case, the BHP cannot be higher than the initial pressure after produc-
tion, and the following physical constraint can be obtained,

S >
1
2

Ei
(
− r2

w
4ηt

)
(11)

The exponential integral function Ei(−x) is inconvenient for practical use, when
0 < x ≤ 0.01, Ei(−x) can be approximated as the following form with high accuracy (see
Figure 3).

Ei(−x) ≈ − ln e−0.5772

x , 0 < x ≤ 0.01 (12)

Figure 3. Different function curves representing the physical constraint of skin factor.

Additionally, as the function Ei(−x) is negative, and the larger the absolute value
of x the smaller the value of Ei(−x). Thus, the following constraint of skin factor can
be obtained,

S

⎧⎨
⎩

> 1
2 Ei(−0.01) r2

w
4ηt ≥ 0.01

> − 1
2 ln

(
2.25ηt

r2
w

)
r2

w
4ηt < 0.01

(13)
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In the field well-testing application, the minimum test time is chosen to be 10 s which
is smaller enough for the transient pressure test data obtained. As the time becomes larger,
the smaller value of r2

w/(4ηt) can result in a smaller value of the lower limit of skin factor.
To maintain the physical constraint for the whole testing period, the lower limit for the skin
factor can be further obtained as follows,

S

⎧⎨
⎩

> −2 r2
w

4η ≥ 0.1

> − 1
2 ln

(
22.5η

r2
w

)
r2

w
4η < 0.1

(14)

Now, the constraints for the skin factor have been theoretically obtained which can be
convenient for the practical application during the well-testing interpretation process.

2.3. Applicability Analysis of G-B Type Curves

Gringarten et al. [27] improved the Agarwal-Ramey type curves [28] and obtained
the Gringarten type curves. Then, Bourdet et al. [29] creatively proposed the Bourdet
pressure derivative (i.e., p’wD = dpwD/dln(tD/CD)) curves, and later the two type curves
were combined into Gringarten-Bourdet type curves. The G-B type curves can describe the
transient pressure behavior for a vertical well with a constant wellbore storage coefficient
and skin factor in a reservoir with an infinite outer boundary. The dimensionless pressure
and the pressure derivative functions are both plotted as a function of dimensionless time
tD/CD in a single chart (see Figure 4). This chart is easy to distinguish reservoir types and
flow stages, making it easier to obtain a unique fitting curve.

Figure 4. G-B type curves with different values of CDe2S.

For the transient pressure analysis, the main flow regime of interest is the infinite
acting radial flow (IARF) which can be easily identified from the log-log plot (i.e., horizontal
line with Bourdet derivative equals 0.5). Additionally, combined the early time wellbore
storage regime (i.e., unit slope line) with the IARF regime, the fitting or match of the
pressure response would be more immediate and unique. However, there are several
limitations during the well test interpretation process for tight formations. For example, in
a tight formation with permeability equals 0.5 mD, reservoir thickness of 10 m, viscosity
of 0.5 mPa·s, and wellbore storage coefficient of 0.5 m3/MPa, the dimension time tD/CD
equals 160 when the testing time equals 15 days. As shown in the following G-B type
curves, the IARF regime cannot be reached even though the testing time has lasted for
15 days. If the IARF regime shall be shown on the log-log plot, the test time would be up to
100 days, which would obviously and seriously impact the well production and make the
well testing method unattractive for the tight formations. Therefore, it is of fundamental
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and practical significance to find a method to interpret the early time transient pressure
response without a possible IARF regime.

2.4. Short-Time Asymptotic Solution

For the early time transient pressure data, it is very difficult for us to identify the
wellbore storage and skin factor as the pressure and its derivative curves usually overlap
in a unit-slope line for the traditional G-B type curves. Recall that the pressure deriva-
tive proposed by Bourdet et al. [29] the essence of this term is actually a mathematical
transformation that can separate the small pressure variance and then amplify this small
signal through the product of time. The larger the time, the greater the amplification factor
becomes. However, this transformation is not valid for the early time period as the pressure
derivative approximately equals tD/CD resulting in a unit-slope line. Therefore, for the
pressure response data without radial flow regimes, strong no-uniqueness can be found
during the transient pressure interpretation process.

Based on the idea of Bourdet’s pressure derivative, we want to extract the influence
factor at the early times which is more sensitive on the CD, S, and λD by mathematic
transformation. The short-time asymptotic method can be applied to obtain this objective.
The early time pressure solution is expanded and only the high-order series of the solution
is separated which represents the small signal during the early time. In this way, more
accurate type curves can be obtained which may be more sensitive on CD, S, and λD during
the early times and can obviously reduce the non-uniqueness of the interpretation results.

When the time is relatively smaller in the real-time domain, the Laplace variable u and
β can be very large in the Laplace domain. Thus, the K0(x) and K1(x) can be asymptotically
expanded as follows when β → 0 [30],

K0(β) =
√

π
2β e−β

[
1 − 1

8β + O
(

β−1)], K1(β) =
√

π
2β e−β

[
1 + 3

8β + O
(

β−1)] (15)

Substitute Equation (14) into the solution in Equation (7), we have,

pwD =
(

1 + λDe−S
)[

u−2 − 1√
CDe2S

u−5/2 + O
(

u−5/2
)]

(16)

Neglecting the high-order term with small value, then transforming the solution to
the real-time domain with respect to tD/CD yields,

pwD =
(

1 + λDe−S
)[ tD

CD
− 4

3
√

πCDe2S

(
tD
CD

)3/2
]

(17)

Based on the idea of parameters proposed in the literature [30], a novel parameter
was defined to amplify the small variable for the early time solution in Equation (17) in
this work,

ω =

∣∣∣∣3
2

pwD
tD/CD

− 1
2

dpwD
d(tD/CD)

− 1
∣∣∣∣ =

∣∣∣∣∣λDe−S −
(
1 + λDe−S)√

πCDe2S

(
tD
CD

)1/2
∣∣∣∣∣ (18)

It can be found from the above equation that only the contribution of CD, S, and λD are
considered, and these constructed curves are more sensitive to CD, S, and λD other than a
unit slope line with little information in the G-B type curves for the early times. Additionally,
this curve has a horizontal asymptote (i.e., λDe−S) as the time tD/CD approaches zero
when the TPG is considered. If TPG is not considered, this curve approaches the line
(tD/CD)0.5/(πCDe2S)0.5 when the time is small.

168



Energies 2023, 16, 245

3. Model Validation

To verify the solutions obtained in this work, the transient pressure behavior was
compared with those from previous work [31]. The low-velocity non-Darcy flow model
was considered for the tight formation with the following main parameter, CDe2S = 1,
λDe-S = 0.0001, 0.01. As shown in Figure 3, there exists a good agreement between the results
from this work and those from the literature confirming the accuracy of the solutions in this
work to model the transient pressure behavior in a tight formation with consideration of
the pseudo TPG. Additionally, it can be found from Figure 5, the existence of TPG can result
in an increase of pressure and its derivative curves at the late time period. Additionally, the
traditional IARF regime with a horizontal line at late times cannot be observed which can
cause more uncertainty during the well-testing interpretation process as the most important
flow regime characteristic (i.e., horizontal line with Bourdet derivative equals 0.5) has been
changed due to the existence of TPG.

Figure 5. Comparison of transient pressure response obtained from this work and those from
literature [26] for a vertical well in a tight formation with consideration of TPG.

4. Results and Discussion

In this section, the rationality of the skin factor constraints has been clarified, and
the novel type curves suitable for the early time transient pressure analysis have been
generated. The sensitivity analysis has been conducted to investigate the effects of some
main parameters on the new type curves.

4.1. Reasonability Analysis for the Physical Constraint of Skin Factor

During the well testing interpretation for the tight oil reservoirs, the constraint con-
ditions of skin factor are usually not considered, which would lead to doubts about the
interpretation results. Specifically, the skin factor reflects the pollution or improvement in
the vicinity of the wellbore, and the permeability near the wellbore region represents the
seepage capacity of the formation. The conceptual scope of these two should be different.

Table 1 shows the interpretation results of a typical tight oil reservoir in the eastern
part of China (the case where the skin factor is obviously abnormal and less than −5
has been removed). The current interpretation results have proved that the (inner zone)
permeability can be greatly affected by the value of the skin factor. It can be found from
the following table that the skin factor is between −4.89 and −2.60 when the skin factor
constraint conditions are not considered, resulting in the corresponding equivalent well
diameter between 0.8~8.0 m, and the average permeability is 3.92 mD. When considering
the skin factor constraints, the skin factor is between −0.75~0.28, and the corresponding
equivalent well diameter is between 0.05~0.13 m, and the average permeability is 16.45 mD.
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Table 1. Interpretation results for the transient pressure with and without skin factor constraints.

Well Name
Without Constraints With Constraints

Skin Factor Permeability/mD Skin Factor Permeability/mD

Well1 −2.88 4.22 −0.45 10.67
Well2 −3.79 5.23 −0.50 25.06
Well3 −3.82 1.20 −0.11 8.59
Well4 −4.89 1.90 −0.50 35.60
Well5 −3.74 1.78 −0.60 7.08
Well6 −3.12 6.93 −0.50 20.00
Well7 −3.02 4.48 −0.50 29.40
Well8 −2.82 6.45 −0.50 23.10
Well9 −3.64 3.59 −0.50 10.28

Well10 −3.22 3.06 −0.01 8.16
Well11 −3.32 15.73 −0.75 62.75
Well12 −3.65 10.11 −0.25 72.00
Well13 −3.60 8.99 −0.75 24.75
Well14 −3.00 1.21 −0.36 5.62
Well15 −4.50 0.95 −0.50 2.57
Well16 −4.66 1.05 −0.50 6.93
Well17 −3.75 8.51 −0.50 9.95
Well18 −2.60 0.40 −0.50 0.37
Well19 −3.61 0.26 0.28 0.84
Well20 −2.71 1.55 0.12 1.67
Well21 −4.18 2.35 −0.40 11.70
Well22 −2.75 0.22 −0.50 0.63
Well23 −3.68 0.08 −0.50 0.65

From a numerical point of view, the equivalent well diameter is more reasonable
after considering the constraint conditions of the skin factor. Moreover, as the value of
the skin factor has been confined to guarantee the correctness of the pressure solution, the
influence of the skin factor can be greatly excluded for the early time transient pressure
response which brings little interference to the interpretation of the permeability for the
near wellbore region. As shown in Figure 6, the permeability obtained after considering the
constraints of the skin factor is about 4 times that of the original result without constraints,
which can reflect a more realistic seepage capacity of the formation near the wellbore which
may be artificially fractured.

Figure 6. Effect of the skin factor constraint on the formation permeability near the wellbore inter-
preted from well-testing results.
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4.2. Sensitivity Analysis Based on New Type Curves
4.2.1. New Type Curves for Darcy Flow Model

The low-velocity non-Darcy flow is not considered and the new type curves for the
Darcy flow model are generated (i.e., λD = 0). The main parameters affecting the type curves
are the combination of CD and S which are the same as the G-B type curves. However,
a new curve reflecting the relationship between the newly defined parameter ω and the
dimensionless time tD/CD is added to the traditional G-B type curves. Figure 7 shows the
influence of parameter CDe2S on the new type curves. It can be found at the early time
wellbore storage (WBS) regime, all the pressure and its derivative curves are coinciding
lines with unit-slope, little information can be obtained from the transient pressure response
during this period only by analyzing the pressure and pressure derivative curves. The
following flow regime is the transient flow regime which can be affected by the skin factor
and the permeability. The larger the value of CDe2S, the higher the position of the pressure
and its derivative curves. However, the differences in the pressure and its derivative curves
during the transition flow regime between different cases are not large enough which can
bring high uncertainty for the well testing analysis and interpretation. The last flow regime
is the IARF regime, all the pressure derivative curves overlap with a horizontal line for
different cases. However, such flow regime is difficult to appear for the well testing in a
tight formation where the low permeability can greatly delay its arrival.

Figure 7. Effect of CDe2S on the new type curves for Darcy flow model without TPG.

The green lines in Figure 7 represent the relationship between the newly defined
parameter ω and the dimensionless time tD/CD. It can be found that these ω curves
can be highly dispersed at the early time period which can be beneficial to the analysis
and interpretation of the early time pressure response. The ω curves are sensitive for
the parameter CDe2S at the early time period, and such new curves can be used for the
early time transient pressure analysis. Additionally, it can be found that all the ω curves
coincide into a horizontal line with its value equals unity. Even though it can be treated
as a characteristic line similar to the horizontal derivative line in IARF regime, it is not
very useful for the analysis of the early time pressure response where such a horizontal
line may be not present within a limited testing time. Moreover, it can be found that the ω
curve shows a straight line and its slope is affected by the value of CDe2S which has been
discussed early after the definition of this parameter.

4.2.2. Effect of CDe2S on New Type Curves for Non-Darcy Flow Model

For the low-velocity non-Darcy flow model, the TPG is considered (i.e., λD �= 0). The
main influencing factors on the type curves include the following combinations: CDe2S and
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λDe−S. Firstly, new type curves are generated with different values of CDe2S while keeping
λDe−S constant. Figure 8 displays the new type curves with various values of CDe2S. It can
be found that the pressure and its derivative curves are more dispersed at the transient flow
regime and IARF regime due to the existence of TPG. Additionally, the larger the value
of CDe2S, the higher the value of pressure and its derivative. As for the ω curves shown
in this figure, it is more complicated than those for the Darcy flow model in Figure 7. At
the starting time, as the time approaches zero, the ω curves stabilized near a horizontal
line whose value equals λDe−S. As explained early, as time becomes smaller enough, the
new ω curves have a horizontal asymptote (i.e., λDe−S). As time goes on, the value of the
second term in Equation (18) becomes larger which can be in the same order of magnitude
as the first term λDe−S. Thus, a singularity point occurs at this curve where the value of the
first term equals the second term. After that, the influence of the first term in Equation (18)
can get weaker and weaker, and the ω curves gradually approach a straight line. At the
late IARF regime, all the ω curves coincide with each other. Moreover, it can be found from
Figure 8, the larger the value of CDe2S, the later the appearance of the singularity point
of the ω curves, and the smaller the value of the ω function after the singularity point.
These specific features can be easily explained by the definition of the ω function where the
parameter CDe2S is in the denominator position of the second term of Equation (18).

Figure 8. Effect of CDe2S on the new type curves for non-Darcy flow model.

4.2.3. Effect of λDe−S on New Type Curves for Non-Darcy Flow Model

Another important combination parameter affecting the transient pressure type curves
for the non-Darcy flow model is λDe−S where λD is the dimensionless TPG. Parameter
CDe2S has been assumed as constant (i.e., CDe2S = 100) during the generation of the fol-
lowing type curves. Figure 9 presents the influence of λDe−S on the new type curves. As
reported in previous work [7], the existence of λD brings extra resistance to the fluid flow in
the tight formation and results in a higher value of pressure and pressure derivative curves.
The larger the value of λDe−S, the higher the position of the pressure and its derivative
curves in the type curves. For the newly defined ω curves shown in Figure 9, the changing
trend of such curves is similar to that discussed previously. There is a horizontal line at
the beginning, then a concave shape with a singular point, followed by an approximately
straight line, and finally a horizontal line with a value of 1. It can be found from the figure
that, the larger the value of λDe−S, the higher the position of the horizontal line at the
beginning and the later appearance of the singularity point. These features can also be
readily explained by the definition of parameter ω. At the beginning, the time approaches
zero and the ω function has a horizontal asymptote with a value of λDe−S. Additionally,
it will take a larger time to make the value of the second term in Equation (18) almost
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equal to the value of the first term in the same equation. Moreover, the newly developed
type curves are more dispersive and more sensitive to parameters at the early time period,
which is very useful for us to analyze the early time pressure data with limited testing time.

Figure 9. Effect of λDe−S on the new type curves for non-Darcy flow model.

4.3. Discussion

Therefore, the novel workflow for the early time transient pressure analysis can
be summarized as follows: firstly generate the physical constraint for the skin factor
which can greatly reduce the uncertainty for the following analysis; secondly generate
the new type curves including the pressure curves, derivative curves and ω curves on
a log-log plot; then generating the curves using the field well-testing data and compare
with the newly generated type curves; finally the wellbore storage coefficient, skin factor,
formation permeability, and threshold pressure gradient can be accurately obtained with
low ambiguity.

The advantage of this work can be summarized as follows, through such workflow
mentioned above, the ambiguity during the interpretation of the early time transient
pressure data can be greatly reduced, and the final interpretation results can be more reliable
and accurate which can reflect the realistic underground wellbore and reservoir properties.
However, as the high-order term of the pressure solution shall be used to generate the
new type curves which need very precise pressure data at the early times. Thus, the
requirements for our well testing process and device will be more rigorous, but this is not a
big challenge for the pressure gauge with high accuracy and resolution nowadays.

5. Conclusions

(1) The physical constraint of skin factor has been analyzed and the lower limit of skin
factor has been obtained for practical use. The influence range of the skin factor and
permeability may partially overlap during early time period without consideration of
physical constraints. By considering the skin factor constraints, the interpretation pa-
rameters including the equivalent wellbore radius, and permeability near the wellbore
region are more accurate and reliable.

(2) The traditional G-B type curves fail to analyze the early time transient pressure data
without enough information about the IARF regime, and a novel type curve for
analyzing the early time transient pressure test in a tight formation has been proposed.
The novel proposed type curves can extract the small pressure signal during the early
time period which are more dispersed and more sensitive for the parameters including
λD, CD, and S.
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(3) The new ω curves show a horizontal asymptote with a value of λDe−S, then a concave
shape with a singular point, followed by an approximately straight line, and finally a
horizontal line with value of 1.

(4) The larger the value of CDe2S and λDe−S, the later appearance of the singularity point
for the ω curves; and the larger the value of λDe−S, the higher the position of the
horizontal asymptote at the beginning.

(5) A novel workflow has been proposed with the following features, the skin factor
constraint can reduce the ambiguity and increase the rationality of interpretation
results. The novel type curves are more beneficial to the analysis of the early time well
testing data which are more suitable for the early time transient pressure interpretation
in a tight formation.
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Appendix A

According to the assumptions made in Section 2, the fluid flow equation considering
the TPG λ can be described as follows.

v =

{
− k

μ (∇p − λ)|∇p| ≥ λ

0|∇p| < λ
(A1)

Additionally, the fluid is slightly compressible, based on the definition of fluid com-
pressibility and rock compressibility, the following equations can be obtained to describe
the fluid density/porosity change with respect to pressure change,

ρ = ρo[1 + Cl(p − po)] (A2)

φ = φo[1 + Cr(p − po)] (A3)

where Cl and Cr are the fluid and rock compressibility, respectively.
For the radial geometry reservoir, the following material balance equation can be

obtained for a thin ring from r to r + Δr,

−Δt2π(r + Δr)hvρ|r+Δr + Δt2πrhvρ|r = [π(r + Δr)2 − πr2]
[

hφρ|t+Δt − hφρ|t
]

(A4)

Dividing by the term Δr·Δt, and let Δr → 0, and Δt → 0, the following diffusivity
equation can be obtained,

1
r
· ∂(rρv)

∂r
= −∂(ρφ)

∂t
(A5)

Substitute Equation (A1) into Equation (A5) and neglect the first derivative squared
term, the governing equation for the fluid flow in the tight formation considering TPG can
be written as follows,

∂2 p
∂r2 +

1
r

∂p
∂r

− 1
r

λ =
φμCt

k
∂p
∂t

(A6)
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where the total compressibility Ct = Cl + Cr.
When the skin factor is considered, the inner boundary condition at the equivalent

wellbore radius (i.e., rwe = rwe−S) can be written as,

pw = p(rwe, t) (A7)

Additionally, when the wellbore storage effect is considered, the well production
consists of two parts, including the fluid provided by the wellbore storage effect and the
fluid flow from the reservoir to the wellbore,

qB =

[
2πrhk

μ
(

∂p
∂r

− λ)

]
r=rwe

− C
dpw

dt
(A8)

The initial condition and outer boundary condition can be easily described as follows,

p(r, t)|t=0 = pi (A9)

lim
r→∞

p(r, t) = pi (A10)
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