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Abstract: With the popularity of the internet 5G network, the network constructions of hospitals
have also rapidly developed. Operations management in the healthcare system is becoming
paperless, for example, via a shared electronic medical record (EMR) system. A shared electronic
medical record system plays an important role in reducing diagnosis costs and improving diagnostic
accuracy. In the traditional electronic medical record system, centralized database storage is typically
used. Once there is a problem with the data storage, it could cause data privacy disclosure and
security risks. Blockchain is tamper-proof and data traceable. It can ensure the security and
correctness of data. Proxy re-encryption technology can ensure the safe sharing and transmission of
relatively sensitive data. Based on the above situation, we propose an electronic medical record
system based on consortium blockchain and proxy re-encryption to solve the problem of EMR
security sharing. Electronic equipment in this process is connected to the blockchain network, and
the security of data access is ensured through the automatic execution of blockchain chaincodes;
the attribute-based access control method ensures fine-grained access to the data and improves the
system security. Compared with the existing electronic medical records based on cloud storage,
the system not only realizes the sharing of electronic medical records, but it also has advantages in
privacy protection, access control, data security, etc.

Keywords: EMR sharing; consortium blockchain; proxy re-encryption; privacy protection; IoT; BCoT

1. Introduction

1.1. Background

E-health appeared in the early 21st century; it refers to the use of modern information
and communication technology, to provide medical services in the health sector [1].
Electronic medical records (EMRs) is a hot topic in the field of e-health [2]. According
to one survey [3], as of March 2017, 86% of provincial hospitals and 75.6% of municipal
hospitals have established EMR databases; only 32% of provincial hospitals and 35.2%
of municipal hospitals have established electronic medical record information platforms.
Although the goal of establishing electronic medical record systems has been achieved
throughout the world, there is not enough medical record data sharing.

Electronic medical records (EMRs) involve systematic collections of patient- and
population-based health data, which are stored electronically in digital format [4,5]. Effec-
tive EMR implementation and networking can save more than USD 81 billion annually,
by improving medical efficiency and security [6].

At present, there are problems with the use of EMRs [7,8]. Firstly, data stored in the
centralized system databases face many risks, such as hacker intrusions, data stealing,
and artificial tampering of data that will endanger data security. Secondly, thousands of
medical record data are saved by each regional hospital, separately, and unsystematic
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storage modes (e.g., the isolation of medical information systems) could result in the
database information not being “connected”. Without a unified system for the integration
of resources, the sharing of medical data assets cannot be brought into full play, and the
efficiency of the entire medical diagnosis is greatly reduced.

In a traditional EMR management system [9,10], the data are invisible, unmanageable,
and uncontrollable for patients. Patients do not know which electronic medical record
data are stored at a hospital, whether the electronic medical records stored in the cloud are
used by a hospital, or shared by other hospitals, or whether the data are leaked. Moreover,
even when electronic medical record data are leaked, they cannot be traced.

In January 2009, Satoshi Nakamoto invented bitcoin [11] and proposed a blockchain
technology; then, Ethereum [12] expanded the concept of a smart contract, a consensus
mechanism [13], and a point-to-point network [14]. Blockchain technology has the charac-
teristics of peer-to-peer computing that is open and transparent, as well as communication
security [15] that is difficult to tamper with and has multi-party consensus. It proposed
a new solution to the disadvantages of the centralized network, and provided a new
feasible paradigm for sharing electronic medical records [16]. Blaze et al. designed a
proxy re-encryption scheme [17] in 1998, for the first time, to provide access control to
data, to share encrypted data in a third-party server. These technologies bring new hope
on how to achieve secure access control for EMR sharing.

1.2. EMR Sharing Advantages, threat Models, and Knowing Attacks

The EMR sharing system has the following advantages [18]:
1. The electronic medical record sharing system integrates electronic medical record

data between hospitals so that it can be used and browsed across different hospitals,
ensuring the availability and accuracy of electronic medical record data.

2. The establishment of a reasonable and effective electronic medical record sharing
system facilitates a doctor’s access to a patient’s medical history, significantly reducing
the costs associated with a patient’s repeat examinations, and improving the efficiency of
treatment.

3. Patients benefit from the sharing of electronic medical records because they can
directly query their medical records, examination reports, and drug use in the hospital on
the relevant networks.

4. The sharing of electronic medical records contributes to public health safety. The
sharing of electronic medical records aids in the monitoring of the epidemic situation, al-
lowing for early prevention and treatment of the epidemic situation, preventing the spread
of large-scale infection, and preventing the occurrence of public health emergencies.

However, we may come across some potential threats and attacks while using the
system. To make the proposed scheme more effective and safe, we analyze potential
threats and attacks. The threat models and knowing attacks are as follows:

1. Data integrity issue [19].
In an insecure network environment, any information transmitted is vulnerable to

tampering attacks, so that the data received by the receiver is not the original data. Data
integrity is threatened. Therefore, it is necessary to ensure the integrity of the transmission
data and protect it from tampering during transportation.

2. Illegal access issue [20].
Unauthorized access refers to the unauthorized use of network resources or the use

of network resources in an unauthorized way. In this scheme, users are not allowed to
operate other people’s data in an unauthorized way.

3. Forgery and tampering [21].
If an attacker forges or tampers with the data stored in the shared electronic medical

record system, it will have a significant impact on the entire system, resulting in massive
data loss and errors. As a result, leveraging the non-tampering ability of the blockchain
could significantly improve data security.
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4. Replay Attack [22].
Replay attack means that the same information or data are repeatedly sent twice

or more. If the receiver does not take relevant measures and continuously receives
information, it would not be able to effectively identify that the data were received, which
would lead to replay vulnerabilities.

5. Collusion Attack [23].
In the proxy re-encryption scheme, if the proxy colludes with the authorized party,

the data and encryption key of the authorizer may be decoded. Therefore, in a proxy
re-encryption scheme, we must verify whether the scheme can resist collision attacks.

Based on the above situation, this study proposes an EMR data sharing mechanism
based on the advantages of anti-tampering and traceability of the consortium blockchain
and the security authorization characteristics of proxy re-encryption. The proposed
scheme, such that hospitals join the medical consortium blockchain, store the EMR data
generated by patients in the consortium blockchain service center, and protect the data
security according to the relevant national laws and regulations. At the same time, the
chaincode functions are used to realize the EMR, and the proxy re-encryption is used for
sharing and authorization. Furthermore, we write the attributes of users and devices into
the digital certificate to provide different data access functions for users and devices with
different attributes.

The rest of this paper is organized as follows. In Section 2, we review some pre-
liminaries. The system model and detailed design are introduced in Sections 3 and 4,
respectively. The analysis of the system is given in Section 5. Finally, Section 6 concludes
the paper.

2. Preliminary

2.1. Blockchain and Smart Contract (Chaincode)

Blockchain is a kind of chain data structure that combines data blocks with time
sequences [24]. A smart contract was a concept proposed by Nick Szabo in the 1990s [25],
which is almost the same age as the internet. He defines a smart contract as a set of
commitments defined in digital form, including agreements in which contract participants
can execute these commitments automatically [26]. In this article, we refer to smart
contracts as chaincodes, which are programs that are deployed and run on the blockchain
network. The chaincode presets some conditions and rules to trigger the execution of the
chaincode under certain events and conditions. The goal of the chaincode is to generate
ledger data on the blockchain, which means that all operations on the blockchain data are
completed by the chaincode. Moreover, security policies (including data encryption and
decryption, data signature and signature verification, access control) will be automatically
invoked through chaincodes.

2.2. Blockchain of Things

In ordinary internet of things devices [27], there are problems, such as poor data
privacy and difficulty accessing data safely. The blockchain will have a significant impact
on the internet of things due to its peer-to-peer, open and transparent communication,
secure communication, difficulty to tamper with, and multi-party consensus. The en-
cryption mechanism and data storage characteristics of blockchain just meet the security
requirements of the internet of things. The integration of blockchain and the internet of
things is called the blockchain of things (BCoT) in academia.

2.3. QR Code

A QR code [28], a kind of readable bar code, can identify the binary data recorded
in it and obtain the information contained in it by scanning the QR code. A QR code’s
characteristics includes the following: it has large information capacity, high decoding
reliability, and adopts certain security encryption measures. A QR code is widely used in
near-field secure data exchange.
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2.4. Elliptic Curve Digital Signature Algorithm (ECDSA)

In an elliptic curve system, we need to use a much shorter key than RSA to achieve
the same security strength [29]. The elliptic curve digital signature algorithm (ECDSA) is
the elliptic curve analog of the digital signature algorithm [30].

We assume that the sender sends M and signs M to a receiver, and the receiver needs
to verify the signature to ensure the correctness of M. We assume that the sender has
already generated their own key-pairs, G(x, y) is the base point on the elliptic curve E/Fn
(based on P256 curve), and satisfies nG = 0, n is a big prime number and is also the order
of G.

Select a random number SkA ∈ [1, n − 1] as a private key, and a public key is
PkA = SkAG.

Suppose the sender’s key pair is (SkA, PkA).

2.4.1. Signature Generation

(1) Select a random number r ∈ [1, n − 1].
(2) Calculate R = rG = (x1, y1).
(3) Calculate S = (SHA(M) + SkAx1)·r−1 according to random number r, private key

SkA, and SHA(M), which is the secure hash value of message M.
(4) Send message M, and signature (R, S) to the receiver.

2.4.2. Signature Verification

(1) Receiver receives M and signature (R, S).
(2) Hash SHA(M) according to message M.
(3) Use the sender’s public key PkA to calculate SHA(M)G/S + x1PkA/S and compare

it, if it is equal to R:

SHA(M)G/S + x1PkA/S

= SHA(M)G/S + x1SkAG/S

= (SHA(M) + x1SkA)G/((SHA(M) + SkAx1)·r−1)

= rG

= R

If it is equal, the signature verification is successful.
For reading convenience, in the following sections, we use SigSkX(·) to represent

the signature generation and SignX to represent the signature (R, S); we use VerPkX(·)
to represent the signature verification.

2.5. The Algorithm Elliptic Curve Based Proxy Re-Encryption

In elliptic curve based proxy re-encryption [31], let E be an elliptic curve over a
limited field Fq, where q is a large prime number, and G is a point on the elliptic curve
E of order n. Let G1, G2 be two multiplicative cyclic groups of prime modulo n. Let
e : G1 × G1 → G2 be a bilinear map [32], z = e(G1, G1) ∈ G2.

Key-Generation: let private key a ∈ Z∗
n and a public key Pka = aG ∈ point on E.

Encryption: generate an arbitrary number r ∈ Z∗
n, and output Ca = (A, B)= (r·Pka, zrG+ Pm),

where Pm = f (m) [33].
Re-Key-Generation: the re-encryption key rka→b = a−1bG is generated by private

key a and public key bG.
Re-Encryption: given rka→b and message Ca computes Cb = (A′, B′) =(e(raG, a−1bG),

zrG + Pm) = (zrb, zrG + Pm).
Decryption: (1) given ciphertext Ca and private key a, output Pm =B − (e(A, Sk−1

a G))G;
(2) given Cb and private key Skb, compute Pm = B′ − (A′)1/bG; (3) compute m = f−1(Pm).

For reading convenience, in the next section, we use EncPkX(·) for Encryption, reKeyGen(·)
for Re-Key-Generation, reEncA→B(·) for Re-Encryption, and DecSkX(·) for Decryption.
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3. The System Model

3.1. The Application Scenario

Figure 1 is the application scenario of the proposed scheme.

Figure 1. The System Framework.

In the proposed framework, there are four roles in the scheme.

(1) Consortium blockchain service center (CBSC): the distributed cloud storage and the
peer-to-peer network of each hospital organization node constitute the consortium
blockchain service center. In fact, the consortium blockchain service center is a
decentralized network service. For the convenience of understanding, we call it
CBSC. The consortium blockchain service center implements identity management
and digital certificate issuance, and chaincode operation, data storage, and data
legitimacy verification.

(2) Patient (P): the patient can make an appointment with a doctor. The patient uses
the voucher and the scanner to authorize the doctor to view the patient’s historical
medical records. The patient authorizes the doctor to view his/her historical medical
record through the combination of vouchers generated by proxy re-encryption
and scanner.

(3) Doctor (D): the doctor obtains the patient’s appointment information through the
CBSC and generates the EMR with the encrypted fields by the patient’s public key
after diagnosis and stores it in CBSC.

(4) Scanner (SC): the scanner is used to scan the voucher code presented by the patient
and request CBSC to obtain the re-encrypted ciphertext data through the voucher,
which CBSC will convert the ciphertext through the re-encryption key.

1. User registration phase: all users (including patients and doctors) must register in
the CBSC and obtain the private key and the corresponding X.509 digital certificate.
The digital certificate contains the user’s role attribute information (doctors, patients)
and the user’s public key.

2. Device registration phase: the scanner has to register in CBS to obtain the private
key and the corresponding X.509 digital certificate. The digital certificate contains
the hospital information and public key of the equipment.

3. Appointment and EMR generation phase: the patient makes an appointment to
see doctor A and chains up the appointment information to CBSC. Then doctor A
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obtains the appointment information from CBSC and makes a diagnosis. After the
diagnosis, doctor A generates and chains up the encrypted EMR to CBSC.

4. The generation of re-encryption key and access voucher phase: the patient autho-
rizes doctor B to view his/her historical EMR through proxy re-encryption and
blockchain-network scanners. Firstly, the patient calculates the re-encryption key
through his/her private key and doctor B’s public key and submits it to CBSC.
CBSC returns an authorization voucher to the patient. Then, the patient displays the
voucher to doctor B in the form of a QR code.

5. Scanning of access voucher and acquisition of re-encrypted EMR phase: the scan-
ner scans the QR code to obtain the voucher, and requests the re-encrypted EMR
through the voucher from CBSC, which uses the re-encryption key to convert the
historical EMR into the re-encrypted EMR. Finally, doctor B obtains the re-encrypted
EMR through the scanner and decrypts it through the private key.

3.2. The Consortium Blockchain Service Center Architecture

CBSC refers to embedding the blockchain framework into the cloud-computing
platform, making use of the deployment and management advantages of cloud service
infrastructure to provide users with a convenient and high-performance blockchain
ecological environment and ecological supporting services. In this paper, our CBSC
architecture is shown in Figure 2, which is divided into the application layer, service layer,
and consortium blockchain layer.

Figure 2. The consortium blockchain service center architecture.

Application layer and service layer: the application layer provides the EMR func-
tion service for patients, doctors, and scanners. It can interact with the background
blockchain network via the API provided by the HTTPS server from the service layer.
The service layer plays the role of middleware. Besides receiving and processing HTTPS
requests from applications, the service layer must interact with the consortium blockchain
layer directly to achieve the business logic by invoking a specific chaincode. In this way,
the service layer can decouple applications and the data layer.

Consortium blockchain Layer: the consortium blockchain layer takes the Hyper-
ledger Fabric technology as the core to provide blockchain services to users. Hyperledger
Fabric technology is a new distributed infrastructure and computing mode, which uses
chained data structure to verify and store data, uses distributed node consensus algorithm
to generate and update data, uses cryptography to ensure the security of data transmis-
sion and access, and uses chaincode composed of automatic script code to program and
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operate data. In fabric, the order nodes use the consensus algorithm to sort the data and
packages into blocks. Organizations that join the alliance chain verify and store data
through peers.

4. The Proposed Scheme

4.1. X.509 Digital Certificate

CBSC uses X.509 digital certificate to identify the identity of users and devices in
CBSC. The most basic information of the X.509 digital certificate includes the public key,
the owner information of the public key, and the digital signature of CBSC. The “role”
attributes in the digital certificate indicates the registered user or device attribute. If
the value of “role” is “D”, it is the doctor user certificate; if the value of “role” is “P”,
it is the patient certificate; if the “role” value is “S”, it is the scanner device certificate.
The scanner certificate is uniquely identified by the “Sid” attribute of the scanner; in the
user certificate, the “Uid” attribute is the user’s identification number and is used as the
unique identifier of the use. For the patient, ”Uid” means “Pid”; for the doctor, “Uid”
means “Did”. Patients can use the public key in the doctor’s certificate combined with
their own private key to realize the proxy re-encryption of data and then realize the access
control of data. The examples of the digital certificate are as Figures 3 and 4 shown below.

Figure 3. The example of the scanner device digital certificate.

Figure 4. The example of a user’s digital certificate.
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4.2. Deployment and Initialization of the Chaincode

The chaincode is event-driven, with state storage and programs running on the
blockchain. The user realizes data access on CBSC through the chaincode. In this scheme,
the chaincode data structure and function of the key information for the proposed ar-
chitecture we define as Figure 5 follows, and Table 1 shows the detailed introduction of
chaincode data structure. In particular, the field “state” of the appointment is divided
into two states, namely “CREATE” and “FINISH”. When an appointment is created,
the patient needs to sign it and set the state to “CREATE”. After the doctor’s diagnosis,
he/she needs to sign and set the state to “FINISH”. In EMR, “EncryptedSickDetail” and
“EncryptedDrugDetail” are encrypted fields. When authorizing EMR by using proxy
re-encryption, these two fields are re-encrypted. We define the access data structure
for access control, in which the “ReEncryptionkey” field is used to re-encrypt the EMR.
Similarly, the “state” of access has three states. When the patient creates an access, the
state is “CREATE”. When the scanner scans the voucher and obtains the re-encrypted
EMR, the state is “SCAN”. When the doctor obtains the EMR, the state is “FINISH”.

Table 1. Data Structure in CBSC.

Data Structure Meaning

Doctor

The doctor data structure represents the role of the doctor user, where Did
is the doctor’s ID, the field DName is the doctor’s name, the Phone field
refers to the doctor’s mobile phone number, the field HospitalName refers
to the name of the doctor’s Hospital, and the Hospital Id field refers to the
code of the doctor’s hospital. These fields form the basic information of
the doctor.

Patient

Patient data structure represents the role of the patient-user, where Pid is
the patient’s ID, the field PName is the patient’s name, the field Phone
refers to the patient’s mobile phone number, the field Address refers to the
name of the patient’s home address.

Scanner

Scanner data structure refers to the basic information of the scanner
equipment connected to the network, the Sid field refers to the equipment
code, the belongto field refers to the organization, the Sname field refers to
the equipment model name, and the field activationTime refers to the
activation time of the scanner equipment.

Appointment

Appointment data structure stores the information of the patient’s
appointment with the doctor. The BeginTime field refers to the creation
time of the appointment, EndTime refers to the end time of the
appointment, the Pid field refers to the patient’s ID, Did is the doctor’s ID,
PatientSignature refers to the patient’s signature, DoctorSignature refers
to the doctor’s signature, the state field refers to the current state of
the appointment

EMR

EMR data structure refers to the electronic medical record, which Pid
refers to the patient’s ID, Did refers to the doctor’s ID, createTime refers to
the creation time of the EMR, the EncryptedSickDetail field refers to the
encrypted sick detail, the EncryptedDrugDetail field refers to the
encrypted drug detail, and doctorSignature refers to the signature of the
diagnostic doctor

Access

Access data structure records the information that the patient authorizes
the doctor to view the historical EMR. Pid refers to the patient’s ID, Did
refers to the doctor’s ID, BeginTime refers to the authorization start time,
EndTime refers to the authorization end time, reEncryptionKey refers to
the re-encryption key, PatientSignature refers to the patient’s signature,
scannerSignature refers to the scanner’s device signature,
DoctorSignature refers to the doctor’s signature, and state refers to the
current status of access.
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Figure 5. The chaincode data structure.

4.3. Notation

Table 2 shows the notations and their meaning.

Table 2. Notations.

Notation Meaning

G A generator for the elliptic group

PkX X’s public key

SkX X’s private key

role the role is an attribute stored in the digital certificate of the user or
device

CertX X’s X.509 digital certificate

M X’s original text

CX X’s ciphertext

timestamp The timestamp of the current time

voucher Data voucher requesting re-encrypted data

SickDetail The original detail of sick in EMR

DrugDetail The original detail of drug in EMR

reEncryptedSickDetail Re-encrypted sick detail

reEncryptedDrugDetail Re-encrypted drug detail

reEMR Re-encrypted EMR

SHA(·) Secure hash algorithm function

f (m) The elliptic curve function f (·) of the embedding message m

Pm Data embedded in the elliptic curve function f (·)

f−1(Pm)
The inverse function of elliptic curve function f (·), Pm is a point on
elliptic curve

in f oX X’s basic information (include name, phone number, and id, etc.)

rkA→B Proxy re-encryption key generated by A and B

9
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Table 2. Cont.

Notation Meaning

A?
=

B Determine A if equal to B

A||B Concatenate A and B

SignX X’s signature

SigSkX(M)
The signature function, use the X’s private key SkX to sign the
message M.

VerPkX(SignX)
The verification function, use the X’s public key PkX to verify the
correctness of the signature SignX

EncPkX(·) The function of encryption with PkX

reKeyGen(·) The generation of re-encryption keys from A to B

reEncA→B(·) The function of re-encrypting the ciphertext of A into the ciphertext
that B can decrypt.

DecSkX(·) The function of decryption with the key SkX

4.4. User Registration Phase

Users (including patients and doctors) should register with CBSC. CBSC will generate
a private key and digital certificate (including public key) for users, sign the private key
and digital certificate, and issue them to users. After the user obtains the private key and
digital certificate, the user will verify the correctness of the signature. After the signature
is verified successfully, the user will call the chaincode to store the user details in CBSC.
The flow chart of the user registration phase is shown in Figure 6.

• Step 1: the user chooses the attributes role and Uid to request for registration in
CBSC.

• Step 2: when the CBSC receives the request, it selects a random number as the private
key SkU and uses it with the generator for the elliptic group G to compute a public
key PkU = SkUG.

Then the CBSC signs the signature SignCBS as follows:

SignCBSC = SigSkCBSC(role||Uid||PkU ||timestamp) (1)

• Step 3: CBSC generates digital certificates CertU for users and sends SkU and CertU
to users.

CertU = (role||Uid||PkU ||timestamp||SignCBSC) (2)

• Step 4: after receiving the data, the user will verify the correctness of the signature.
If it is correct, the certificate is legal.

(role
∣∣∣∣∣∣Uid

∣∣∣∣∣∣PkU

∣∣∣∣∣∣timestamp)?
=

VerPkCBSC(SignCBSC) (3)

and the user will store the private key SkU and certificate CertU .
• Step 5: the user selects the user information In f oU . For a patient, In f oU means

(PName||Phone||Pid||Address||Phone||CreateTime) , as shown in the above patient
data structure; for doctors, In f oU = (DName||Phone ||DId||HospitalName||Hospital Id||
CreateTime) as shown in the above doctor data structure. Then the user signs
(In f oU ||timestamp)

SignU1 = SigSkU(In f oU ||timestamp) (4)

and chain up (In f oU ||timestamp||SignU1) to the CBSC.
• Step 6: when the CBSC receives the data from the user, it will verify the signature SignU1

10
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(In f oU

∣∣∣∣∣∣timestamp)?
=

VerPkU(SignU1) (5)

If it holds, then the CBSC saves the data.
The chaincode of the pseudo-code of user registration is shown in Algorithm 1.

Algorithm 1. The chaincode pseudo-code of the user registration information.

user_cert, sk_user = CBSC.CA.CreateIndenity(role,Uid)
if user_cert != NULL
role←user_cert
if (role == "P")
Info←Patient
else if(role == "D")
Info←Doctor
userSign = ecdsa.sign(sk_user, Info, timestamp)
UserRegister(Info, timestamp, userSign)

 
Figure 6. The flow chart of user registration.

4.5. Device Registration Phase

The scanner is registered in CBSC under the setting of person. Scanner devices are
also registered in CBSC. CBSC will generate a private key and device digital certificate for
the scanner, sign the private key and digital certificate, and issue them to devices. After
the scanner obtains the private key and digital certificate, it will verify the correctness
of the signature. After the signature is verified successfully, the scanner will call the
chaincode automatically to store the device details in CBSC. The flow chart of the device
registration phase is shown in Figure 7.

• Step 1: the scanner sets the attributes role and Sid to request for registration in CBSC.
• Step 2: when the CBSC receives the request, it selects a random number as the private

key SkSC and uses it with the generator for the elliptic group G to compute a public
key PkSC = SkSCG for the scanner.

Then the CBSC signs the signature SignCBSC2 as follows:

SignCBSC2 = SigSkCBSC(role||Sid||PkSC||timestamp) (6)

• Step 3: CBSC generates device digital certificates CertSC and sends SkSC and CertSC
to users.

CertSC = (role||Sid||PkSC||timestamp||SignCBSC2) (7)

11
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• Step 4: after receiving the data, the scanner will verify the correctness of the signature.
If it is correct, the certificate is legal.

(role
∣∣∣∣∣∣Sid

∣∣∣∣∣∣PkSC

∣∣∣∣∣∣timestamp)?
=

VerPkCBSC(SignCBSC2) (8)

and the scanner will store the private key SkSC and certificate CertSC.
• Step 5: the scanner set up the basic information In f oSC and signs In f oSC with SkSC,

SignSC1 = SigSkSC(In f oSC||timestamp) (9)

and chain up (In f oSC||timestamp||SignSC1) to the CBSC.
• Step 6: when the CBSC receives the data from the scanner, it will verify the signa-

ture SignSC1

(In f oSC

∣∣∣∣∣∣timestamp)?
=

VerPkSC(SignSC1) (10)

If it holds, then the CBSC saves the data.
The chaincode of the pseudo-code of device registration is shown in Algorithm 2.

Algorithm 2. The chaincode pseudo-code of the device registration.

role,sid←Input()
(device_cert, sk_sc, timestamp,cbsSign) = CBSC.CA.CreateIndenity(role,sid)
pk_p = device_cert.getPublickey()
if ecdsa.verify(cbsSign,{role,sid,pk_p,timestamp})
scSign = ecdsa.sign(sk_sc, Info, timestamp)
deviceRegister(Info, timestamp, scSign)

 

Figure 7. The flow chart of scanner device registration.

4.6. Appointment and EMR Generation Phase

In this phase, the patient makes an appointment to see the doctor and chains up the
appointment information to the CBSC. Then doctor A obtains the appointment informa-
tion from CBSC and makes a diagnosis. After diagnosis, doctor A generates and stores an
encrypted EMR in CBSC. The flow chart of appointment and EMR generation is shown in
Figure 8.

12
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• Step 1: the patient sets the appointment data fields and sets the field “state” =
”CREATE”, then signs them with the patient’s private key SkP,

SignP1 = SigSkP(BeginTime||EndTime||Pid||Did||state||timestamp) (11)

appointment = (BeginTime||EndTime||Pid||Did||state||SignP1) (12)

Then sends (appointment||SignP1||timestamp) to CBSC.

• Step 2: when CBSC receives the data, it will get the data fields from appointment and
verify the data signature,

(BeginTime
∣∣∣∣∣∣EndTime

∣∣∣∣∣∣Pid
∣∣∣∣∣∣Did

∣∣∣∣∣∣state
∣∣∣∣∣∣timestamp)?

=
VerPkP(SignP1) (13)

If holds, CBSC will save the data.

• Step 3: Doctor A requests the appointment form; the state field value is “CREATE”
in CBSC,

SignD1 = SigSkD(Did||state||timestamp) (14)

Then requests to CBSC with parameters (SignD1||Did||state||timestamp)

• Step 4: upon receiving the request, CBSC will verify the correctness of the signature,

(Did
∣∣∣∣∣∣state

∣∣∣∣∣∣timestamp)?
=

VerPkD(SignD1) (15)

If it holds, then the appointment will be found according to (Did||state) , and the
appointment will be signed.

SignCBSC3 = SigSkCBSC(appointment||timestamp) (16)

and sent to doctor A with (appointment||timestamp||SignCBSC3) .

• Step 5: after receiving the data, doctor A will verify the correctness of the data,

(appointment
∣∣∣∣∣∣timestamp)?

=
VerPkCBSC(SignCBSC3) (17)

If it is held, the patient’s certificate is requested according to the patient’s Pid.

• Step 6: when CBSC receives doctor A’s request, it sends the patient’s digital certificate
CertP to doctor A, and doctor A obtains the patient’s public key PkP from the patient’s
digital certificate.

• Step 7: after the diagnosis, doctor A will generate the EMR for the patient and encrypt
the EncryptedSickDetail (the encrypted sick detail filed) and EncryptedDrugDetail
(the encrypted drug detail filed) fields in the EMR with the patient’s public key.

EncryptedSickDetail = EncPkP(SickDetail) (18)

EncryptedDrugDetail = EncPkP(DrugDetail) (19)

SignD2 = SigSkD(Eid||Pid||Did||CreateTime||EncryptedDetail||EncryptedDrugDetail)

EMR = (Eid||Pid||Did||CreateTime||EncryptedSickDetail||EncryptedDrugDetail||SignD2)

Then, set the “state” filed = “FINISH” in appointment and sign it,

SignD3 = SigSkD(state||timestamp) (20)

and doctor A sends (EMR||SignD2||state||timestamp||SignD3) to CBSC.
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• Step 8: when CBSC receives doctor A’s data, it will verify the correctness of the
signature.

(Eid
∣∣∣∣∣∣Pid

∣∣∣∣∣∣Did
∣∣∣∣∣∣CreateTime

∣∣∣∣∣∣EncryptedDetail
∣∣∣∣∣∣EncryptedDrugDetail)?

=
VerPkD(SignD2)

(21)

(state
∣∣∣∣∣∣timestamp)?

=
VerPkD(SignD3) (22)

If the signature is correct, it will store the EMR and update the “state” of the appoint-
ment.

Algorithms 3 and 4 show the appointment generation and EMR generation respec-
tively.

Algorithm 3. The chaincode pseudo-code of appointment generation.

Did←Doctor.Did
Pid←Patient.Pid
BeginTime,EndTime←Input()
state←“CREATE”
timestamp←System.currentTime
if patient_cert != NULL

pSign = ecdsa.sign(sk_p,Did,Pid,BeginTime,EndTime,timestamp)
Appointment={Apid,BeginTime,EndTime,Pid,Did,pSign,state}
createAppointment(Appointment, timestamp, pSign)

Algorithm 4. The chaincode of the pseudo-code of EMR generation.

Did←Doctor.Did
state←“CREATE”
timestamp←System.currentTime
if doctor_cert != NULL

dSign1 = ecdsa.sign(sk_d,Did,state,timestamp)
(Appointment,timestamp,cbsSign)=getAppointment(Did,state„timestamp,dSign1)
if ecdsa.verify(cbsSign,Appointment,timestamp)

Pid←Appointment.Pid
patient_cert = CBSC.CA.GetIndentityByAttribute(Pid)
pk_p←patient_cert.getPublicKey
EncryptedSickDetail = ECC.Encrypt(pk_p, sickdetail)
EncryptedDrigDetail = ECC.Encrypt(pk_p, drugdetail)
Did←Appointment.Did
CreateTime←System.currentTime
dSign2 = ecdsa.sign(sk_d,Pid,Did,CreateTime,EncryptedSickDetail,

EncryptedDrugDetail)
EMR={Eid,Pid,Did,CreateTime,EncryptedSickDetail,EncryptedDrugDetail,dSign2}
State←“FINISH”
dSign3 = ecdsa.sign(sk_d,state,timestamp)
createEMR(EMR)
updateAppointment(state,timestamp,dSign3)
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4.7. The Generation of Re-Encryption Key and Access Voucher Phase

In this phase, the patient will combine his private key with the public key of doctor
B to generate the re-encryption key and send it to CBSC. After verification, CBSC will
return the access voucher to the patient. The patient displays the access voucher to doctor
B in the form of a QR code. Figure 9 shows the data flow in this phase.

Step 1: The patient requests doctor B’s certificate CertD from CBSC through doctor
B’s ID Did.

SignP2 = SigSkP(Did||timestamp) (23)

Request with parameters (Did||timestamp||SignP2) .
Step 2: when CBSC receives the request, it will verify the signature SignP3,

(Did
∣∣∣∣∣∣timestamp)?

=
VerPkP(SignP2) (24)

If it holds, then return doctor B’s certificate CertD.
Step 3: the patient gets doctor B’s public key PkD from CertD, then generates the

re-encryption key rkP→D.

rkP→D = reKeyGen(SkP,PkD) (25)

Then the patient sets the “state” = ”CREATE” in access, signs the fields of access, and
forms access data.

SignP3 = SigSkP(Acid||Pid||Did||BeginTime||EndTime||rkP→D||state||timestamp) (26)

access = (Acid||Pid||Did||BeginTime||EndTime||rkP→D||state||SignP3) (27)

Then sends (access||timestamp||SignP3) to CBSC.
Step 4: when CBSC receives the data, it will verify the correctness of SignP3 firstly,

(Acid||Pid||Did||BeginTime||EndTime||rkP→D||state||timestamp) = VerPkP(SignP3) (28)

If it is held, then save the access and generates the data digest and forms the data voucher,

digest = SHA(access) (29)

voucher = (Acid||digest) (30)

SignCBSC4 = SigSkCBSC(voucher||timestamp) (31)

Then sends (voucher||timestamp||SignCBSC4) to the patient.
Step 5: when the patient receives the data, the signature will be verified,

(voucher
∣∣∣∣∣∣timestamp)?

=
VerPkCBSC(SignCBSC4) (32)

If it holds, the voucher QR code will be generated and be shown to doctor B.
Algorithm 5 shows the generation of the registration of the re-encryption key and

access voucher.
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Algorithm 5. The chaincode of the pseudo-code of the generation of re-encryption key and
access voucher.

Did←Input()
Pid←Input()
dortor_cert←CBSC.CA.GetIndentityByAttribute(Did)
pk_d←doctor_cert.getPublicKey
rkey = reKeyGen(sk_p,Pk_d)
BeginTime,EndTime←Input()
state = “CREATE”
timestamp = System.currentTime
if patient_cert != NULL

pSign = ecdsa.sign(sk_p,{Pid,Did,BeginTime,EndTime,rkey,state,timestamp})
access = {Acid, Pid,Did,BeginTime,EndTime,rkey,state,pSign}
(voucher,timestamp,cbsSign) = createAccessAndGetVoucher(access,timestamp,pSign)
If ecdsa.verify(cbsSign,voucher,timestamp)

generateVoucherCode(voucher)

 

Figure 9. The flow chart of re-encryption key and access voucher generation.

4.8. Scanning of Access Voucher and Acquisition of Re-Encrypted EMR Phase

In this phase, the patient authorizes doctor B to view their historical EMR through
proxy re-encryption and scanner.

Step 1: doctor B scans the QR code with the scanner and generates the signature

SignSC = SigSkSC(voucher||timestamp) (33)

The scanner requests the data in CBSC (voucher||timestamp||SignSC) .
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Step 2: after receiving the request, CBSC first verifies the correctness of the signature,

(voucher
∣∣∣∣∣∣timestamp)?

=
VerPkSC(SignSC) (34)

If it holds, CBSC queries the access according to acid, hashes access, and compares it
with the digest, digest?

=
SHA(access). If it is correct, update the state field access to “SCAN”

and add the scanner’s signature to access.

access = (Acid||Pid||Did||BeginTime||EndTime||rkP→D||state||SignP3||SignSC) (35)

Then CBSC re-encrypts the encrypted field in EMR and sends it to doctor B through
the scanner.

reEncryptedSickDetail = reEncP→D(rkP→D, EncryptedSickDetail) (36)

reEncryptedDrugDetail = reEncP→D(rkP→D, EncryptedDrugDetail) (37)

reEMR = (Pid||reEncryptedSickDetail||reEncryptedDrugDetail) (38)

SignCBSC5 = SigSkCBSC(reEMR||timestamp) (39)

Then sends (reEMR||timestamp||SignCBSC5) to doctor.
Step 3: after receiving the data, doctor B will verify the signature.

(reEMR
∣∣∣∣∣∣timestamp)?

=
VerPkCBSC(SignCBSC5) (40)

If it is correct, decrypt the data, update the “state” file to “FINISH” in access and
signs,

SickDetail = DecSkD(reEncrypyedSickDetail) (41)

DrugDetail = DecSkD(reEncryptdDrugDetail) (42)

SignD4 = SigSkD(state||timestamp) (43)

Request to update “state” field and add doctor B’s signature into access to CBSC.
Step 4: when CBSC receives the data, it will verify the signature SignD4,

(state
∣∣∣∣∣∣timestamp)?

=
VerPkD(SignD) (44)

if holds, it will update the “state” field of access to “FINISH”, and add doctor B’s signature
to access.

access = (Acid||Pid||Did||BeginTime||EndTime||rkP→D||state||SignP3||SignSC||SignD4)

(45)
Figure 10 shows the data flow; Algorithm 6 shows the chaincode in this phase.

Algorithm 6. The chaincode of the pseudo-code of scanning of access voucher and acquisition
of re-encrypted EMR.

voucher←scanVoucherCode()
timestamp←System.CurrentTime
scSign = ecdsa.sign(sk_sc,voucher,timestamp)
(reEMR,timestamp,cbsSign) = getReEncryptEMRAndUpdateAccess(voucher,timestamp,scSign)
if ecdsa.verify(cbsSign,reEMR,timestamp)

(sickDetail,drugDetail)=decryptReEncryptEMR(reEMR)
state = “FINISH”
dSign = ecdsa.sign(sk_d,state,timestamp)
updateAccess(state,timestamp,dSign)
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Figure 10. The flow chart of scanning of access voucher and acquisition of re-encrypted EMR.

5. Analysis

5.1. Data Integrity Analysis

In order to protect the integrity and security of the data, this paper uses an elliptic
curve encryption algorithm (ECDSA) to sign the data.

Taking the user registration phase’s signature as an example, the verification process
of the signature SignCBSC is as follows:

Because SignCBSC = (RCBSC , SCBSC) = (rG, r + hash(role||Uid||PkU ||timestamp||RCBSC)SkCBSC) ;
therefore, the verification is as follows:

E1 : RCBSC + hash(role||Uid||PkU ||timestamp||RCBSC)PkCBSC

= rG + hash(role||Uid||PkU ||timestamp||rG)PkCBSC
(46)

E2 : SCBSCG = (r + hash(role||Uid||PkU ||timestamp||rP)SkCBSC)G

= rG + hash(role||Uid||PkU ||timestamp||rG)SkCBSCG

= rG + hash(role||Uid||PkU ||timestamp||rG)PkCBSC

(47)

When E1 equals E2, the signature verification is correct, which can prove the integrity
of the data. Once the data are tampered with, then E1 will not match E2. In this way, the
integrity of the data are guaranteed.

Scene: the malicious attacker intercepts the information transmitted from CBSC to
the user and sends the modified information to the user.
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Analysis: the attacker will not succeed. The user will verify the integrity of the data:

(role
∣∣∣∣∣∣Uid

∣∣∣∣∣∣PkU

∣∣∣∣∣∣timestamp)?
=

VerPkCBSC(SignCBSC) (48)

Because the attacker cannot obtain CBSC’s private key, and if the data are modified,
the signature verification will be incorrect, so the attacker will not be able to achieve the
purpose of sending the modified data to the user.

5.2. Tamper-Resistant

Consortium blockchain technology can ensure that the chain-up information will
not be tampered with. All of the chained data stored in a block will be constructed into a
binary tree structure of the Merkle tree structure. As shown in Figure 11 below, the hash
value between two data records in the Merkle tree will be directly concatenated as the
input of the next binary tree. In this way, if an attacker attempts to change any of the data
records, the root node of the Merkle tree will change greatly due to the characteristics
of the SHA-256 encryption hash, so that other participants will find that the content has
been changed when they verify the block information.

Figure 11. Block structure and Merkle tree in the proposed scheme.

5.3. Data Security Sharing and Access Control

In the process of authorizing the patient to share the historical EMR with the doctor,
the proxy re-encryption algorithm is used to convert the original ciphertext into a cipher-
text that can be decrypted by the doctor’s private key. When the doctor wants to view the
patient’s historical medical record, the patient will generate the re-encryption key rkP→D
generated by the patient’s private key skP and the doctor’s public key PkD, and generate
access data.

access = (Acid||Pid||Did||BeginTime||EndTime||rkP→D||state||SignP3) (49)

Access specifies the usage time (BeginTime and EndTime) of the re-encryption key
rkP→D and uses signature and state to ensure the authenticity and usage record of the
data.

Besides, when the users (including patients and doctors) and devices are registered,
we write the role attribute into the user or device’s digital certificate (where the patient’s
role data are “P”, the doctor’s role attribute is “D”, and the scanner device’s role attribute
is “S”). When the user or scanner calls the chaincode to access data, the chaincode
will obtain the attribute value in the user or device’s digital certificate firstly, Different
chaincode functions and data access are provided according to different attribute values.
Table 3 shows the attribute-based access control in this paper.
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Table 3. The attribute-based access control in the proposed scheme.

Role

Function
User

Register
Device

Register
Appointment
Generation

EMR
Generation

Re-Encryption Key
and Access Voucher

Generation

Scanning of Access
Voucher and Acquisition

of Re-Encrypted EMR

P � � �

D � � �

S � �

5.4. Blockchain of Things (BCoT)

In this paper, the voucher scanner will be connected to the blockchain. The blockchain-
networking scanner will realize the data interaction with the blockchain network through
the chaincode (smart contract). Once the chaincode reaches the trigger condition, it will be
automatically executed and cannot be tampered with; and the attribute access control is
used to specify the chaincode functions that can be accessed by the blockchain-networking
scanner. It ensures the device’s secure access to blockchain data.

5.5. Known Attacks
5.5.1. Resisting Replay Attack

Scene: the information transmitted between sender and receiver might be inter-
cepted by malicious attackers. The attacker mimics the legitimate sender and then sends
the same message to the target receiver again.

Analysis: because all information transmitted between sender and receiver is pro-
tected by ECDSA, and timestamp verification is added, the attacker cannot accurately
timestamp parameters, so the attack will fail because the signature verification will fail.
Since the information sent after each round will be changed, the same information cannot
be sent twice. Therefore, a replay attack cannot succeed in this scheme.

5.5.2. Resisting Collusion Attack

Scene: suppose the doctor and the blockchain center (proxy) conspire to obtain the
patient’s private key.

Analysis: in this scheme, we use the proxy re-encryption scheme, which is collusion
resistant. In the phase when the patient authorizes the doctor to view the patient’s
historical medical record, doctor B’s public key PkD is used to calculate the re-encryption
key rkP→D through PkD and the patient’s private key SkP.

rkP→D = Sk−1
P PkD (50)

CBS will convert the encrypted fields in EMR into data that can be decrypted by SkD
through rkP→D. In the whole process, unless the patient exposes his private key, the
doctor and the blockchain center (proxy) will not be able to obtain the patient’s private
key in collusion.

5.5.3. Man-in-the-Middle Attack

Scene: the attacker intercepts the transmitted data and then modifies the intercepted
message and sends the modified message to the destination.

Analysis: all signatures in the proposed scheme contain a timestamp, and the scheme
uses public-key cryptography as well as public and private keys. Therefore, the public
key is used to encrypt the data, and the private key is used to sign the data. When
the signature involves the private key, the attacker cannot modify the signature or the
timestamp. Therefore, they cannot proceed with a man-in-the-middle attack because it is
impossible to successfully modify the message.
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6. Discussion

We test the performance of the blockchain service through the experimental simula-
tion of the mentioned scheme in the following cluster host, as shown in Table 4:

Table 4. Experimental environment configuration.

Configuration Detail

CPU 4-core CPU Intel® Xeon® Skylake 6133

Memory 8G

Network 4 Gbit/s

SSD 60 GB

The consortium blockchain service configuration is shown in Figure 12:

 

Figure 12. CBSC Configuration.

6.1. Send Rate

Caliper is a blockchain performance-testing framework that allows users to test
different blockchain solutions using custom use cases, obtaining a set of performance test
results. In this scheme, we use the caliper to test the performance of chaincode in five
phases, and the results are shown in the figure below. We use 5665 transactions to test,
and the sending rate is shown in Figure 13.

 

Figure 13. Send rate (TPS).
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6.2. System Resource Consumption

The consumption of system resources is as follows. In the simulation experiment of
this scheme, we set up two organization nodes, and each organization node consists of a
peer node. At the same time, we set the order node, and its system resource consumption
is shown in Table 5 below.

Table 5. System resource consumption.

Name
CPU%
(max)

CPU%
(avg)

Memory
(max) (MB)

Memory
(avg) (MB)

Traffic In
(MB)

Traffic Out
(MB)

Disc Write
(KB)

Disc Read
(KB)

peer0.org1 38.26 18 110 105 11.8 18.2 292 856

peer0.org2 3.19 1.86 54.6 48.5 0.19 0.133 292 68

orderer 1.68 0.26 29.4 27.9 0.1 0.193 288 236

6.3. The Function Comparison with Other Works

On the subject of patient data confidentiality, Yup et al. [34] investigated the use of
blockchain technology in healthcare intelligence. The healthcare data gateway was created
to ensure privacy and data access controls were proposed. Liang et al. [35] used blockchain
technology to develop a mobile-based healthcare record sharing system, proposing a
secure user-centric approach for access control and privacy via a channel formation
scheme. Using blockchain, Sun et al. [36] proposed a distributed attribute-based signature
scheme for medical systems and a record sharing protocol based on blockchain with
supporting algorithms. Using distributed ledger technology, Yang and Li [37] developed
an electronic medical record security architecture that improved interoperability between
different organizations. The proposed scheme aims to establish a secure electronic medical
record sharing system using blockchain smart contracts and cryptography algorithms.
Table 6 below compares this work to other related works.

Table 6. The function comparison with other works.

Scheme 1 2 3 4 5

Yup et al. [34] Yes Yes Yes No No

Liang et al. [35] Yes No Yes Yes No

Sun et al. [36] No Yes Yes No No

Yang and Li [37] Yes Yes Yes No No

proposed scheme Yes Yes Yes Yes Yes
1. Architecture. 2. Encryption key. 3. Access control. 4. Authorization sharing. 5. Traceability of access.

6.4. Computation Cost and Communication Cost
6.4.1. Computation Cost

The computation cost of the proposed scheme is shown in Table 7.

6.4.2. Communication Costs

The communication performance of the proposed scheme in the different networks
is shown in Table 8.

LCert is the length of the certificate (5312 bits), LIn f oU is the length of In f oU (192 bits),
LIn f oSC is the length of In f oSC (128 bits), LSign is the length of the signature (576 bits),
LSk is the length of the private key (125 bits), LAp is the length of the appointment data
structure (736 bits), LEMR is the length of the electronic medical record data (768 bits), LAc
is the length of access (800 bits), and LOther is the length of other message data (32 bits).
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Table 7. The computation cost of the proposed scheme.

User registration
User TCmp + TSig

CBS TSig + TCmp

Device registration
Scanner TSig + TCmp

CBS TSig + TCmp

Appointment and EMR generation

Doctor A 2TEnc + 2TSig + TCmp

CBS TSig + 4TCmp

Patient TSig

The generation of re-encryption key and
access voucher

Patient 2TSig + TCmp + TRkGen

CBS 2TCmp + TSig + TH

Scanning of access voucher and acquisition
of re-encrypted EMR

Scanner TSig

Doctor B 2TDec + TSig

CBS 2TRkEnc + 3TCmp + TSig

Notes: TP: polynomial function operation; TCmp: comparison operation; TEnc: symmetric encryption operation;
TDec: symmetric decryption operation; TSig: signature operation; TRkGen: re-encrypt key operation; TRkEnc:
re-encryption operation.

Table 8. The communication performance of the proposed scheme in different network.

Phase

Party
Message Length 4G (100 Mps) 5G (20 Gps)

1 LCert + LIn f oU + LSign + LSk + 3Lother 6301/102,400 ≈ 0.062 ms 6301/20,480,000 ≈ 0.308 us

2 LSign + LCert + LIn f oSC + LSk + 3LOther 6237/102,400 ≈ 0.061 ms 6237/20,480,000 ≈ 0.305 us

3 5LSign + 2LAp + LCert + LEMR + 8LOther 10,688/102,400 ≈ 0.104 ms 10,688/20,480,000 ≈ 0.522 us

4 3LSign + LCert + LAc + 7LOther 8064/102,400 ≈ 0.079 ms 8064/20,480,000 ≈ 0.394 us

5 3LSign + 9LOther 2016/102,400 ≈ 0.02 ms 2016/20,480,000 ≈ 0.098 us

Notes: 1: User registration. 2: Device registration. 3: Appointment and EMR generation. 4: The generation of re-encryption key and access
voucher. 5: Scanning of access voucher and acquisition of re-encrypted EMR.

7. Conclusions

Blockchain has brought about new ideas to internet medicine. Based on the consor-
tium blockchain technology, this paper implements a sharing EMR system, realizing the
following advantages and contributions:

1. The ECDSA signature algorithm and proxy re-encryption algorithm based on
ECC were analyzed. Combined with attribute access control, the overall hierarchical
architecture of sharing an EMR system based on consortium blockchain with secure access
was designed and implemented.

2. According to different role attributes, different chaincodes were designed, and the
data access control at the chaincode level was realized through attribute access control.

3. Through the proxy re-encryption algorithm, the data security sharing was realized.
The sharing of privacy fields of electronic medical records could be used only with
the authorization of patients, which greatly improves the control of patients over their
own data.

4. The scanner device was connected to the blockchain network, and the blockchain-
networking scanner interacted with the blockchain data through the chaincode, which was
executed digitally and automatically. The blockchain-networking scanner used a specific
chaincode according to its attributes to realize the device’s secure access to blockchain
data.

In future work, we will conduct additional research on the encryption and authorized
access of electronic medical records, as well as investigate a more general solution in
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the form of a security pattern, particularly in fine-grained access to encrypted electronic
medical records.
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Abstract: Internet of Things (IoT) technology is now widely used in energy, healthcare, services,
transportation, and other fields. With the increase in industrial equipment (e.g., smart mobile
terminals, sensors, and other embedded devices) in the Internet of Things and the advent of Industry
4.0, there has been an explosion of data generated that is characterized by a high volume but small
size. How to manage and protect sensitive private data in data sharing has become an urgent
issue for enterprises. Traditional data sharing and storage relies on trusted third-party platforms
or distributed cloud storage, but these approaches run the risk of single-node failure, and third
parties and cloud storage providers can be vulnerable to attacks that can lead to data theft. To solve
these problems, this paper proposes a Hyperledger Fabric blockchain-based secure data transfer
scheme for enterprises in the Industrial Internet of Things (IIOT). We store raw data in the IIoT in the
InterPlanetary File System (IPFS) network after encryption and store the Keyword-index table we
designed in Hyperledger Fabric blockchain, and enterprises share the data by querying the Keyword-
index table. We use Fabric’s channel mechanism combined with our designed Chaincode to achieve
privacy protection and efficient data transmission while using the Elliptic Curve Digital Signature
Algorithm (ECDSA) to ensure data integrity. Finally, we performed security analysis and experiments
on the proposed scheme, and the results show that overall the data transfer performance in the IPFS
network is generally better than the traditional network, In the case of transferring 5 MB file size
data, the transmission speed and latency of IPFS are 19.23 mb/s and 0.26 s, respectively, and the
IPFS network is almost 4 times faster than the TCP/IP network while taking only a quarter of the
time, which is more advantageous when transferring small files, such as data in the IIOT. In addition,
our scheme outperforms the blockchain systems mainly used today in terms of both throughput,
latency, and system overhead. The average throughput of our solution can reach 110 tps (transactions
are executed per second), and the minimum throughput in experimental tests can reach 101 tps.

Keywords: Chaincode; data security sharing; IPFS; Industrial Internet of Things (IIoT); Hyperledger
Fabric blockchain; privacy-preserved

1. Introduction

1.1. Background

In recent years, with the rapid development of the Industrial Internet of Things (IIoT),
the increase in productivity has also resulted in a significant challenge-data explosion.
Enterprises in the industrial IoT use smart portable mobile terminals (e.g., drones, smart-
phones, electronic watches), sensors (e.g., infrared sensors, laser scanners, gyroscopes),
and other large embedded devices (e.g., magnetic resonance imaging devices, traffic lights,
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avionics) to collect data, which is mostly unstructured and difficult to store and is main-
tained in traditional relational databases. Moreover, the significant amount of data also
poses a challenge to IIOT terminal devices with limited computing and storage capacity.
Unfortunately, the current industrial IoT still lacks a unified data management service due
to the adoption of different data management systems among enterprises. In addition, the
replicable and easily disseminated nature of data makes it difficult to trace the data shared
among enterprises [1]. Moreover, enterprises store a large amount of data in third-party
cloud storage platforms. This approach is at risk of single-node failure, and once the cloud
storage server is attacked, there is a risk of data leakage, which brings serious asset loss
to enterprises.

Several incidents related to the loss of stored data have already occurred in 2021 alone.
Examples include the database breach of Ubiquiti, one of the world’s largest IoT technol-
ogy providers [2], the database breach of Société Internationale de Télécommunications
Aéronautiques (SITA) [3], the data breach of the healthcare system IT company Captur-
eRx [4], and the data breach of Volkswagen and Audi, a famous car brand [5].

From the above events, the future needs a decentralized storage approach to provide
data storage and sharing services for the enterprise. Fortunately, the nature of blockchain
technology can provide a good solution for such decentralized storage systems. The
blockchain consists of individual blocks connected by a hash function, and each block
contains the hash value of the previous block, a timestamp, transaction data, etc. [6]. The
blockchain can be considered a distributed ledger database, which is decentralized, open
and transparent, tamperproof, and traceable, and it provides a safe and reliable storage
method for enterprise data. However, each client of a blockchain system must maintain
a complete copy of the block data [7], and storing a large amount of data directly in the
blockchain can impose a high overhead on the client. Secondly, blocks are added to the
blockchain on a time-based basis [8], and data for a product in industrial systems are
often contributed by multiple participants at different points in time, and uploading them
directly can place a significant load on the blockchain and may make the system congested.

Therefore, this paper proposes an enterprise data sharing scheme based on the Hy-
perledger Fabric [9] blockchain. Sensitive raw data collected by enterprises in IIOT are
encrypted with Advanced Encryption Standard (AES) [10] and stored in the InterPlane-
tary File System (IPFS) [11], a peer-to-peer distributed file system that provides a high-
throughput content-addressable block storage system. Then, we construct the data hash
address returned by IPFS into a Keyword-index table to upload to the Hyperledger Fabric
blockchain and share the data between enterprises through the Keyword-index table, which
can effectively reduce the load on the blockchain network. In addition, we use Chaincode
deployed in the blockchain to achieve a high degree of automation in the invocation of
data, and the Elliptic Curve Digital Signature Algorithm (ECDSA) [12] to sign the messages
transmitted by all parties to ensure data integrity.

In summary, our contributions are as follows.

(1) We designed a data security sharing and privacy protection framework to solve the
blockchain load problem and achieve enterprise privacy protection of sensitive data
while improving the scalability of the system.

(2) We designed a Keyword-index table for data sharing between enterprises and de-
signed a Chaincode to realize the automatic call of data.

(3) Our scheme realizes mutual authentication of all parties and protection of data integrity.

1.2. Related Works

Few studies have focused on the use of the blockchain to share data between compa-
nies or organizations. We outlined the trends in related research, focusing on discussions
that combine blockchain technology, as shown in Table 1.
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Table 1. Comparison between the proposed and existing enterprise data sharing solutions.

Authors Year Objective Technologies Merits Demerits

Teslya et al. [13] 2017

Proposed a
blockchain-based IIOT
trust information
sharing platform

Blockchain, Smart
Contracts, Smart-M3

It can single out the
search for information in
the detachment.

Leading to a slower rate
of information entering
the smart space

Wang et al. [14] 2018

To use blockchain
double-link structure
combined with proxy
re-encryption for
data sharing

Blockchain, Proxy
re-encryption

The two chains store
original data and
transaction data
separately, combined with
proxy re-encryption to
achieve reliable data
sharing

There is no detailed
experimental process to
prove the actual effect of
the program, and the
safety analysis is not
detailed enough

Zhang et al. [15] 2018

To realize data sharing in
the electronic medical
system through
alliance chain

Blockchain, Bilinear
maps and
complexity assumptions

A detailed description of
the sharing of medical
data through the alliance
chain, and detailed
experimental analysis

Security analysis is not
complete enough

Ra Lee et al. [16] 2019
To use blockchain registry
and FHIR to share
healthcare data

Blockchain, FHIR

Improve query efficiency
by storing the registry in
the blockchain and
storing the original data
in the database

There is no analysis
process, and the plan is
not complete enough

Kumar S et al. [17] 2020

To provide controlled
access and secure
transmission of patient
health information
between various
healthcare organizations

Hyperledger Fabric

Investigated related
literature and provided
detailed algorithms
and steps

No comparison with other
programs, no experiments
to demonstrate the actual
effect of the program

Teslya et al. [13] proposed a blockchain-based IIOT trust information sharing platform,
and such a combination made it possible to use the mechanisms implemented in the
blockchain to solve the problems identified in the platforms for IoT. Wang et al. [14]
proposed a blockchain dual-chain structure, where one chain stores the original data and the
other chain stores the transaction data, combined with proxy re-encryption for reliable data
sharing. The scheme proposed by Zhang et al. [15] describes in detail the implementation
of data sharing in eHealth systems through federated chains, where multiple hospitals
form a federated chain and use bilinear mapping to ensure secure data sharing, with a
very detailed evaluation of the efficiency and cost. Ra Lee et al. [16] proposed a healthcare
data-sharing framework using blockchain registries and Fast Healthcare Interoperability
Resources (FHIR) technology to improve operability by storing registries on the blockchain
while storing the raw data in a database. Kumar et al. [17] proposed a method for health
data sharing using Hyperledger Fabric by calling chain codes and listing the specific
algorithmic steps. However, the above schemes are still not perfect in terms of identity
authentication and data traceability, and the communication parties do not have complete
trust, and there is still the risk of data leakage.

Our scheme focuses on proposing a secure data sharing and privacy protection scheme
based on blockchain and smart contract technology that allows data to be shared between
authorized enterprises. We ensure that the entire process from data submission to data
transfer is fully recorded in the blockchain and that ECDSA is used for data integrity
protection. We use data stored independently of each other to increase the scalability of
the blockchain network, reduce latency and energy costs, and improve the transmission
effectiveness of the network. The perfect authentication and access control mechanism can
ensure that the sensitive data of enterprises will not be leaked out and effectively protect
the privacy of enterprises.

The contents of the rest of the paper are as follows: Section 2 presents some related
knowledge of our study. Section 3 describes our proposed architecture and the detailed
workflow. In Section 4, we analyze the security of the scheme. In Section 5, we evaluate the
performance of the scheme. In Section 6, we perform an experimental test of the proposed
scheme. Finally, Section 7 concludes the paper.
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2. Preliminary

2.1. Elliptic Curve Digital Signature Algorithm (ECDSA)

Elliptic Curve Cryptography (ECC) [18] is a public key encryption algorithm based on
elliptic curve mathematics. The main advantage of ECC is that it uses a smaller key length
and provides a comparable level of security compared to the Rivest–Shamir–Adleman
(RSA) encryption algorithm. ECDSA is a combination of ECC and DSA (Digital Signa-
ture Algorithm). Compared with RSA, the public key length of ECDSA is shorter and
the encrypted message will be smaller, so the computation and processing time will be
shorter, and the memory and bandwidth requirements will be smaller. The following is the
signature and verification process of ECDSA:

Signing process: Suppose Alice wants to sign a message m, the elliptic curve parameter
used is D = (p, a, b, G, n, h), Alice needs to choose a random number between [1, N−1], dA
as Alice’s private key, and generate a public key QA = dAG. Alice will sign according to
the following steps: First, Alice needs to generate a random number k between [1, N−1];
then calculate (x1, y1) = kG, z = h(m), r = x1 mod n, s = (z + dAr)k−1 mod n. Finally,
Alice sends the ECDSA signature result (r,s) to Bob.

Verification process: Bob needs to verify after receiving the signature. The verification
steps are as follows: First, verify whether (r,s) is between [1, N−1]; then, calculate the fol-
lowing parameters: z′ = h(m), u = 1z′s−1 mod n, u = 2rs−1 mod n, (x′1, y′1) = u1G + u2QA.
Finally, check whether the equation x′1 mod n = r is Equality: If they are equal, Bob confirms
that the signature and message sent by Alice are correct.

2.2. Hyperledger Fabric

Hyperledger Fabric [19] is a platform for blockchain-based distributed ledger solutions
that control transactions through chain codes, based on a modular architecture that provides
a high degree of confidentiality, flexibility, and scalability. The transaction process is divided
into the proposal phase, endorsement phase, sorting and packaging phase, and on-chain
storage phase.

The Hyperledger Fabric architecture is mainly composed of the following parts: Client:
the blockchain network used to connect members, through the SDK to call the proposal for
transactions; Certificate Authorities (CA): Certificate and public and private key issuers,
mainly responsible for the identity of the member’s Management; Peers: can be divided into
Leader Peer, Anchor Peer, Endorsing Peer, and Committing Peer, responsible for storing
copies of the ledger and executing smart contracts (called Chaincode in Hyperledger Fabric)
and approving transactions; Ordering Service (OS): responsible for collecting transaction
of each channel and broadcasting to all Peers in the channel for storage on the chain. The
specific workflow is shown in Figure 1:

(1) Proposal stage: The user sends the transaction to multiple Endorsing Peer through
the Client.

(2) Endorsement stage: EP1, EP2, EP3 are Endorsing Peers. After receiving the pro-
posal from the Client, it verifies and executes the endorsement, and then returns the
endorsement result to the client.

(3) Sorting stage: The Client receives the endorsement results of all Endorsing Peers and
compares whether they are consistent, and then sends the transaction to the Ordering
Service, and the Ordering Service receives the transactions of all channels and sorts
the transactions to form a block.

(4) On-chain stage: The Ordering Service broadcasts the packaged block to all Peers, and
then the Peers verifies the transaction and uploads it to the blockchain.

2.3. Chaincode

The Chaincode in Hyperledger Fabric encapsulates the business logic used to create
and modify business logic in the ledger, which can be written in different programming
languages (e.g., Java, Go, and Node.js) [21]. Chaincode is created and executed by Peers to
facilitate, authenticate, and enforce rules for reading, and the business logic of chain codes
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is defined by mutual agreement between members to read, execute, and update the current
state of the ledger. When conditions are triggered, the chain code performs specific tasks,
and the results of the transaction execution are submitted to the blockchain network and
eventually attached to all Peers’ copies of the ledger [22].

Figure 1. Hyperledger Fabric Transaction Flow [20].

2.4. InterPlanetary File System (IPFS)

The Interplanetary File System (IPFS) is a peer-to-peer distributed file system used
as a distributed data storage service where the contents of the resources received by IPFS
correspond to unique hashes 31. Any node in the IPFS network is independent and does
not depend on other nodes, and the nodes do not need to trust each other, so there is no
single point of failure as in traditional HTTP transfers. Data access will select the nearest
node, greatly speeding up data transfer and reducing the storage footprint [23]. IPFS
peer-to-peer transmission can effectively save network bandwidth, distributed files can
effectively avoid potential DDoS attacks, and it has features, e.g., high throughput, content
addressing, data anti-tampering, and de-duplication.

2.5. BAN Logic

BAN Logic [24] was first proposed by Burrows et al. It is a trust-based modal logic
that is usually used to prove the correctness of a protocol or scheme. During the reasoning
of BAN Logic, the trust of the subjects participating in the protocol changes and evolves as
the message exchange evolves. When applying BAN Logic for analysis, it is divided into
the following four steps:

(1) Describe the protocol messages that are not formally described in BAN Logic notation.
(2) Identify the initial assumptions from the protocol description and describe them in

BAN Logic notation.
(3) List the goals to be achieved by the protocol.
(4) Using the messages, initial conditions, and inference rules in the communication,

prove whether the protocol can achieve the goal.

2.6. Threat Model

The threat model is an important consideration for system security issues, and the
following security issues are worth analyzing in our scenario.

(1) Mutual authentication of nodes [25]: Mutual authentication refers to two parties who
authenticate each other simultaneously in an authentication protocol. To ensure data
security, mutual authentication is the ideal solution among authentication schemes
for transmitting sensitive data. The receiver/sender must be able to confirm the
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legitimate identity of the sender/receiver of the message during the transmission of
the message, and failure to do so will pose a great threat to data security.

(2) Data integrity [26]: Data integrity is the key to ensuring data accuracy and consistency,
and to processing or retrieving data. Any accidental changes to data as a result of
storage, retrieval, or processing operations can compromise data integrity. For mes-
sages transmitted in an unencrypted network environment that may be maliciously
modified, data integrity may also be compromised.

(3) Data traceability [27]: Data loss due to malicious data theft by attackers, posing a
serious threat to corporate assets.

(4) Non-repudiation [28]: Non-repudiation means that people cannot deny the act of
sending a message and the content of the message due to the existence of some
mechanism. The sender denies the message it sent, which can cause damage to the
trust relationship between nodes.

(5) Resist known attack [29]: Cyber-attacks may cause data corruption or system paral-
ysis, posing challenges to the stability and security of the system. Common attacks
on blockchain networks are man-in-the-middle attacks, replay attacks, etc. For en-
terprises, cyber-attacks can disrupt critical infrastructure and lead to data leakage
or corruption.

3. Proposed Scheme

3.1. System Architecture

In this article, we elaborate on the Hyperledger blockchain-based framework for
enterprise data sharing and privacy protection, as shown in Figure 2. The framework is
divided into three layers.

(1) Hyperledger Network Layer: This includes Peers, Ordering Service Node, Channels,
and Certificate Authority (CA). The CA is responsible for issuing public and private
keys and digital certificates. Administrators and Peers must be authenticated by the
CA to become part of the blockchain network. The Channel is a private blockchain
built based on data isolation and confidentiality. The data in the channel (e.g., Ledger
information and member information) is known only to the members in the channel,
and the data cannot be shared between different channels, and the channel mech-
anism ensures data sharing between different enterprises while protecting privacy.
The Ordering Service Node only sorts and packs the transactions received in the
channel and does not verify the legitimacy of the transactions, and then broadcasts
the packaged transactions to all Peers in the channel. Peers are a network entity that
maintains the ledger and runs the Chaincode to do read and write operations on the
ledger.

(2) Client Layer: Each enterprise in the industrial IoT has an administrator who is respon-
sible for interacting with the Hyperledger Blockchain Network. The administrator is
connected to the blockchain network through the Client, which uses the SDK (Soft-
ware Development Kit) to interact with the blockchain network and can access the
ledger through Peers using the Chaincode, and the administrator needs to register
through CA to participate in transactions in the system.

(3) Storage Layer: Enterprises that join the same channel will also join the channel’s IPFS
network, which is a distributed file system for storing and sharing data, and gener-
ating a hash address for storing data, which is a key component. The administrator
stores the data encrypted using AES in IPFS while constructing a Keyword-index
table of the hash addresses returned by IPFS to upload to the blockchain, which
greatly increases the scalability of the system. Moreover, each data transaction carries
a timestamp and is permanently stored in the blockchain.

The Hyperledger Fabric blockchain can be configured with multiple Channels, and
multiple enterprises can join a single Channel or join different Channels for data sharing.
Enterprise administrators create their own CA in the blockchain network and then apply
for a public-private key and a digital certificate using the X.509 standard from the CA
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to provide signatures for transactions and to endorse the results of transactions. The
digital certificate contains basic information, e.g., version number, serial number, business
registration number, public key, enterprise tax number, and valid time.

Figure 2. Hyperledger Fabric-based Framework for Enterprise Data Sharing and Privacy Protection.

3.2. Hyperledger Fabric Detailed Transaction Information Flow

Data sharing among industrial IoT companies is realized through Channel, and differ-
ent companies’ businesses may have crossover, so all parties can join the same Channel for
data sharing. For example, Enterprise Administrator A (A) and Enterprise Administrator
B (B) can join the same Channel for data sharing, which can be divided into four phases:
registration phase, data storage phase, data query phase, and data transfer phase, and the
workflow is shown in Figure 3.

Step 1. A and B need to register with the Fabric CA in Hyperledger Fabric Blockchain
through the Client, and then the Fabric CA issues the public and private keys and
digital certificates to the client of A and B, and the registration phase is completed.

Step 2. B uses the AES encryption algorithm to symmetrically encrypt and sign the sensi-
tive and private data, and the encrypted data is saved to IPFS.

Step 3. IPFS returns the hash address of the encrypted data to the B Client.
Step 4. B Client receives the hash address and generates a Keyword-index table for the

data keywords, and executes the Chaincode to add the Keyword-index table to
the blockchain, and the data storage phase is completed.

Step 5. A sends a data access request containing keywords to the blockchain through
the client.

Step 6. If the request initiated by A is legitimate and the queried data exists in the
blockchain index directory, the blockchain network will return to A the required
Keyword-index table containing the data hash address stored in IPFS, and the
data query phase is completed.

Step 7. A initiates a data request to B, which contains A’s ID.
Step 8. B receives a request from A, requests A’s public key from the blockchain network,

and verifies A’s request message, and then uses A’s public key to encrypt the AES
key to form an encrypted key message and sends the message to A.

Step 9. After receiving the message, A uses its private key to decrypt it to obtain the
AES key, obtains the encrypted data through the hash address provided by the
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Keyword-index table in IPFS, and then uses the AES key to decrypt the encrypted
data to obtain the original data. The transfer phase is completed.

Figure 3. Enterprise data sharing process within Channel.

3.3. Registration Phase (Phase 1)

In this phase, enterprises joining the blockchain network for the first time need the
administrator (X) to register with the CA via the client, and the registration phase proceeds
as follows.

Step 1. X hashes the registration information to be submitted to obtain h(MSUBMIT) and
sends it to the CA.

Step 2. CA generates ECDSA private key dX based on the X and calculates QX = dX × G.
If the identity of the registered role is verified as legitimate, the CA sends (dX , QX)
and CertX to the X Client, where CertX contains a unique IDX .

Step 3. X stores (dX , QX) and CertX .

3.4. Data Storage Phase (Phase 2)

In this phase, B will store the original data in IPFS after AES encryption through the
client, and at the same time, construct the hash address of the encrypted data returned from
IPFS to generate a Keyword-index table (as shown in Figure 4) for uploading to Hyperledger
Fabric Blockchain (HFB). The workflow is shown in Algorithm 1 and can be divided into
four steps.

The Keyword-index table structure is as follows:

(1) “Holder”: Name of the enterprise holding the data. “Signature”: Signature of the
enterprise administrator to ensure the integrity of the data. “ID”: The unique identifier
of the enterprise administrator, which is included in the certificate.

(2) “Hash_Address”: The hash address of the data, the only basis for content address-
ing in an IPFS network. “Summary_Data”: a brief description of the data content.
“keyword”: the search basis for the data requester to query this index table in the
blockchain by keyword. “size”: the size of the data. “type”: the type of the data.

(3) “Timestamp”: Indicates the time when this index table was added to the blockchain,
added by Peers. “TXnumber”: transaction serial number, which is the unique value of
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the index table to search in the blockchain. “Version”: including IPFS version number
and Fabric version number.

Figure 4. Keyword-index table structure.

Algorithm 1: Data Storing.

Input: DTB;
Step 1: M1;
B chooses a random number kB1;
M1 = (IDB ‖ T1 ‖ DTB);
Sign M1; call function Sign(M1, dB, kB1), return (rB1, sB1);
CB1 ← ESKB (M1) ;
Send CB1 to IPFS;
Step 2: hash address;
Upon receiving; check whether TNOW − T1 ≤ τ;
if TNOW − T1 ≤ τ then

store CB1 and generating Hash_Data;
send Hash_Data to B;

end
Step 3: Keyword-index table;
Upon receiving; Generate Keyword − index table;
B chooses a random number kB2;
M2 = (IDB ‖ T2 ‖ Keyword − index table);
Sign M2; call function Sign(M2, dB, kB2), return (rB2, sB2);
send M2, (rB2, sB2) to HFB;
Step 4: Add to ledger;
Upon receiving; check whether TNOW − T2 ≤ τ;
call function Veri f y(zB2

′, rB2, sB2), return result;
if TNOW − T2 ≤ τ then

if result = “valid” then
call chaincode “Subfile”, add (M2, SubmitB) to ledger;

end
end

Step 1. B selects a random number kB1, selects the data DTB to be stored, and generates
the message:

M1= (IDB ‖ T1 ‖ DTB)

The function Sign(M1, dB, kB1) is called to generate the signature (rB1, sB1) for M1
(as shown in Algorithm 2) and then uses the AES encryption algorithm to symmetrically
encrypt M1 to get CB1 = ESKB(M1). CB1 and (rB1, sB1) are stored in IPFS.

Algorithm 2: Signature and Verification of the Scheme.

func Sign (M string, d string, k string)(r string, s string){
(x, y) = k × G;
z ← h(M) ;
r ← x mod n , s ← k−1(z + r × d) mod n ;
return r, s
}
func Verify (z string, r string, s string, Q string) (result string){
u1 ← z × s−1 mod n
u2 ← r × s−1 mod n
(x′, y′) = u1 ∗ G + u2 ∗ Q
if x′ == r mod n then
return “valid”
else
return “invalid”
end
}
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Step 2. IPFS first checks the validity of the timestamp to prevent replay attacks, then stores
the message in the IPFS network and returns the hash address to B.

Step 3. B generates a Keyword-index table for data keywords, and then selects a random
number kB2 to generate a message:

M2= (IDB ‖ T2 ‖ Keyword − index table)

The function Sign(M2, dB, kB2) is called to generate the signature (rB2, sB2) for M2 and
then send M2, (rB1, sB1) to HFB.

Step 4. HFB checks the validity of the timestamp TNOW − T2 ≤ τ and then calls the
function Veri f y(zB2

′, rB2, sB2) (as shown in Algorithm 2) to verify the legitimacy
of the signature. If xB2

′ = rB2 mod n, the signature is legal. Then, the Chaincode
“Subfile” (as shown in Figure 5) is executed to be added (M2, SubmitB) to the
blockchain ledger, SubmitB = h(rB2, sB2). The data storage phase is completed.

Figure 5. Chaincode Subfile of the proposed scheme.

3.5. Data Query Phase (Phase 3)

Enterprises that need to query data, for example, A, need to submit a query request
to HFB, and if the submitted request is legitimate, HFB will return the Keyword-index
table to A. The workflow is shown in Algorithm 3 and can be divided into two steps.

Algorithm 3: Data Querying.

Input: MA−HFB;
Step 1: query
A chooses a random number kA1;
MA−HFB = (IDA ‖ TA−HFB ‖ Keywords);
call function Sign(MA−HFB, dA, kA1), return (rA1, sA1);
send MA−HFB, (rA1, sA1) to HFB
Step 2: return
Upon receiving; check whether TNOW − TA−HFB ≤ τ;
call function Veri f y(zA1

′, rA1, sA1), return result;
if TNOW − TA−HFB ≤ τ then

if result = “valid” then
call chaincode “Querfile”, return Keyword-index table to A;

end
end

Step 1. A selects a random number kA1, enters keywords, and draws up a query message:

MA−HFB= (IDA ‖ TA−HFB ‖ Keyword)

36



Sensors 2022, 22, 1146

and calls the function Sign(MA−HFB, dA, kA1) to generate the signature (rA1, sA1)
for MA−HFB and then sends MA−HFB, (rA1, sA1) to HFB.

Step 2. HFB checks the timestamp TNOW − TA−HFB ≤ τ and calls the function
Veri f y(zA1

′, rA1, sA1) to verify the validity of the signature. If xA1
′ = rA1 mod n,

the signature is legal. Then, the Chaincode “Querfile” (as shown in Figure 6) is
executed to be added (MA−HFB, QueryA) to the blockchain, QueryA = h(rA1, sA1).
Moreover, then, the blockchain returns the Keyword-index table to A. The data query
phase is completed.

Figure 6. Chaincode Querfile of the proposed scheme.

3.6. Data Transfer Phase (Phase 4)

A request SKB from B, and then the original data is obtained through SKB. See the
workflow Algorithm 4, which can be divided into 3 steps.

Algorithm 4: Data Transferring.

Input: MA−B;
Step 1: request;
A chooses a random number kA2;
MA−B = (IDA ‖ TA−B ‖ IDB ‖ Hash_Data ‖ Txnumber);
call function Sign(MA−B, dA, kA2), return (rA2, sA2);
CA−B ← EPukB (MA−B)
send CA−B, (rA2, sA2) to HFB;
Step 2: return;
Upon receiving; MA−B = DPrkB (CA−B);
check whether TNOW − TA−B ≤ τ;
call function Veri f y(zA2

′, rA2,sA2)
, return result;

if TNOW − TA−B ≤ τ then
if result = “valid” then

B chooses a random number kB3;
MB−A = (IDB ‖ TB−A ‖ IDA ‖ SKB)
call function Sign(MB−A, dB, kB3), return (rB3, sB3);
CB2 ← EPukA (MB−A);
send CB2, (rB3, sB3), to A;

end
end
Step 3: Descrypt data;
MB−A = DPrkA (CB−A); check whether TNOW − TB−A ≤ τ;
call function Veri f y(zB3

′, rB3, sB3), return result;
if TNOW − TB−A ≤ τ then

if result = “valid” then
store SKB; get encrypted data in IPFS;
M1 = DSKB (CB1);

end
end
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Step 1. A selects a random number kA2, and draws up the requested message:

MA−B = (IDA ‖ IDB ‖ TA−B ‖ Hash_Data ‖ TXnumber)

and calls the function Sign(MA−B, dA, kA2) to generate the signature (rA1, sA1) for
MA−B and uses PukB to encrypt the MA−B to obtain CA−B = EPukB(MA−B). Then,
send CA−B, (rA2, sA2) to B.

Step 2. After receiving the requested message, B decrypts the message MA−B = DPrkB(CA−B)
using PrkB, and checks the validity of the timestamp TNOW − TA−B ≤ τ. Then, it
calls the function Veri f y(zA2

′, rA2, sA2) to verify the validity of the signature. If
xA2

′ = rA2 mod n, the signature is legal. Next, B selects the random number kB3
and adds SKB to the message:

MB−A = (IDB ‖ IDA ‖ TB−A ‖ SKB)

and calls the function Sign(MB−A, dB, kB3) to generate the signature (rB3, sB3)
for MB−A. Afterward, B uses PukA to encrypt the MB−A to obtain CB−A =
EPukA(MB−A). Then, send CB−A, (rB3, sB3) to A.

Step 3. A decrypts the message MB−A = DPrkA(CB−A) using PrkA to obtain SKB and
checks the validity of the timestamp TNOW − TB−A ≤ τ. Then, it calls the function
Veri f y(zB3

′, rB3, sB3) to verify the validity of the signature. If xB3
′ = rB3 mod n, the

signature is legal. Afterward, A obtains the encrypted data CB1 using the Keyword-
index table in the IPFS network and decrypts the CB1 with SKB, M1 = DSKB(CB1),
M1 = (IDB ‖ T1 ‖ DTB). The data transfer phase is completed.

4. Security Analysis

4.1. Mutual Authentication

In this article, we use BAN Logic to demonstrate the mutual authentication of the two
parties in the data transmission process, mainly to ensure that the data is not tampered
with during the transfer phase. Table 2 shows syntax and semantics are associated with
BAN Logic.

Table 2. BAN Logic.

Symbol Description

P|≡ X P trusts X or P is qualified to trust X
P � X P received a message containing X
P|∼ X P has sent a message containing X
P|⇒ X P has jurisdiction over X
#(X) X is the latest

P K↔ Q The shared key K is used for communication by P and Q.
K→ P P has X as a public key
{X}K The message X is encrypted by K

< X >Y This indicates that X combined with Y

In the data transfer phase, the scheme mainly authenticates the legitimacy of the
identity of the communicating parties, and the main objectives of the scheme are:

G1 : A| ≡ A
KA−B←−→ B

G2 : A| ≡ B| ≡ A
KA−B←−→ B

G3 : B| ≡ A
KA−B←−→ B

G4 : B| ≡ A| ≡ A
KA−B←−→ B

G5 : A| ≡ IDB
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G6 : A| ≡ B| ≡ IDB

G7 : B| ≡ IDA

G8 : B| ≡ A| ≡ IDA

G9 : A| ≡ SKB

G10 : A| ≡ B| ≡ SKB

In the data transfer phase, BAN Logic is applied to generate the idealized form
as follows:

M : A → B (
{

IDA, kA2, MRequest
}

PukB
,< h(IDA, kA2, MRequest) >KA−B)

M : B → A (
{

IDB, kB3, SKB, MReply

}
PukA

,< h(IDB, kB3, SKB, MReply) >KA−B)

The proposed scheme is analyzed and the following assumptions made:

A1 : B| ≡ #(kA2)

A2 : A| ≡ #(kB3)

A3 : A| ≡ B| ⇒ A
KA−B←−→ B

A4 : B| ≡ A| ⇒ A
KA−B←−→ B

A5 : A| ≡ B| ⇒ IDB

A6 : B| ≡ A| ⇒ IDA

A7 : A| ≡ B| ⇒ SKB

A8 : A| ≡ PukB−−→ B

A9 : B| ≡ PukA−−−→ A

According to the assumptions and rules of BAN Logic, the main proofs of the data
transfer phase are as follows:

(1) The administrator of Enterprise B (B) authenticates the administrator of Enterprise A (A).

Through M1 and the seeing rule, we derive:

B � (
{

IDA, kA2, MRequest
}

PukB
,< h(IDA, kA2, MRequest) >KA−B) (1)

Through M1 and the seeing rule, we derive:

B| ≡ #(
{

IDA, kA2, MRequest
}

PukB
,< h(IDA, kA2, MRequest) >KA−B) (2)

Through Formula (1), A9, and the message meaning rule, we derive:

B| ≡ A| ∼ (
{

IDA, kA2, MRequest
}

PukB
,< h(IDA, kA2, MRequest) >KA−B) (3)

Through Formulas (2)–(3), and the nonce verification rule, we derive:

B| ≡ A| ≡ (
{

IDA, kA2, MRequest
}

PukB
,< h(IDA, kA2, MRequest) >KA−B) (4)

Through Formula (4) and the belief rule, we derive (G4)–(G8):

B| ≡ A| ≡ A
KA−B←−→ B (5)
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B| ≡ A| ≡ IDA (6)

Through Formula (5), A4, and the jurisdiction rule, we derive (G3):

B| ≡ A
KA−B←−→ B (7)

Through Formula (5), A6, and the jurisdiction rule, we derive (G7):

B| ≡ IDA (8)

(2) The administrator of Enterprise A (A) authenticates the administrator of Enterprise B (B).

Through M2 and the seeing rule, we derive:

A � (
{

IDB, kB3, SKB, MReply

}
PukA

,< h(IDB, kB3, SKB, MReply) >KA−B) (9)

Through A2 and the freshness rule, we derive

A| ≡ #(
{

IDB, kB3, SKB, MReply

}
PukA

,< h(IDB, kB3, SKB, MReply) >KA−B) (10)

Through Formula (9), A8, and the message meaning rule, we derive:

A| ≡ B| ∼ (
{

IDB, kB3, SKB, MReply

}
PukA

,< h(IDB, kB3, SKB, MReply) >KA−B) (11)

Through Formulas (10) and (11), and the nonce verification rule, we derive:

A| ≡ B| ≡ (
{

IDB, kB3, SKB, MReply

}
PukA

,< h(IDB, kB3, SKB, MReply) >KA−B) (12)

Through Formula (12) and the belief rule, we derive (G2), (G6), and (G10):

A| ≡ B| ≡ A
KA−B←−→ B (13)

A| ≡ B| ≡ IDB (14)

A| ≡ B| ≡ SKB (15)

Through Formula (13), A3, and the jurisdiction rule, we derive (G1):

A| ≡ A
KA−B←−→ B (16)

Through Formula (14), A5, and the jurisdiction rule, we derive (G5):

A| ≡ IDB (17)

Through Formula (15), A7, and the jurisdiction rule, we derive (G9):

A| ≡ SKB (18)

Through Formulas (6), (8), (16), and (17), it can be proven that, in the proposed scheme,
A and B authenticate each other. Moreover, it can also be proven that the proposed scheme
can authenticate the private key of A and B.

In the proposed scheme, B authenticates A by verifying:

xA2
′ = rA2 mod n (19)
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If it passes the verification, B authenticates the legality of A. A authenticates the B
by verifying:

xB3
′ = rB3 mod n (20)

If it passes the verification, A authenticates the legality of B. The data transfer phase of
the proposed scheme, thus, guarantees mutual authentication between A and B.

4.2. Data Integrity

In our scheme, the parties’ transaction data will be permanently stored in the blockchain
network while we use ECDSA and AES to sign and encrypt the transactions to ensure
data integrity. For example, in the data storage phase, B will sign and add timestamps
to the Keyword-index table, and then upload it to the blockchain network, which will
verify the timestamp TNOW − T2 ≤ τ and signature (rB2, sB2) upon receipt. If the data is
tampered with, then xB2

′ �= rB2 mod n, M2 does not match (rB2, sB2), and the attacker’s
attack failed. During the data transfer phase, both communicating parties also verify the
signature upon receipt of the message to ensure the integrity of the data. The data uploaded
to the blockchain is stored in the blocks in a chained data structure, and each block is linked
to the previous block through a hash function. If an attacker wants to tamper with the data,
he needs to modify the hash value of the whole chain, which is unrealistic in a decentralized
network system.

4.3. Traceability

Every transaction data stored in the blockchain is signed and stored forever, and the
data is transparent and can be publicly verified. For example, the message is uploaded
to the blockchain with the signed hash SubmitB of B in the data storage phase. In the
data query phase, the signature hash QueryA of A is uploaded to the blockchain MQuery.
All members can trace the transaction process and determine whether the data in the

blockchain is legitimate by verifying SubmitB
?
= h(rB2, sB2) and QueryA

?
= h(rA1, sA1).

4.4. Non-Repudiation

In the proposed scheme, ECDSA’s private key signature is used to achieve non-
repudiation. The messages sent by all members of the system use their private keys to
sign the messages. The receiver will verify the signature after receiving the message. If the
verification is successful, the sender cannot deny the content of the message sent. Table 3
shows the non-repudiation of each role in the proposed scheme.

Table 3. The non-repudiation description.

Phase

Item Signature
Value

Sender Receiver Signature Verification

Phase 2 (rB2, sB2) B HFB Veri f y(zB2
′, rB2, sB2)

Phase 3 (rA1, sA1) A HFB Veri f y(zA1
′, rA1, sA1)

Phase 4
(rA2, sA2) A B Veri f y(zA2

′, rA2, sA2)
(rB3, sB3) B A Veri f y(zB3

′, rB3, sB3)

4.5. Resist Known Attacks

In this phase, we analyzed possible attacks against the system, including man-in-the-
middle attacks and replay attacks.

4.6. Man-in-the-Middle Attack

The attacker tries to intercept and tamper with the message content. In our scheme,
both communicating parties do not have to send their public keys to each other, and both
parties can query each other’s public keys in the blockchain network, which can effectively
prevent the attacker from intercepting the message and replacing the public key. For
example, A uses B’s public key to encrypt the message CA−B = EPukB(MRequest). B uses A’s
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public key to encrypt the message CB−A = EPukA(MReply). The attacker does not know the
private keys of the communicating parties, so he cannot decrypt the message.

4.7. Replay Attacks

The messages of the two communicating parties may be intercepted by the attacker,
who pretends to be a legitimate sender and sends the same message to the recipient. In our
scheme, a timestamp mechanism is added between two parties of arbitrary communication
to prevent such attacks. For example, during the data transfer phase, B sends a times-
tamped message MB−A to A, who checks that the timestamped message TNOW − TB−A ≤ τ
is valid. Even if the attacker tampers with the timestamp data, because B has added a times-
tamp TB − A (sB3 = k−1(zB3 + rB3dB) mod n, zB3 = h(MB−A)) to the signature (rB3, sB3),
A checks that the timestamp does not match the signature and the replay attack fails.

5. Performance Evaluation

5.1. Communication Cost

Table 4 shows the communication cost analysis of the proposed scheme. In the
Gigabit Ethernet environment, the maximum transmission speed is 1 Gbps, and in the
10 Gigabit Ethernet environment, the maximum transmission speed is 10 Gbps. We assume
that the ECDSA signature and key are 160 bits, the asymmetric encryption message is
1024 bits, the hash function operation requires 160 bits, and the length of other messages
(such as ID and timestamp, etc.) is 80 bits. Taking the data transmission phase with
the highest communication cost as an example, A needs to send two signatures, one
hash, one asymmetric encrypted message, and one other message to B. The total size is
2 × 160 bits + 160 bits + 1024 bits + 80 bits = 1584 bits. B needs to send two signatures, one
hash, one asymmetric encrypted message, and one other message to A. The total size is
2 × 160 bits + 160 bits + 1024 bits + 80 bits = 1584 bits. The total communication cost
for the data transfer phase is 1584 bits + 1584 bits = 3168 bits, which takes 3.168 μs in
a Gigabit Ethernet communication environment and 0.3168 μs in a 10 Gigabit Ethernet
environment. These communication costs are very low, so the proposed scheme has
good communication performance.

Table 4. Analysis of the communication cost.

Phase

Item Message
Length Rounds

Gigabit Ethernet
(1 Gbps)

10 Gigabit Ethernet
(10 Gbps)

Phase 1 560 bits 2 0.56μs 0.056μs
Phase 2 560 bits 1 0.56μs 0.056μs
Phase 3 560 bits 2 0.56μs 0.056μs
Phase 4 3168 bits 2 3.168μs 0.3168μs

5.2. Computation Cost

In Table 5, we analyze the computational cost of each phase of the scheme, and we
use asymmetric encryption and decryption, hashing operations, and addition, subtraction,
multiplication, and division operations as the basis for the computational cost analysis.
Taking the data transfer phase (phase 4) with the highest computational cost as an example,
A requires three encryption/decryption operations, two comparison operations, five mod-
ular operations, two hash operations, eight multiplication operations, and one signature
operation. B requires two encryption/decryption operations, two comparison operations,
five modular operations, two hash operations, eight multiplication operations, and one
signature operation. Thus, in our scheme, the calculation cost is acceptable.

5.3. Blockchain Architecture Comparison

There are currently at least four types of blockchain networks: public blockchains, pri-
vate blockchains, consortium blockchains, and hybrid blockchains [30]. Private blockchains
are too centralized and not suitable for data sharing between enterprises but only for

42



Sensors 2022, 22, 1146

resource management within a specific individual or company. We summarize the compar-
ison between two blockchain platforms, Hyperledger Fabric, a typical representative of
consortium blockchains, and Ethereum, a typical representative of public blockchains, as
shown in Table 6.

Table 5. Analysis of the communication cost.

Phase
Party A B HFB

Phase 2 N/A 1TE/D+4TMod+2TH+8TMul+1TSym+2TSig 2TCmp+3TMod+4TMul+1TH
Phase 3 1TCmp+2TMod+1TH+4TMul+1TSig N/A 2TCmp+3TMod+4TMul+1TH
Phase 4 3TE/D+2TCmp+5TMod+2TH+8TMul+1TSig 2TE/D+2TCmp+5TMod+8TMul+2TH+1TSig N/A

Notes: TE/D : Encryption/Decryption operation, TH : Hash function operation, TMul : Multiplication opera-
tion, TCmp: Comparison of operation, TMod: Modular operation, TSym: Symmetric encryption operation, TSig:
Signature operation.

Table 6. Comparison between Ethereum and Hyperledger Fabric.

Hyperledger Fabric Ethereum

Category Consortium Blockchain Public Blockchain
Description Generic blockchain platform Modular blockchain platform

Consensus algorithms Practical Byzantine
Fault Tolerance (PBFT) Proof of Work (PoW)

Throughput ≥1000 TPS ≥25 TPS
Decentralization Partial de-centralization Completely decentralization

Fault tolerance rate 33% 50%
Success rate Lower Higher

Privacy Yes No
Authentication Yes No

Scalability Yes No
Pluggability Yes No

From the above table, we can see that although Ethereum has advantages in fault
tolerance and the transaction success rate, Hyperledger Fabric outperforms Ethereum
in terms of the average transaction latency, throughput, privacy, and scalability, and the
modularity and channel design of Hyperledger Fabric is more suitable for data sharing
among enterprises [31].

5.4. Function Comparison

Table 7 shows the comparison of the previous scheme with our proposed scheme. It can
be seen from the table that this scheme overcomes the shortcomings of the previous scheme.

Table 7. Functionality comparison of previous schemes and the proposed scheme.

Authors Year Objective 1 2 3 4 5 6

Teslya et al. [13] 2017 Proposed a blockchain-based IIOT trust information
sharing platform Y N Y N N N

Wang et al. [14] 2018 To use blockchain double-link structure combined with
proxy re-encryption for data sharing Y N N N Y N

Zhang et al. [15] 2018 To realize data sharing in the electronic medical system
through alliance chain Y N N N Y Y

Ra Lee et al. [16] 2019 To use blockchain registry and FHIR to share
healthcare data Y Y N N Y Y

Kumar et al. [17] 2020 To provide controlled access and secure transmission of
patient health information Y N Y N Y N

Ours 2021 Propose a solution for corporate privacy-preserved and
data sharing based on Fabric blockchain Y Y Y Y Y Y

Notes: 1: Blockchain architecture, 2: Data integrity, 3: Mutual Authentication, 4: No-repudiation, 5: Scalability,
6: Off-chain storage; (Y) Yes; (N) No.
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We compare with previous studies, which, as mentioned before, have some flaws,
we improve on the flaws based on the previous work. Teslya et al. [13] proposed a
blockchain-based IIOT trust information sharing platform. Tis paper describes a possible
way of integrating IoT and blockchain technology to solve these problems. To this end, an
architecture combining the Smart-M3 information sharing platform and the blockchain
platform was developed. However, it only proposes an architecture without detailed
deployment and experiments. Furthermore, this paper does not discuss the security of
the architecture and lacks a theoretical basis. This paper has detailed instructions on
system security and experimental testing. Wang et al. [14] proposed a new data-sharing
scheme based on blockchain technology, which combines the blockchain with a double-
chain structure and proxy re-encryption to achieve safe and reliable data sharing. This
scheme only discusses the security and complexity of the system and does not have actual
experimental tests. In addition, this scheme cannot detect the source of data leakage,
and the segmentation of data blocks lacks theoretical support. We experimentally test
the proposed scheme, and we employ signature technology to ensure data traceability.
Zhang et al. [15] proposed a blockchain-based security and privacy-preserving PHI sharing
(BSPP) scheme for improving diagnosis in e-health systems. However, the scheme uploads
all PHI data to the blockchain network, which undoubtedly increases the overhead of
the blockchain client, and the scheme does not provide discussion on the authentication
between the nodes of the Consortium chain. Our solution uses off-chain storage of data
to reduce the overhead of the blockchain network, and we use ban logic proof to prove
the identity security among the nodes. Ra Lee et al. [16] proposed a standards-based
sharing framework SHAREChain that combines two properties to deal with reliability and
interoperability issues and Kumar et al. [17] proposed a healthcare application based on
a blockchain network with a Hyperledger fabric structure, but these two schemes do not
discuss the security and efficiency of the system. We illustrate the safety of the proposed
scheme, and the experimental results show the good efficiency of our scheme.

We propose a complete system framework focusing on the security issues of enterprise
data transmission among blockchain networks. Therefore, we focus on the security issues
of the system in the analysis phase. Compared to previous studies, our solution has
advantages in data privacy, data protection, and data traceability, which are lacking in
previous solutions, while we adopt off-chain storage of data to increase the scalability of
the blockchain network and use digital signature technology to ensure the authenticity
of data. Finally, the experimental results show that our scheme has good efficiency and
practical prospects.

6. Deployment and Testing

In this section, we experimentally evaluate the proposed scheme. The HyperLedger
Fabric uses Docker container technology to run the Chaincode containing the system
application logic. The Fabric framework includes a certificate authority (CA), order nodes,
and peer nodes. Each peer node maintains a full copy of the blockchain data, and in our
scenario, the Enterprise Administrator is the peer node. Each peer node uses CouchDB
to maintain the state of its ledger. All nodes are run in their own Docker containers. We
deployed 6 peer nodes, 1 order node and 2 CA on a server with Intel Core i7-8700 @3.2GHz
CPU and 8 GB RAM. The operating system of the physical machine is Ubuntu 18.04.2 LTS.
The version of Fabric we used is v1.4.

6.1. Performance of File Transmission in Traditional and IPFS Network

In this experiment, we compared the file upload performance of different file sizes
in traditional TCP/IP networks and IPFS networks. Because the number of IoT devices is
huge in industrial IoT networks and each device can only generate a small amount of data,
we chose files of sizes 1, 5, 10, 50, and 100 MB, respectively. As can be seen from Figure 7,
The latency of the IPFS network was 0.11, 0.26, 0.95, 10.55, and 25.34 s, while the latency
of the TCP/IP network was 0.25, 0.88, 1.55, 10.71, and 25.65 s, respectively. In terms of
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transmission speed, the transmission speed of IPFS is 9.09, 19.23, 10.52, 6.73, and 4.94 MB/s
while the transmission speed of TCP/IP is 4.05, 5.68, 6.45, 4.88, and 3.89 MB/s, respectively.

Figure 7. Performance comparison of file transfers in traditional and IPFS networks using different
file sizes.

From the experimental results, almost all the transfer rates in the IPFS network are
faster than in the TCP/IP network, and the IPFS networks are almost 4 times larger than
TCP/IP networks when transferring data of 5 MB file size. Moreover, IPFS networks
take less time than TCP/IP networks, which is more evident when transferring small
files (File Size ≤ 10 MB), IPFS networks take one-half the time of TCP/IP networks when
transferring 1 MB files, and one-quarter the time of TCP/IP networks when transferring
5 MB files. The data transfer performance in IPFS networks is generally better than that in
traditional networks.

6.2. Throughput and Latency of Smart Contract Calling

We designed two smart contracts for the blockchain network and used throughput
and transaction latency as the main performance metrics in our benchmarking. Throughput
is the rate at which transactions are committed to the ledger, measured in terms of how
many transactions are executed per second (tps). Latency is the time it takes from the
time the application sends a transaction proposal to the time the transaction is committed
to the ledger. As can be seen from Figure 8, when the block size and send rate is fixed,
the TPS remains essentially constant as the number of transactions increases. “Querfile”
fluctuates around 110 tps, with a minimum of 101.3 tps and a maximum of 115.6 tps; and
“Subfile” fluctuates around 50 tps, with a minimum of 44. 3 tps and a maximum of 53.2 tps.
In addition, as shown in Figure 9, the latency increases with the increase in the number
of transactions.
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Figure 8. System throughput at different transaction volumes.

 

Figure 9. System latency at different transaction volumes.

6.3. Performance Comparison of Different Systems

To demonstrate the good performance of our proposed scheme, we compare it with
other blockchain systems mainly used today: Bitcoin, Ethereum, Litecoin, BitcoinCash, and
Primecoin in terms of the system transaction average latency and average throughput [32].
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The sending rate, block size, and some transactions are set to 200 tps, 2 MB, and 400.
Figure 10 gives the comparison results.

Figure 10. Comparison with current major blockchain systems.

From the comparison, it is clear that our scheme has better performance than existing
blockchain systems in terms of the average transaction latency and average throughput.
In terms of throughput, the block size limits the throughput of Bitcoin to only seven
transactions per second. In total, 70, 60, and 56 transactions per second are achieved
for Primecoin, Litecoin, and Bitcoin Cash, respectively, while Ethereum processes about
30 transactions per second. The average throughput of our solution can reach 110 tps,
and the minimum throughput in experimental tests can reach 101 tps. In terms of system
overhead, since the blockchain platform used in this system is Hyperledger Fabric, it does
not need to consume a lot of computational resources for mining; therefore, the overhead
of our solution is extremely low.

7. Conclusions

To solve the data sharing and privacy protection problems brought by the rapid growth
of data in industrial IoT, we proposed an enterprise privacy protection and data sharing
scheme based on the Hyperledger Fabric blockchain. We focused on the security and
privacy of data transmitted by all parties in industrial systems. We utilized the Hyperldeger
Fabric channel mechanism to enable enterprises to share data while keeping sensitive data
private, isolating data between different channels, and all transaction data will carry time
stamps and be permanently stored in the blockchain ledger, and be open, transparent,
and traceable. Moreover, we achieved a high degree of automation in data recall through
the designed Chaincode. The under-chain storage approach can effectively increase the
scalability of the system. In addition, our scheme achieves mutual authentication of all
parties in the system and data integrity protection. Finally, the analysis results show that
our scheme has good traceability, non-repudiation, and resistance against known cyber
attacks, and good performances.

In the future, a potential research direction is how to optimize the consensus algorithm
of Hyperldeger Fabric, in which the backing nodes are responsible for endorsing the
legitimacy of all transaction contents and carry a large amount of sensitive transaction
data. How to protect the backing nodes from attacks and enhance the processing power of
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backing nodes to improve the transaction speed of the whole blockchain network is one of
the valuable research directions.
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Notations

CertX Certificate of X issued by CA
IDX X’s identity
(rX , sX) Elliptic curve signature value of X
TX Timestamp message of X
CX Ciphertext sent by X
DTX Data sent by X
SKX The AES key of party X
ESKX (M) Use X’s AES key to encrypt M
DSKX (M) Use X’s AES key to decrypt M
PukX The public key of party X
PrkX The private key of party X
EPukX (M) Use X’s public key to encrypt M
EPrkX (M) Use X’s private key to decrypt M
h(.) The one-way hash function
τ Valid timestamp interval
MSUBMIT The submitted registration information

A ?
= B Verify whether A is equal to B
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Abstract: Due to the competitive relationship among different smart factories, equipment manufactur-
ers cannot integrate the private information of all smart factories to train the intelligent manufacturing
equipment fault prediction model and improve the accuracy of intelligent manufacturing equipment
fault detection. The use of a low fault recognition rate model for smart factories will cause additional
losses for them. In this work, we propose a blockchain-based privacy information security sharing
scheme in Industrial Internet of Things (IIoT) to solve the sharing problem of private information in
smart factories. Firstly, we abstract smart factories as edge nodes and build decentralized, distributed
trusted blockchain networks based on Ethereum clients on simulated edge devices and propose an
Intelligent Elliptic Curve Digital Signature Algorithm (IECDSA) to guarantee the ownership of shared
information by edge nodes. Secondly, we propose the Reputation-based Delegated Proof of Stake
(RDPoS) consensus algorithm to improve the security and reliability of the Delegated Proof of Stake
(DPoS) consensus algorithm. Furthermore, we design and implement an incentive mechanism based
on information attributes to increase the motivation of edge nodes to share information. Finally, the
proposed solution is simulated. Through theoretical and simulation experiments, it is proved that the
blockchain-based privacy information security sharing scheme in IIoT can improve the enthusiasm
of edge nodes to share information on the premise of ensuring the security of information sharing.

Keywords: privacy information security sharing; Industrial Internet of Things; blockchain; consensus
algorithm; incentive mechanism

1. Introduction

With the continuous advancement of Industry 4.0 on a global scale, more and more
intelligent manufacturing equipment is widely used in smart factories. Usually, the smart
factory will push the computing resources of the cloud server to the edge of the network
to build a cloud-side collaboration architecture to meet the requirements of intelligent
manufacturing equipment for high computing power and low latency and ensure the stable
production of the smart factory [1,2]. However, the failure of intelligent manufacturing
equipment will bring unpredictable losses to smart factories. Intelligent manufacturing
equipment manufacturers minimize the loss of smart factories by using predictive main-
tenance methods to issue failure warnings before products fail [3]. Intelligent equipment
manufacturers use the data fusion theory of multi-intelligent manufacturing equipment
data fusion to improve the accuracy of intelligent manufacturing equipment failure pre-
diction models and reduce the false early warning information caused by the waste of
maintenance personnel manpower [4]. However, for smart factories, when their products
are manufactured, a large amount of private information about the product is stored in
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the intelligent manufacturing equipment. Smart factories will instinctively protect private
information and will not easily share information, eventually forming an IIoT information
island phenomenon [5,6].

Information sharing is one of the most effective ways to solve the phenomenon of
information islands, and it is also very suitable for IIoT scenarios [7–9]. The security of the
information sharing process is a thorny issue for private information. Traditional informa-
tion sharing is mostly achieved through cloud data sharing. However, traditional cloud
storage is faced with the problems of single point attack, transmission delay, and resource
waste [10]. Blockchain technology, as a new type of distributed architecture technology,
has been widely used, providing a new solution for information security sharing, and it
can effectively solve the problems faced by traditional information sharing [11–13]. Pri-
vacy information is stored in the form of a Merkel tree after being multi-hashed in the
blockchain [14]. When the privacy information stored in the blockchain is tampered with by
the attacker, the hash value of the Merkle tree root will also be changed due to the private
information, and other nodes in the blockchain environment will immediately detect the
tampered data and ensure the consistency of the global data through the unique consensus
mechanism of the blockchain [15]. The blockchain consensus mechanism is also one of the
important factors affecting the secure sharing of privacy information. In addition, the speed
of the consensus mechanism will also directly affect the speed of privacy information
sharing [16].

As the earliest consensus algorithm, the Proof of Work (PoW) consensus algorithm was
not only used to maintain the smooth operation of the Bitcoin blockchain network but also
applied to the Ethereum client [17]. This algorithm not only wastes node resources when
competing for bookkeeping rights but also affects the throughput of the blockchain network
system. The Proof of Stake (PoS) consensus algorithm uses proof-of-stake, which not only
reduces the waste of blockchain node resources caused by the PoW consensus algorithm to
a certain extent but also improves the throughput of the blockchain network system [18].
However, the PoS consensus algorithm is prone to the risk of forking blockchains. The Dele-
gated Proof of Stake (DPoS) consensus algorithm uses voting campaigns instead of mining
in PoS consensus algorithms and PoW consensus algorithms, with low consumption, high
throughput, and low latency [19]. However, the DPoS consensus algorithm not only lacks
reward and punishment measures for blockchain nodes in the process of carrying out
voting campaign operations but also risks malicious nodes being selected as proxy nodes
to participate in the campaign. The Practical Byzantine Fault Tolerance (PBFT) consen-
sus algorithm can achieve the same transaction processing speed as the DPoS consensus
algorithm but is not suitable for blockchain networks with a large number of nodes [20].
At present, the consensus algorithm still has the problems of node scale, performance, and
fault tolerance, which are difficult to balance.

In order to solve the above problems existing in the consensus algorithm and ensure
the speed and reliability of private data sharing among smart factories, this work aims to
promote the sharing of private information about intelligent manufacturing equipment
in smart factories and provide privacy information for the training of intelligent manu-
facturing equipment failure prediction models. We propose a blockchain-based privacy
information security sharing scheme in IIoT to ensure the secure sharing of privacy infor-
mation among different smart factories. The main contributions of this work are as follows:

• The cloud-edge collaboration architecture of the smart factory is analyzed, and the
edge-end network architecture based on edge servers is established. Then, the Intelli-
gent Elliptic Curve Digital Signature Algorithm (IECDSA) is proposed to determine
the ownership of the smart factory’s private information. In contrast to the traditional
method, trusted storage and distribution of keys was implemented by the Key Distri-
bution Smart Contract (KDSC), which reduces the risk of keys being tampered with
and more securely guarantees the ownership of the shared private information by
smart factories.
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• The working principle of the DPoS consensus algorithm is analyzed, and in view of
the situation that the malicious node is selected as a proxy node due to “hoarding”
in the election process, the Reputation-based Delegated Proof-of-Stake consensus
algorithm (RDPoS) is proposed. The algorithm performs a weighted operation on the
number of node votes and reputation values and selects proxy nodes to participate
in the consensus process according to the weighted operation results. Compared
with the existing DPoS consensus algorithm, the probability of malicious nodes being
selected as proxy nodes is reduced, and the security and reliability of the consensus
reached between blockchain nodes are effectively improved.

• In view of the phenomenon that smart factories protect their own private information
and refuse to participate in information sharing, a trusted incentive smart contract
based on information attributes is constructed. Furthermore, a trusted network incen-
tive environment without third party involvement is implemented, sending reward
points to smart factories that provide private information sharing and ensuring the
enthusiasm of smart factories in sharing information. Compared with the traditional
incentive mechanism, the incentive mechanism realized by smart contracts is not
interfered with by external factors, ensuring the fairness, impartiality, and openness
of the incentive mechanism.

The rest of this work is organized as follows: Section 2 is the related work. Section 3
provides a detailed description of the proposed solution, including an overview of the
overall solution, a network architecture, and a security analysis. Section 4 focuses on
theories related to smart factory data ownership, blockchain data storage, the RDPoS con-
sensus algorithm, and the incentive mechanisms based on information property. Section 5
provides an analytical discussion of the experimental results. Section 6 summarizes the
full text.

2. Related Work

In [21], the authors propose a privacy-preserving data sharing framework for the
Industrial Internet of Things that provides privacy protection for data contributors by inter-
fering with the data provided by them. However, the framework does not take into account
the enthusiasm of data contributors in contributing data. In [22], an asynchronous feder-
ated learning scheme is proposed that uses deep reinforcement learning (DRL) for node
selection to improve efficiency, integrates machine learning models into the blockchain,
and performs two-stage verification to ensure the reliability of shared data. The scheme
also ignores the incentives of information providers to share data and malicious decisions
in the process of the blockchain consensus mechanism [23].

The DPoS consensus algorithm is widely used due to its low energy consumption,
high throughput, and dynamic scalability. However, the DPoS consensus algorithm suffers
from the problems of malicious nodes being easily selected as proxy nodes and the low
motivation of participating nodes to vote during the working process. In [24], in view of
the low voting motivation of nodes and the lack of reference basis for nodes in the voting
process, the concepts of token investment and side chains were introduced into the DPoS
consensus algorithm, which effectively improved the voting motivation of nodes. However,
the algorithm’s excessive reliance on tokens can easily lead to the emergence of malicious
nodes. In [25], an improved ring-based coordinator election algorithm is proposed to
optimize the election process in the DPoS consensus algorithm, which further improves the
decentralization and fairness of the DPoS consensus algorithm, but the algorithm suffers
from the risk of not reaching consensus among nodes. In [26], the introduction of node
behavior monitoring and Borda count voting to select proxy nodes in the DPoS consensus
algorithm reduces the probability of a malicious node being elected as a proxy node and
improves the fairness of the election, although the scheme only considers the detection of
the behavior of witness nodes generating blocks.

The incentive mechanism can improve the enthusiasm of smart factories to share
private information, and the incentive mechanism can be roughly divided into two types:
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game-based incentives and external incentive-based incentives [27]. Kang et al. introduced
reputation as an indicator of the reliability and trustworthiness of mobile devices in feder-
ated learning and proposed an effective incentive mechanism that combines reputation
with contract theory to incentivize high-reputation mobile devices with high-quality data
to participate in model learning, but the accuracy of reputation calculation in this scheme
needs to be improved [28]. Zhan et al. studied the incentive mechanism of federated learn-
ing and designed an incentive mechanism based on deep reinforcement learning (DRL) to
determine the optimal pricing strategy of the parameter server and the optimal training
strategy of the edge node to motivate the edge node to contribute to the model training,
but the method relies on the computing resources of the edge node [29]. In [30], an incentive
mechanism for rational miners to purchase computing resources in the blockchain network
environment of edge computing establishes a two-stage Stackelberg game model between
miners and edge service providers (ESP) to maximize profits under two mining schemes,
but this mechanism is not suitable for multiple ESP.

This work analyzes the above literature, and in view of the shortcomings of existing
methods, proposes a blockchain-based privacy information security sharing scheme in
IIoT to ensure the secure, fast, and active sharing of information among edge nodes (e.g.,
smart factories).

3. Scheme in Detail

This section provides a detailed description of the blockchain-based privacy informa-
tion security sharing scheme in IIoT in terms of general scheme overview, system model,
and security analysis.

3.1. The Overall Scheme

In this work, we abstract smart factories as edge nodes and build decentralized,
distributed trusted blockchain networks based on Ethereum clients on simulated edge
devices. Based on this architecture, a blockchain-based privacy information security sharing
scheme in IIoT is proposed. In this scheme, the following steps are performed by the edge
nodes of the information sender for information sharing.

Step 1. The information sender edge node uses the Intelligent Elliptic Curve Digital
Signature Algorithm (IECDSA) to sign the information to be shared and stores the signed
shared information in the blockchain.

Step 2. Information sharing among edge nodes is via the Reputation-based Delegated
Proof of Stake (RDPoS) consensus algorithm.

Step 3. The received information is verified by the IECDSA at the edge node of the
information receiver.

Step 4. The information receiver edge node provides rewards to the edge node of the
information sender based on the incentive mechanism of information attribute to ensure
the enthusiasm of the edge node in the network to share information.

The workflow of the blockchain-based privacy information security sharing scheme in
IIoT is shown in Figure 1.

Sended information: The information sender edge node signs the information to be
shared using IECDSA, declaring its ownership of the shared information.

Information is uploaded to the block: The information sender edge node uploads the
signed message to the block in preparation for information sharing.

Broadcast information: The blockchain uses the RDPoS consensus algorithm to achieve
consensus on the information stored in the block, enabling information sharing among
edge nodes.

Received information: The information receiver edge node uses IECDSA to verify the
identity of the information sender edge node.

Trigger incentive mechanism: After the information receiver edge node determines
the identity of the information sender edge node, the incentive mechanism is triggered.
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Send the reward: The triggered incentive mechanism provides a reward to the infor-
mation sender edge node according to the pre-defined reward rules in the trusted incentive
smart contract.

Figure 1. Scheme workflow.

3.2. The Network Architecture

As shown in Figure 2, the network architecture of the blockchain-based privacy
information security sharing scheme in IIoT can be divided into three layers: the terminal
layer, the edge layer, and the blockchain layer from the bottom up.

Figure 2. Network architecture.

Terminal Layer: A group of terminal devices TD = {td1, td2, td3, · · ·, tdn} are con-
nected to a high-performance edge device using the terminal device access technology.
The edge device stores and processes the data of its subordinate terminal devices and
provides services for the terminal devices.
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Edge Layer: Divide the physical environment into different regions R = {r1, r2, r3, · · · , rn}
by region and deploy a set of edge devices in different regions based on the load capacity of
the edge devices ED = {ed1, ed2, ed3, · · ·, edn}. These edge devices (edge nodes) are made up
of edge layers EL = {r1ed1···i

, r2edi+1···k
, r3edk+1···l

, · · ·, rnedm···n }.
Blockchain Layer: At the edge layer, a blockchain network (blockchain layer) is formed

by deploying an Ethereum client with a RDPoS consensus algorithm on high-performance
edge devices. The consensus mechanism of the blockchain ensures the consistency of data
among blockchain nodes (edge nodes).

3.3. Security Analysis

This section provides a security analysis of the blockchain-based privacy information
security sharing scheme in IIoT.

3.3.1. The Security of Information Storage

In our proposed scheme, we still use the Merkle tree of data storage structure used by
the blockchain to store information. If the shared information stored in a block is tampered
with, then the hash value of the Merkle tree root is changed, at which point the consensus
mechanism of the blockchain will calculate the proportion of the shared information stored
in the current block to the shared information stored in blocks of the same block height
in all blockchain nodes (edge nodes). If the percentage is less than 51%, the information
has been tampered with. In this case, the RDPoS consensus algorithm will overwrite the
tampered information with the correct information to ensure that the data are consistent
among the edge nodes. If the attacker wants to make the ratio exceed 51%, he needs to
control 51% of the edge nodes in the network to achieve this, and it is not realistic for the
attacker to control 51% of the edge nodes at the same time in a short period of time.

3.3.2. The Security of Information Sharing

We have improved the problems with the widely used Delegated Proof of Stake
consensus algorithm, which suffers from the problems of malicious nodes being easily
selected as proxy nodes and the low motivation of nodes involved in voting and propose
a Reputation-based Delegated Proof of Stake (RDPoS) consensus algorithm. The RDPoS
consensus algorithm first supervises the behavior of nodes through a reputation model
and assigns corresponding behavior scores according to the normality of nodes’ historical
behavior, calculates the reputation value and trustworthiness status of nodes, and finally
selects proxy nodes to participate in the consensus process. In addition, the algorithm
also designs a hybrid mechanism model to ensure the motivation of nodes to participate
in voting. The RDPoS consensus algorithm not only guarantees the security of the proxy
node election process but also ensures the motivation of participating voting nodes, and it
improves the security of the consensus process.

3.3.3. The Fairness of Information Sharing

In our proposed scheme, an incentive mechanism based on information properties
is designed, which is implemented by a trusted incentive smart contract. The trusted
incentive smart contract can be executed automatically without the involvement of a third
party. In a blockchain environment, smart contracts can only be changed through version
replacement, and if an edge node wants to modify the sharing rules inside a trusted
incentive smart contract to give itself additional revenue, it needs to redeploy the contract
to do so. However, this process is open and transparent and monitored by all edge nodes.
In addition, we use an incentive mechanism based on information attributes, where the
information receiver edge nodes can provide rewards to the information sender edge nodes
based on the value of the shared information for their own use, reducing the waste of edge
node assets to a certain extent. Therefore, our scheme is therefore fair and frugal.

In summary, we analyzed the security of our proposed scheme from three aspects:
information storage security, information sharing security, and information sharing fairness,
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and the results proved that our proposed blockchain-based privacy information security
sharing scheme in IIoT is safe and reliable.

4. Methods

In this section, the Intelligent Elliptic Curve Digital Signature Algorithm (IECDSA),
the Reputation-based Delegated Proof-of-Stake consensus algorithm (RDPoS), and the
incentive mechanism based on information attributes are implemented separately.

4.1. Intelligent Elliptic Curve Digital Signature Algorithm (IECDSA)

Our proposed scheme uses the Intelligent Elliptic Curve Digital Signature Algorithm
to ensure ownership of shared information by edge nodes, as follows.

Generator G(x, y) is used as a public parameter on the elliptic curve Ep(a, b). We chose
PrK as the private key for the digital signature in Ep(a, b). The public key can then be
expressed as:

PuK = PrK ∗ G (1)

The message sender edge node signs the message m to be shared (the signature consists
of two parts s_b and s_b).

The pseudo-random numbers are generated using the linear congruence algorithm, as
shown in Equation (2) [31].

RandSeed = (a ∗ RandSeed + c)%m (2)

where a, c, m are the constants set by the generator.
Point multiplication of RandSeed with the generator G(x, y) to the point P.

P=RandSeedG(x, y) = (x1, y1) (3)

The s_a part of the signature is generated by performing the operation according to
Equation (4) using the horizontal coordinates of the point P(x1, y1) and the prime number n.

s_a = x1 mod n (4)

Calculate the hash value of the shared information by Equation (5).

h = Hash(m) (5)

The signature information is obtained by Equation (6).

s_b = RandSeed−1(h + PrKs_a) mod n (6)

where PrK is the private key, h is the hash of the shared information, s_a is the signature
information, RandSeed is a random number, and n is a prime number.

The message sender edge node’s signature information for shared messages is (s_a, s_b).
We designed the key distribution smart contract as shown in Algorithm 1 to enable

intelligent, supervised, and secure distribution of public keys among edge nodes without
the involvement of third parties. When the information sender edge node sends the
shared information, the public key is stored in the blockchain through the key distribution
smart contract, and the storage structure and procedure of the block in the blockchain are
described in Appendix A.

After receiving the shared information, the information receiver edge node uses the
public key to verify the signature information of the message sender. The information
receiver edge node verifies that s_a and s_a are integers in [1, n − 1]; then, it computes
the hash h of the shared information according to Equation (5), followed by the value of
w, u1, u2.

w = s_b−1 mod n (7)
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u1 = hw mod n (8)

u2 = s_a−1w mod n (9)

Algorithm 1 Key Distribution Smart Contract (KDSC)
Input: PuK, EList // PuK is public key. EList is information set of edge nodes in the

network.
Output: State of public key distribution.
1: KdList // This list is used to store the public key distribution status.
2: for i to size(EList) do
3: PuK → EList(i) // Assigns public keys to edge nodes in the network.
4: KdList.Add(Stae(EList(i)) // Stae(EList(i)) is the status in which the current edge

node distributes the public key.
5: end for
6: return KdList

Bringing the parameters u1, u2, G(x, y) and the public key PuK into Equation (10)
yields the point X.

X=u1G + u2PuK = (x1, y1) (10)

Take the horizontal coordinate x1 of point X and prime number n for modular arith-
metic according to Equation (11). If the equation is true, the signature is valid; otherwise,
the signature is invalid.

x1 mod n = s_a (11)

The IECDSA is not only resistant to plaintext attacks but also to ciphertext attacks, so
that even if an attacker intercepts the signature message, he cannot forge a valid signature
message. The IECDSA is shown in Algorithm 2.

Algorithm 2 Intelligent Elliptic Curve Digital Signature Algorithm (IECDSA)
Input: MList, EList // MList is the information shared set by the edge nodes of the

message sender. EList is information set of edge nodes in the network.
Output: Status of signatures and verification of signatures.
1: for i to size(MList) do
2: Selecting the data signature private key.
3: PuK = PrK ∗ G // Calculating a digitally signed public key. distribution the public key.
4: RandSeed = (a ∗ RandSeed + c)%m // Generate random numbers.
5: P=RandSeedG(x, y) = (x1, y1) // Calculation of the parameter P.
6: Generate data signature s_a by Equation (4).
7: h(MList(i)) = Hash(MList(i)) //Calculating hash values of shared information.
8: Generate data signature s_b by Equation (6).
9: KDSC(PuK,EList) // Key Distribution Smart Contracts enables intelligent distribu-

tion of public keys.
10: if s_a&&s_b /∈ [1, n − 1] then // Information receiver edge nodes verify signatures.
11: Signature verification failure.
12: else
13: Calculating hash values of shared information by Equation (5).
14: Calculate the parameters w, u1, u2 according to Equations (7)–(9).
15: X=u1G + u2PuK = (x1, y1) // Calculate the parameter X.
16: if x1 mod n = s_a then
17: Successful signature verification.
18: else
19: Signature verification failure.
20: end if
21: end if
22: end for
23: return Status of signatures and verification of signatures.
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4.2. Reputation-Based Delegated Proof of Stake (RDPoS)

The process of the Reputation-based Delegated Proof of Stake consensus algorithm is
as follows. Firstly, the node’s behavior is monitored by the reputation model and assigned
a corresponding behavior score; then, the node’s reputation value is calculated and the
node’s trustworthiness status is defined by the reputation value, and finally the proxy node
is selected to participate in the consensus process based on the reputation value and the
number of votes. In the RDPoS consensus algorithm, blockchain nodes are divided into
three categories: normal nodes, candidate nodes (voting nodes), and proxy nodes.

In the reputation model, a node is evaluated for trustworthiness based on its per-
formance throughout the period and it is assigned a reputation value (R) to indicate the
trustworthiness of the node. Assuming that R is a real number between 0 and 1, the larger
the value of R, the higher the trustworthiness of the node. When new nodes join the
blockchain network, the reputation value defaults to 0.5.

All acts behavior_j of the i-th node node_i in the period T are denoted as:

behavior_j = {B1, B2, Bj, ..., Bn} (12)

where Bj is the score of the j-th act of behavior_j and n is the number of acts.
Assuming that Bi(j) denotes the behavior value of the j-th behavior of node node_i

during the period T, the (j + 1)-th behavior value Bi(j+1) of node node_i is determined
according to the type of node node_i (agent node and voting node). The rules for calculating
the behavior value of a node are shown in Table 1.

Table 1. The rules for calculating the behavior value of a node.

Value of Behavior Voting Node Agent Node

min
(

1, (1 + y)Bi(j)

)
1 Voting active Generate blocks and upload

them to the blockchain
xBi(j)

2 Voting inactivity Block not generated on time
0 Vote invalid Generate invalid blocks

1 Where 0 < y < 0.03; 2 Where 0 < x < 1.

The time interval for scoring the behavior of a node is the period T, and when the
period ends the behavior value of node node_i is calculated according to Equation (13).

Bi = ∑n
j=1 (Bi(j)) (13)

Calculate the reputation value of node node_i using the behavior value of node node_i.

Rnode_i
T =

1
1 + e−ϕBi

(14)

where T is the current period and ϕ is an adjustable parameter.
The Reputation Model Algorithm is shown in Algorithm 3.
To reduce the probability of a malicious node being selected as a proxy node, we

classify the nodes into trusted status (e.g., Good, Normal, Abnormal and Error) by their
reputation values. The node status corresponding to the reputation value, the weight of
the reputation value and the weight of the number of votes are shown in Table 2.

When an edge node first joins the blockchain network, its default status is Normal,
its reputation value is initialized to 0.5, and it is in the preferred position for subsequent
participation in the campaign process. When an edge node has a good record, a block is
generated and validated according to expectations, and as its reputation value gradually
rises and will exceed threshold a, the node status switches to Good and the node in Good
has a greater chance of being selected as a proxy node. Furthermore, in the second category,
it will be selected in subsequent participation in the campaign process. If an edge node
has generated incorrect records, validated invalid blocks and other irregularities, when its
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reputation value gradually drops below 0.5, the blockchain network converts the status of
this edge node to Abnormal, and it is in the third category to be selected in the subsequent
participation in the campaign process. If an edge node consistently generates invalid blocks
or has persistent irregularities, when the reputation value of the edge node drops below
b, the node’s status will switch to Error and it will be in the last category of the selected
positions in the subsequent participation in the campaign process.

Table 2. Parameters corresponding to the status of the node.

Trusted Status Reputation Value (R) Weight of the R (w1)
Weight of the

Number of
Votes (w2)

Good [a, 1] 1 [0.3, 0.5) (0.5, 0.7]
Normal [0.5, a) 0.5 0.5

Abnormal [b, 0.5) 2 (0.5, 0.7] [0.3, 0.5)
Error R < b 0 0

1 Where 0.5 < a < 1; 2 Where 0 < b < 0.5. a, b represent thresholds, respectively.

Algorithm 3 Reputation Model Algorithm (RMA)
Input: node node_i, penalty coefficient x, incentive increase factor y.
Output: Rnode_i. // The reputation value of node node_i is Rnode_i

1: Rnode_i=0.5 // Initialize the node reputation value.
2: Bi // The sum of the historical behavior of the node node_i.
3: Bi(j) = 0 // Initialize the behavioral score of node node_i.
4: if node_i is a non-proxy node then
5: if node_i active participation in voting then

6: Bi(j+1) = min
(

1, (1 + y)Bi(j)

)
7: Bi = Bi+Bi(j+1)
8: end if
9: if node_i inactive participation in voting then

10: Bi(j+1)=xBi(j)
11: Bi = Bi+Bi(j+1)
12: end if
13: if node_i cast an invalid vote then
14: Bi(j+1)= 0
15: Bi = Bi+Bi(j+1)
16: end if
17: end if
18: if node_i is a proxy node then
19: for t = 0 to T do // t is the time in the cycle and T is the whole cycle time.
20: if node_i generates blocks and uploads them to the blockchain then

21: Bi(j+1) = min
(

1, (1 + y)Bi(j)

)
22: end if
23: if node_i did not generate the block on time then
24: Bi(j+1)=xBi(j)
25: Bi = Bi+Bi(j+1)
26: end if
27: if node_i generates invalid blocks then
28: Bi(j+1)= 0
29: Bi = Bi+Bi(j+1)
30: end if
31: end for
32: end if
33: Rnode_i =

1
1+e−ϕBi

// Calculate the reputation value of node node_i.
34: return Rnode_i.
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The weighting of reputation values and the weighting of the number of votes in Table 2
are used by Equation (15) to calculate the node scores.

scorei = W1Ri + W2Vi (15)

where Ri is the reputation value of node node_i and Vi is the total number of votes received
by node node_i.

Ultimately, the edge nodes are ranked according to their scores, and the fixed number
of nodes with the highest ranking are selected as proxy nodes to participate in block
generation and verification.

The Reputation-based Delegated Proof of Stake Algorithm is shown in Algorithm 4.

Algorithm 4 Reputation-Based Delegated Proof of Stake Algorithm (RDPoS)
Input: Hash value of the current block.
Output: Status of the block on the chain.
1: DList. // The list of proxy nodes.
2: NList. // The list of blockchain network nodes.
3: RList. // The list of node reputation.
4: VList. // The list of total node votes.
5: Initialize the number of agent nodes to N.
6: Flag = False. // Block out status default failure.
7: for i = 0 to len(NList) do
8: Use RMA(NList[i]) to calculate the node reputation value R.
9: RList.Add(R)

10: Calculate the total number of node votes V.
11: VList.Add(V)
12: end for
13: Select a proxy node list DList.
14: for t = 0 to T do // t is the time in the cycle and T is the whole cycle time.
15: Proxy nodes take turns generating blocks.
16: if Other nodes validated successfully then
17: Proxy nodes to upload blocks to the chain.
18: Flag = True
19: end if
20: end for
21: return Flag

In the DPoS consensus algorithm, there is the problem that only the proxy node that
generates the block is rewarded and no other proxy nodes are rewarded. In addition,
there are cases where both malicious and normal nodes receive the same reward when
generating blocks, which undermines the original fairness of the blockchain. Our scheme
combines a transaction fee incentive with a reputation incentive to propose a hybrid incen-
tive mechanism to ensure the fairness of the RDPoS consensus algorithm. The transaction
fee reward obtained by the node successfully generating the block is calculated according
to Equation (16).

ΔF =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

F +
Rnode_i
j=N
∑

j=1
Rj

∗ F, Node status is Good.

F, Node status is Normal.
F − Rnode_i

j=N
∑

j=1
Rj

∗ F, Node status is Abnormal.

0, Node status is Error.

(16)

where ΔF is the transaction reward for successfully generated block, Rnode_i is the current
reputation of the node node_i, N is the total number of proxy nodes in the blockchain
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network, and F is the transaction fee reward allocated for a successfully generated block in
the blockchain network.

4.3. Incentive Mechanism Based on Information Attributes

When the edge nodes share information, the negative situation of information sharing
may appear due to some subjective factors, which affects the enthusiasm of information
sharing in the whole edge network. In order to address the above phenomenon, we
propose an incentive mechanism based on information attributed in the scheme to ensure
the motivation of information sharing among the edge nodes in the network.

One must add the properties for shared information before sending the message by
the information sender edge node.

m → {mtype, mquantity, mlimitation , mexpected, mreal} (17)

where mtype is the type of shared data, mquantity is the number of shared messages, mlimitation
is the timeliness of the shared messages, mexpected is the reward expected by the information
sender edge node, and mreal is the real reward provided by the information receiver edge
node for the information sender edge node.

The information sender edge nodes expect the following rewards.

mexpected =
n

∑
i=1

mexpectedi
(18)

where i is the number of information receiver edge nodes.
The demand for shared information is different for different types of information

receiver edge nodes. We assign different weights to the attributes of the information based
on the demand for shared information by information receiver edge nodes.

mreal =
n
∑

i=1
wtypei mtype + wquantityi mquantity

+
n
∑

i=1
wlimitation i

mlimitation

(19)

where wtypei + wquantityi + wlimitation i
= 1, wtypei is the weight of the i-th information

receiver edge node on the type of shared information, wquantityi is the weight of the i-th
information receiver edge node on the amount of shared information, and wlimitation i

is the
weight of the i-th information receiver edge node on the timeliness of shared information.

If the expected values of the information sender edge node and the information
receiver edge node satisfy Equation (20), it means that the information sharing reward is
provided successfully; otherwise, the information receiver edge node dynamically adjusts
the proportion among the weights of the shared information attributes so that they satisfy
Equation (20).

mexpected − mreal < 0.3 (20)

We design trustworthy incentive smart contracts to process real and trustworthy
incentive transaction information in the blockchain to achieve a trustworthy incentive net-
work environment without third party participation, ensuring fair, open, and transparent
incentive distribution among edge nodes.

5. Simulation Experiments

We simulated 15 edge nodes using VMware Workstation running 15 Ubuntu 19.04
virtual machines on 5 Windows 10 machines. All edge nodes have the same configuration:
Intel(R) Core (TM) i5-8250U processor at 2.13 GHZ and 2G of RAM. At the same time,
a private blockchain network based on both the DPoS consensus algorithm for the Ethereum
client and the RDPoS consensus algorithm for the Ethereum client on each virtual machine.

61



Sensors 2022, 22, 3426

5.1. The Experiments of IECDSA

We tested the Digital Signature Algorithm (DSA), the RSA digital signature algorithm,
and the IECDSA separately using the Bot-IoT Dataset collected by Koroniotis et al. [32].

As shown in Figure 3, the DSA, RSA, and IECDSA for digital signature time consump-
tion all show an increasing trend as the traffic information increases. The RSA is used to
sign traffic information, consuming 130 s when the number of traffic information points
reaches 100 and up to 2295 s when the number of traffic information points reaches 2000.
The DSA is used to sign traffic information, consuming 211 s when the number of traffic
information points reaches 100, and up to 3831 s when the number traffic information
points reaches 2000. The IECDSA is used to sign traffic information, consuming 0 s when
the number of traffic information points is 100 and only 5 s when the number of traffic
information points reaches 2000. In general, the DSA consumes the most time signing
traffic information and the IECDSA consumes the least time signing traffic information.

Figure 3. The time to sign information.

As shown in Figure 4, the DSA, RSA, and IECDSA algorithms all show an increasing
trend in time spent on digital signature verification as the traffic information increases.
The RSA is used to verify the traffic information signature, consuming 0 s when the number
of traffic information points is 100 and 2 s when the number of traffic information points
reaches 2000. The DSA is used to verify the traffic information signature, consuming 0 s
when the number of traffic information points is 100 and 3 s when the number of traffic
information points reaches 2000. The IECDSA is used to verify the traffic information
signature, consuming 0 s when the number of traffic information points is 100 and 9 s when
the number of traffic information points reaches 2000.

In summary, the time taken by the three digital signature algorithms to sign and verify
traffic information shows that the IECDSA algorithm has a huge advantage when it comes
to digital signatures. Although the IECDSA algorithm takes relatively more time to verify
the signature, the difference is within a few seconds. Hence, we proposed an intelligent
elliptic curve digital signature algorithm which is more advantageous when processing
information shared by edge nodes.
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Figure 4. The time to verify the signature information.

5.2. The Experiments of RDPoS

This section analyses the rationality of proxy node selection and the RDPoS consen-
sus algorithm.

Rationalization of proxy node selection: We chose four edge nodes with different
reputation values for experimental validation: Edge Node 1 (reputation value 0.8, trusted
status Good), Edge Node 2 (reputation value 0.6, trusted status Normal), Edge Node 3
(reputation value 0.3, trusted status Abnormal), and Edge Node 4 (reputation value 0.1,
trusted status Error). The overall score corresponding to edge nodes receiving 10, 20, 30, 40,
50, and 60 votes was analyzed. The node status change is shown in Figure 5.

Figure 5. Changes in nodes with different reputation states.

The nodes with Good status have an increasing rating as the number of votes increases,
and the nodes with Good status are always ahead of the nodes with Normal, Abnormal, and
Error status. The nodes with the status Normal have an increasing rating as the number
of votes increases, and nodes with the status Normal are always ahead of those with the
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status Abnormal and those with the status Error. The nodes with Abnormal status have an
increasing rating as the number of votes increases, and the nodes with Abnormal status
have a higher rating than the node with Error status. The nodes with the status Error have
a constant score of 0 as the number of votes increases. As the number of votes continues to
increase, nodes with high reputation values consistently score ahead of other nodes, and in
general, nodes with high reputation values are more likely to be selected as proxy nodes.

RDPoS consensus algorithm: We select four edge nodes as proxy nodes out of the
15 simulated edge nodes and use a random generator to vote against the others to ensure
that the voting is closer to the real voting scenario. The number of votes received by each
edge node after the 1st round of voting is shown in Table 3. The four edge nodes with
the highest number of votes were selected as proxy nodes for consensus based on the
voting results.

Table 3. Results of the 1st round of voting.

Account Edge Node Reputation Value Node Statu Number of Vote

0x511 . . . 6202c7 A 0.5 Normal 13
0xbc3 . . . 5a7abd B 0.5 Normal 4
0x61 f . . . f 6b828 C 0.5 Normal 22
0x59c . . . 976260 D 0.5 Normal 21
0xd88 . . . b33a21 E 0.5 Normal 23
0x f 7a . . . 0c927e F 0.5 Normal 0
0xe f a . . . d2eb37 G 0.5 Normal 3
0x23d . . . 0cb24 f H 0.5 Normal 0
0x929 . . . 7dace f I 0.5 Normal 6
0x640 . . . e0576b J 0.5 Normal 2
0x973 . . . 9d023 K 0.5 Normal 0
0xdd9 . . . b1364 L 0.5 Normal 6
0x72c . . . a8c5b M 0.5 Normal 0

0x f f f . . . 771332 N 0.5 Normal 4
0x5aa . . . e645cc O 0.5 Normal 0

Round 2 voting sets edge node C to abnormal status and the other edge nodes to normal
status. The 2nd round of voting is repeated for 30 rounds by voting on the basis of the
end of the 1st round of consensus. Figure 6 shows the ranking of edge node C among the
candidate nodes after voting by the DPoS consensus algorithm and the RDPoS consensus
algorithm, respectively.

Figure 6. Ranking of anomalous edge node C per round.
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From the ranking of edge node C in the 30 rounds of voting results, in the DPoS
consensus algorithm, edge node C was selected as a proxy node for consensus 10 times,
and the probability of an anomalous node being selected as a proxy node was 33.33%; in
the RDPoS consensus algorithm, edge node C was selected as a proxy node for consensus
only three times, and the probability of an anomalous node being selected as a proxy node
was 10.00%.

The RDPoS consensus algorithm effectively reduces the probability of malicious
nodes being selected in the process of selecting proxy nodes to ensure the security of the
consensus.

5.3. The Experiments of Incentive Mechanism

In this section, we analyze trusted incentive smart contracts and incentive mechanisms
based on information properties.

Trusted incentive smart contracts: Gas is finite for the users who need to consume it to
send transactions and to deploy smart contracts and execute them. As shown in Figure 7,
the deployment and execution costs of smart contracts vary linearly with the increasing
number of set rules in the smart contract. The cost of deploying a smart contract increases
as the number of rules in the contract increases, and the cost of executing a smart contract
increases as the number of rules in the contract increases. Because smart contracts only
need to be deployed once (paying for gas once on deployment) before they can be used,
and they need to pay for gas every time they are executed, we see in the experimental
results that their deployment cost is much higher than their execution cost. The red line in
Figure 7 is the block of maximum gas, which is set when the Genesis block is initialized.
It represents the maximum gas that a user is willing to pay to perform an operation or
confirm a transaction, and if the block maximum gas is exceeded, the block will be rejected
by the network.

Figure 7. Smart contract gas consumption.

Incentive mechanisms based on information property: We tested the proposed incen-
tive mechanism based on information properties by deploying trusted incentive smart
contracts in a simulated private blockchain network based on the RDPoS consensus algo-
rithm for the Ethereum client, and the test results are shown in Table 4.
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Table 4. Edge node information sharing results.

Edge Nodes
Amount of Information Shared

Incentive Mechanisms No Incentive Mechanisms

A 453 200
B 502 321
C 433 365
D 625 432
E 425 430
F 335 332
G 249 230
H 587 438
I 442 445
J 443 246
K 332 296
L 629 516
M 587 540
N 368 352
O 321 332

The experimental results show that 12 of the 15 simulated edge nodes with an incentive
mechanism based on information attributes share more information than that shared in
a normal case. The amount of information shared by edge node E, edge node I, and edge
node O is slightly lower than the amount of information shared in a normal case. On the
whole, the number of edge nodes sharing information under the incentive mechanism
based on information attributes is significantly higher than the amount of information
shared without the incentive mechanism. Thus, our proposed incentive mechanism based
on information attributes stimulated the edge nodes to share information.

Although the number of simulated edge nodes during the experiment is limited,
the above experimental results show that the blockchain-based privacy information security
sharing scheme in the IIoT proposed in this work ensures the enthusiasm of smart factories
in sharing private information under the premise of ensuring the security of private data.

6. Conclusions

In this work, we propose a blockchain-based privacy information security sharing
scheme in IIoT to improve the motivation of smart factories to share information while
ensuring the security of information sharing. Firstly, we propose an Intelligent Elliptic
Curve Digital Signature Algorithm to sign the information shared by the smart factory and
determine the ownership of the shared information. The algorithm not only protects the
security of the key but also outperforms similar signature algorithms in terms of speed.
Then, we propose a Reputation-based Delegated Proof-of-Stake consensus algorithm, which
reduces the probability of malicious nodes being selected as proxy nodes and improves
the security of data consistency among smart factories. Finally, we propose an incentive
mechanism based on information attributes, and the amount of information shared by smart
factories is significantly improved under the condition of using this incentive mechanism.

The scheme presented in this article was tested by the VMware Workstation, which
affects the experimental results to a certain extent. In future work, we should test the
proposed solutions on a real local area network. Although the incentive mechanism based
on information attributes promotes the sharing of private data between smart factories
to a certain extent, it ignores the competitive relationship among smart factories, and the
introduction of game theory could be considered to improve the incentive mechanism in
the future.
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Appendix A. The Data Storage of Block

The block storage structure is shown in Figure A1. The block is divided into two parts:
the block header, which consists of three sets of metadata: index data, consensus data, and
transaction data, and the block body, which stores information shared by edge nodes in the
form of the Merkle tree.

Figure A1. The storage structure of block.

The Merkle tree is generated by Equation (A1).

Y = Hash(xi, xj) (A1)

where the length of Y is fixed. If one of the values of xi and xj changes, then the value of Y
will also change.

Equation (A1) guarantees that any combination of two inputs will have a unique
output value corresponding to it. It is impossible for an attacker to invert the values of xi
and xj based on the value of Y.

The Merkle tree is divided from the bottom to the top into leaf nodes, intermediate
nodes, and root nodes.

Leaf nodes: The hash value of the leaf node is obtained by hashing the data cell as a
parameter. If the data block to be processed is an odd number, the last data cell needs to be
copied so that the Merkle tree always remains a full Merkle tree.

Mi = H(mi) (A2)
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Intermediate nodes: The hash of an intermediate node is the hash of the sum of its
two child node hashes, calculated by Equation (A3).

Mij = H(mi + mj)

= H(H(mi) + H(mj))
(A3)

Root node: The hash value in the root node is the hash value of the root of the Merkle
tree, which is also stored in the block header.
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Abstract: Blockchain is a modern technology that has revolutionized the way society interacts
and trades. It could be defined as a chain of blocks that stores information with digital signatures
in a distributed and decentralized network. This technique was first adopted for the creation of digital
cryptocurrencies, such as Bitcoin and Ethereum. However, research and industrial studies have
recently focused on the opportunities that blockchain provides in various other application domains
to take advantage of the main features of this technology, such as: decentralization, persistency,
anonymity, and auditability. This paper reviews the use of blockchain in several interesting fields,
namely: finance, healthcare, information systems, wireless networks, Internet of Things, smart grids,
governmental services, and military/defense. In addition, our paper identifies the challenges to
overcome, to guarantee better use of this technology.

Keywords: blockchain; review; finance; healthcare; information systems; wireless networks; Internet
of Things (IoT); smart grids; governmental services; military/defense

1. Introduction

Blockchain is a revolutionary paradigm that has introduced new concepts into securely
sharing data and information. This modern technology consists of a chain of blocks
that allows to securely store all committed transactions using shared and distributed
networks [1,2]. To fulfill this goal, several basic technologies are adopted, such as the
cryptographic hash function, distributed consensus algorithms, and digital signatures.
All transactions are carried out in a decentralized way, removing the need for any mediators
to confirm and verify them [3]. Blockchain has some key characteristics [4], such as:

• Decentralization: In the blockchain, a transaction can be performed between any two
entities/actors without the need for central authentication. As a result, the use of
blockchain can dramatically cut server expenses while also alleviating performance
constraints at the central server.

• Persistency: it is nearly impossible to tamper with the system because each transaction
must be validated and recorded in blocks dispersed across the whole network.

• Anonymity: With a created address, each user can communicate with the blockchain
network. Furthermore, a user could generate a large number of addresses in or-
der to protect his/her identity. It is (worth mentioning that just a few blockchain
implementations offer anonymity. The majority of them are pseudonymous).

• Auditability: users can easily check and trace prior records by accessing any node
in the distributed network because each transaction is confirmed and stored with
a timestamp.
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Blockchain was initially proposed for supporting the well-known cryptocurrency,
Bitcoin [5]. However, during the last few years, blockchain was adopted in several new
fields far beyond cryptocurrencies [6], including healthcare [7], intelligent transportation [8],
and Internet of Things (IoT) [9]. Indeed, thanks to its ability to increase fairness and
transparency and to help organizations save money and time, this technology is influencing
a wide range of industries [10], ranging from basic individual entertainment activities to
the management of critical and sensitive affairs of governments and states.

In this paper, we mainly focus on recent studies related to the incorporation of blockchain
technology in modern applications, by comprehensively discussing the advantages and
challenges related to the proposed solution. By doing so, we provide a survey on the use of
blockchain in some modern applications (Figure 1 and Table 1):

• Financial Activities (Section 4);
• Healthcare (Section 5);
• Information systems (Section 6);
• Wireless networks (Section 7);
• Internet of Things (Section 8);
• Smart grids (Section 9);
• Governmental services (Section 10);
• Military and defense (Section 11).

Figure 1. Blockchain application domains covered by this survey.

Table 1. Some examples of the use of blockchain technology in different fields.

Domain Sub-Domains Details

Finance [11–13]

Crowdfunding
Without the exorbitant fees charged by lawyers, creators obtain

greater support for their initiatives with cheaper fees and
overall costs.

Money transfer
Companies attempt to address a variety of concerns with this

technology, including high transfer costs, limited money
distribution methods, etc.

Healthcare [14–16]

Patient-centric health records
Developing a blockchain-based medical record system that can

serve as a single, encompassing representation of a patient’s
data.

Staff credential verification
Blockchain technology can be used to track the experiences of
medical experts, allowing trustworthy medical institutions to

document the credentials of their employees.
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Table 1. Cont.

Domain Sub-Domains Details

Information systems [17–19]

Preserving data integrity
The blockchain provides a secure, autonomous,

and cost-effective proof-of-concept system that ensures that
entries cannot be removed or changed.

Cost efficiency and accuracy Blockchain technology can reduce costs and increase accuracy
while exchanging and storing vast amounts of data.

Wireless networks [20–22]
Security

Blockchain allows for secure communication with advanced
wireless network technologies, such as edge computing,

network slicing, open-source APIs, virtualization, etc.

Access control In wireless networks, blockchain technology provides
a technique for anonymous access control.

Internet of Things [23–25]

Enhanced security
Blockchain offers a layer of security by encrypting data,

eliminating single points of failure, and allowing users to
rapidly discover the weakest link in a network.

Reduced costs
The entire ecosystem may be made proactive at a lower cost by
automating transaction validation and processing procedures

on blockchain.

Smart Grids [26–28]
Renewable energy To avoid double-counting, renewable energy certificates are

recorded and awarded in real-time and automatically.

Peer-to-peer trading Automated smart contracts are used to sell excess renewable
energy to other network participants.

Governmental services [29,30]

Registries
Using blockchain-based distributed ledgers to manage

registries give the necessary transparencies to reduce fraud
while also allowing for real-time modifications.

Administration
Blockchain-based administration solutions allow for real-time
collaboration across a wide range of stakeholders while also

providing the necessary transparency.

Military and defense [31,32]

Marine aviation Better tracking of aircraft replacement components, resulting
in decreased operational costs.

Logistics, procurement,
and finance

The blockchain may be used to manage and register goods and
services and it can be used to verify and register all financial

transactions, improving efficiency.

For each domain aforementioned, we propose some related examples for the use of
the blockchain technology while focusing on the corresponding benefits, limitations, and
challenges. In Section 2, we present a quick summary of similar survey articles about
blockchain technology that have been published between 2020 and 2022. In Section 3,
an overview of the blockchain architecture is provided. Section 12 lists the main open
challenges related to the use of blockchain technology. Section 13 presents a general
conclusion of the paper.

2. Related Surveys

In this section, we provide a concise summary of nine related survey articles dealing
with the use of blockchain technology in modern applications that have been published
between 2020 and 2022.

An assessment of blockchain applications in smart grids with regard to cyber security
perceptions and energy data protections was published in [33]. The authors discussed how
big data and blockchain might help tackle major security challenges in smart grid scenarios.
The researchers then identified a number of recent blockchain-based research papers that
had been published in various journals, as well as examined security risks with smart grid
technologies. They talked about a number of other recent practical designs, experiments,
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and products. Finally, they discussed some of the most pressing research issues as well as
potential avenues for utilizing blockchain to address smart grid security challenges.

The writers of [34] conducted a survey and tutorial on blockchain applications in IoT
systems. Based on the most important aspects, they suggested a blockchain taxonomy
for IoT applications. They also looked at the most popular blockchain systems for IoT
applications. They talked about how blockchain technology can be utilized to expand
the range of IoT applications. Furthermore, they focused on new advancements and
solutions for the IoT context. Finally, they discussed the obstacles and future research
objectives for blockchain applications in IoT.

By assessing, arranging, and summarizing the literature, the authors of [35] offered
a comprehensive overview of blockchain technology’s role in tackling supply chain and
logistics-related concerns. The proposed study demonstrated that blockchain technology
may transform the supply chain and logistics services into secure, flexible, trustworthy,
and transparent operations. The advantages of blockchain technology in giving provenance
and traceability to crucial products are highlighted through an imagined application scenario.

The research [36] provides an overview of blockchains, including their construction,
consensus techniques, and other topics. It compares algorithms based on their useful-
ness and drawbacks. The importance of blockchains in the sectors of smart healthcare,
smart grids, and smart financial systems is also discussed in this study. Overall, this
paper provides an overview of the blockchain domain’s numerous protocols, algorithms,
applications, difficulties, and potential.

The study provided in [37] focused on the potential applications of blockchain in future
transportation systems that will be combined with connected and autonomous cars, in order
to offer a general review of the current related literature and research activities on this
subject. In addition, the writers focused on the problems, roadblocks, and future research
areas associated with blockchain implementation in this context.

The writers of [38] provided an in-depth examination of blockchain technology’s
evolution, architecture, development frameworks, and security concerns. They also gave
a comparison of frameworks, a categorization of consensus methods, and an examination
of security threats and cryptographic primitives employed in the blockchain. Finally, they
discussed critical future possible extensions and open research issues that researchers may
investigate in order to make more progress in this field. The authors took a broad approach
in this research and did not focus on the use of blockchain in any specific domains.

The paper [39] provides a comprehensive overview of blockchain technology’s appli-
cations and use cases for securing and trusting smart systems. Readers of this article will
gain a solid understanding of blockchain technology’s applications and use cases.

The authors of [40] proposed a complete overview of blockchain applications, archi-
tectures, methodologies, and research issues in Industry 4.0. They presented a blockchain
reference architecture for smart manufacturing, which drove their discussions on how to
deploy blockchain technology to smart factory and smart supply chain applications. The au-
thors covered only a limited number of limitations, namely, throughput and scalability;
system integration, and privacy and security.

The authors of [41] proposed a taxonomy that incorporates both technical and ap-
plication information and could help academics construct blockchain-based multimedia
copyright protection systems. The study also explored several technical issues and sug-
gested future research directions.

A summary of the previous studied survey articles is provided in Table 2. By studying
these survey articles, we noticed that most concentrated on a few application domains
in each article and did not provide enough details about the issues and challenges faced
in the considered fields. For this reason, our paper aimed to cover a larger number of
application fields and provide more insights into the problems and difficulties encountered
in these domains.
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Table 2. Summary of related surveys.

Ref. Year Domain Goals Limitations

[33] 2022 Blockchain for smart grid and
energy trading

An assessment of blockchain
applications in smart grids with

regard to cyber security perceptions
and energy data protections.

The authors concentrated only on
security aspects and neglected other

possible issues related to the use
of blockchain technology.

[34] 2022 Blockchain for IoT systems

A survey and tutorial on blockchain
applications, advancements,

solutions, obstacles, and future
research objectives for IoT systems.

The authors focused on a single
application of blockchain

technology (in the field of IoT
systems).

[35] 2022 Blockchain for manufacturing
supply chain and logistics

Comprehensive overview of
blockchain technology’s role
in tackling supply chain and

logistics-related concerns.

The authors focused on a single
application of blockchain
technology (in the field of

manufacturing supply chain and
logistics).

[36] 2021 Approaches toward blockchain
innovation

Overview of blockchain and its
importance in the sectors of smart
healthcare, smart grid, and smart

financial systems.

Only a few applications of
blockchain technology were

considered and a few challenges
were covered.

[37] 2021 Blockchain for transportation
systems

A survey on the use of blockchain
technology for improving the

operation and security of
transportation systems.

Only one application of blockchain
technology was considered and few

challenges were covered.

[38] 2021 Blockchain evolution

In-depth examination of blockchain
technology’s evolution, architecture,

development frameworks, and
security concerns.

Adoption of a generic approach
concerning the use of

the blockchain; no specific
application domains were covered.

[39] 2020 Blockchain-based smart systems

Comprehensive overview of
blockchain technology’s

applications and use cases for
securing and trusting smart

systems.

Few details provided concerning
the application fields and

the corresponding challenges.

[40] 2020 Blockchain for Industry 4.0

A comprehensive review on
blockchain in Industry 4.0
architectures, techniques,

applications, and challenges.

A limited number of issues and
challenges covered, such as

throughput and scalability, system
integration, and privacy and

security.

[41] 2020 Blockchain-based protection of
multimedia

Taxonomy incorporating technical
and application information for
constructing blockchain-based

multimedia copyright protection.

Not enough details about possible
challenges and eventual issues
related to this topic have been

provided.

3. Blockchain Architecture

A blockchain is a continuously expanding collection of data blocks linked together
to form a long chain [42] as described in Figure 2. This network of connected data blocks
represents a distributed ledger that is disseminated over a peer-to-peer network [43]. A dis-
tributed ledger contains a collection of digital data that are synced, replicated, distributed,
and shared through a peer-to-peer network. Each device linked to the network main-
tains the latest version of the common ledger, i.e., each peer in the network has a copy of
the ledger that is identical to the other. The ledger is mainly characterized by its safety,
and the database can be expanded only by the addition of new blocks to the chain. Changes
to records that have already been registered to the chain are computationally impossible.
As a result, a primary benefit of the described distributed ledger is its decentralized nature.
Indeed, there is no central authority that controls the ledger; however, each node updates
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its ledger when a new block is added to the blockchain, using a joint consensus mecha-
nism [44]. Moreover, in the blockchain, and especially in the cryptocurrency networks,
the authenticity of data is frequently verified by an asymmetric encryption technology
known as public-key cryptography (PKC) [45]. In this technology, both the transmitter and
receiver have a pair of keys consisting of a public key and a private one [46]. The private key
is exclusively accessible to the nodes that created it, whereas the public key is spread rather
freely throughout the network. The sender encrypts the data using the receiver’s public key.
Since data are encrypted using the receiver’s public key, they can only be decrypted using
the receiver’s private key. Furthermore, in the case of sending transactions on a blockchain
network, a transaction is deemed complete only after it is digitally signed. Following that,
the transaction is signed by the sender using his private key. For the receiver, the transac-
tion’s authenticity i.e., the sender‘s’ identity, can be checked using the associated public
key (belonging to the sender). This way, all transactions are automatically checked and
authenticated by nodes and the network rejects any unauthenticated transactions. Please
note that on a blockchain network, an authentic, mined transaction is irreversible [47].

Figure 2. Blockchain general architecture.

Actually, it is difficult to alter the data contained in blocks thanks to the cryptographic
qualities of the blockchain. Practically, the blocks are connected via a hash reference since
each subsequent block carries the previous block’s hash value in addition to the actual
block’s hash value (Figure 2). Generating a hash value is feasible through the use of a math-
ematical and sophisticated cryptographic hash algorithm, which accepts any input type
and outputs a fixed-length number termed as the hash value. The primary characteristic of
a hash function is that if a single fraction in the input is changed, the entire value in the out-
put will be altered [48]. Consequently, if an attacker attempts to edit data in Block 1 (B1)
for instance, the hash value of that block (B1) will be modified in the following block (B2),
and so the intruder will have to modify the hash value of that block. Moreover, because B2
curries the hash of B1, any modification in the hash will alter the hash value of B2 in B3.
As a result, if someone wants to modify a block, he or she must modify the data for all sub-
sequent blocks on the blockchain. Additionally, even if the hash value of a block is known,
calculating the hash function’s input is difficult due to the hash function’s non-invertible
feature [46].

The next question is how to add new blocks to the network. Indeed, if we take
the special case of the bitcoin cryptocurrency, there are particular types of nodes called
“Miners” that are responsible for building new blocks in the chain [47]. The miner’s job
is to update (from prior transactions) the records of the blockchain public ledger. Any
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network node could be a miner. It takes miners hours to create a new block because
they must resolve a mathematical puzzle called “Proof of Work” (PoW). Several miners
can work in parallel to add a new block. Nevertheless, only one miner can add a novel
block at a moment. The first miner to solve the PoW problem can mine that new block.
To address the mining PoW problem, huge computing power is needed. We could break
down the whole process into multiple steps:

• To begin mining a new block, a miner gathers transactions from the shared network
and organizes them in a block.

• The miner will verify the blockchain’s prior hash value and deposit it with the trans-
actions in the intended new block.

• The miner will obtain and save in the same block a variable called “nonce” (Figure 2).
This variable value can be altered at any time by the miner.

• The miner will now investigate the network’s PoW puzzle. The problem consists of
finding, for the whole new block, a special hash value starting with several zeros.
This special hash value can be found by changing the nonce value which is the only
parameter that the miner can modify. Once the miner discovers the same amount
of beginning zeros for a given nonce value, he/she can broadcast the answer to
the network and demonstrate that he/she succeeded in mining a new block. Note
that the number of successive zeros indicates the mining difficulty level.

The nodes of type miners are also responsible for verifying all data contained within a block.
To this end, the data of one block are saved with the shape of a Merkle tree, which represents
a particular data structure in the form of a hash-based tree (Figure 2). Trees make data verification
simple. Consider using the hash function of all transactions, not the structure of the Merkle tree.
If a single transaction is altered, the entire hash result will be modified, making it impossible to
detect the altered data. However, using the particular structure of the Merkle tree, we can see
at any fraction of the tree which part delivers the erroneous hash value. Assume an attacker
alters transaction Tx-3. As a result, we can easily detect that only the right side of the Merkle
tree gives incorrect hash outputs. Because the hash values of Tx-3 and Tx-4 will be erroneous,
we do not need to check Tx-1 and Tx-2. Consequently, the Merkle tree is extremely useful for
data verification in peer-to-peer distributed systems [49].

4. Blockchain for Financial Activities

Blockchain technology has been massively used in the financial and economic sec-
tors [12,13]. For instance, it has been used for the settlement of financial market transactions,
trade finance, insurance, real-time money transfer, cross-border payments, etc. Bitcoin
was the world’s first decentralized cryptocurrency and a payment system not backed by
a central bank. Without the need for an intermediary, transactions are performed directly
between users through the P2P network [50] (Figure 3). Other cryptocurrencies, such as
Bitcoin Cash, Ethereum, Ripple, and Dash are also available. The conventional cross-border
payment system is based on the banking system, which has the disadvantages of being
expensive, time-consuming, and less secure. However, by using blockchain to rebuild this
payment system, all of these constraints may be efficiently solved [51]. Asset ownership
(e.g., car, house, stocks, etc.) can be recorded, transferred, and verified using blockchain
technology, as well as the integrity and validity of sensitive documents or data. The
authors in [52] presented an extensive analysis of the differences between the main known
cryptocurrencies in terms of release date, founder, the hash algorithm used, and the lan-
guage used to develop it. Another interesting comparison between cryptocurrencies and
the technology-based of blockchains and distributed ledgers behind them is found in [53].
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Figure 3. Illustration of the differences between the classic banking system (left) and the blockchain
system (right).

Even though the use of blockchain technologies in the economic and financial fields
appears to be highly promising, it still has a number of limitations [54,55]:

• Blockchain is too slow since it only allows for eight transactions per second. As a
result, it has a significant disadvantage over the current third-party payment system
Alipay [56], which can handle hundreds of transactions per second.

• If a private key or password is lost or disclosed, the blockchain system is impossible
to recover, resulting in irreversible loss of consumer assets.

• Despite the fact that the blockchain is theoretically tough to crack violently, the risk of
a data breach still exists.

• People still have a limited grasp and acceptance of blockchain technology, making
it difficult to identify genuine and useful blockchain financial solutions.

• The lack of a centralized structure has made money laundering, fraud, and tax evasion
more convenient, while also making supervision and control more complex.

5. Blockchain for Healthcare

Despite the significance of medical data sharing, health systems usually compel
a patient to collect and exchange his/her medical information with medical staff, either
in print form or electronically on some storage devices. This method of distributing medical
records is inefficient since it is slow, insecure, and incomplete. Moreover, it is “provider-
centric” instead of being “patient-centric”. The inefficiency of this sharing method is mainly
due to the lack of credibility between healthcare institutions and the lack of interoperability
between the different IT platforms used by these institutions. According to [57], healthcare
interoperability should cover three main levels, namely: foundational, structural, and
semantic. This interoperability issue may be solved using blockchain technology [58,59].
Indeed, with blockchain implementation, patient medical information will be shared with
necessary permissions using smart contracts for controlling operations, such as the change
of viewership rights or the creation of new records. Next, we consider some examples of
the use of blockchain technology in the healthcare field [60] (Figure 4):

• Patient identity: Patient identification [61] is a critical component of health informa-
tion exchange. According to [61,62], medical errors cause 195,000 deaths every year
in the USA, with identification problems accounting for 57% of the total number of
errors. In such a situation, blockchain technology can impose a verifiable standardized
identity for each patient through a universal patient index database, which may be
shared between all healthcare facilities [63].
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• Health records: Generally, the classical computerized centralized systems [64–66]
do not address the root of the patient data sharing problem. However, thanks to
blockchains [67–69], a patient may simply collect his/her medical history without
asking for a copy from each provider he/she has visited. In this way, the blockchain
technology allows for the creation of widely secure and accessible data distribution
services that interface with different existing healthcare systems. Moreover, due to
the use of a blockchain, data sharing between the patient and the doctor becomes
easier and more secure [70].

• Telemedicine: Patients who are connected to the internet can avoid spending time
in the healthcare center and receive fast treatment for small but critical problems.
However, distant medical professionals may be unable to continuously access health
data obtained during telemedicine treatment episodes, resulting in an incomplete
medical history and putting the overall quality of care at risk. As a result, in this
situation, the blockchain technology [71–74] can bridge the communication gap be-
tween different providers by eliminating the need for third-party authorities and
empowering engaged participants to interact directly.

Figure 4. Blockchain for healthcare.

At this level, it is worth noting that the ability to store and handle large volumes of
patient health data, ensure privacy and reduce operational costs are all requirements for
implementing blockchain in healthcare [75–77].

6. Blockchain for Information Systems

An information system [78] is a collection of many different types of data that ensures
the achievement of a business goal. Information systems are not really stand-alone IT
business models. Integration with data and business processes, on the other hand, is
a critical part of successful implementation. As a result, it is indeed easier to visualize
the information system as a triangle. Processes, people, and computers are represented by
the three elements of this triangle. To be successful, an information system must have all of
these components working properly. The choice to integrate blockchain technology into
information systems allows organizations to benefit from the vast array of applications and
advantages that blockchain offers [79–81] (Figure 5).
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Figure 5. Blockchain for information systems.

Businesses, governments, and other organizations that maintain information systems
sometimes rely on third-party agents or technologies to complete certain tasks. This neces-
sitates the existence of a trust network among the partners involved, which is even more
important when sensitive information is involved. Blockchain allows for improved and
more secured integration of third-party products [82–85], while reducing the danger of
revealing sensitive information to such parties. In addition, interoperability [86–88] fosters
the promotion and acceptance of blockchain by providing a common way for involved
agents to interact with one another via blockchain transaction ledgers and integrated
networks, ensuring the validity of each engaged party.

Because blockchain is designed to be decentralized, it is an excellent contender for
validating data and ensuring the transactions integrity. The adoption of the notion of
“smart contract” [89–92] is one way to ensure transaction integrity. The purpose of smart
contracts, as the name implies, is to allow the use of blockchains to ensure that two parties
have an agreement being specifically composed into lines of code. This latter controls
the execution, and exchanges are trackable and irreversible. If necessary, the blockchain
could be utilized to resolve any disagreements that arise by confirming the authenticity of
digital signatures in a safe, decentralized manner.

The fascinating utility of information systems, blockchain, and supply chain integra-
tion has been discovered for a range of businesses [93–95]. For example, many businesses
consider product provenance to be critical. Blockchain can help track a product’s origins
more readily due to local regulations, preferences, tax reductions, and other incentives
to identify provenance tracking. The entire supply chain, including logistical factors, can
benefit from provenance. An item can be officially confirmed at any time, and transac-
tions cannot be falsified or altered for the purpose of deceiving the final consumers of
the products [96–98].

In conclusion, there are several considerable advantages to the use of the blockchain
technology in the commercial world. However, there is a real significant risk that for
many small- and medium-sized enterprises, the overhead costs of implementing integrated
blockchain technology would be prohibitive and almost infeasible.

7. Blockchain for Wireless Networks

Wireless applications, such as broadband internet connections, mobile smartphones,
and internet of vehicles [99,100] all require radio spectrum [101], which is precious and re-
stricted resources. Wireless networks, such as cellular and Wi-Fi, are the most cost-effective
ways to provide broadband internet access, particularly in low-income areas and emerging na-
tions. As a result, diverse spectrum management regimes are needed to optimize advantages
from the utilization of the available spectrum by mandating efficient spectrum usage while
minimizing interference between consumers [102]. The traditional spectrum management
regime has two major drawbacks. First, large portions of the licensed spectrum are under-
used. Second, this command-and-control spectrum management regime is slow to respond
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to market and technology changes [103]. Spectrum sensing [104], supporting secondary
spectrum trading marketplaces [105], spectrum sharing [106], and policy enforcement [107]
are all possible uses for the blockchain technology in spectrum management [108].

Blockchain technology may be used to create a secure spectrum sensing system as
well as enable collaborative sensing, both of which improve the accuracy of spectrum
sensing data. Mobile network operators can use spectrum sensing to combine available
empty frequencies with their licensed frequencies to boost network capacity. Collaborative
sensing, which includes fusing the sensing findings from a number of secondary sensors or
users, can ensure the efficiency of spectrum sensing outcomes. The blockchain was first
used as a peer-to-peer payment system. As a result, it naturally lends itself to the creation of
a full-spectrum payment system based on digital currency that can be quickly converted to
fiat currency. The blockchain technology can be used to accomplish the many functions of
a geolocation database as well as the needs of spectrum management. The use of blockchain
to actively store information about unoccupied spectrum bands and user geolocations is
expected to increase spectrum access and utilization efficiency as well.

A secure spectrum sensing technique based on blockchain is presented in [109] to
increase the energy efficiency and sensing accuracy of cognitive wireless networks at
the same time. The mechanism can adapt to changes in the environment and adjust
the number of nodes engaging in cooperative sensing in real-time, as well as evaluate
the dependability of sensing nodes in real-time and calculate the node’s trust value using
an evaluation algorithm. Not only does the system record each node’s energy consumption
and sensing performance, but it also remembers the trust value of a single node. The trust
value is recorded in the blockchain’s reliability list, which is encrypted by the blockchain’s
management center to ensure that each node matches its own trust value. The suggested
algorithm in this research may take into account both energy efficiency and sensing accuracy,
extending the working life of cognitive wireless networks, according to experimental data.

Blockchain technology and reputation system were introduced into the spectrum
sensing method in this research. A new secure spectrum sensing approach is presented.
The user’s direct reputation and referral reputation are both evaluated in this security
sensing method. When a cooperative node asks for access to a certain frequency band,
it must first determine whether the band is available. It will send a suggestion request to
the fusion center if it is unresponsive. The sensing findings are more accurate in order to
prevent collusion attacks and malicious node behaviors. The historical sensing records
in the database and the distance of interaction history are regarded as a public ledger using
blockchain technology, which can be shared by each neighbor node and no node in this
situation can change the ledger information.

Spectrum management using blockchains is a new application with a lot of oppor-
tunities and challenges. Spectrum sensing and geo-location databases are the two main
technologies used for providing dynamic spectrum access. Previously, these approaches
were viewed as separate strategies in previous research. Because blockchain is a database
technology, it may be used to create a unified method in which spectrum sensing techniques
and geolocation database technology work in tandem. A more robust dynamic spectrum
management framework will arise from combining these two spectrum access strategies.
It is also necessary to investigate the integration of blockchains with the communication
networks. The blockchain network could be set up as an overlay on top of the commu-
nication network, allowing communication network nodes to operate as complete nodes
on the blockchain network. This network structure, however, is energy-intensive and
necessitates a specialized control channel for transferring blocks and transactions over
blockchain networks [110]. The possible applications of blockchain technology for wireless
networks are illustrated in Figure 6.
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Figure 6. Blockchain for wireless networks.

8. Blockchain for Internet of Things

The Internet of Things (IoT) [111–113] is the linking of smart devices for data collection
and intelligent decision-making. Yet, IoT is prone to privacy and security risks due to
the absence of inherent security measures. The dispersed and centralized architecture
of the Internet of Things is a significant challenge [114–116]. Every node in an redIoT
infrastructure is typically a potential point of weakness that could be used to start cyber
assaults. Data confidentiality and authentication are other continuous and serious threats.
IoT data could be hacked and misused if data security is not established [117]. Data
integrity is another issue for IoT. Decision support systems are one of the most important
IoT applications. As a result, protecting the system from injection attacks, which attempt
to insert bogus measures and, thus, impact decision-making, is critical. For automated
systems, such as manufacturing sectors and vehicular networks [118], which handle real-
time data, availability is crucial. The inclusion of a publicly verifiable audit trail that is not
reliant on a trusted third-party is essential, as it addresses all of these issues. Blockchain
may assist in solving major security concerns in IoT with its “security by construction”
feature [119,120].

Blockchain is the final piece of the puzzle in resolving IoT privacy and dependability
issues. The blockchain’s inherent trustless, autonomous, and decentralized characteristics
make it suited for use in a variety of scenarios. The blockchain technology, for example,
may store a permanent record of smart gadgets [121,122]. Furthermore, the implementation
of smart contracts may allow smart devices to perform autonomously, avoiding the need
for human control or centralized authority. In addition, blockchain can establish a secure
means for smart devices to communicate with one another [123,124].

The contribution in [125] can be viewed as a generic solution that can be used in any
field of the IoT environment. Indeed, the authors of this paper developed a mechanism
that would allow sensors to trade Bitcoin for data. Every node has a unique address that
corresponds to the Bitcoin pub-key. When a user needs data from a sensor after locat-
ing it in a sensor repository, he sends a transaction directed to that sensor’s public key.
The sensor will reply by sending a transaction containing data to the client. This strategy
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is an extension of the solution provided in [126]. The Enigma framework [127] offers yet
another intriguing solution. The latter makes use of a completely comparable concept—
distributing data over multiple nodes while separating data from its references. Further-
more, in addition to making it difficult to reconstruct the original form of data, Enigma
offers an extra layer of protection by encrypting such data chunks. As a result, Enigma is
a P2P network that allows several participants to store and process data at the same time
while maintaining privacy.

To summarize, the usage of blockchain for IoT applications provides excellent levels
of security, which prevent unwanted data access (Figure 7). Yet, scalability [128] is still
an open question since the blockchain can grow in size over time, making it difficult to
acquire and save the ledger.

Figure 7. Blockchain for Internet of Things.

9. Blockchain for Smart Grids

A smart grid [129–132] is a digital communications-based electrical network that
provides for the two-way flow of electricity and data, and also the identification, reaction,
and avoidance of changes in usage and other difficulties. Current smart grids integrate
communication and control techniques into power networks, allowing for considerable
gains in energy efficiency and system safety. Traditional centralized techniques of managing
smart grids pose significant hurdles. For instance, the centralized control method creates
a dangerous single point of failure for the whole grid. In addition, many security issues
have been growing and external security assaults could result in significant financial losses.
To overcome these limitations, the use of blockchain technologies is considered a good
choice in several research and industrial projects [133–135]. Indeed the use of blockchain
for smart grids may have the following advantages (Figure 8):

• The blockchain has the potential to turn centralized grid administration into dis-
tributed intelligent administration.

• In terms of energy trading, a smart grid with blockchain technology can achieve
optimum data flow and cash flow.

• Because of its decentralization and fault tolerance, blockchain can dramatically im-
prove the privacy and security of power grids.
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Figure 8. Blockchain for smart grids.

Incorporating cryptocurrencies for payment is one of the most important applications
of blockchain for smart grids. BASNederland was the first company to use Bitcoin as
payment for energy bills. This prompted numerous additional companies to develop
blockchain-based billing and metering services, with several of them offering incentives
to consumers who pay with cryptocurrency. For instance: Bankymoon in South Africa
using Bitcoin, Spectral, and Alliander in the Netherlands using Jouliette, PowerLedger
in Australia using Sparkz, LO3Energy, and ConsenSys in the USA using Ethereum, etc.

Electric vehicles [136,137] can be thought of as mobile power grid terminals that
perform key services. This is known as V2G technology, and it has the potential to increase
the power grid’s reliability, efficiency, and stability. Electric vehicles, on the other hand,
are not properly linked with smart grids, and there are a number of issues, such as energy
shortages, security hazards, and data leakages. In this context, excessive charging loads
and unsteady voltage in electric vehicles can be addressed with blockchain technology,
as shown in [138,139]. In addition, using blockchain to connect smart grids and electric
vehicles can lead to cost optimization through the use of smart contracts. Furthermore,
using blockchain technology to connect smart grids and electric vehicles might reduce costs
using smart contracts, as proposed in [140].

Although the use of blockchain technology for smart grids appears to be promising,
as previously demonstrated, there are still hurdles in entirely converting to this new
technology. For instance, re-architecting presents grid networks; implementing blockchain
in the smart grid necessitates large infrastructural expenses, which will probably make grid
operators hesitant to incorporate blockchains into their grid structures.

10. Blockchain for Governmental Services

Despite the fact that e-government initiatives have attempted to provide public ser-
vices that are more straightforward, distributed, and adapted to the needs of inhabi-
tants [141], they have never truly altered the functions of government agencies in record-
keeping and management. One of the most important benefits of blockchain technology is
the ability to promote direct interactions between government agencies, citizens, and busi-
nesses. As a result, blockchain technology has the potential to redefine how governments
engage with individuals and each other, forcing public administrations to reconsider their
roles in providing public services [142].

Governments might use this technology to take on supervisory functions over ex-
changes in a blockchain-based infrastructure. Blockchain has the potential to eliminate
a considerable portion of the administrative functions that governments currently play in so-
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ciety, necessitating a shift in the governance of (public) service supply. This has the potential
to change existing institutional frameworks, such as legal and public institutions [143].

Next, we provide a short overview of the adoption of blockchain technology by
different governments in the world (Figure 9):

• China: the Chinese government declared that it would begin employing blockchains
in invoice issuance and tax collection.

• Japan: The Japanese government announced that it will be experimenting with
a blockchain-based system for handling government tenders. The technology consists
of allowing users to obtain information electronically, such as tax payment documents.

• USA: the US government was looking for contractors to evaluate how blockchain
technology may be incorporated into its contract bidding mechanism.

• Britain: The incorporation of blockchain technology into governmental operations
in the United Kingdom was offered as an interesting case study. The main concept
behind blockchain use is to automate the registration and payment of government
grants and perks.

• Estonia: blockchain technology has been integrated by the Estonian government in
official announcements, digital court files, property registries, succession registries,
business registries, etc.

• Sweden: the Swedish government has begun to explore the use of blockchain technol-
ogy to support real estate transactions.

Figure 9. Blockchain for governmental services.

More research on the influences of these blockchain topologies on the technology–
institution interface is required. Adopting blockchain technology for public services could
result in not just a shift in the function of governments, but also a loss of jobs and a worsen-
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ing of the digital divide. To minimize unforeseen repercussions when using this technology
in the public sector, researchers should conduct research to compile a list of these effects.
Finally, a study into public administration opinions toward blockchain technology could
hasten its implementation.

11. Blockchain for Military and Defense

Military leaders who embraced cyber technology in the 1990s and early 2000s are now
attempting to address the massive vulnerabilities that those same digital technologies pro-
duced [144,145]. Decades of hacking and exploiting cyber security systems have repeatedly
proven how a determined cyber attacker may compromise military and civilian networks.
The threat of sophisticated weapon systems being harmed or disabled by non-kinetic
impacts have forced militaries to develop a long-term and ideally cost-effective defense for
military systems [146]. Blockchain, and its as-yet-untested military uses, have the ability
to shift the security vulnerabilities of some cyber systems from a single-point-of-failure
vulnerability model, in which an attacker only needs to compromise one node to violate
the system, to a majority-compromised vulnerability model, in which a malicious actor
cannot exploit a single point of failure. The adoption of blockchain in the military field
may cover the following aspects (Figure 10): (1) intrusion detection; (2) infrastructure
monitoring; (3) battles management; (4) UAV management; (5) supply chain management;
(6) encrypted communications.

Figure 10. Blockchain for military and defense.

The work presented in [147] proposes an interesting comparison of the adoption of blockchain
technology by three of the strongest armed forces in the world:

• USA: outside of the realm of cryptocurrencies, US military conversations have centered
on improving data resiliency, with the premise that the US military could eliminate
data compromise and corruption as threats to its data, and that the blockchain tech-
nology might act as a cyber security shield.

• Russia: the Russian Ministry of Defense announced the creation of a research labora-
tory tasked with establishing a blockchain system for detecting and mitigating cyber
attacks [148] on crucial military digital infrastructure.
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• China: the interest in military applications of the blockchain technology in China
concentrated on equipment management, professional learning, logistics, and the con-
version of commercial information technologies into defense programs.

Even though the military applications built on top of the blockchain, so far, do not
seem to be completely ready for use. Defense logistics and data security are likely to be
the applications that will be concretely implemented for the military blockchain in the
near future. On the other hand, the adoption of blockchain by the world’s strongest
militaries is somewhat paradoxical. Indeed, while blockchain has the potential to share
governance among citizens and guarantee more individual liberties, for the time being,
the most centralized human organizations are committed to using this same technology to
create a decentralized technology for military and defense applications.

12. Open Challenges

Many industrial unresolved problems need to be addressed and examined further
in order to develop more usable and successful blockchain-based applications. In what
follows, we discuss the main open problems.

• An in-depth study of the blockchain-based solution benefits: When applied to replace
existing solutions [149], blockchain is a new technology that has the potential to desta-
bilize the market, by introducing revolutionary ways that may transform society [150].
As a result, it is critical to establish whether a blockchain is truly required for a given
application [151].

• Proper implementation: Blockchain is a general-purpose method of data manipulation
that may be used in a variety of systems for various reasons, as long as its implemen-
tation has some degree of comprehension or maturity regarding its importance as well
as the trade-offs. Indeed, the blockchain as a technology has various architectures,
and different transaction processes; thus, its implementation is not a straightforward
operation. Hence, its incorporation in different applications requires an in-depth and
comprehensive study [152].

• Standard testing mechanism: another challenge faced when adopting a blockchain-
based application is the need for a standard testing mechanism.

• Resilience to security risks: The resilience to security risks needs to be formally proved.
With large-scale applications, the blockchain may face malfunctioning due to the
system design or cyberattacks that intend to compromise its security.

• Scalability: This issue is raised basically from the fact that blockchain-based transac-
tions are very slow to be processed and verified. Processing the transactions depend
on the performance of the processing system. In [153], limitations of the proposed
scaling methods are pointed out.

• Integration with other systems: This issue is a straightforward impact for organizations
willing to adopt blockchain-enabled solutions. Indeed, the integration process will
imply costs related to infrastructure change, trained staff, specialized developers, and
management expectations [153].

• Energy challenges: the use of blockchain will undoubtedly require energy consumption
much higher than the usual one. This challenge becomes an environmental issue when
the energy used exceeds the load power and the equipment is fully utilized [154].

• Regulatory issues: regulations are of extreme importance to generalize and accept
the use of blockchain-enabled solutions.

• Storage: The integration of blockchain with data-intensive applications, such as those
based on the IoT, raises the problem of data storage. Indeed, blockchain stores data
into blocks that cannot support large volumes of data. The authors in [7] proposed
a hybrid architecture that combines blockchain with a decentralized database called
IPFS. Another solution involves storing blocks in the cloud to benefit the extensible
characteristic of the cloud, as proposed in [155].
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In Table 3, we provide a summary of the main findings regarding the challenges
associated with the use of the blockchain technology in the different considered fields. The
abbreviation GDPR stands for “General Data Protection Regulation” and the abbreviation
HIPAA for “Health Insurance Portability and Accountability Act”, respectively.

Table 3. Summary of the main challenges associated with the use of blockchain technology.

Domain Scalability Regulations Security
Resources and
Architecture

Interoperability

Financial activities
[12,156]

The huge gap with
the current

third-party fast
payment systems

Difficulty in
supervising and

managing, especially
internationally

Vulnerabilities
related to hacking

and other
cyberattacks

The slowness of
cryptocurrency

transaction
processing and
the high costs

The integration of
various payment

systems

Healthcare [157–159]

The size of the
blockchain database

is growing
continuously over

time with the flowed
medical records

Compliance with
GDPR and HIPAA
standards esp for

privacy-preserving
issues [160]

Healthcare data
sharing and medical
data access controls,

authentication,
non-repudiation of

records [161]

IoT healthcare
devices are

computationally-
limited while
blockchain is

energy-greedy with
high bandwidth

consumption

The integration of
blockchain with
existing health

information
technology (HIT)

Information
systems [19,162]

The structure and
maintainability of

blockchain-based IS
with large system

companies

Legal and regulatory
issues

in a decentralized
information systems

and standards to
transform

the business process

Security
vulnerabilities, such

as the border
gateway protocol

(BGP) routing hijack
attack in smart

contracts and privacy
issues [163]

Difficulty in
implementing
a distributed

computing system
for small or start-up

businesses

Compatibility issues
between

implementations of
existing platforms
and cloud or edge

computing
architectures with

blockchain

Wireless
networks [164]

Different and
increasing wireless
networks, such as
5G [165], 6G [166],
and in envisioned

UAV networks [167]

Trust degrees among
stakeholders and

regulation
requirements for

different use cases
in wireless networks

Data collection,
filtering, and data
sampling require

security assurance
and privacy

protection [20]

Memory and
resource

consumption
in large-scale
networks are

enormous

The heterogeneity
demands of

hyperconnected
existence of

‘everything’ wireless
networks

Internet of Things
(IoT) [34,168]

The network size and
transaction volume

make scalable
solutions in IoT

challenging

Considerable
regulatory

uncertainties exist
in many countries

concerning
blockchain

Security risks due to
smart-contract bugs
to defect prevention

Increasing
computing power
and energy for IoT

devices validate
the transactions

Cross platforms with
various architectural

designs and
implementations

Smart
grids [28,169–171]

Properly scale-up
the platform to
accommodate

the requirements of
the smart grid system

The current grid legal
system does not

support the trading
of energy from
consumers to
consumers.

(1) Cybersecurity
threats to energy data

generated by grid
members and

processes.
(2) Cyber-physical

attacks [172]

The need of
transaction rates as

high as a few
thousand per second

The integration of
heterogeneous

distributed energy
resources at different

voltage levels

Governmental
services [143,173]

Large and complex
networks with data

management (digital
identity,

administration,
voting, etc.)

The regulations
of E-governmental
blockchain services

require intensive
governmental efforts

Integrity verification,
high availability

requirements.
Ensuring

authentication and
authorization

Energy-inefficient
mechanisms

in the governmental
services when using

blockchain

Different
governmental

systems require
compatibility across

various platforms for
governmental

services

Military and
defense [174]

Increasing the
military network that
includes hundreds of
sensors to collect and

transfer data

(1) Standards and
regulations for

the military field.
(2) Compliance with
standards related to
preserving privacy

Military operation
requires high security
mechanisms for data

and privacy
assurance

Minimum execution
time for a transaction
to meet the military

objectives and
minimize delays

Immense
heterogeneous data
in the aerospace and

defense industry
when dealing
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13. Conclusions

In this paper, we shed light on recent studies related to the incorporation of blockchain
technology in modern applications, namely: financial activities; healthcare; information
systems; wireless networks; Internet of Things (IoT); smart grids; governmental services;
and military and defense. For each field, we provided related examples for the use of
blockchain technology, while focusing on corresponding benefits, limitations, and chal-
lenges. The reviewed solutions are summarized in Table 4.

Table 4. Summary of the main findings concerning the use of blockchain in different fields.

Domain Papers Main Applications Limitations

Financial activities [12,13,50,51,54,55]

(1) Settlement of financial market
transactions; (2) trade finance; (3) insurance;
(4) real-time money transfer; (5) cross-border

payment.

(1) Too slow; (2) risk of irreversible loss
of consumer assets; (3) risk of a data

breach; (4) limited grasp and acceptance;
(5) supervision is more complex.

Healthcare [58–61,63–74]

(1) Verifiable standardized identity; (2) more
reliable prescribing; (3) preventing medical
identity theft; (4) accurate and up to date

information; (5) data aggregation; (6) ease of
sharing; (7) remote monitoring; (8) safe, fast,

and high-quality care; (9) less time
in hospitals.

(1) Storing large records may be
inefficient and extremely expensive; (2)
data in a is difficult to query, restricting

clinical, statistical, and research
applications.

Information systems [79–98]

(1) Improved and more secured integration
of third-party products; (2) a common way

for involved parties to interact with one
another; (3) validating data and ensuring

the transaction integrity; (4) tracking
a product’s origin more readily.

Overhead costs of implementing
integrated blockchain technology would

be prohibitive and almost infeasible.

Wireless networks [99,100,102–108,110]

(1) Increasing spectrum access and
utilization efficiency; (2) creating a secure
spectrum sensing system; (3) improving
the accuracy of spectra sensing data; (4)

storing unoccupied spectrum bands and user
geolocations; (5) providing dynamic

spectrum access; (6) enabling collaborative
sensing.

(1) Energy-intensive; (2) necessitates
a specialized control channel for

transferring blocks and transactions over
blockchain networks.

Internet of Things (IoT) [117–127]

(1) Storing and processing data at the same
time while maintaining privacy; (2)

establishing a secure means for smart
devices to communicate with one another;

(3) allowing smart devices to perform
autonomously; (4) avoiding the need for
human control or centralized authority.

Scalability is still an open question since
the blockchain can grow in size over

time, making it difficult to acquire and
save the ledger.

Smart grids [133–140]
(1) Distributed intelligent administration; (2)
improve privacy and security; (3) optimum

dataflow and cash flow.
Large infrastructural expenses needed.

Governmental services [142,143]

(1) Obtaining information electronically; (2)
direct interactions between government and

citizens; (3) supporting real estate
transactions; (4) enhancing contract bidding
mechanism; (5) automating the registration
of government grants; (6) invoice issuance

and tax collection; (7) official announcements
and digital court files; (8) property/

succession/ business registries.

(1) Lack of legal and regulatory support;
(2) issue of acceptability and the need of

a new governance model.

Military and defense [146,147]

(1) Infrastructure monitoring; (2) battles
management; (3) UAV management; (4)

supply chain management; (5) encrypted
communications; (6) intrusion detection.

(1) Not completely ready for use; (2)
somewhat paradoxical with the fact that
military and defense applications need
to be managed in a centralized fashion.

Blockchain is a revolutionary and exciting technology with enormous potential for
usage in a wide range of modern applications. However, before the benefits of blockchain
can be completely realized, a number of concerns and challenges must be addressed.
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One approach to addressing blockchain’s low throughput is to create new architectures
and operational protocols for the system. The blockchain data, for example, may not be
duplicated in every node in the network; instead, only the powerful nodes maintain a copy
of the blockchain, while other light nodes simply save the block headers or do not save
any data at all. To close the performance gap between a blockchain system and a typical
database system, lightweight consensus techniques are also required.

While vertical and horizontal scaling of a blockchain system can help with scalability
concerns, another research strategy is an interconnected multi-blockchain hierarchical struc-
ture with internal interconnections. Other approaches to reduce the amount of in-chain
transactions could exist. Some transactions, for example, could be carried out directly
between the parties without passing through the blockchain network; hence, enhanc-
ing blockchain scalability. Maintaining data security and privacy is difficult since all
transactions committed to a blockchain are visible to all participants. Providing data
auditability, on the other hand, may result in the loss of data and user anonymity. Man-
ufacturing and enterprise solution data may have tremendous commercial value. As a
result, in blockchain-based smart manufacturing systems, security and privacy are critical
concerns. Before blockchain technology can be used on a broad basis, these and other
security and privacy concerns must be addressed.

For more efficient, scalable, and secured blockchain industrial uses, additional work
in the future is required. For instance, it will be interesting to investigate how machine
learning (ML) techniques [175–177] may be used in the context of blockchain technology to
increase security levels and the performances of blockchain-based systems. It will also be
extremely useful to apply some formal testing techniques for blockchain-based solutions to
improve their quality and increase their robustness [178–180].
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Abstract: As smart devices and mobile positioning technologies improve, location-based services
(LBS) have grown in popularity. The LBS environment provides considerable convenience to users,
but it also poses a significant threat to their privacy. A large number of research works have emerged
to protect users’ privacy. Dummy-based location privacy protection solutions have been widely
adopted for their simplicity and enhanced privacy protection results, but there are few reviews
on dummy-based location privacy protection. Or, for existing works, some focus on aspects of
cryptography, anonymity, or other comprehensive reviews that do not provide enough reviews on
dummy-based privacy protection. In this paper, the authors provide a review of dummy-based
location privacy protection techniques for location-based services. More specifically, the connection
between the level of privacy protection, the quality of service, and the system overhead is summarized.
The difference and connection between various location privacy protection techniques are also
described. The dummy-based attack models are presented. Then, the algorithms for dummy location
selection are analyzed and evaluated. Finally, we thoroughly evaluate different dummy location
selection methods and arrive at a highly useful evaluation result. This result is valuable both to users
and researchers who are studying this field.

Keywords: location privacy; privacy protection; dummy location

1. Introduction

In the United States, a large majority (90%) of smartphone owners used location-based
services [1]. Locations are being used more frequently than ever before since the global
pandemic. For example, the government should keep a record of every location ever
visited, and track the whereabouts of people who have tested positive for COVID-19 to
determine where the virus is likely to spread next [2]. Furthermore, location-based services
will continue to gain attention and become more widely used in the future. According to
Federica Laricchia, the annual worldwide blue-tooth location service device shipments
reached 183 million units in 2021, with yearly shipments expected to reach 568 million
units in 2026 [3].

While location-based services are widely used and provide significant convenience to
users and society, they also pose a significant threat to privacy. According to risk-based
security [4], the total amount of global data leakage in 2021 has reached 22 billion, which is
about 14.5 billion less than in 2020. However, such an amount also quantifies the second
highest year for confidential data leakage since 2005. As shown in Figure 1, a survey
conducted by the China Consumers Association [5] in 2018 found that more than 80% of
respondents had experienced personal information leakage. Moreover, it is common for
mobile apps to collect excessive amounts of personal information, while location data have
evolved into a type of profitable resource.
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Figure 1. Permissions to install and use mobile apps.

In most cases, location data are linked to other sensitive attributes, such as health
status, home address, behavioral habits, and other privacy concerns. As a result, protecting
the location information of smartphone users, specially those who use location-based
services, is critical and urgent.

Dummy refers to the method of adding multiple dummy locations and sending them
to the LBS server along with the real query location to blur the real location. Domestic and
foreign researchers have proposed a variety of location privacy protection schemes based
on dummy. For example, Kido et al. proposed the first dummy-based location privacy
protection techniques in the literature [6]. They generated dummy locations at random
using the random walk model. Hara et al. [7] designed a method for selecting dummies
that takes real-world constraints into account, such as excluding places where people are
unlikely to exist. Niu B. [8] proposed a Cir-dummy- and Grid-dummy-based dummy
location selection algorithm. Shu C. [9] proposed two new dummy selection algorithms,
MaxMinDistDS and Simp-MaxMinDistDS, that take both the location semantic diversity
and the physical dispersion into account.

There are numerous dummy-based schemes being made to deal with location privacy.
However, reviews for dummy-based schemes are relatively rare, and some focus on aspects
relating to cryptography [10], anonymity [11], or other comprehensive reviews [12], which
focus on the whole picture, but there are not enough review on dummy-based privacy
protection. In addition, these reviews fail to clarify the relationship between the level
of privacy (LoP), the quality of service (QoS), and system overhead. These are struggle
to explain the difference and relationship between dummy and other location privacy
protection techniques, as well as analyze and summarize the dummy location attack model
and how to choose dummies. Therefore, such studies cannot help readers understand
the up-to-date challenges of dummy-based privacy protection brought on by attackers’
expanding background knowledge and the intersection between LBS and other emerging
technologies.

In this paper, we make a review of dummy-based location privacy protection tech-
niques for location-based services. The main contributions are as follows.

• First, we distinguish the relationship between the LoP, the QoS, and the system
overhead. Additionally, we make an overall comparison of several representative
methods of location privacy protection techniques. Then, we describe the merits of
dummy-based location privacy protection on LBS. Meanwhile, a summary of the major
attacks on dummy-based location privacy protection techniques is also included.

• Second, we systematically and comprehensively analyze and summarize the ways
of selecting dummies on three aspects, namely the query probability, the physical
dispersion, and the semantic diversity of locations.

• Third, we provide an overview of the methods for achieving query probability, phys-
ical dispersion, and semantic diversity while choosing dummies. Furthermore, we
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make comparative analysis to indicate the different privacy protection advantages of
different selection rules when choosing dummies. Results of this comparative analysis
can be of benefit both to users and researchers who are studying this field.

The remainder of this paper is organized as follows. Section 2 gives an overview
of location privacy protection, and Section 3 provides a summary of the attack model of
dummy-based location privacy protection techniques. Section 4 describes the system archi-
tecture and privacy protection methods, and also gives a detailed analysis and summary of
how to choose a dummy location. Finally, in Section 5, we conclude our work.

2. Overview of Location Privacy Protection

In this section, we first introduce the key issues in location privacy protection and
location privacy protection techniques. Then, we describe the difference and connec-
tion of various location privacy protection techniques, and finally make a comparison
between them.

2.1. Location Privacy Protection

When users use LBS, their location privacy is compromised to some degree due to
dishonest or semi-trusted LBS servers serving private interests. Nonetheless, because
location privacy is closely related to explicit sensitive information, other implicit sensitive
information about users is also leaked. Take, for example, John. He has been feeling uneasy
lately, so he decides to go to the hospital to find out what’s wrong with his body. However,
because he does not want others to know about his medical condition, the hospital’s
location is important to him. In reality, “where are you staying” reveals the privacy of
“what are you doing”. Similarly, the user’s historical location data expose the locations he
frequently shows up at, and the routes he travels a lot by, which leads to his home address,
behavioral habits, work nature, and other sensitive information he cares about potentially
being leaked [13]. Therefore, there is no doubt that it is definitely vital to protect a user’s
location privacy.

2.2. Key Issues of Location Privacy Protection

When it comes to location privacy protection, it is naturally necessary to consider the
connection between LoP, QoS, and the system overhead [14].

2.2.1. Issue on the Relationship between LoP and QoS

In location privacy protection, high LoP and QoS cannot be satisfied at the same time.
To obtain location services, users must submit their location to the service provider in
some way, which risks exposing their private information. Many techniques, such as using
cloaking areas instead of the real location, adding noise to the real location, and so on,
sacrifice some degree of location accuracy for higher LoP. However, if the location accuracy
is too low to meet users’ demands, availability will suffer, and privacy protection will
be rendered ineffective. Furthermore, the requirements for location service quality vary
depending on the user. Users who request to query a specific point of interest will be more
concerned with QoS. Users seeking hospital location service, on the other hand, will be
more concerned with their location information. As a result, they are willing to sacrifice
some service quality in exchange for a higher LoP. Therefore, understanding the relationship
between QoS and LoP is one of the most crucial matters in location privacy protection.

2.2.2. Issue on the Relationship between QoS and System Overhead

With the advent of the “fast” era, people are more concerned with speed, even when
it comes to location privacy protection. People desire faster response times and lower
latency. When a user initiates a query request, the user experience will suffer if the response
time is too slow. However, the majority of existing studies improve LoP without taking
system overhead into account, or at the expense of a significant increase in system overhead
to achieve a minor improvement in LoP. Simultaneously, the costs of communication,
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storage, and computation, as well as the loss of precision, all have an impact on the user
experience due to the limited resources on the user’s device. For example, a large amount
of computation cost slows down the processing speed of mobile devices, a large amount
of communication cost raises the extra cost for users, and a large amount of electricity
overhead affects outdoor use of mobile devices, ultimately hindering the development of
location service [15]. Understanding the relationship between LoP and the system overhead
is therefore another critical issue in location privacy protection.

2.3. Location Privacy Protection Techniques

Researchers proposed numerous approaches to protect location privacy, such as [16–19].
In general, location privacy protection techniques can be divided into four categories [20]:
obfuscation [21], encryption [22–24], cache and collaboration [25], and anonymity mecha-
nisms [26].

2.3.1. Location Privacy Protection Techniques Based on Obfuscation

Location privacy protection techniques based on obfuscation refer to the necessary
disruption to the original location information in an LBS query in order to prevent the
attacker from obtaining the user’s true location while also ensuring that the user can acquire
unrestricted services. Dummy [6], spatial cloaking [27,28], differential privacy [29], and
other obfuscation techniques can reduce the accuracy of location information. The dummy
method adds multiple dummies and sends them to the LBS server along with the real query
location to blur the real location. To protect users’ location privacy, Li et al. [30] proposed
an attribute-aware privacy protection scheme (APS). The Voronoi dividing algorithm
(VDA) and the dummy determining algorithm (DDA) are two algorithms included in
APS. The VDA algorithm divides the local map into different Voronoi polygons to ensure
that the selected dummy locations are scattered, whereas the DDA algorithm chooses
dummy locations based on the four-color mapping theorem to ensure that dummy locations
differ in attributes. The classical dummy method, which was later extended to trajectory,
is frequently used to solve the single location problem. Ni et al. [31] proposed an R-
constrained dummy trajectory-based privacy-preserving algorithm (RcDT). The generated
dummy locations are in a specific range close to the real location because the generating
range R of the dummy location is constrained. Furthermore, by constraining the exposure
risk of each dummy location and trajectory, dummy trajectories with a higher similarity to
the real trajectory are generated. Differential privacy protects location privacy by adding
an appropriate number of noises to the returned value of the query function [29]. Several
recent studies [32,33] have investigated the use of differential privacy in location protection.
The concept of protecting user locations within a radius R, whose privacy level is dependent
on R, is formally defined by the term of geographical indiscernibility [32]. To increase
the user’s LoP, controlled random noise is added to their location. In general, using the
obfuscation strategy will result in a significant loss of precision in query results.

2.3.2. Location Privacy Protection Techniques Based on Encryption

To achieve the privacy goals, the cryptographic approach adopts encryption technol-
ogy to make the user’s query content and location information completely transparent to
the LBS server. While ensuring QoS, this technique does not reveal any user’s location
information, ensuring stricter privacy protection. Private information retrieval (PIR) [34,35]
is a popular encryption method. PIR prevents the server (the database owner) from deter-
mining the user’s point of interest and drawing additional conclusions about the client’s
private information by ensuring that the server (the database owner) cannot determine the
correct query object when the user requests the database. Paulet et al. [34] obtained and
decrypted location data using a PIR-based protocol. The user’s location information was
kept private because the server was unable to determine it. The PIR method ensures the
confidentiality of the entire communication process (user request, information retrieval,
and result return process). However, the issue of over-collected storage and computation
overhead in PIR needs to be investigated further. The primary challenge in using PIR
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is developing a good retrieval strategy and index structure. However, because the LBS
server must store the entire map information of the local map, the server’s limited storage
space as well as retrieval efficiency make PIR only applicable to a small space range at the
present time.

2.3.3. Location Privacy Protection Techniques Based on Collaboration and Cache

Collaboration and caching cut down the time spent communicating with the LBS server
as much as possible in order to limit exposure to location-sensitive information. Domingo-
ferrer et al. [36] proposed a cooperative method for disturbing users’ location information
by adding Gaussian noise. This method requests disturbed location information from other
users and then forms a cloaking region according to that information. Rather than using
the true location, the anonymous group’s density center, formed by cooperative users, is
used as the anchor point to replace it and launch query requests. Shokri et al. [37] proposed
an effective collaborative location privacy protection approach. Zhang et al. [38] proposed
a cache and spatial K-anonymity-based privacy enhancement technique.

This strategy employs a multi-level caching method to reduce the possibility of user
location information being disclosed. Niu et al. [39] created a privacy protection algorithm
using dummy locations and cache awareness. The research on privacy protection tech-
niques based on caching and collaboration focuses on three main areas: reducing cache
overhead, improving the cache hit ratio and location privacy, and quantifying the QoS level.
Another consideration is how to reduce the expensive communication cost caused by such
a collaborative technique architecture.

2.3.4. Location Privacy Protection Techniques Based on Anonymity

Methods based on anonymity to protect location privacy, such as k-anonymity and
mix-zone, protect privacy by breaking the link between user identity and location data.
The k-anonymity [40] technique ensures that the user’s location information cannot be
differentiated from that of other k − 1 users through generalization. As a result, attackers
have a 1/k chance of discovering users’ true location. Stajano et al. [41] proposed the
Mix-zone, which differs from the k-anonymity scheme. Attackers are unable to precisely
pinpoint the user’s real location by frequently changing the user’s name or pseudonym in
the anonymity area. In a variety of settings, anonymous approaches have been thoroughly
researched and tested. However, this strategy raises concerns because maintaining the
same level of anonymity in different scenarios is difficult.

The relationship between location privacy, location privacy protection techniques,
obfuscation, and dummy generation is depicted in Figure 2. Table 1 compares existing
location privacy protection techniques in terms of LoP, outlining their main advantages
and disadvantages. The system overhead of the four location-based privacy protection
techniques is compared in Table 2. Given that different privacy protection techniques
provide different benefits, we must adopt location privacy protection methods that are
appropriate for the given application in order to protect the user’s location privacy.

Table 1. The comparison among four privacy protection techniques.

LPPT 1 RM 2 LoP 3 TTP

Obfuscation
Dummy

Spatial Cloaking low yes
Differential Privacy

Encryption PIR high no

Collaboration and
Cache medium no

Anonymity K-anonymity medium yesMix-zone
1 LPPT:location privacy protection techniques. 2 RM: representative method. 3 LoP: the level of protection privacy.

101



Sensors 2022, 22, 6141

Figure 2. The relationship among location privacy, location privacy protection techniques, the
obfuscation, and dummy location.

Table 2. The cost of four privacy protection techniques.

LPPT Precision Loss
Communication

Cost
Computation

Cost
Storage Cost

Obfuscation high low low low

Encryption low low high medium

Collaboration
and Cache medium high low high

Anonymity medium medium high medium

Dummy is an important obfuscation method that has stimulated the interest of re-
searchers both at home and abroad. This is becayse it is simple to implement, does not
require a trusted third party, and can protect location privacy while maintaining accuracy.
Furthermore, we can see that dummy has other advantages over other privacy protections
in Tables 1 and 2, such as low communication costs, low computation costs, and low
storage costs.

3. Dummy-Based Attack Model

Malicious attackers aim to exploit various types of external information to find sen-
sitive information about users, in addition to processing queries using various privacy
protection mechanisms. However, the user’s location contains inherent “side information”,
such as route information, human flow, and population distribution of the geographical
region where the user is located [39,42]. Furthermore, attackers can obtain background
knowledge in a variety of ways, including collaborative information systems, publicly
available data aggregation, data brokers, data mining, and so on, in the age of Big Data and
the Internet of Things.

Based on the attacker’s prior knowledge in two dimensions, namely temporal infor-
mation and context information, attacks can be classified into context dimension attacks
and temporal dimension attacks [43]. In the former case, the attacker only has a single
snapshot of a user’s location, whereas in the latter case, the attacker has several locations
collected over time or even a trajectory. We only consider the attack model on the context
dimension in this paper because time is not taken into account. The most common threat to
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dummy-based location privacy protection techniques is background knowledge attacks in
the context dimension. Such attacks can be classified into three types based on the attackers’
prior knowledge: location-distributed attack, probability-distributed attack, and semantic
similarity attack. This section will summarize the attack model of dummy-based location
privacy protection techniques.

3.1. Location-Distributed Attack

The location distribution attack is a type of attack method in which the attacker
explores the location distribution characteristics in the user-specified cloaking area. It is
classified into three types. One is that the location distribution of the cloaking area is overly
concentrated, resulting in a small hidden area. For example, all of the locations are in the
same neighborhood. However, although it successfully blurs users’ real locations, users’
location privacy cannot be adequately protected. Regarding the second type, the user’s
true location is in the middle of the entire cloaking region, and the attacker can significantly
reduce the user’s range [44]. For instance, all of the dummy positions are centered on the
real location. In the third type, the real cloaking area shrinks as a result of the uneven
location distribution caused by the attacker’s exclusion of some locations, which fails to
meet the theoretical cloaking requirements. For example, if the majority of locations are
distributed in a concentrated manner while one or two or a small portion of them are
distributed in a relatively scattered manner, attackers can easily filter out those locations,
reducing the original privacy protection intensity [45].

3.2. Probability-Distributed Attack

The probability distributed attack is defined as the attacker calculating historical query
probability information by collecting historical service request records for all locations
within a specific geographical region and over a specific time period [46]. When the
probability distribution in the anonymous set generated by the user’s query request is
uneven, the attacker filters out the dummy locations with a large gap, resulting in a failure
to achieve the true location privacy protection effect. If the chosen dummy locations set
includes several dummy locations in the middle of the lake with zero query probability,
the attacker can simply deduce that they are dummy locations and filter them out.

3.3. Semantic Similarity Attack

The semantic similarity attack refers to the attacker’s speculation on the privacy
information of users by parsing semantic information of locations in cloaking regions, such
as behavior habits, health status, and professional attributes [47]. As long as all dummies’
query probabilities and the real location of the user’s query probability are equal or close,
attackers can easily infer user behavior if all dummies in cloaking areas belong to the same
kind of semantics.

4. Dummy-Based Location Privacy Protection Techniques

In this section, we outline the two system architectures of dummy-based location
privacy protection techniques, then review the dummy-based location privacy protection
techniques, and finally analyze and summarize how the dummy-based location privacy
protection techniques choose dummies to handle background knowledge attacks.

4.1. System Architectures of Dummy-Based Location Privacy Protection

Dummy generation system architectures can be divided into two types: architecture
with a third party and architecture without a third party, depending on whether a third
party is deployed or not [48].

4.1.1. Architecture with a Third Party

This architecture consists of users, a third party, and an LBS server. One or more servers
represent a third party [49,50], and these are the servers that generate the dummy location
set for the query user in order to mask the true location. Figure 3 depicts a third-party
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architecture. The primary responsibility of the third party is to collect and process user
query requests, protect sensitive location information using privacy protection techniques,
and then forward the processed query requests to the LBS server. After receiving these
requests from the third party, the LBS server retrieves the database and transmits the
matching result sets to the third-party servers. Finally, the requesting users receive the
result sets from the third-party servers. Third-party servers, for example, create a cloaking
zone with multiple users, and all users in the zone submit the same query to LBS. In this
case, the LBS server is unable to determine who initiated the query and, as a result, is
unable to find out which location is the original requesting location.

Figure 3. The architecture with a third party.

Obtaining a completely trustworthy third party, on the other hand, is difficult, and
the “honest but curious” third party is vulnerable to a single point of attack and other
vulnerabilities. As a result, the researchers have proposed an architecture that does not rely
on a third party.

4.1.2. Architecture without a Third Party

Figure 4 depicts the architecture in the absence of a third party, which consists of users
and an LBS server.

Figure 4. The architecture without a third party.

The architecture requires that mobile devices carried by users have certain computa-
tional and storage capabilities that can be used to select dummy locations, create cloaking
areas, and save map data within a certain range. The non-third-party architecture can be
divided into two types based on whether or not users collaborate. In the first type, users’
location information is concealed in accordance with their privacy requirements [51]. For
example, the Apple differential privacy team uses local differential privacy [52]. Users’ per-
sonal data can be randomized on their devices before being uploaded to the server, which
can improve the user experience without infringing on privacy. In the second type, users
collaborate for the sake of secrecy [53]. Tor, for example, is a volunteer-run distributed relay
network that enables users to conceal their location while providing a variety of services.
When using this method of obscuring through user collaboration, it is important to consider
the additional communication cost between users as well as the risk of collusion attack [54].

4.2. The Dummy-Based Location Privacy Protection Techniques

The dummy-based location privacy protection techniques select many dummy loca-
tions (assuming k − 1 dummies) and send the same query request to the LBS server with
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the real location, making it difficult for the LBS server to distinguish the real ones from
those k locations. However, if those dummies are chosen at random or without taking into
account the attacker’s background knowledge, some of the dummy locations will be too
large for the attacker to filter out, and the theoretical LoP will be impossible to achieve.
Figure 5 shows a cloaking zone with k = 8 users. The colorful one represents the user’s
true location, whereas the black ones represent the user’s chosen dummy locations. The k
locations cover the cloaking area.

Figure 5. A cloaking area with k = 8 users.

In general, the higher the k value, the greater the privacy protection; otherwise, the
lower the privacy security. When the value of k increases, the corresponding QoS decreases
and the system overhead increases.

4.3. Algorithms of Dummy Location Selection

Researchers proposed a variety of approaches in the dummy-based locations’ selection
to withstand the background knowledge attack, such as [55]. The main work of these
studies is to choose appropriate dummy locations to construct a candidate set that protects
users’ privacy effectively. The aim of dummy-based location privacy protection is to
camouflage the user’s real location in the dummy locations concentration; thus, the quality
of these selected candidate dummies is crucial to attaining the desired level of location
privacy in the overall system. As a result, it is critical to reduce the distinguishability of
real and dummy locations in all aspects; that is, we must choose dummy locations that can
satisfy user desires while also protecting user privacy. In this subsection, we summarize
and discuss the rules on dummy selection for dummy-based location privacy protection
techniques.

4.3.1. Take the Historical Query Probability of Locations into Consideration

The popularity of a location within a geographic location area over time is reflected
by its historical query probability. The ratio of the number of times a location is queried
to the total number of times all locations are requested in the global geographical area is
used to calculate the historical query probability of a location in a certain period of time.
For example, the following is the calculation formula for the historical query probability of
location i inside a specific geographical area over time:

qi =
times o f queries in location i

times o f queries in all locations
, (1)

Because the LBS server has background information such as historical query probabil-
ity of map locations, the server filters out dummy locations with obvious differences based
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on the probability distribution information of the candidate set, and thus the expected level
of privacy protection cannot be achieved.

If the server filters out m dummy locations, the likelihood of identifying the user’s
dummy location increases from 1

k to 1
k−m . In the entire map space, Figure 6 depicts the

distribution of all locations and their historical query probability. Each little grid cell in the
diagram represents a location. Varied shadow shapes portray different historical query
probabilities, and the sum of the probabilities of all locations initiating query requests in the
entire grid space is 1. Location A represents the user’s real location, whereas B, C , and D
are the dummy locations that have been chosen. Because their historical query probability
is smaller than the real location’s or even zero, the server can easily filter these dummy
locations out.

Figure 6. The historical query probability distribution of all locations.

Hara et al. [7] developed a dummy location selection algorithm that considers real-
world environmental constraints and avoids dummy locations in inaccessible locations,
such as the middle of a lake. However, this method only eliminates a small number of
impossible locations, those where qi = 0. As a result, the dummy quality is poor, as is the
LoP. In order to improve the quality of dummies and the LoP, the DLS algorithm chooses
dummy locations that have the same probability as the real ones. It not only keeps these
q = 0 locations at bay, but it also reduces the difference in query probability between the
real ones and dummies. In the literature [56], the greedy algorithm idea is used to select
dummy locations so that the new location set composed of each new dummy location and
the previously selected dummy locations have the best hiding effect. Other authors [57,58]
have employed an information entropy-based method, with the historical query probability
as a variable, to choose dummy locations. In [57,58], the set of dummy locations with
the highest entropy value acts as the final set of candidate dummy locations. Because
the historical query probability of each location over time is insufficient to convey the
prevalence of each location, [59] introduced the concept of “current query probability”,
which was used to replace historical query probability as the criterion for selecting dummy
locations. Users choose different geographical regions for different time periods, with
each location’s current query probability being different. As a result, the “historical query
probability” is more diverse, posing a greater challenge to attackers.

4.3.2. Taking the Physical Dispersion of Locations into Consideration

The physical dispersion between locations describes the spatial distribution of loca-
tions. The obscuring of users’ true locations will also perform poorly if an attacker learns
this background knowledge in order to carry out location distribution attacks on them. As
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a result, selecting dummy locations solely on historical query probability is insufficient. In
practical applications, physical dispersion between locations should be highlighted.

If the physical dispersion between locations is too small, the cloaking area will be too
small. The cloaking area, as shown in Figure 7a, is small, allowing the attacker to quickly
deduce that the real user is in a very small area. As a result, something like Figure 7b would
be preferable because it provides a larger cloaking area for the real user. Simultaneously,
the query probability of those chosen dummy locations is not too far off from the user’s
actual location. As a result, when selecting dummy locations, the spatial distribution of the
k − 1 dummy locations and the real ones should be guaranteed, while the historical query
probability should be the same or similar.

(a) small area (b) large area

Figure 7. The physical dispersion situation between dummies and the real location.

To meet the requirements of physical dispersion of locations, Niu B. et al. [8] proposed
a method for selecting candidate locations based on virtual circles and virtual grids. Because
the user’s true location is likely to be close to the center of the local map, the virtual circle
algorithm may have performed poorly in terms of privacy. To provide a more obscured
area, a virtual grid-based algorithm was introduced, which ensures that candidate locations
are distributed fairly evenly around the true location and that the size of the cloaking area
meets user needs.

In order to achieve physical dispersion between locations, Niu B et al. proposed the
enhanced DLS algorithm in reference [42]. They argued that the product of locational
distances was more accurate in depicting locational dispersion than the sum of locational
distances. As Figure 8 shows, CA + CB = DA + DB while CA · CB > DA · DB; as a result,
we would prefer to choose C over D from the perspective of privacy. They used a multi-
objective optimization model as well, where the probability and physical dispersion of
locations are considered simultaneously to pick the best candidate set of dummy locations.

In addition to the previous research on location dispersion in physical space, there are
numerous studies on how to portray the physical distance, such as the effective distance [60]
or the road network distance [61,62], between two locations. The idea of effective distance
was developed by Xu et al. [60] to characterize the distribution features of locations, and
the effective distance between these two locations was defined as the shortest distance
between the current location and any other location. Consider real user ur and any other
user ui; their coordinates are (xr, yr) and (xi, yi), resulting in an effective distance of

d(ur, ui) = min | ur, ui |= min
√
(xr − xi)2 + (yr − yi)2 (2)

It is apparent from the effective distance calculation formula that the essence of the
effective distance specified by them is the Euclidean distance. Despite the fact that the
article is based on a real-world road network, Euclidean distance is nevertheless employed
to measure location distribution features. Chen et al. [62] proposed a privacy protection
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method for the road network in response to the fact that the distance between any two
points in real life is not a simple linear distance (Euclidean distance), and that users’
activities are more restricted to the planned road. This approach requires that the number
of road sections in the selected dummy sites satisfy the value given by the user in order
to attain the purpose of physical dispersion between the selected dummy locations when
picking dummy locations. This road network, however, is an undigraph road network
model, which is insufficiently realistic for real-world road network simulation, as illustrated
in Figure 9a. Zhou Changli et al. proposed a location privacy protection approach based on
the digraph road network architecture (as shown in Figure 9b), in which an anchor point
(dummy location) was used to replace users’ real locations when initiating query requests.
However, when choosing the anchor point, the historical query probability of the anchor
and its geographical spatial distribution link with a real user were not taken into account.

Figure 8. The enhanced DLS.

(a) undigraph road network (b) digraph road network

Figure 9. Undigraph/digraph road network.

4.3.3. Taking the Semantic Diversity of Locations into Consideration

A location’s semantic information refers to its semantic properties, such as hospitals,
restaurants, banks, schools, parks, and so on. Semantic features can be extracted using
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context information. The greater the number of location semantic features collected, the
more accurate the semantic categorization, and the greater the ability to protect users’
location privacy. Consider the semantics of a user’s location for “hospital” which implies
semantic information on the user’s health, professional property, and so on. Because the
user’s state of health or professional attributes belong to the users of the important content
of privacy, semantic information must be considered when selecting dummy locations.

Bostanipour [63] presented a method for combining obfuscation location information
with semantic information to ensure that many semantically identical locations are cloaked,
therefore preventing attackers from performing semantic inference attacks. The locations
derived using this method, on the other hand, are semantically related to those of real
users. For example, the real user’s semantic tag is “Pizza Place”, but the cloaking region
includes venues such as “Noodle House” and “Hamburger Palace”, all of which belong
to the parent semantic tag “Restaurant”. As a result, such a method is still vulnerable to
semantic inference attacks.

In order to achieve semantic diversity, each location in the candidate dummy set
should have a diverse set of semantic properties as much as possible. While representing
semantic differences between locations is a challenge, Zeng et al. proposed the similarity of
two semantic location types using Euclidian distance to calculate [64]. Tian et al. measure
semantic distance based on the intersection and union of a location’s semantic attributes:

semdist(A, B) =
[semA ∪ semB]− [semA ∩ semB]

semA ∪ semB
(3)

This then transforms the results to show semantic similarity [65]. Using Euclidean
distance and the relationship between sets to quantify semantic difference not only con-
sumes a lot of effort but also weakens the algorithm’s efficiency. Another author [9] created
a location semantic tree (LST) to arrange all locations, as shown in Figure 10, in order to
achieve semantic similarity control that can serve the tailored needs of users and increase
the efficiency of algorithm execution. The most fundamental semantic information is stored
in the leaf nodes of the location semantic tree, and the hop number between the leaf nodes
is used to calculate the semantic distance, which is then used to calculate the semantic
difference degree. This approach can rapidly find and categorize the semantic associations
of all locations in a specified geographical area.

Figure 10. The location semantic tree.

When there are many different semantic varieties in a given geographical area and
there are crossover circumstances, the depth and breadth of the semantic tree grow quite
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large, decreasing search efficiency. As a result, the location semantic tree is not ideal for
such scenarios.

4.4. Summary

In general, we classify the existing dummy location selection methods into three
categories according to the types of attacks they can defend against, as shown in Table 3.
The first category of selection method can successfully defend against the probability
similarity attack. The second category of the selection method can effectively prevent
physical distribution attacks launched by attackers on the distribution pattern of locations.
The third category of selection method can make it difficult for attackers trying to obtain
cracking clues from the semantic information of locations. Different methods have different
characteristics, and we can select relatively appropriate methods according to our own
needs and purposes when using these methods to select dummies to construct dummy
location’s set.

Table 3. Selection methods of dummy on query probability similarity, physical dispersion and
semantic diversity.

Category Reference Methods of Selection

Query probability similarity

[7] avoids dummies with qi = 0

[42] dummies have the same
probability as the real ones

[58] information entropy-based
[59] current query probability

Physical dispersion

[8] virtual circles and virtual
grids

[42] the product of locational
distances

[60] the effective distance
[62] the road network distance

Semantic diversity

[9] location semantic tree
[64] Euclidian distance

[65] the intersection and union of a
location’s semantic attributes

An overall comparison of random selection and other selection schemes that consider
different factors when selecting dummies is shown in Table 4. In Table 4, we observe
that different schemes can choose different system structures and take different factors
into account to design different schemes according to their own purposes and needs. As
a consequence, the types of attacks they can defend against are not the same, and, of
course, the corresponding computational overheads are somewhat different. Dummy
location selection methods that take into account query probability, physical dispersion,
and semantic diversity yield better security than random selection with a relatively small
computational overhead. Furthermore, depending on different selection factors, the attacks
that can be defended against are varied when selecting a dummy location. When a dummy
location is chosen, the more factors are taken into account, the better the privacy protection
effects of the scheme are strengthened, while the difference in computing overhead is not
readily apparent. As a result, schemes increasingly seek to take more factors into account
when selecting dummies. They are no longer always based on a single factor, such as [21,66],
which incorporates two factors, and three factors are considered simultaneously in the
literature [46]. As the research goes further, new factors are discovered and considered,
and new rules are established in [67,68].
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Table 4. Summary of dummy selection.

Selection Method Reference CO a
Architecture Attack

TTP Non-TTP AoQ b AoD c AoS d

Random Selection [6] O(k log k)
√

Considering Q [42] O(k)
√ √

Considering D [7] Null
√ √

Considering S
[62] Null

√ √

[64] Null
√ √

Considering Q+D

[8] O(k)
√ √ √

[9] O(log k)
√ √ √

[58] O(α log2 α)
√ √ √

[60] O(k2 + I JU)
√ √ √

Considering D+S [59] O(k)
√ √ √

Considering Q+S [65] O(It · k)
√ √ √

All of them [18] O(log N)
√ √ √ √

a CO: the computation overhead. b AoQ: the attack of query probability; Q: Query probability. c AoD: the
attack of location distribution; D: Location distribution. d AoS: the attack of semantic similarity; S: Semantic
similarity. Notes: k: the number of dummies; α: (ω + m) log(ω + m), ω = (maxtier − 1)(1 − e)m, m: the number
of dummies candidate set, maxtier: the max times of iteration; I J: an area is divided into I J cells; U: the number
of services; It: the times of iteration; N: the total number of users in the region to be clocked.

5. Conclusions

In this article, we provide a review of dummy-based location privacy protection tech-
niques for LBS. First, we distinguished the relationship between the LoP, QoS, and system
overhead. At the same time, we made an overall comparison of several representative
methods of location privacy protection techniques. We described the merits of dummy-
based location privacy protection on LBS. Meanwhile, a summary of the major attacks on
dummy-based location privacy protection techniques was also included.

Second, we systematically and comprehensively analyzed and summarizde the ways
of selecting dummies on three aspects, namely the query probability, the physical disper-
sion, and the semantic diversity of locations.

Third, we provided an overview of the methods for achieving query probability,
physical dispersion, and semantic diversity while choosing dummies. Furthermore, the
different privacy protection advantages of different selection rules when choosing dummies
can be seen from a comparative analysis. The results of this comparative analysis can benefit
both users and researchers who are studying this field. When the requesting service needs
to construct a hiding area that hides their true location, the user can refer to this comparative
evaluation to choose a dummy-based location privacy protection method that better meets
their needs. Moreover, researchers studying this area can gain a better understanding of
dummy-based privacy protection schemes from the results of this comparative analysis.
They can also get to know the challenges posed by the expanding background knowledge
of attackers and the intersection between LBS and other emerging technologies.

Dummy location selection approaches that took into account new circumstances in
the selection of dummies emerged as research progressed. There are still some significant
issues to be resolved and perfected in the area of dummy location selection.

First, as new technologies such as social networks, edge computing, and federal
learning have been advanced, new privacy concerns have also emerged.

• Because location acquisition technology is becoming more widely available, it is
now possible to add geo-information to already-existing social networks, which has
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facilitated in the emergence and expansion of LBSN. LBSN, a combination of LBS
and social networks, involves a range of personal private information, such as shared
common locations, personal interests, daily behaviors and activities, etc. [69].

• LBS@E [70] delocalizes LBSs and retrieves local information from nearby edge servers
around them instead of the cloud. Consequently, it tackles the location privacy
problem innovatively. However, LBS@E brings new challenges to location privacy.
Mobile users can still be localized to specific privacy areas jointly covered by edge
servers accessed by mobile users. The small privacy area puts the mobile user’s
location at risk of similarity.

• Ref. [71] uses federated learning to select the best location privacy protection mecha-
nism (LPPM) for each user according to the real location and the user’s configuration,
which avoids the direct use of the real location information. Nevertheless, it is vulner-
able to poisoning attacks and untrusted users who intend to add a backdoor to the
model [72] or defend against attacks on model information leakage [73].

Second, existing dummy-based solutions do not account for all aspects of real-world
privacy protection [74], and there is a significant gap between theoretical and real-world
privacy protection effects. According to Sun et al. [75], attackers can also rule out impossible
dummy locations by determining whether users can reach the query location in a reasonable
amount of time from their current location.

Third, dummy-based approaches that focus on the spatio-temporal correlation of
location are commonly used in trajectory privacy protection, which poses new challenges
in trajectory privacy. Zhao [76] assumes that all users(dummies) involved are trustworthy
and report their real locations. However, it is often not the case in reality. There are
untrusted users who conduct location injection attacks (LIAs) in continuous LBS queries.
Zhen [77] found that the trajectory data were published without proper processing. A great
amount of work has been devoted to merging one’s own trajectories with those of others,
without protecting the semantic information about the location. In continuous LBS queries,
users can obfuscate their true query location by selecting dummy locations and predicted
locations, thus improving their privacy. However, selecting a large number of dummies
for each query can increase the query cost of the system and influence the accuracy of the
predicted location [78].
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LTTP location privacy protection techniques
LoP the level of privacy protection
RM representative method
QoS the quality of service
CO computation overhead
AoQ attack of query probability
Q query probability
AoD attack of location distribution
D location distribution
AoS attack of semantic similarity
S semantic similarity
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Abstract: As society advances, so does the total number of vehicles on the road, creating a massive
consumer market for automobiles. According to statistics, a major portion of today’s traffic difficulties
are caused by accidents caused by subpar cars and auto parts. As a result, each country has, over
time, enacted equivalent rules and regulations to prevent such tragedies. However, in the face of
profit, some people are desperate enough to employ illegal parts and illegally modified cars, and
auto fraud is rampant. As a result, we employ the blockchain of the symmetrical Blockchain’s digital
ledger and smart contract technology to build a decentralized supply chain system that can identify
specific parts. In this study, we design and discuss the proposed system framework by user functions
and the flow of parts based on blockchain, and we discuss communication protocols that use the
symmetry and asymmetry cryptography, algorithms, properties, and security of the mechanism while
providing related analysis and comparing the properties and costs of the system with other studies.
Overall, the proposed method has the potential to successfully address the issue of automobile fraud.

Keywords: blockchain; smart contract; automation supply chain; traceability; asymmetry cryptography

1. Introduction

1.1. Background

As of 2020, according to the Bureau of Transportation Statistics (BTS) and National Bu-
reau of Statistics of China statistics, the total number of vehicles in the US is about 276 million,
and 280 million in China. In 2020, the world car production grew to 76 million [1–3].

With that many vehicles, a huge vehicle consumer market is produced, and the same
with many traffic problems that are due to the vehicles and parts themselves. For exam-
ple, in the National Motor Vehicle Crash Causation Survey (NMVCCS) [4], an estimated
44,000 crashes are caused by vehicles, which is about 2% of the crashes counted by NMVCSS;
additionally, the National Highway Traffic Safety Administration in the literature [5] stated
that the critical causes in 10.5% of crashes are steering, suspension, transmission, and
engine failures, while about 21% of crashes are caused by various other vehicle failures or
defects. Hoque and Hasan [6] stated that: as a percentage of the total number of crashes,
vehicle defects caused 16.0% of the crashes and 29.0% of the total casualties by the same
factor. It can be seen that unqualified parts would reduce the stability of the car, and then
lead to the occurrence of traffic accidents.
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Thus, to reduce traffic problems that are caused by a flaw in vehicles or parts, many
countries limit illegally modified vehicles and the sale of non-compliant parts or other car
equipment and devices by laws or regulations. For example, in the United States, where
car control is relatively loose, California law considers it illegal to sell non-compliant car
equipment and devices, and other states have similar laws and regulations [7]. Additionally,
under the section 75 of the Road Traffic Act 1988 in the UK, it is an offense to alter a vehicle
in such a way that the use of the vehicle on a road would be unlawful [8]. This is the same
for other countries in the world, such as Japan or China [9,10].

However, some services such as repair and car maintenance require more professional
car knowledge. Although the law regulates the sale of car modifications and parts, car
repair frauds are still common, because the notion of every car mechanic or car repair
company being honest is unrealistic. For example, in some auto repair shops, the owners
use counterfeit auto parts instead of high-quality parts to decrease costs [11], and some
auto manufacturers privately allow their automakers to modify vehicles privately [12]. In
addition, some dealers also sell accident cars or used cars as new cars after modification to
make profits [13]. These defective vehicles will increase the probability of traffic accidents,
reducing the trust between consumers and car sales-as-a-service providers. This is very
detrimental to the safety of life and property of the market and consumers.

Therefore, only having legal constraints is not enough. We need to take practical
measures to supervise vehicles and parts to ensure the legality and qualification of vehicles
and parts on the road. This in turn minimizes consumer exposure to car fraud and curbs
illegal car modifications.

Existing supply chain usage generally involves tagging parts using radio-frequency
identification (RFID) and one-dimensional or two-dimensional barcodes and then going
to a centralized database for information access. Unfortunately, the data in the system
can be easily tampered with or falsified, and it is not easy or even possible to trace the
flow of parts. A decentralized blockchain-based system, however, is a superior solution to
make the information more reliable and is traceable, immutable, secure and transparent.
In addition, the Elliptic Curve Digital Signature Algorithm (ECDSA) [14] is used in our
system to ensure data integrity and this system is built in Hyperledger Fabric [15].

All in all, in this study, we proposed a based-blockchain system that will accomplish
the following:

(1) Ensure data integrity.
(2) Construct a simple quality identification scheme.
(3) Enable traceable, identifiable parts service with efficiency and mutual trust.

1.2. Related Works

The automotive supply chain (ASC) has been an intricate system due to the various
parts used in each vehicle, the need for many part supplies, and the many stakeholders
that exist in the ASC. Before this study, lots of scholars on the issue have also combined
blockchain with supply chain, as sown in Table 1.

Chen et al. [16] proposed a relatively complete theoretical framework for blockchain-
based supply chains by elaborating on their proposed Supply Chain Quality Management
(SCQI) and briefly discussing the issues that arise in the context of the case, but there is
no mention of arbitration in the study. Sharma et al. [17] proposed a blockchain-based
distributed architecture for the smart city automobile industry that examines the entire
process from many perspectives and suggests a practical strategy. However, the research
does not elaborate on the circulation process of parts and does not address the algorithms
necessary to carry out the suggested circulation process. Kim et al. [18] handle the authen-
tication of genuine vehicle parts via both Blockchain Governance Game (BGG) [19] and
Fog Computing [20] techniques. However, the studies lack a thorough examination of the
roles of the various blockchain tasks and do not suggest a comprehensive service structure.
In the study by Miehle et al. [21], the authenticity and tracking and tracing of the source of
parts are addressed, access control and licensing systems to secure private license chains
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are introduced, archiving using external chains and external databases is enabled, and the
entry barrier for SMEs to the alliance chain is lowered, thereby effectively improving the
supply chain’s comprehensiveness and integrity, but the regulation and the stalemate are
not addressed. Hao developed a Blockchain-based logistics monitoring system (BLMS)
in the study [22], which allows customers, logistics operators, and all other parties in the
supply chain to track their parcels and information to ensure fairness and transparency,
but not enough for the subsequent regulation of automotive services. Yahiaoui’s paper [23]
describes a blockchain-based supply chain system and briefly explores the integration of
its blockchain supply chain. Li and Ye [24] integrated blockchain technology into the ASC,
customizing smart contracts to meet functional requirements, and demonstrating product
traceability to consumers and regulators. Wang et al. [25] applied blockchain to auto service
to emphasize the importance of component supply chain management, and subsequent
service assurance, and offered a blockchain-based Product-Service System (PSS) frame-
work for vehicles and several other application frameworks, but no privacy protection
is provided for transactions between supply chain parties, and no specific algorithm or
implementation is proposed.

Table 1. Comparison of existing auto parts traceability system.

Authors Year Objective Technologies Merits Demerits

Chen et al. [16] 2015
A theoretical framework
for combining blockchain
and supply chain

Blockchain

Proposed intelligent quality
management of supply
chain based on the
blockchain technology.

There is no discussion on
the regulation and analysis
of services outside the
supply chain.

Sharma et al. [17] 2018

a distributed framework
model for the entire life
cycle phases of the
automotive industry
blockchain-based

Blockchain

Analyzing the processes of
the automotive industry
from multiple perspectives
and provided a miner
node algorithm.

There is no elaboration on
the flow process of the parts
and no proposed algorithm
to be implemented for the
flow process.

Kim et al. [18] 2019
A blockchain-based
design for authentication
of automotive parts

BGG, Fog Computing

Provide service of authentic
certification of auto parts
and protection
of blockchain.

Lack of analysis of the role
of stakeholders in the
supply chain.

Miehle et al. [21] 2019

A traceable parts supply
chain application built on
blockchain and
smart contracts

Distributed Ledger,
Smart Contract,
Blockchain

Introduces access control
and licensing systems to
secure private license
chains, and use external
chains and external
databases to archive.

There is no solution to the
regulation of all parties in
the supply chain, and there
is no corresponding
analysis of the subsequent
service of the car.

Helo and Hao [22] 2019
A Blockchain-based
logistics monitoring
system prototype

JavaScript,
Blockchain

All parties on the chain can
track and access their
package information.

No corresponding solution
is proposed for the
regulation of subsequent
car services.

Yahiaoui et al. [23] 2020
Blockchain and smart
contract-based supply
chain model

Blockchain

An ASC system based on
blockchain and smart
contracts is proposed
and analyzed.

There is no description of
the parties of the ASC,
algorithms, and car
maintenance services.

Li and Ye [24] 2020

Combines blockchain and
ASC for distributed
storage of production and
sales data

Blockchain,
Smart Contract

Ensures the security of ASC
data, increases the mutual
trust of the parties, and
increases that process
sensitive data.

No analysis is made for the
subsequent service of the
car, and no specific
algorithm is proposed.

Wang et al. [25] 2020

Blockchain-based
Product-Service System
service framework for
vehicle products

Blockchain,
smart-contract

All parties to accurately
update and verify vehicle
information and easier to
verify the condition of
vehicles in usage.

no specific algorithm or
implementation
is proposed.

In this paper, we use a symmetrical copy of the decentralized ledger for all users
under the security of asymmetric cryptography. the contents of the other sections are as
follows: Section 2 involves some related knowledge of this study. Section 3 describes the
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communication protocol and algorithm of each phase. We analyzed the characteristics and
security issues in Section 4. In Section 5, we make some evaluations for communication
costs and computation costs. Lastly, we conclude this paper in Section 6.

2. Preliminary

2.1. Blockchain and Smart Contracts

Blockchain Technology systems came from a paper on the cryptocurrency Bitcoin,
“Bitcoin: A Peer-to-Peer Electronic Cash System” [26], proposed by a named Satoshi
Nakamoto in 2008. It involves many disciplines, such as mathematics, cryptography,
and computer science. In the blockchain, distributed computational storage, public and
private keys, real-time broadcasting, and timestamping bring the characteristics of being
decentralized, transparently developed, and tamper-proof, and the data structure Merkle
tree is used to ensure the traceability of the blockchain. These features make blockchain
that can be integrated with various fields.

Smart contacts were proposed by Nick Szabo, a well-known American computer
scientist [27]. Smart contacts are codes that run on the blockchain are and automatically
executed on the blockchain when conditions are met and cannot be accessed by anyone
for execution [28,29]. It is the digital equivalent of traditional contracts, and combined
with these blockchains, such as decentralization, tamper-evident, transparent traceabil-
ity, perpetual operation, and mutual corroboration, smart contracts achieve the effect of
decentralization from trusting third-party institutions to trusting the contract itself.

2.2. ECDSA

ECDSA was proposed by Rivest et al. It combines Digital Signature Algorithm (DSA)
and Elliptic Curve Cryptography (ECC). Compared with traditional encryption methods,
ECDSA has the characteristics of smaller parameters, keys and certificates, stronger key bit
strength, and faster operating speed [15,30–32].

Suppose that A wants to send a message M to B. The signature is generated by sender
A and verified by receiver B. Firstly, both parties must agree on the elliptic curve (CURVE,
G, n), where G is the base point on the curve, n is the order of G, and H is the hash function.

Signature: A chooses a random integer dA as a private key with values in the range
[0, n − 1], and generates the public key QA = dAG.Computing: z = h(m), kG = (x1, y1),
r = x1 mod n and s = k−1(z + rdA) mod n. Then, the message m and the signature value
(r, s) are sent to B.

Verification: B verifies the correctness of the message after receiving the signature
value and message m from A. B calculates: z′ = h(m), a1 = z′s−1 mod n, a2 = rs−1 mod n,
(x′, y′) = a1G + a2QA. If the equation r = x′modn holds, the verification passes.

2.3. Hyperleader Fabric

Hyperleader Fabric was led by IBM and Linux, a blockchain-based open-source
project. It is mainly to establish an enterprise-class distributed ledger system compatible
with pluggable consensus mechanisms and supporting identity authentication, which is
typical of current federated chains. Additionally, Hyperleader Fabric is modular, scalable,
and provides privacy and confidentiality features to enable the platform to give social good,
insurance, and finance, as well as supply chain logistics and other industry use cases to
provide more effective and novel features.

3. Proposed Scheme

This study uses a symmetrical copy of the blockchain-based ledger technology to build
a new automotive parts traceability system by building a Hyperleader Fabric federated
chain to implement some functions following text. The system consists of the shareholder’s
members of the federated chain Parts Manufacturer (PM), Automobile Manufacturer (AM),
Car Dealer (CD), Car Owner (CO), and Repair Shop (RS), as well as Competent Authorities
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(CA) and Arbitrator (AB) and Blockchain Center (BCC). The system framework is shown
in Figure 1.

Figure 1. System architecture diagram.

3.1. System Architecture

(1) Parts Manufacturer (PM): PM obtains orders from automobile manufacturers (AM)
and Repairers Shop (RS), and then produces the corresponding parts according to the order
information and sells them to AM and RS.

(2) Automobile Manufacturer (AM): AM is responsible for the production of research
and development of cars, ordering parts from PM for car production. In the meantime, AM
also is the seller of car dealers.

(3) Car Dealer (CD): CD is the wholesale vehicle from AM and will sell the vehicle to
the consumer (also known as the car owner (CO)).

(4) Car Owner (CO): The end-user of the car, who needs to buy the car from CD,
is also the consumer of the Repair Shop (RS) and can go to RS for vehicle repair and
parts replacement.

(5) Repair Shop (RS): Order parts from PM to repair the consumer’s vehicle.
(6) Competent Authorities (CA): If a member of the alliance chain is unsure of the

legitimate source of a part, the auditor has the right to certify any problems with the flow
of the part.

(7) Arbitrator (AB): A third-party arbitrator that receives complaints from members of
the alliance chain, can find the flow of parts for cars via the Internet, and can find broken
parts that are in circulation on the market.

(8) Blockchain Center (BCC): A blockchain that records key information about parts
and vehicles as well as information about the distribution process, and the blockchain
associates the ID of the recorded part or vehicle with the vehicle or part. The chain code
in the BCC can check the status of the part during the transaction. At the same time, each
member needs to register with the blockchain center and request a unique ID to be added
to the blockchain.

Figure 1 shows the process of a car part passing through the manufacturer of the part
to the car manufacturer, then the car manufacturer agrees to assemble it, then it passes
through the dealership, the owner, and through the manufacturer of the part to the repair
shop and then to the owner. Of course, in reality, there is more than one member in the
alliance chain, and the diagram only shows the flow of parts or cars. And the numbers
1–9 of the Figure 1 is correspond to step 1–9. A description of the specific distribution
process is as follows.

Step 1. Each role must register an account on BCC; simultaneously, BBC records the specific
information of each member and returns a pair of public and private keys.
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Step 2. When AM needs to produce a batch of cars or RS needs to receive a batch of parts,
it needs to order parts from PM and send the order information to PM.

Step 3. When PM receives the order information, it will produce the parts and engrave the
ID number of each part on the part, and send the parts to AM or RS.

Step 4. If the CD is obtaining a batch of cars from the AM, it needs to send the order
information to the AM.

Step 5. AM receives the order and delivers the products to CD.
Step 6. CO goes to CD to buy the vehicle and CO needs to provide the identity for

the transaction.
Step 7. CO goes to RS to repair the vehicle.
Step 8. If either party disputes the quality or origin of the parts, they may submit a request

for arbitration to the AB.
Step 9. Parts and vehicle-related information and circulation process information are

recorded on BCC, AB can retrieve and verify the parts and vehicle-related records
through BCC.

3.2. Data Definition

Figures 2 and 3 are the basic structure of chain code in our designation. Figure 2 shows
the product message structure of parts and vehicles. When the product of a vehicle or a
part circulates in every Access Party (AP), its details will disclose this structure. In Figure 3,
the left shows the storage structure of AP, and the right shows the definition of roles.

 
Figure 2. The chaincode structure of the parts and car.

 
Figure 3. Chaincode structure of the accessing party and the enumeration of the role type.

3.3. Registration Phase

All parties who join the system must register an account with BCC. When registration
is successful, BCC records its message and returns a pair of public key and private key to
the member of the register. The specific registration process is shown in Figure 4.
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Figure 4. The flowchart of the registration phase.

Step 1. AP sends its message MIn f oAP (e.g., name, role type, etc.) to the blockchain center
for the registration request.

Step 2. BCC uses ECDSA to create a private key dAP using the key to calculate the public
key QAP:

QAP = dAPG (1)

If the creation is successful, add the role and trigger smart contact. The algorithm of
the smart contract is as follows: Algorithm 1. Then, BCC sends (IDAP, dAP, QAP) to AP.

Step 3. AP receive and storage (IDAP, dAP, QAP).

Algorithm 1: Chaincode Registration of the proposed scheme.

func Registration (var Name string, var Detail string, var Role string)(UID string){
UID = GenerateUID()
count++
AP[count].UID = UID
AP[count].Name = Name
AP[count].Detail = Detail
AP[count].Role = Role
return UID

}

3.4. Authentication Phase

Since the actors in the initial stage of the blockchain cannot verify each other’s true
identity, both parties who need to perform actions need to be authenticated. The “signature”
and “verification” are required when using the algorithm ECDSA implemented for authen-
tication. We assume both users A and B need to authenticate. The specific implementation
flow is shown in Figure 5. User A generates a random number k1 and a message MA1 and
calculates hA1:

MA1 = (IDA, IDB, TSA1, MIn f oA) (2)

hA1 = H(MA1) (3)

Then, User A calculates the parameter of ECDSA and through “Sign” of Algorithm 2
generates a signature. The specific process of signature shows in Equations (4)–(6):

(xA1, yA1) = k1G (4)

rA1 = xA1 mod n (5)

sA1 = xA1
−1(hA1 + rA1dA) mod n (6)
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Then, A uses B’s public key PukB to encrypt a message MA1:

CA1 = EPukB(MA1) (7)

Finally, A sends the information that is A generating CA1, (rA1, sA1) to B.

Figure 5. The flowchart of the authentication phase.

Step 1. User B receives a message from A and uses B’s private key PrkB deciphering
CA1 to acquire the data (IDA, IDB, TSA1, In f oA) within the message MA1. In the
meantime, determine whether the timestamp is legal or not:

(IDA, IDB, TSA1, MIn f oA) = DPrkB(CA1) (8)

TSNOW − TSA1
?≤ ΔT (9)
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If Equation (9) is true, the smart contract “Verify” of Algorithm 2 will trigger and verify
the signature of ECDSA. The specific process of verification is shown in Equations (10)–(14):

hA1
′ = H(MA1) (10)

a1 = hA1
′sA1

−1 mod n (11)

a2 = rA1sA1
−1 mod n (12)

(xA1
′, yA1

′) = a1G + a2QA (13)

xA1
′ ?
= rA1 mod n (14)

If Equation (14) is true, the message is from A, which can be confirmed. Then, B
generates a random number k2 and a message MB1 and calculates hB1:

MB1 = (IDB, IDA, TSB1, MIn f oB) (15)

hB1 = H(MB1) (16)

Then, B calculates the parameter of ECDSA and generates a signature through the
“Sign” of Algorithm 2. The specific process of signature is shown in (17)–(19).

(xB1, yB1) = k2G (17)

rB1 = xB1 mod n (18)

sB1 = xB1
−1(hB1 + rB1dB) mod n (19)

Then, B using the public key PukA of A encrypts a message MB1:

CB1 = EPukA(MB1) (20)

Finally, B sends information CB1, (rB1, sB1) to A.

Step 2. When A receives a message from B, it uses its own private key PrkA to decode CB1
and acquire information (IDB, IDA, TSB1, In f oB) within MB1. In the meantime, it
is verified whether the following timestamp is true or not true:

(IDB, IDA, TSB1, MIn f oB) = DPrkA(CB1) (21)

TSNOW − TSB1
?≤ ΔT (22)

If Equation (22) passes, the smart contract “Verify” of Algorithm 2 will trigger and ver-
ify the signature of ECDSA. The specific process of verification shows in Equations (23)–(27):

hB1
′ = H(MB1) (23)

a1 = hB1
′sB1

−1 mod n (24)

a2 = rB1sB1
−1 mod n (25)

(xB1
′, yB1

′) = a1G + a2QB (26)

xB1
′ ?
= rB1mod n (27)

If Equation (35) passes, we can confirm the message is A sending to B. The authentica-
tion between user A and user B is successful.
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Algorithm 2: Chaincode Sign and Verify the proposed scheme

func Sign(var k string, var h string, var d string){
(x, y) = k ∗ G
r = x % n
s = (1/k) ∗ (h + r ∗ d) % n
return (r, s)

}
func Verify(var h string, var r string){

a1 = (z/s) % n
a1 = (r/s) % n
(x, y) = a1 ∗ G + a1 ∗ G
if x == r

return “valid”
else

return “invalid”
}

3.5. Order and Transaction Phase

In the phase, we assume both roles that are User A and User B to simulate order and
transaction actions. In this phase, A is the buyer purchasing products, and B is the seller.
If the AM needs to perform car production and RS is short of parts for vehicle repair and
needs to order parts from PM, then User A is AM and RS and User B is PM. If CD needs to
order vehicles for sales activities, then User A is CD, and User B is AM at this time. The
flowchart is as follows in Figure 6.

Figure 6. The flowchart of the order phase.
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Step 1. User A generates a random number k3 and message MA1 and calculates hA1:

MA1 = (IDA, IDB, TSA1, MOrdA1) (28)

hA1 = H(MA1) (29)

Then, User A calculates the parameters of ECDSA, and uses the “Sign” of Algorithm 2
to generate the signature:

(rA1, sA1) = Sign(k3, hA1, dA1) (30)

Afterward, User A uploads the order to the blockchain; in the meantime, it uses the
public key PukB of User B to encrypt a message MA1:

Upload(MOrdA1, IDOrder, hA1, rA1, sA1) (31)

CA1 = EPukB
(MA1) (32)

Finally, User A delivers CA1, (rA1, sA1), which is A generated to User B.

Step 2. User B receives the message from User A and using its private key PrkB to de-
crypt CA1 to acquire data (IDA, IDB, TSA1, MOrdA1) of MA1, and verifies that the
timestamp holds:

(IDA, IDB, TSA1, MOrdA1) = DPrkB(CA1) (33)

TSNOW − TSBR1
?≤ ΔT (34)

If Equation (34) is established, the smart contract “Verify” of Algorithm 2 is triggered
to verify that the ECDSA signature is correct:

hA1
′ = H(MA1) (35)

Veri f y
(
hA1

′, rA1, sA1
)

(36)

If it is correct, we can testify the message is from User A, and then User B generates
a random number k4 and uses order request information Mcon f and order information
MOrdA1 to generate a message MB1. The message is sent to A and User B calculates hB1:

MB1 = (IDB, IDB, TSB1, MOrdA1, Mcon f ) (37)

hB1 = H(MB1) (38)

Then, User B calculates the parameters of the ECDSA and generates a signature by
“Sign” of Algorithm 2:

(rB1, sB1) = Sign(k4, hB1, dB1) (39)

Afterward, User A encrypts a message MB1 by the public key PukA of User B:

CB1 = EPukA
(MB1) (40)

Finally, B sends CB1, (rB1, sB1) to User A.

Step 3. User A receives the message from User B and uses his private key PrkA to decrypt
CB1 to acquire data (IDB, IDB, TSB1, MOrdA1, Mcon f ) within the message MB1, and
verifies that the timestamp holds:

MB1 = (IDB, IDB, TSB1, MOrdA1, Mcon f ) (41)

TSNOW − TSPR1
?≤ ΔT (42)
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If Equation (42) is established, the smart contract “Verify” of Algorithm 2 is triggered
to verify the signature of ECDSA that is correct:

hB1
′ = H(MB1) (43)

Veri f y
(
hB1

′, rB1, sB1
)

(44)

If it is correct, the message is proved to have been sent by User B. Otherwise, the order
is voided. At this point, the order is confirmed.

After the order phase mentioned above, both parties to the transaction have com-
pleted the task of placing and finalizing the order. In this phase, User B uploads the key
information of the generated product to the blockchain. User A receives the product and
information from User B and decrypts and verifies the correctness of the information. If it
is accurate, the transaction is completed. The specific flowchart is as follows in Figure 7.

Figure 7. The flowchart of the transaction phase.

Step 1. User A generates a random number k5, receives the product confirmation Mcon f ,
and creates a message MA2. Calculating hA2:

MA2 = (IDA, IDB, TSA2, MOrdA1, Mcon f ) (45)

hA2 = H(MA2) (46)
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Then, User A calculates the parameter of ECDSA and generates the signature by “Sign”
of Algorithm 2:

(rA2, sA2) = Sign(k5, hA2, dA2) (47)

After User A uses the public key PukB of User B to encrypt MA1:

CA2 = EPukB(MA2) (48)

At last, User A sends CA2, (rA2, sA2) to User B.

Step 2. User B receives the message from User A and using his private key PrkB decrypts
CA1 to acquire the data (IDA, IDB, TSA2, MOrdA1, Mcon f ) within MA2, in the mean-
time verifying if the timestamp is legal:

(IDA, IDB, TSA2, MOrdA1, Mcon f ) = DPrkB(CA2) (49)

TSNOW − TSA2
?≤ ΔT (50)

If (50) is established, the smart contract “Verify” of Algorithm 2 is triggered to verify
that the signature of ECDSA is correct:

hA2
′ = H(MA2) (51)

Veri f y
(
hA2

′, rA2, sA2
)

(52)

If Equation (52) is correct, it proves that the order information is sent by User A,
triggering smart contacts UploadParts or UploadVehicles within Algorithm 3 or Algorithm 4
to upload the information of products. If it is a transaction among AM, RS, and PM,
UploadParts is triggered, and if it is a transaction between CD and AM, UploadVehicles
is triggered. In the meantime, the functions List < UID > (UID symbol IDCar or IDPart).
Then, User B generates a random number k6 and uses List < UID >, and OrderA1 generates
MB1, which is returned with information of the order. Calculating hB1:

MB2 = (IDB, IDA, TSB2, MOrdA2, List < UID >) (53)

hB2 = H(MB2) (54)

Then, User B calculates the parameter of ECDSA and generates a signature by “Sign”
of Algorithm 2.

Algorithm 3: Chaincode UploadParts of the proposed scheme

var PI []PartInfofunc UploadParts(var pnum int, var PUID string, var PName string, var PParameter string,
var PAgingStandard string, var PManuName string, var PProductionDate string, var PExfactoryDate string,
var PAging bool){

for (i = 0; i < pnum; i++){
PI = append(PI, new PartInfo{
PUID: PUID[i]
PName: PName
PParameter: PParameter
PAgingStandard: PAgingStandard
PManuName: PManuName
PProductionDate: PProductionDate[i]
PExfactoryDate: time.Now
PAging: false})
ListPUIDs = append(ListPUIDs, PI[i].ListPUIDs)
return ListPUIDs

}
}

Step 3. User A acquires the message of User B, uses his private key PrkA decrypting CB2
to obtain data (IDB, IDA, TSB2, MOrdA2, List < UID >) within MB2, and verifies
if the timestamp is correct:
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(IDB, IDA, TSB2, MOrdA2, List < UID >) = DPrkA(CB2) (55)

TSNOW − TSB2
?≤ ΔT (56)

If the verification passes the above, if the above verification holds, “Verify” of Algorithm 2
is triggered and checking if the signature of ECDSA is correct:

hB2
′ = H(MB2) (57)

Veri f y
(
hB2

′, rB2, sB2
)

(58)

If it is true, the system triggers the smart contract Algorithm 5 and proves the informa-
tion of the product. If it is successful, the transaction finishes.

Algorithm 4: Chaincode UploadVehicles of the proposed scheme

var VI []VehicleInfo
func UploadVehicles(var num int, var VUID string, var VName string, var VParameter string, var
VAgingStandard string, var VManuName string, var VProductionDate string, var VExfactoryDate string, var
VAging bool, var VPUIDs []string){

for (i = 0; i < vnum; i++){
VI = append(VI, new VehicleInfo{
VUID: VUID[i]
VName: VName
VParameter: VParameter
VAgingStandard: VAgingStandard
VManuName: VManuName
VProductionDate: VProductionDate[i]
VExfactoryDate: time.Now
VAging: false
for(j = 0; i < pnum;j++){

VPUIDs[j]: VPUIDs[j] }
})
ListVUIDs = append(ListVUIDs, VI[i].ListVUIDs)
return ListVUIDs

}
}

Algorithm 5: Chaincode Check_products of the proposed scheme

func CheckParts(var pnum int. ListPUIDs []string){
for(i = 0; i < pnum; i++){

if(PI[i].PAging == True)
return “invalid” }

return “valid”
}
func CheckVehicles(var vnum int. ListVUIDs []string){

index = searchCar(VI, VUID)
if(index ! = null)

return “invalid”
for(i = 0; i < vnum; i++){

index2 = searchPID()
if(PI[i].PAging == True)

return “invalid” }
return “valid”

}

3.6. Sale Phase

In the phase, CO purchases vehicle in the CD. The specific process is as following
Figure 8.
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Figure 8. The flowchart of the sale phase.

Step 1. CO choices a product and sends MReqCO to a CD. First, CO generates a random
number k7 and generates MCO. Calculating hCO:

MCO = (IDCO, IDCD, TSCO, MReqCO) (59)

hCO = H(MCO) (60)

Then, CO calculates the parameter of ECDSA and generates a signature by “Sign” of
Algorithm 2, and uses the public key of CD to encrypt:

(rCO, sCO) = Sign(k7, hCO, dCO) (61)

CCO = EPukCD
(MCO) (62)

At last, CO sends CCO, (rCO, sCO) to CD.

Step 2. CD receives data (IDCO, IDCO, TSCO, MReqCO) from CCO, and verifies if the times-
tamp is correct:

(IDCO, IDCD, TSCO, MReqCO) = EPrkCD
(CCO) (63)

TSNOW − TSCO
?≤ ΔT (64)
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If (74) is correct, the smart contract “Verify” of Algorithm 2 is triggered to verify if the
signature of ECDSA is legal or not:

hCO
′ = H(MCO) (65)

Veri f y
(
hCO

′, rCO, sCO
)

(66)

If it is true, it proves the information of the order that sends from CO. Additionally, the
system finds the vehicle of the request of the order. CD sends IDCar to CO and a random
number k8 is generated by CD. In the meantime, according to UIDpart and MOrdCO1, which
are created by CO, message MCD is generated. Returning the information of the order to
CO calculate hCD:

MCD = (IDCD, IDCO, TSCD, MOrdCO1) (67)

hCD = H(MCD) (68)

Additionally, then CD calculates the parameter of ECDSA and generates a signature
by “Sign” of Algorithm 2:

(rCD, sCD) = Sign(k8, hCD, dCD) (69)

Afterward, the CD using the public key PukCO of CO encrypts MCD:

CCD = EPukCO(MCD) (70)

At last, CD sends CCD, (rCD, sCD) to CO.

Step 3. CO receiving the message from CD, using its private key PrkCO, decrypts CCD
to acquire data (IDCD, IDCO, TSCD, MOrdCO1) within MCD, and it verifies if the
timestamp is correct:

(IDCD, IDCO, TSCD, MOrdCO1) = DPrkCO(CCD) (71)

TSNOW − TSCO
?≤ ΔT(2) (72)

If (72) is established, the smart contract “Verify” of Algorithm 2 is triggered, in the
meantime verifying if the signature of ECDSA is correct or not:

hCD
′ = H(MCD) (73)

Veri f y
(
hCD

′, rCD, sCD
)

(74)

If it is correct, Algorithm 6 is triggered, and the transaction is finished.

3.7. Repair Phase

At this stage, CO goes to RS for vehicle maintenance. The specific process is shown in
Figure 9.

Step 1. RS sends IDpart1 of the old parts and IDpart2 of new parts that need to be replaced
to the CO, and generates random numbers k9:

MRS = (IDRS, IDCO, TSRS, IDpart1, IDpart2) (75)

hRS = H(MRS) (76)

Then, the user CO calculates the parameters of ECDSA, generates a signature through
“Sign” of Algorithm 2, and then encrypts it with the CO’s public key:

(rRS, sRS) = Sign(k9, hRS, dRS) (77)

CRS = EPukCO
(MRS) (78)

Finally, RS sends CRS, (rRS, sRS), which is generated and sent to CO.
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Figure 9. The flowchart of the repair phase.

Step 2. CO receives the data (IDRS, IDCO, TSRS, IDpart1, IDpart2) of the message MRS from
RS and verifies whether the timestamp holds:

(IDRS, IDCO, TSRS, IDpart1, IDpart2) = EPrkCO
(CRS) (79)

TSNOW − TSRS
?≤ ΔT (80)

If established, it triggers the smart contract “Verify” of Algorithm 2 to verify that the
ECDSA signature is correct:

hRS′ = H(MRS) (81)

Veri f y (hRS′, rRS, sRS) (82)

If the verification is passed, a random number k10 is generated after confirming the
information MCO, a message is generated, and then the maintenance message is signed
and uploaded.

MCO = (IDrepair, MRS) (83)

hCO = H(MCO) (84)

(rRS, sRS) = Sign(k10, hCO, dRS) (85)

Upload(IDCO, IDRS, IDrepair, MRS, rRS, sRS) (86)

Trigger the smart contract after uploading Algorithm 6.
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Algorithm 6: Chaincode Modify_parts of the proposed scheme

func ModifyPart(var VUID string, var newPUID string, var oldPUID string){
index = searchCar(VI, VUID)
if(index! = null)

index2 = searchVheiclePUIDs(VI[index].VehiclePUIDs,oldPUID)
if(index2! = null)

replace(VI[index].VehiclePUID[index2],newPUID)
index3 = searchPUID(PI,oldPUID)
PI[index]. Paging = True
return “valid”

else
return ”invalid”

else
return ”invalid”

}

3.8. Arbitration Phase

When either party doubts the validity of a part, they can arbitrate its legitimacy
through Arbitration. The process of arbitration is shown in Figure 10, and the numbers 1–4
correspond to step 1–4. The precise details of this process are as follows:

Figure 10. The validation flow in the arbitration phase.
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Step 1. AP provides the UID of a specific part to AB.
Step 2. AB sends a TID request message with its signature to BCC.
Step 3. BCC checks the signature of AB, and if the signature is valid, BBC delivers the

signature list to AB.
Step 4. AB checks the validity of each signature in the signature list. The order of the

checks is as follows.

(a) Verify the signature of PM, if it is not legal, the record is proved to be forged
by PM.

(b) Otherwise Verify the signature of AM, if it is not legitimate, the record is
forged by AM.

(c) Verify the signature of the CD, if it is not legal, the record is proved to be
forged by the CD.

(d) Verify the signature of RS, if it is not legal, the record is proved to be forged
by RS.

(e) Verify the signature of CO, if it is not legal, the record is proved to be forged
by CO.

(f) If all the above signature is valid, then the process of circulation of the part
is proven and verified by AU.

4. Analysis

4.1. Data Integrity

We use ECDSA and hash functions to ensure data integrity. In a blockchain, each
participant has a pair of public and private keys. The sender must compute a hash and
generate a set of signatures using the receiver’s public key before sending the message, and
the receiver needs to verify the message and the signatures using his private key to ensure
the validity of the message. If the attacker tampers with the data to send to the receiver,
then the receiver will verify if the hash value and signature are not passed. All phases’
detailed information is listed in Table 2.

Table 2. Verification of the data integrity of the proposed scheme.

Phase
Party

Message Hash Value Verification

Sender Receiver

Authentication
USER A USER B MA1 = (IDA , IDB , TSA1, In f oA) hA1 = H(MA1) Veri f y(hA1, rA1, sA1)

USER B USER A MB1 = (IDB , IDA , TSB1, In f oB) hB1 = H(MB1) Veri f y(hB1, rB1, sB1)

Order and
Transaction phase

USER A USER B MA1 = (IDA , IDB , TSA1, OrderA1) hA1 = H(MA1) Veri f y
(
hA1

′ , rA1, sA1
)

USER B USER A MB1 = (IDB , IDB , TSB1, MOrd A1, Mcon f ) hB1 = H(MB1) Veri f y
(
hB1

′ , rB1, sB1
)

USER A USER B MA2 = (IDA , IDB , TSA2, OrderA1, In f oCon f irm) hA2 = H(MA2) Veri f y
(
hA2

′ , rA2, sA2
)

USER B USER A MB2 = (IDB , IDA , TSB2, OrderA2, List < UID >) hB2 = H(MB2) Veri f y
(
hB2

′ , rB2, sB2
)

Sale phase
Car Owner (CO) Car Dealer (CO) MCO = (IDCO , IDCD , TSCO , Request) hCO = H(MCO) Veri f y

(
hCO

′ , rCO , sCO
)

Car Dealer (CD) Car Owner (CD) MCD = (IDCD , IDCO , TSCD , OrderCO) hCD = H(MCD) Veri f y
(
hCD

′ , rCD , sCD
)

Repair phase Repair Shop Car Owner (CO) MRS = (IDRS , IDCO , TSRS , IDpartold , IDpartnew ) hRS = H(MRS) Veri f y
(
hRS

′ , rRS , sRS
)

4.2. Non-Repudiation

In this paper, we use Verify of ECDSA to resolve the repudiation issue. In the
blockchain mechanism, all messages transmitted by the sender must sign with their private
key, and the receiver using the sender’s public key verifies the messages. That ensures mes-
sages cannot be denied. Table 3 is the non-repudiation verification of the proposed scheme.

4.3. Traceability and Unforgeability

Based on blockchain characteristics, we learn that all transaction records are stored
and chained to the ledger of every peer, and the records are traceable and unforgeable. In
the meantime, data can be verified and transparent. For example, AB can trace records to
verify whether blockchain data are legal or not. In Figure 10, if the signature cannot pass
the verification, the signatures are forged.
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Table 3. Non-repudiation verification of the proposed scheme.

Phase
Party

Message Signature Verification

Sender Receiver

Authentication
USER A USER B MA1 = (IDA , IDB , TSA1, In f oA) Sign(k1, hA1, dA) Veri f y(hA1, rA1, sA1)

USER B USER A MB1 = (IDB , IDA , TSB1, In f oB) Sign(k2, hB1, dB) Veri f y(hB1, rB1, sB1)

Order and
Transaction

phase

USER A USER B MA1 = (IDA , IDB , TSA1, OrderA1) Sign(k3, hA1, dA1) Veri f y
(
hA1

′ , rA1, sA1
)

USER B USER A MB1 = (IDB , IDB , TSB1, OrderA1, In f oCon f irm) Sign(k4, hB1, dB1) Veri f y
(
hB1

′ , rB1, sB1
)

USER A USER B MA2 = (IDA , IDB , TSA2, OrderA1, In f oCon f irm) Sign(k5, hA2, dA2) Veri f y
(
hA2

′ , rA2, sA2
)

USER B USER A MB2 = (IDB , IDA , TSB2, OrderA2, List < UID >) Sign(k6, hB2, dB2) Veri f y
(
hB2

′ , rB2, sB2
)

Sale phase
Car Owner (CO) Car Dealer (CO) MCO = (IDCO , IDCD , TSCO , Request) Sign(k7, hCO , dCO) Veri f y

(
hCO

′ , rCO , sCO
)

Car Dealer (CD) Car Owner (CD) MCD = (IDCD , IDCO , TSCD , OrderCO) Sign(k8, hCD , dCD) Veri f y
(
hCD

′ , rCD , sCD
)

Repair phase Repair Shop Car Owner (CO) MRS = (IDRS , IDCO , TSRS , IDpartold , IDpartnew ) Sign(k9, hRS , dRS) Veri f y
(
hRS

′ , rRS , sRS
)

4.4. Man-in-the-Middle Attack

Man-in-the-middle attack (MIMT) generally refers to the attacker intercepting the
normal network communication data between the client and the server [33]. In the com-
munication protocol, each communication message on the blockchain uses asymmetric
encryption for defense against MIMT, i.e., the receiver’s public key encrypts the message
when it is sent, and the receiver decrypts the message with his or her private key to ensure
that the source of the message is correct.

Scenario: An attacker tampers with the communication messages or eavesdrops
between the communicating parties.

Analysis: In the blockchain, the sender uses the public key of the receiver to encrypt
messages. Additionally, if the attacker did not use a match private key to decrypt, it did
not learn the content of the message. The private key only is known to the receiver.

For example, in the authentication phase, User A encrypts the message MA1 with User
B’s public key PukB, then generates a ciphertext CA1 and sends it to User B. B then uses his
private key PrkB to decrypt the ciphertext to obtain the original message MA1. The related
details are shown as follows:

CA1 = EPukB(MA1) (87)

MA1 = DPrkB(CA1) (88)

Therefore, it is guaranteed that the attacker cannot decrypt the message without the
receiver’s private key. Each stage of asymmetric encryption and decryption is shown in
Table 4.

Table 4. Encryption and decryption to prevent a man-in-the-middle attack.

Phase
Party

Encryption Decryption

Sender Receiver

Authentication
USER A USER B CA1 = EPukB (MA1) MA1 = DPrkB (CA1)

USER B USER A CB1 = EPukA (MB1) MB1 = DPrkA (CB1)

Order
USER A USER B CA1 = EPukB

(MA1) MA1 = DPrkB (CA1)

USER B USER A CB1 = EPukA
(MB1) MB1 = DPrkA (CB1)

Transaction
USER A USER B CA2 = EPukB

(MA2) MA2 = DPrkB (CA2)

USER B USER A CB2 = EPukA
(MB2) MB2 = DPrkA (CB2)

Sale
Car Owner (CO) Car Dealer (CO) CCO = EPukCD

(MCO) MCO = DPrkCD
(CCO)

Car Dealer (CD) Car Owner (CD) CCD = EPukCO (MCD) MCD = DPrkCO (CCD)

Repair Repair Shop Car Owner (CO) CRS = EPukCO
(MRS) MRS = DPrkCO

(CRS)
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4.5. Replay Attack

A replay attack is a type of network attack that uses malicious or fraudulent ways to
repeat or delay valid data and the attacker intercepts the message of the communication
and retransmits the data to the receiver [34]. In this study, to prevent the replay attack,
we add a timestamp to each message, and the receiver needs to calculate the difference
of the timestamp when receiving the corresponding message and compare it with the set
threshold value, and if the time difference exceeds the threshold value it identifies that the
message is being replayed.

Scenario: An attracter listens to messages between sender and receiver and, after that,
it re-sends the same message to the receiver.

Analysis: If the receiver receives the ciphertext and decrypts it to acquire the timestamp
TSX of the sender, the receiver verifies that the difference between the current timestamp
TSNOW and the timestamp in the message is less than a threshold ΔT. When this does not
hold, the communication that suffered a replay attack is confirmed.

For example, in the verification phase, the timestamp TSA1 when User A sends the

data will be detected TSNOW − TSA1
?≤ ΔT when User B receives the data, and if it passes,

it proves that the data are not under replay attack. Table 5 is the timestamp verification for
each stage, where the timestamp after the receiver receives the data is collectively called.

Table 5. Timestamp validation to prevent replay attack.

Phase
Party

Send Time Validation
Sender Receiver

Authentication
USER A USER B TSA1 TSNOW − TSA1

?≤ ΔT

USER B USER A TSB1 TSNOW − TSB1
?≤ ΔT

Order and Transaction

USER A USER B TSA1 TSNOW − TSA1
?≤ ΔT

USER B USER A TSB1 TSNOW − TSB1
?≤ ΔT

USER A USER B TSA2 TSNOW − TSA2
?≤ ΔT

USER B USER A TSB2 TSNOW − TSB2
?≤ ΔT

Sale
Car Owner (CO) Car Dealer (CO) TSCO TSNOW − TSCO

?≤ ΔT

Car Dealer (CD) Car Owner (CD) TSCD TSNOW − TSCO
?≤ ΔT

Repair Repair Shop Car Owner (CO) TSRS TSNOW − TSRS
?≤ ΔT

4.6. Counterfeiting Attack

In this paper, the counterfeiting attack is the behavior of an attacker using falsified
and uploaded fake parts’ information or disguising as a parts owner to trade on the system.
We verify the legitimacy of the data during the transaction process to prevent this attack.

Scenario 1: The attacker fakes and uploads fake parts’ information, and uses these
parts to trade.

Analysis 1: Uploading parts’ information is a unique function of PM. Other users
cannot sign and upload parts without a PM private key. Additionally, because the alliance
chain is used, each role needs to be authenticated, and the chances of an attacker disguising
PM successfully are not possible. At the same time, based on the characteristics of the
blockchain, the source of the parts can be traced. Therefore, when that counterfeit part
appears on the blockchain, we can quickly locate the attacker.

Scenario 2: Malicious RS or rental car users replace expensive parts with low-cost
fake parts.
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Analysis 2: In our proposal, the part and the vehicle to which it belongs are bound
together and belong to the same owner. As shown in Figure 11, when malicious RS
replaced expensive parts reappear on the supply chain and conduct transactions, the buyer
of the part will check again whether the source of the part is legitimate. If not, the system
will notify the original owner of the part, who can quickly apply for arbitration with an
arbitration institution.

Figure 11. Trading illegal parts handling process.

5. Discussion

5.1. Communication Cost

In this section, we calculate the different communication costs for different network rates
as shown in Table 6. Firstly, we assume that the length of the ECDSA key and signature is
160 bits, the length of asymmetrically encrypted data is 1024 bits, and other information (ID,
timestamp, etc.) is 80 bits. The total size is 160 bits × 2 + 80 bits × 2 + 1024 bits × 2 = 2588 bits.
It takes 0.431 ms in 3G (6 Mpbs), communication environment, 0.026 ms in 4G (100 Mpbs)
communication environment, and 0.129 us in 5G (20 Gpbs) communication environment [35].

Table 6. Communication costs of the proposed scheme.

Phase Message Length 3G (6 M bps) 4G (100 M bps) 5G (20 G bps)

Authentication 2588 bits 0.431 ms 0.026 ms 0.129 us
Order 2588 bits 0.431 ms 0.026 ms 0.129 us

Transaction 2588 bits 0.431 ms 0.026 ms 0.129 us
Sale 2588 bits 0.431 ms 0.026 ms 0.129 us

Repair 1294 bits 0.216 ms 0.013 ms 0.065 us

5.2. Computation Cost

Table 7 shows the computational cost analysis of the roles in each phase. Taking the
authentication phase as an example, in this phase both User A and User B need to perform
the signature operation, verification operation, encryption, and decryption operation,
comparison operation once each, and hash operation twice.
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Table 7. Computation costs of the proposed scheme.

Phase Access Part 1 Access Part 2

Authentication
User A User B

Tsig + Tver + 2Thash + Tcmp + 2TE/D Tsig + Tver + 2Thash + Tcmp + 2TE/D

Order
User A User B

Tsig + Tver + Tupload + Tcmp + 2TE/D + 2Thash Tsig + Tver + 2Thash + Tcmp + 2TE/D

Transaction
User A User B

Tsig + Tver + 2Thash + Tcmp + 2TE/D + Tchd Tsig + Tver + 2Thash + Tcmp + 2TE/D + Tupload

Sale
Car Owner( CO) Car Dealer (CO)

Tsig + Tver + 2Thash + Tcmp + 2TE/D + Tchd Tsig + Tver + 2Thash + Tcmp + 2TE/D

Repair
Repair Shop (RS) Car Owner (CO)

Tsig + Thash + TE/D Tsig + Thash + TE/D

Note: Tsig: Signature operation; Tver : Verify operation; TE/D : Encryption/Decryption operation; Thash: Hash
function operation; Tcmp: Comparison operation; Tchd: Check data function; Tupload: Upload data operation.

5.3. Function Comparison

Table 8 shows the comparison with the previous researchers. In this paper, we pro-
posed a blockchain-based automotive and parts supply chain service framework, related
algorithm, and communication protocol and analyzed related cost and security.

Table 8. Comparison with surveyed related works.

Authors Year Objectives 1 2 3 4 5

Chen et al. [16] 2015 A theoretical framework for combining blockchain and
supply chain N Y N Y N

Sharma et al. [17] 2018 A distributed framework model for the entire life cycle
phases of the automotive industry blockchain-based N Y Y Y Y

Kim et al. [18] 2019 A blockchain-based design for authentication of parts N Y N Y N

Miehle et al. [21] 2019 A traceable parts supply chain application built on
blockchain and smart contracts N Y N Y N

Helo and Hao [22] 2019 A Blockchain-based logistics monitoring
system prototype N Y N Y Y

Yahiaoui et al. [23] 2020 Blockchain and smart contract-based supply
chain model N Y N Y N

Li and Ye [24] 2020 Combines blockchain and ASC for distributed storage
of production and sales data N Y N Y N

Wang et al. [25] 2020 Blockchain-based Product-Service System service
framework for vehicle products N Y N Y Y

Our method 2022 Blockchain-based ASC and service framework Y Y Y Y Y

Notes: 1: Communication protocol, 2: Blockchain-based architecture, 3: Algorithm, 4: Complete architecture or
framework, 5: Analysis, Y: Yes, N: No.

6. Conclusions

The quality of vehicles and parts is closely related to traffic safety. To solve safety haz-
ards caused by flaws in vehicles and parts and information asymmetry between providers
and consumers, we proposed an automotive supply chain framework that is based on
blockchain and smart contracts, in the meantime also designing communication flows and
algorithms in the blockchain. In our analysis and discussion, this study-proposed system
has excellent performance and security.

In this blockchain system, all access parties must register with BC to require a pair
of public-private keys and a unique ID; in the meantime, both communicating parties
should authenticate each other’s identities before communicating. In addition, during
communication, each role signs and encrypts the information to be sent and uploads it to the
chain, and decrypts and verifies the validity of the received message. Furthermore, when a
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dispute arises with a participant in the system, the participant can apply for arbitration by
AB. Additionally, then AB, using the participant, provides a message to acquire blockchain
information, confirming the legality.

By the proposed method and framework, we accomplish the features as follows:

(1) Proposed a completely auto supply framework based-blockchain.
(2) Using asymmetrical encryption/decryption to ensure data integrity.
(3) Design some algorithms for simple quality identification of cars and parts.
(4) Analyzing costs of computation and communication.
(5) Parties can verify the legality of an asset by an arbitrator.
(6) Simulate defense against known attacks.
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Notations

q A k bit prime number
GF(q) Finite group of q
E Elliptic Curves Defined on Finite Groups q
G A generating points based on Elliptic Curve E
ki The ith random value on the elliptic curve
dX/QX The ECDSA’s private key/public key of the party X
(xAi, yAi)/(rAi, sAi) The ith ECDSA/Elliptic curve signature value of User A
TSXi/TSNOW The ith timestamp of X/current timestamp
MXi The ith message is generated by X
MIn f oX /MBCX User Info of X/Blockchain Message for X
MCon f /MOrdXi order Confirmation/The ith order information from X
CXi The ith encrypted ciphertext is generated by X
IDX Unique ID of User X
IDCar/IDPart/IDOrder/IDrepair Unique identification code of the vehicle/part/Order/Repair
H(M) One-way hash function
hXi The ith hash value of X
PukX/PrkX X own public/private key that issued by BCC
EPukX (M)/DPrkX (M) Encrypt/Decrypt message M using X public/private key

A ?
= B/A

?≤ B Verify that A is equal to B/Check if A is less than B
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Abstract: In this paper, we address the problems of fraud and anomalies in the Bitcoin network.
These are common problems in e-banking and online transactions. However, as the financial sector
evolves, so do the methods for fraud and anomalies. Moreover, blockchain technology is being
introduced as the most secure method integrated into finance. However, along with these ad-
vanced technologies, many frauds are also increasing every year. Therefore, we propose a secure
fraud detection model based on machine learning and blockchain. There are two machine learning
algorithms—XGboost and random forest (RF)—used for transaction classification. The machine
learning techniques train the dataset based on the fraudulent and integrated transaction patterns
and predict the new incoming transactions. The blockchain technology is integrated with machine
learning algorithms to detect fraudulent transactions in the Bitcoin network. In the proposed model,
XGboost and random forest (RF) algorithms are used to classify transactions and predict transac-
tion patterns. We also calculate the precision and AUC of the models to measure the accuracy.
A security analysis of the proposed smart contract is also performed to show the robustness of our
system. In addition, an attacker model is also proposed to protect the proposed system from attacks
and vulnerabilities.

Keywords: anomaly detection; blockchain; fraud detection; machine learning; random forest;
XGboost

1. Introduction

Every industry, including banking, education, health care, and others, has modernized
as a result of technological growth. Moreover, with the advent of communication technol-
ogy, online transactions and means of payment are also being modernized. Through this
modernization, traditional currencies are being converted into digital currencies, and all
financial transactions are being conducted digitally. However, these transactions are not
fully secured and are vulnerable to various digital attacks, such as fraud issues, anomalies,
and privacy breaches. Additionally, as the volume of transactions rises, there is an increase
in fraud associated with financial transactions. As a result, billions of dollars are lost
globally every year [1]. Any suspicious activity on a network that behaves abnormally is
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called an anomaly. In cybersecurity and digital financial exchange, anomaly detection is
used to detect fraud and network invasion. The goal of anomaly detection is to protect the
network from illegal and fraudulent activities. In the financial sector, anomaly detection
applications have investigated suspicious activity and identified hackers and fraudulent
users. However, all anomaly detection methods in traditional financial systems are de-
signed for centralized systems. Therefore, with the development of digital currencies, such
as Bitcoin, anomaly detection methods using the blockchain are improving. Despite these
advances, there are still many fraud occurrences [2]. Many artificial intelligence (AI) and
machine learning techniques have been proposed to detect anomalies and fraud in digital
transactions; however, there is no suitable solution for centralized systems. Blockchain is
the most advanced and quickly evolving technology in many fields. It first became visible
with the appearance of Bitcoin in 2008, which was introduced by Satoshi Nakamoto [3].
It addresses the security issues of centralized systems and provides solutions to external
threats. It is a distributed, decentralized, and immutable ledger that time stamps all records
and ensures record integrity. However, some participants in the blockchain network behave
maliciously [4].

In our work, we apply existing ML techniques (i.e., XGBoost and random forest) to data
in the form of blockchain transactions with the goal of detecting fraudulent transactions.
To the best of our knowledge, this work is the first to investigate the application of ML
to blockchain data with such an objective. The contributions of the study/work are
listed below.

• Data-balancing technique and processioning are performed in the proposed system.
In pre-processing, the data are divided into a training dataset and a test dataset.

• Machine learning techniques, XGboost and random forest (RF), are used for data
classification. They classify the data as fraudulent or non-fraudulent. Both classifiers
predict the type of data. These machine learning models are directly connected to the
blockchain.

• The machine learning model is linked to the blockchain. A blockchain-based smart
contract is written in which the machine learning model is deployed and used to
predict the nature of new incoming transactions.

• The blockchain model is used to initiate the transactions, and then machine learning
models are used to classify these transactions as malicious or legitimate.

• Two attacker models are also implemented to protect the proposed model from
blockchain attacks.

The paper is organized as follows. Related work is discussed in Section 2. The proposed
system model along with problem statement is presented in Section 3. Simulation results
are discussed in Section 4. A security analysis is given in Section 5. Moreover, the paper’s
conclusion is described in Section 6. The list of abbreviations is given in Abbreviations.

2. Related Work

Different public and private regions deploy blockchain technologies for various ob-
jectives because it is vital to protect and monitor auditing systems. These technologies
help to evaluate its repositories and take care of the privacy of auditors. They allow au-
ditors to send their queries in a reliable and accessible manner without exposing their
identities to unauthorized users. In [5], consensus algorithms check the legitimacy of the
performed transactions. However, it is inefficient to identify the transactions. Therefore,
using blockchain as a solution for fraud detection does not completely address the problem.
Because of this, new solutions are used to eliminate the vulnerabilities in the existing
systems, such as machine learning algorithms. Different supervised machine learning
techniques are used to detect fraudulent transactions. Furthermore, a comparative analy-
sis of various machine learning methods is presented [6,7]. In [8], the authors proposed
different supervised machine learning solutions to detect fake businesses. Moreover, they
also tested over 300,000 accounts using random forest and XGBoost classifiers. The authors
in [9] also used XGboost for accurate results. In [10], the authors dealt with the problem of
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an imbalanced dataset. The dataset belongs to an insurance company and describes the
driving patterns of individuals. They use XGboost to predict the performance of drivers
along with their telematic information.

According to [11], fraudulent activities are data mining issues because the central
server for credit card transactions tells whether a trading transaction is fake or legal. Fraud
detection is not a new problem; yet, there are still numerous challenges. The primary
reason is that researchers lack real-time data, and banks are unwilling to share their data
with researchers because customer data is confidential. At the same time, it is linked to the
banks’ privacy policies [12]. In [13], the authors used a distributed data mining model to
address the problems of slanted delivery of credit cards and non-uniform expenditures.
A fraud detection algorithm aws presented in [14], which identifies fraud without relying
on any fraudulent historical instances, with a proactive method capable of overcoming
the well-known cold-start problem. In [15], The authors suggested and demonstrated the
application of the uncertain association law of mining to extract useful data from credit
card transactions.

The authors in [16] trainded a Support vector machine model to detect the improper
data of credit card transactions. In [17], the authors mixed three different techniques to
decrease the wrong beeps in fraud identification. These techniques are Bayesian learning,
rule-based learning and Dempster–Shafer theory. In [18], the authors used a transaction
aggregation technique to interpret the customer’s behavior before any transaction is per-
formed and then used this aggregated data to identify fake transactions. The entire analysis
takes place on the behavior of the customers. The primary purpose of the work is to
develop a model that can work with unknown datasets and highlight fake datasets in
them. Banks give unspecified datasets due to privacy issues. Therefore, the model behaves
similarly with all the participant attributes without prioritizing them. The model has also
worked on the improper datasets and arranged them in two separate sections: one for legal
transactions and the other for fake transactions [18].

In [19], the authors identified the issues of trust, privacy, security and verifiability in
centralized-based IoT-driven smart cities. Therefore, the authors proposed a trustworthy
privacy-preserving secure framework (TP2SF) for smart cities. The proposed framework
comprises three modules: a module for trustworthiness, and two modules that consist of
two-layered privacy modules. The trustworthiness module is a blockchain-based reputation
system that ensures the system’s security. Furthermore, two-layered privacy modules are
based on an enhanced proof of work (ePoW) technique and principle component analysis
(PCA). These modules transform the data into a reduced shape to prevent the system from
poisoning attacks. However, a cloud system is used for data storage, which leads to a
centralization problem.

In [20], the authors resolved the issue of privacy preservation through encryption
techniques. They also used cryptographic approaches for the computation of data. The
proposed system use asymmetric, symmetric and homomorphic encryption techniques to
achieve privacy. However, high computational power and time are required to implement
these approaches. Cyber attacks and intrusion detection are major problems that cause
data privacy issues. Blockchain technology with deep learning algorithms is used to
resolve the mentioned in [21]. These models provide security and privacy in virtual
machines migrated to the cloud to protect IoT networks. The authors proposed a deep
blockchain framework (DBF) model for intrusion detection based on bidirectional long
short-term memory (BiLSTM) and blockchain. In [22], the authors identified the issues
of centralization and cyber attacks in cloud-based systems. Therefore, they proposed
a mixture-of-localization-based outliers (MLO) system with a Gaussian mixture. This
collaborative anomaly detection system detects insider and outsider attacks in a cloud-
based system. Privacy preservation is highly important for cyber–physical systems (CPSs).
In these systems, anomaly detection systems are required to protect the system from inner
and outer attacks [23]. Therefore, the authors proposed a new privacy-preserving anomaly
detection framework that protects the system from attacks and keeps sensitive information
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confidential. The proposed method is based on two modules, i.e., the pre-processing
module and anomaly detection module that used a Gaussian mixture model (GMM).
However, the proposed system is inefficient for tackling modern IoT attacks.

2.1. Adversarial Machine Learning Methods

In adversarial machine learning, some machine learning techniques try to exploit the
model’s specific vulnerabilities and take advantage of the model’s obtained information
to generate some malicious attacks [24]. Some adversarial problems are discussed in the
following papers. In [25], the authors gave a comprehensive overview of the research
conducted in the last decade, considering the pioneering research from the security of
non-deep learning algorithms to the advances in this field, i.e., properties of security in
deep learning algorithms.

In [26], the authors proposed unsupervised random forest algorithms to reduce the
number of fraudulent transactions. Further, this proposed algorithm was used to analyze
the detection of credit card fraud. Moreover, the Bayesian network assembles a coordinated
non-cyclic chart, further used for the conditional probability distribution for creating a non-
cyclic graph. Results show that the random forest-based proposed algorithm performed
better than its counterparts. Authors in [27] also proposed a random forest model for de-
tailed feature selection, financial fraud detection, importance measurement of variables, and
multidimensional and partial correction analysis. Nevertheless, the authors applied several
statistical methodologies, i.e., non-parametric and parametric models, to detect accuracy. They
concluded that non-parametric models have less accuracy compared with parametric models.
In [28], the authors worked on the problem of intrusion detection in cyber security. They
used a dataset which has highly sensitive training data. This type of dataset is vulnerable
to cyber attacks. To resolve this issue, they used a random forest algorithm that performs
better in detecting cyber attacks. However, there is still room for researchers to improve the
detection of cyber attacks. In [29], the authors proposed an effective random forest classifier
for anomaly detection in an IoT network. They also compared the performance of an intrusion
detection system (IDS) and random forest classifier in terms of accuracy and false alarm
rate. However, security is the major issue while implementing an IoT network. In [30], the
authors identified the problems of malicious data and manipulation of data by an attacker.
Therefore, they implemented the evasion classifier and checked its effectiveness on a test case.
The authors analyzed some potential techniques used to increase the robustness of machine
learning models against the attacks of data manipulation.

3. Problem Statement and System Model

In this section, we first explain the problem and then present our proposed system model.

3.1. Problem Statement

With the advancement of technology, cyber crime is also increasing day by day, and
the financial sector is the most affected sector by cyber crime [5]. The main reason for this
problem is security vulnerabilities in financial systems. Anomalies occur in these systems,
which are also known as frauds. In traditional financial systems, credit card frauds are the
most common frauds, and AI techniques are used to solve these frauds. As a result, the
financial industry suffers a loss of billions of dollars each year due to these frauds [1]. In [31],
the authors employed unsupervised machine learning techniques to detect the monetary
anomalies. However, according to [32], supervised machine learning techniques are more
effective for fraud detection. A large amount of learning data and labeled data is good
for supervised learning. Therefore, the authors developed a complex model to learn the
patterns of anomalies and fraud. However, this model is not able to provide accurate results.
Moreover, blockchain innovation solves several fraud problems. It provides security and
privacy to the financial sector, as it is decentralized and immutable. However, it does not
address such issues as loss of privacy, Sybil attacks, and double-spending attacks.
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The purpose of these attacks is to discourage illegal activities and increase financial
benefits. Bitcoin is a digital currency based on the concept of proof of work (PoW). In the
Bitcoin network, all digital transactions are executed in a distributed manner using digital
signatures and hashes via a timestamp service. Bitcoin transactions do not involve a trusted
third party to verify the transactions. Therefore, a user can spend the same coin twice,
which becomes a fraudulent transaction and is known as a double-spending attack [33].
In [12], the authors discussed the Bitcoin theft known as “all in vain”, in which hackers
stole nearly 25,000 bitcoins.

To address these issues, we propose a secure and efficient blockchain-based model
with the integration of machine learning algorithms. The proposed model detects anoma-
lies and thefts based on the predictive model. In the proposed work, machine learning
models are trained on a dataset according to the fraud types and integrated transactions.
The proposed model is linked with blockchain to overcome security and threats.

3.2. Dataset Explanation

The dataset used in this paper is downloaded from Kaggle [34]. This dataset consists
of raw bitcoin transactions. These are the bitcoin transactions from the creation of bitcoin
to now. This dataset contains 30 million transactions. However, due to the limited storage
and computational power, only 30 thousand transactions are used. The dataset contains
the 11 attributes and 30,000 observations. These attributes show the degrees of the bitcoins,
mean of out and in degrees and the malicious transactions of these bitcoins. According to
the dataset, there are multiple senders and receivers for a single transaction, and a single
user can own multiple transaction addresses. In this network, every user is anonymous, as
no relevant record is associated with the transaction address [35].

3.3. Proposed System Model

The proposed system model consists of two layers: blockchain and machine learning.
The blockchain model initiates transactions, and then machine learning models are used
to classify these transactions as malicious or legitimate. This is a binary classification.
The proposed system model is based on the integration of machine learning and blockchain
for fraud and anomaly detection in the financial sector. The anomaly detection system
identifies unusual suspicious events that are different from most of the data. A dataset of
bitcoin transactions is used for the proposed model. We also use the random forest and
XGboost classifiers to classify legitimate and malicious transactions. These classifiers are
also used to predict new incoming transactions. The proposed model is trained and tested
for legitimate and malicious data patterns using the given dataset. The proposed system
model consists of the following steps (discussed in the below subsections).

3.3.1. Data Balancing Using SMOTE

Imbalance of data is a major problem in machine learning, where the distribution
of classes is highly imbalanced. The accuracy of machine learning algorithms decreases
due to data imbalance. It increases when the number of instances of one class is greater
than the other class. Therefore, SMOTE is used to solve this problem, and synthetic
samples are randomly generated for the minority class [36]. This technique solves the
overfitting problem caused by random oversampling of the data. It is based on random
sampling, where a data point is selected from the minority class. Then random weights
are assigned to its neighbors, and these neighbors are added to the original samples.
The main task of SMOTE is to synthesize the minority class samples. Data balancing
improves the effectiveness of machine learning algorithms and helps to achieve better
results. In Algorithm 1, SMOTE is used to balance the data, and the class distribution of
the data is imbalanced. Lines 1 to 6 show input, output, and initialization of the variables.
Lines 7 to 16 show the working mechanism of SMOTE for data balancing. SMOTE works
on the pattern of K-nearest neighbor, where the algorithm generates synthetic data. In the
first step, SMOTE selects random data from the minority class. In the second step, the
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K-nearest neighbors in the dataset are determined. Finally, synthetic data are generated
between the randomly selected data by selecting the K-nearest neighbors. Moreover, when
we train the model on the imbalance dataset, we check that the data are balanced or not
if we are going to balance the data, then we first divide the data into testing and training
parts and apply sampling technique only on the training data.

Algorithm 1: Data balancing through SMOTE
1: Initialization
2: Inputs: Minority data M(D)= mi ∈ X, Where i = 1, 2, 3, ..., D
3: Outputs: Synthetic Data S
4: Number of minority samples (D)
5: Percentage of SMOTE (P)
6: Number of (k) nearest neighbors
7: for n = 1 to D do

8: Find the K nearest neighbors of Di
9: Check P = P/100

10: While P �= 0 do

11: Select a random sample m in minority class
12: Find neighbor of m
13: Pick a random number α ∈ [0, 1]
14: m = mi + α(m − mi)
15: While Append m to S
16: Check P = P − 1
17: end while

18: end for

19: End

3.3.2. Detection of Fraudulent Transactions

As more businesses go online, fraud and anomalies in online systems are also on
the rise. Fraud detection systems that rely on static rules created by human experts have
been used to combat online fraud. For this reason, organizations face a large number
of fraudulent activities in online transactions that need to be minimized. In this study,
we address fraudulent transactions with Bitcoins. Unusual patterns that do not conform
to expected behavior, called outliers, can be detected using anomaly detection. In the
proposed model, a dataset of bitcoin transactions is used. This dataset is based on bitcoin
transactions in the financial sector. As we know, the transaction pattern of cryptocurrencies
of bitcoins and ethers are quite similar. Therefore, we trained our model in the dataset of
bitcoins, and it also gives correct prediction on the transactions of ethers. Our proposed
model can work efficiently in financial sectors, where blockchain-based cryptocurrencies
are used.

3.3.3. XGBoost

XGboost is a boosting algorithm that generates sequential trees. There are multiple
trees, and each successive tree aims to reduce the error of the previous tree and update the
residual error. Therefore, each new sequential tree has the updated residual error value
that is used for boosting. The proposed model uses XGboost to classify legitimate and
malicious transactions. Moreover, this algorithm connects to the blockchain smart contract
and predicts the new incoming transactions.

Algorithm 2 shows the working of XGboost based on the given dataset. In this
algorithm, lines 1 to 3 show the inputs, outputs and the initialization of variables. Lines 4
to 8 show the testing and training of the dataset. The deployment of the model is shown in
lines 9 to 11. Blockchain technology is also integrated into this algorithm from lines 12 to
17. These lines show that when a new transaction occurs in the blockchain, it passes to the
XGboost to check the transaction’s integrity. The notation “if Predictions==0” in line 13
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denotes that if the user passes a test sample to the trained XGboost model and it returns ‘0’
in response, then it means the specific test sample belongs to the legitimate class; otherwise,
if “if Predictions==1”, then it means that it belongs to the malicious class. Furthermore,
line number 12 of the algorithm explains the notation predictions. The proposed model
predicts the transaction and sends it back to the blockchain with its status. In addition,
the performance of the learning algorithms is improved through hyperparameter tuning.
A large number of hyperparameters makes XGBoost powerful and scalable; however, it is
also difficult to tune because it has a large parameter space.

Algorithm 2: Fraud detection through XGboost
1: Inputs: Balanced Dataset S
2: Outputs: Transactions in Blockchain B
3: Initialization of Dataset
4: Spliting of S into training and testing
5: Xtrain ← input variables from dataset
6: Ytrain ← target variables to dataset
7: Xtest ← input variables from test dataset
8: Ytest ←target variables from test dataset
9: Model = XGBClassifier(nestimators = 100)

10: Model = Model.fit(Xtrain, Xtrain)
11: Ypred = Model.predict(Xtest)
12: Predictions = [round(value) for value in Ypred]
13: if Predictions == 0 then

14: transaction = legitimate
15: B.add (transaction)
16: else if Predictions == 1 then

17: transaction = malicious
18: end if

19: return B
20: End

3.3.4. Random Forest

Random forest is one of the most popular machine learning algorithms that is mainly
used for classification. It can be used on both linear and nonlinear data. Random forest is
the most productive machine learning algorithm for imbalanced datasets. A single basic
classifier cannot solve the problem of an imbalanced dataset. In the proposed system,
random forest is used for fraud detection in an unbalanced dataset which has a smaller
number of fraud occurrences. In [37], the authors also used random forest on the im-
balanced dataset. They used two types of datasets: one with the same number of fraud
occurrences and one with a smaller number of fraud occurrences. However, the accuracy of
the RF algorithm in the proposed model is better than the previous models. RF integrates
several decision trees, where the final outcome is decided based on the majority vote.
It also addresses the problem of overfitting. The training sample has a significant imbalance
ratio (minority:majority = 0.001:0.999). Under these conditions, conventional classifiers may
not be sufficient. In this scenario, RF is used with the benefit of keeping certain essential
information about the majority class and using all available information.

3.4. Linkage of Blockchain with Machine Learning in the Proposed Model

Blockchain technology has been used for the past few years to provide security and
privacy in various networks. Despite the fascinating features of blockchain, it is still vulner-
able to fraudulent activities. The malicious entities may perform invalid and fraudulent
transactions using various methods, such as a double-spending attack. In the proposed
system, blockchain is combined with machine learning to solve this problem. The database
of bitcoin transactions is used in the underlying work, and the proposed machine learn-
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ing model is trained on the dataset. The pattern of transactions stored in the database
is analyzed for further use. In parallel, the transactions are performed on the Ethereum
network. The pattern of these transactions is assumed to be similar to the pattern of bitcoin
transactions stored in the bitcoin transaction database. Moreover, each new Ethereum
transaction is made an input to the machine learning model, and the model is trained on
it. The transaction pattern is analyzed and compared with the bitcoin transaction pattern.
If the pattern of both transactions matches, the new transaction is classified as legitimate or
malicious. To further test the robustness of the proposed system, a double-spending attack
is implemented in the underlying work.

In Figure 1, blockchain-based transactions are verified using a machine learning
model, and the prediction result shows that the transaction is legitimate or malicious.
The prediction of the machine learning model is based on the training and testing of a
bitcoin transaction-based dataset.

Figure 1. The proposed system mode of blockchain and ML.

4. Results and Discussion

This section first presents the simulation results of our proposed model, then we
present the results after inducing modern cyber attacks to the system, i.e., Sybil attack, and
double-spending attack.

The selected dataset is highly skewed, as shown in Figures 2 and 3. The classification
models are biased toward the majority class due to the imbalance of the data.
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Figure 2. Imbalanced data.

Figure 3. Balanced data.

Figure 2 shows the presence of malicious and honest transactions in the dataset.
It can be seen from the figure that the number of honest transactions is higher than the
number of malicious transactions. This imbalanced nature of the data leads to a bias in
the classification. Synthetic data are used to solve this problem. The malicious entities are
oversampled using SMOTE. The synthesized transactions are added to the dataset to limit
the bias of the model during classification. The results obtained after using SMOTE are
shown in Figure 3.

The observed log loss of XGBoost during training is shown in Figure 4. The log loss is
observed for both the training data and the test data. From the figure, it can be seen that
at a count of 10 iterations, a drastic drop is observed for both the training and test data.
Moreover, the smoothness of the curves indicates that the model efficiently captures the
nonlinear patterns of the data. For the test data, the log loss is higher than for the training
data. However, the difference is not too large. The smaller difference between the training
and test curves indicates that the model is well trained on unseen data. The trained model
can be applied to real-world scenarios for anomaly detection in blockchain networks.

150



Sensors 2022, 22, 7162

Figure 4. Logloss of XGboost.

Figure 5 shows the correlation between the fraudulent and non-fraudulent class.
The correlation value 1 observed for outandtxmalicious shows the maximum correlation.
Meanwhile, the value almost equal to 0, in the case of meaninbtc, shows the minimum
correlation between fraudulent and non-fraudulent.

Figure 5. Correlation with class fraudulent or not.

Figure 6 shows the error that occurs when classifying with XGBoost. It shows the error
for both training and test data. It can be observed that the classification error decreases as
the number of iterations increases. The error is high for training data, and the figure shows
a gradual decrease, while it is lower for test data and decreases rapidly.

The precision–recall curve of the XGboost model is visualized in Figure 7. This curve
predicts the harmonic mean of both precision and recall. It is seen that a very slight decrease
is observed, starting from 1. As soon as the recall value reaches more than 0.9, there is a
sudden drop in the precision value. Figure 8 shows the accuracy when XGBoost is used.
It shows that the highest peak of 0 to 1 indicates that the model achieves optimal accuracy in
classifying blockchain transactions as legitimate or malicious. After reaching the maximum
value of 0.9, the accuracy remains constant throughout the training.
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Figure 6. Classification error of XGboost.

Figure 7. Precision of RF.

Figure 8. Accuracy of XGboost.

Figure 9 shows the confusion matrix obtained using RF. In this matrix, random forest
selects 9014 random samples, correctly identifying 9009 predictions. This means that the
proposed model efficiently discriminates between malicious and legitimate transactions.
The matrix shows that the highest values are obtained in the case of true negatives, namely
99%. In the other three cases, the number of values is lower. This shows that the proposed
model is efficient in detecting true negative transactions. Moreover, the phenomenon
of majority voting in the random forest increases the performance of the model during
classification. Figure 10 shows the AUC of a random forest. The AUC describes how well
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the model distinguishes between the positive and negative classes. It can be seen that
the value of the AUC increases dramatically at the beginning to almost 0.85. Thereafter, a
gradual increase is observed until the maximum value of 0.92 AUC is reached. The random
forest model achieves an AUC of 0.92, which means that it performs well in capturing
legitimate and malicious transactions.

Figure 9. Confusion matrix through random forest.

Figure 10. Accuracy of random forest.

Figure 11 shows the transaction and execution costs incurred in executing the functions
involved in the blockchain smart contract. The costs are expressed in terms of gas, a basic
unit of gas consumption in the blockchain network. From the figure, it can be seen that
the transaction costs of all functions remain the same, while the execution costs of the
publish transaction function are the highest, as mining costs are also included. Overall, the
transaction costs are higher than the execution costs for all functions. The reason for this is
that the former includes the processing costs of entire transactions, while the latter includes
only the execution costs of some operations in a given function.
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Figure 11. Transactions published and stored on blockchain (where Rq_DS = request dataset, Rel_DS =
release dataset, Pub_trans = public transaction, Re_work = reuse work, and St_trans = store transaction).

4.1. Validation of Proposed Model Based on Modern Cyber Attacks

Nowadays, blockchain technology is considered the most secure technology for fi-
nancial transactions due to its advances; however, it is still vulnerable to current cyber
attacks. Despite all the advances and security measures, some advanced cyber criminals
find strong attacks against the blockchain. The security features of blockchain cannot
maintain its security measures against modern cyber attacks, such as selfish mining attacks,
Sybil attacks, double-spending attacks, and replay attacks [38]. Therefore, this section
explicitly presents results of our proposed model when modern cyber attacks are induced
in the system.

4.1.1. Double-Spending Attack

In the blockchain, a transaction is only confirmed after the agreement/verification of
all nodes. This verification takes a specific period, which creates a chance for cyber attacks.
Double spending is one of these attacks that exploit the transaction verification time. Every
transaction on the blockchain takes time for verification, and attackers use this time to their
advantage. During the transaction verification delay, the attacker uses the same coin at
two places as the verification of both transactions takes place simultaneously. In this way,
digital currency is duplicated and falsified easily. In Ref. [33], the authors worked on the
two double-spending attacker models. They enhance the two existing attacker models of
Satoshi Nakamoto and Rosenfield for double spending. The first proposed model is called
the “generalized model”, in which authors added a time parameter. This parameter is used
to calculate the time advantage of an attacker. The second proposed model is known as the
time-based model. This model counts the time when an attacker and honest node mined
their last blocks.

The parameters used in both models have the same definitions and use similar notions.
The parameters used in the proposed model are given Abbreviations.

The authors discussed the given equations in Ref. [33]. These equations help to
evaluate the probability that a double-spending attack can occur in a blockchain network.
The probability of a double-spending attack is given in terms of the attacker progressing
from 1 block to n blocks and ending up at the difference of K − n blocks. It is given in
Equation (1).

DSN(q, K) =
+∞

∑
n=0

PN(q, K, n)CN(q, K − n − 1) = 1 −
K

∑
n=0

PN(q, K, n)(1 − CN(q, K − n − 1)) (1)
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In Equation (1), CN is a catch-up function used to define the probability of a double-
spending attack. This probability is calculated by the expected branch length of the attacker.
Moreover, in the given equation, the catch-up function depends upon a random walk in
which the mining reward is given to the honest or attacker node.

C(q, z)

{
( q

p )
z+1 , i f q < 0.5 ∧ z > 0

1 , otherwise.

In the given equation, q defines the computational power of the attacker, and p = 1− q
calculates the probability that an attacker has fewer computational resources. Moreover, z
denotes the initial disadvantage of the attacker. K denotes the number of confirmations to
declare a block, and n denotes the number of blocks mined by the attacker. The probability
that the attacker is successful in mining the block before the honest block is given in
Equation (2).

P(Tq < Tp) =
∫ ∞

0
P(Tq = x)P(Tp > x)dx

=
∫ ∞

0

q
τ

e
−q
τ xe

−p
τ xdx

= q
∫ ∞

0

1
τ

e
−1
τ xdx

= q (2)

where Tq and Tp are the random variables that are used to calculate the mining time of an
honest node and an attacker node, respectively.

The attacker’s potential progress function is defined using Equation (3).

P(q, m, n, t) =
n

∑
z=0

a(q, t, z)PN(q, m, n − z) (3)

where

a(q, t, n) =

⎧⎪⎨
⎪⎩

1 , i f t = n = 0
0 , i f t <= 0
(qt)n

n! e−qt, , otherwise

In Equation (3), the P(q, m, n, t) is used to calculate the probability of in how much
time an attacker can mine the nth block before the honest node mines the mth block.
Furthermore, PN shows the potential progress function, and a(q, t, n) is used to calculate
the probability of mining the nth block in tτ seconds.

In the proposed work, the impact of a double-spending attack is assessed using the
time advantage, computational power, and the number of pre-mined blocks. The number
of pre-mined blocks is utilized as an input in Figure 12. The double-spending attack occurs
after only a few blocks are created for values of q greater than 40%. It means that as the
value of q rises, the probability rises with it, and once an attacker has control over the
network, the chances of a double-spending attack become high. The probabilistic values
close to 0 indicate that the double-spending attack will fail, while values close to 1 indicate
a more significant success percentage for the double-spending attack.
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Figure 12. Double spending against time advantage of the attacker.

4.1.2. Sybil Attack

Blockchain has become the most secure platform for digital currency transactions.
However, it is vulnerable to blockchain-based attacks, such as the Sybil attack. In a Sybil
attack, a user creates multiple identities (IDs) to receive more rewards from the network or
to rate himself highly. In the network, some malicious users are present and act maliciously
at some point. Fake IDs are used by malicious users to obtain high ratings and deceive
the network’s legitimate users. It also manipulates the network and its data. All users
in the proposed system are registered and have an account. When a registered user
engages in bad behavior, several false IDs that are not registered on the network are created.
In [39], the authors proposed an equation related to the probability of a Sybil attack, which
is given below:

P(w) =
(ns

w)(
N−1
N−w)

(N+ns−1
N )

(4)

In the given equation, N represents the number of honest nodes’ identities, and ns
represents the successful Sybil node’s identities. Suppose at the initial stage, w is the total
identities in the network, which is calculated by using this w = N + ns − 1. The probability
of an attack is increased when the number of successful Sybil identities is increased in the
network. On the other hand, the attacker fails to implement the Sybil attack if the Sybil
identities are less than the honest identities. The mentioned equations are hypergeometric
equations.

In Figure 13, the evaluating parameters of Sybil attack are given, such as different Sybil
identities ns = 12 and 24, number of nodes, and the computational power of the attacker
node. The given figure shows the probability and impact of different Sybil identities
in the network. It is observed from the figure that when the number of Sybil identities
is 12, and computational resources are 0, then the probability of a Sybil attack is zero.
However, the probability of a Sybil attack is increased when the computational resources
are increased from 100 with 12 Sybil identities. It shows that if the attacker increases the
computational resources, the probability of a Sybil attack becomes high. Moreover, when
the Sybil identities are increased up to 24 with the computation resources equal to 125,
the probability of a Sybil attack is zero. However, when the computational resources of
Sybil identities are increased beyond 125, the probability of an attack is also increased. The
graph depicts that the probability of a Sybil attack becomes high when the number of Sybil
identities and computational resources is high. The findings reveal that the number of
Sybil identities established by hostile people determines the likelihood of a Sybil assault.
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The mathematical definition of the probability of a Sybil attack’s success is shown in
Equation (4).

Figure 13. Probability of Sybil attack versus number of Sybil identities.

The idea of a Sybil attack was proposed in [39] to prevent the networks from this
attack. The chance of a Sybil assault is calculated in this attacker model, utilizing several
characteristics, such as computational power, the number of honest nodes, and the num-
ber of fake IDs. When both the number of fake IDs and computational power increase,
the likelihood of the Sybil attack increases. In a Sybil attack, the following parameters
are employed.

P(w) =
(g

h)(
Q−1

N∗−h)

(g+h−1
h∗ )

(5)

• Q: number of population
• g: number of items in the population that are classified as success
• h: number of items in the sample that are classified as successes
• c: number of computational power of sample
• N*: number of items in the sample

The relationship between the attack’s probability and processing power is depicted in
Figure 14. The graphical representation shows that the probability of an attack increases
as the computational power employed by malevolent users and fake IDs increases. When
malicious users use less processing power, the likelihood of an attack decreases, and vice
versa. Equation (5) gives the mathematical description of the chance of a Sybil assault
succeeding against computational power.

Figure 14. Sybil attack against computing power.

157



Sensors 2022, 22, 7162

5. Security Analysis

In this section, we analyze the vulnerabilities of the proposed smart contracts.
The security analysis of the proposed system is discussed in detail. For the security
analysis, we used Oyente software, an open-source tool developed by the authors of [40]. It
analyzes the smart contract using symbolic execution techniques based upon the execution
of step-wise functions [41]. Oyente software provides a flexible environment, which directly
works with the Ethereum Virtual Machine (EVM) and does not require access to high-level
representations, such as Solidity and Serpent [42]. Moreover, it is also used to analyze
smart contracts against the following significant vulnerabilities:

• Re-entrancy vulnerability;
• Timestamp dependency;
• Callstack depth vulnerability;
• Transaction ordering dependency;
• Parity multisig bug;
• Integer overflow;
• Integer underflow.

Figure 15 shows the security analysis of the smart contract involved in the proposed
model. From the figure, it is observed that the outputs of all results in the analysis report
are “False”, which means that the smart contract used in the proposed system model is
robust against well-known vulnerabilities. All of the results being false means the proposed
model is secure and robust against these attacks.

Figure 15. Security analysis of the proposed smart contract.

Security Features

In this section, we discussed the solutions of our security model, and how it deals with
the security threats and ensures the security of the system. The proposed solution consists
of blockchain features. These features are decentralization, integrity, non-repudiation,
availability and trust. This system is protected against replay attacks and man-in-the-
middle (MITM) attacks.

Integrity: is an important feature which is used to ensure that there is no occurrence of
data modification. The immutability of blockchain ensures data integrity and exchange
messages between all participants and generates logs and events.
Availability: it makes sure that the deployed smart contract in the blockchain is always
available for all participants. Availability also ensures that all services are always available.
It also protects the system against denial of service (DoS) attacks because all transactions
are stored in a distributed ledger of Ethereum. Therefore, there is no fear of hacking, failure
and compromise. The ledger of Ethereum is highly robust against the DoS attack because
thousands of trusted mining nodes protect this ledger.
Confidentiality: the requirement of confidentiality is achieved using a permissioned or
private blockchain, e.g., Hyperledger or private Ethereum networks. The proposed system
is based on a permissioned blockchain network in the proposed scenario.

158



Sensors 2022, 22, 7162

6. Conclusions

Nowadays, blockchain is the latest and most secure technology that covers various
research areas related to security. Blockchain development is based on digital currencies
and is used to secure digital financial transactions. It protects financial systems from fraud-
ulent attacks. Therefore, a blockchain-based machine learning algorithm is proposed to
secure digital transactions. The proposed model predicts whether the incoming transaction
in the blockchain is fraudulent or not. The proposed machine learning algorithms are
trained and tested on a bitcoin-based dataset based on bitcoin transactions and predict the
behavior of the incoming transactions. The given dataset is based on 30,047 entities, with
smaller numbers of fraudulent entities. Due to the small amount of fraudulent data in the
dataset, good results cannot be obtained because of the data imbalance problem. Therefore,
we generate synthetic malicious data points through SMOTE to achieve better results.
We use XGboost and random forest to classify the model and calculate the confusion matrix.
This classification allows the model to distinguish between fraudulent and real data.
The simulation results show that the proposed algorithm works adequately to find transac-
tion fraud. Moreover, two attacker models are implemented to check the efficacy of the
system against bugs and attacks. The proposed system is robust against double-spending
and Sybil attacks.

A major limitation of our proposal is that it can be affected by the adversarial attack
described in Section 2.1; we leave it to future work to address such a threat.
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Abbreviations

List of abbreviations:
Abbreviation Full Form

AI Artificial Intelligent
ANN Artificial Neural Network
CPS Cyber–Physical System
DBF Deep Blockchain Framework
DTR Decision Tree Regression
ePoW enhanced Proof of Work
GMM Gaussian Mixture Model
IoT Internet of Things
LSTM Long Short-Term Memory
MLO Mixture Localization-based Outliers
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MLP Multi Layer Perceptron
PCA Principle Component Analysis
RFE Recursive Feature Elimination
SDA Stacked De-noising Autoencoders
SMOTE Synthetic Minority Oversampling Technique
SVD Singular Value Decomposition
SVM Support Vector Machine
XGboost eXtreme Gradient Boosting
List of acronyms:
Abbreviation Full Form

CN Catch-up function
K Number of confirmation to declare a block
m Honest nodes mine the block
n Attackers mine the block
PN Potential progress function
q Probability of attack
T Time needed for mining
t Time advantage for the attackers
τ Average time for the mining of block
x Available computational power in network
z Initial disadvantage of attacker
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Abstract: In today’s scenario, blockchain technology is an emerging area and promising technology
in the field of the food supply chain industry (FSCI). A literature survey comprising an analytical
review of blockchain technology with the Internet of things (IoT) for food supply chain management
(FSCM) is presented to better understand the associated research benefits, issues, and challenges.
At present, with the concept of farm-to-fork gaining increasing popularity, food safety and quality
certification are of critical concern. Blockchain technology provides the traceability of food supply
from the source, i.e., the seeding factories, to the customer’s table. The main idea of this paper
is to identify blockchain technology with the Internet of things (IoT) devices to investigate the
food conditions and various issues faced by transporters while supplying fresh food. Blockchain
provides applications such as smart contracts to monitor, observe, and manage all transactions
and communications among stakeholders. IoT technology provides approaches for verifying all
transactions; these transactions are recorded and then stored in a centralized database system. Thus,
IoT enables a safe and cost-effective FSCM system for stakeholders. In this paper, we contribute to the
awareness of blockchain applications that are relevant to the food supply chain (FSC), and we present
an analysis of the literature on relevant blockchain applications which has been conducted concerning
various parameters. The observations in the present survey are also relevant to the application of
blockchain technology with IoT in other areas.

Keywords: blockchain; food supply chain; IoT; cloud computing

1. Introduction

The growth of agricultural crops and the management of logistics in food must be
stringently monitored. The supply chain of agricultural products and crops is a critical
aspect related to product safety; the risk of food spoilage and potential poisoning has led
to the increased focus on traceability enhancement. Agricultural food and products are
particularly vulnerable, and consumers are quite concerned about the quality, nutritive
value, and safety of the food they consume. In fact, the food crisis was ranked as the
seventh-highest risk in the year 2018 by the World Economic Forum [1]. Furthermore,
with increasing globalization, the international trade market has flourished, and food
grains and related products are being traded across multiple countries, requiring intensive
tracking. In supply chain management (SCM), the traceability of agricultural products
and crops requires robust information management, communications, and the collection
of data related to products (e.g., origins and crop exchange information) over their entire
life cycle, which can be challenging. The Public Health Organization has observed that
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product traceability is an essential policy tool for food quality management and monitoring.
Dabbene and Gay [2] emphasized enabling product traceability through various tools such
as RFID and Bar Codes [3]. In SCM, RFID [4] technology has been employed to facilitate
tracking, reduce food wastage, increase operational efficiency, collect data, control aspects
such as temperature and humidity, and prevent risks related to shipping and picking.

Cloud computing is now being used for storing information such as the details of
food products, customers, and retailers, which can be accessed by users from various
websites or barcode scans using mobile phones or other gadgets [5]. Cloud computing
also provides instant or small messaging services relating to agricultural products, such
as government subsidies, alerts of disease outbreaks, weather conditions, and pesticide
information [6]. Cloud computing can be applied at the granular level in the process
of keeping food safe by providing the opportunity to analyze and observe the product
status from source to destination, i.e., end-to-end delivery. The use of cloud computing
and big data is revolutionizing the entire food industry; the cloud structure provides the
backbone to analyze and collect data throughout the food supply chain, right from the
fields where the crops grow, the warehouses where food is stored, the containers that ship
it, to the consumer. They provide a possible alternative to expensive investments relating
to hardware and software, allowing the industry to react faster to shifting environments
in the marketplace and to gain a competitive advantage. Currently, traceability in the
agriculture supply chain suffers from data fragmentation and centralized controls, which
cause challenges in data modification and management. Identifying the source and swiftly
isolating the product from the supply chain requires close coordination among multiple
stakeholders. Individual stages in food supply chains often have good traceability, but
the exchange of data and information between stages proves to be difficult to capture
and time-consuming.

Many researchers have presented integrations of the food supply chain and blockchain
with emerging technologies such as the Internet of things, cloud computing [6], big data,
analysis through case studies [7], and survey techniques [8]. These approaches resulted in
certain enhancements such as improving traceability efficiency and enhancing transparency
in supply chains among users, as well as certain challenges including scalability, immature
technologies, lack of legislation, and so on [9]. Blockchain technology is considered a digital
ledger that is distributed and organized by a network of various computing devices and
machines. A blockchain preserves essential data or information in small chunks called
blocks that are secure and cryptographically immutable. Blockchain was first reported in
2008 and is the brainchild of Satoshi Nakamoto. Specifically, the concept of decentralization
of the peer-to-peer ledger in 2008 was introduced by Nakamoto. Blockchain technology
allows users and suppliers to check transaction details in a real-time environment, as
it is used to collect data relating to all transactions occurring within a specific period.
Thus, blockchain creates a digital footprint for the verification and validation of data
and information [10]. Each blockchain contains several blocks, and each block contains
information about the succeeding block in chronological order, as well as the hash of
the previous block. Blockchain technology is associated with artificial intelligence (AI)
technologies that resolve issues relating to trust, traceability, security, and collaboration
in SCM. It is employed in various applications, such as VeChain for certification, Walton
chain for apparel supply chains, Ambrosus for food and medicine supply chains, and
Modem, exclusively for pharma supply chains. Blockchain technology has been used in
the financial domain as the foundation of fully distributed cryptocurrencies such as Bitcoin
and in peer-to-peer (or point-to-point) electronic cash systems. It has also aroused interest
in various other areas including the food supply chain, medicine, education, e-commerce,
real estate, voting systems, and so on.

1.1. Blockchain-Related Components

Given below are the main Blockchain Architecture components also shown pictorically
in Figure 1:
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• User or node—end user or node within the blockchain.
• Transactions (deals)—smallest chunks or building blocks for the blockchain transac-

tion system.
• Blocks or chunks—a data structure used for preserving a set of transactions, which is

distributed to all nodes in the present network.
• Purchase Chain—a sequence of blocks related to a purchase order.
• Miners—a specific type of user who performs the block verification and

validation processes.
• Consensus—blockchain operations carried out after verification according to the set

of rules and arrangements.

 

Figure 1. Components of Blockchain.

1.2. Features of Blockchain

• Immutability: Blockchain technology provides the essential benefit that once a user
enters information or data into the blockchain, it cannot be updated or modified
during the entire transaction process. This characteristic is called immutability, and
it has made blockchain technology very popular. Consequently, blockchain is being
used in all sectors where data integrity, data security, and data protection are of
utmost importance.

• Autonomy: Blockchain provides the ability to take decisions individually without
intervention by others. It allows the manufacturing and delivery of devices smartly,
with IoT-based devices for quick and autonomous decisions in transactions.

• Decentralization: All transactions of authorized users can be completed over the
internet and accessed without any previous intervention. Every registered user has
the same ability to monitor and observe the transaction and prepare copies of all
transactions [11]. This information will never be changed without other users being
intimated [12]. In contemporary internet-based systems, the entire information of
a transaction is not saved only on one single server; copies of the transaction data
are saved in distributed computers that are considered “nodes” in the blockchain
without any supervisory central authority. Then, all the computers are connected
to the blockchain network, which is called a distributed ledger because of the dis-
tributed data.

• Smart Contracts: A smart contract works as a digitalized contract, and after certain
agreements, it operates automatically [13]. In actual fact, a smart contract is a comput-
erized transaction protocol that enhances trust and speeds up transactions [14,15]. For
example, once a product is developed and received at the warehouse, payment is made
automatically. Using smart contracts, developers can reduce processing time, man-
power, paperwork, and other resources. In a new observation, Maersk observed that
more than 30 people and organizations were involved in the shipping of containers
containing roses, avocados, and other perishable goods from Kenya to the Netherlands
in the year 2014 [16]. The entire task was managed using smart contracts only; no hu-
man intervention was required, and the entire process took ten days. Smart contracts
cannot be changed by humans; they are based on the agreements between partners.
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Blockchain reduces the risk of transactions at all levels and increases the supply chain
visibility, reliability, and transparency while protecting stakeholders’ benefits.

• Transparency: Blockchain technology provides a clear and transparent environment.
No third party is required as a mediator to provide trust between different parties
related to data transactions. Furthermore, even the identities of those involved are
hidden with the help of a complex cryptography technique.

This review covers aspects such as how blockchain has been used in the food supply
chain and how it can help to address food security and humidity-effect issues. The following
questions have been considered:

Question 1: What studies have been conducted on the blockchain with IoT adoption in
food supply chain management (FSCM)?

Question 2: What are the benefits of using blockchain in the food supply chain?
Question 3: What are the various challenges of blockchain adoption in FSCM?
Question 4: How does blockchain provide control over FSCM?

The above questions have been answered by collating related papers and summarizing
an analysis of the literature. These papers apply a content-analysis-based literature review
methodology. Here, we introduce a literature review to provide some background informa-
tion about the key concepts followed by our research methodology. We then present and
discuss the findings, and finally, conclude and discuss future research directions.

2. Literature Review

Many researchers have discussed the application of blockchain technology to the food
supply chain (FSC). Wang et al. state that FSCs provide a way to design, manage, develop,
transition, and systematically organize the food system. Bosona and Gebresenbet [17]
explored the notion of food traceability with regard to collecting, storing, transmitting,
and preserving food product information throughout the various levels of the FSC using
blockchain technology. This further provides control over food quantity, quality, and safety
in an FSC. Shih et al [18] described how trading partners for an FSC could preserve a
record relating to food transactions. All transactions would be controlled by the trad-
ing partners. Lin et al. [19] introduced a traceability system relating to food safety and
security, which is based on blockchain technology and a GS1 global standard enabling
interoperability (EPCIS). It is specifically used for the process of acquisition, management,
and the exchange of product information over the internet. With the help of this system,
customers can trace food information through the consumer traceability client application.
He et al. [20] developed a nonreversible and decentralized data storage approach related to
food. Alonso et al. [21] introduced a unique platform that joins artificial intelligence with
IoT, using blockchain technology and edge computing for the management of farming.
After using blockchain technology, maintaining food traceability from one end to the other
and fragmentation are no longer a challenge. It creates and generates a common platform
for data collection. In blockchain technology, consumers can rapidly trace the food forward
as well as backward using all the blocks related to products. In another research, “a set of
interdependent companies that work closely together to manage the flow of goods and
services along the value-added chain of agricultural and food products, to realize superior
customer value at the lowest possible costs” was studied. We start the comparison with
other companies, then find food products such as producing, by Folkerts and Ko horse [22].

Today, FSCs are centralized and rely on central powers for handling the data and
information flow related to food. Several studies have commented on the lack of continuous
observation of the FSC and its inability to predict the freshness of the food [23]. Similarly, the
conventional food supervision system suffers from various factors, such as inconsistencies
in data, interoperability with insufficient resources, fragmentation, and lack of transparency.
To mitigate the above concerns, FSC practitioners have adopted various applications related
to blockchain technology in the food industry. Near-infrared spectroscopy can be used as
a speedy scheme for the evaluation of physicochemical changes in stored foods such as
soybeans [24]. Near-infrared spectroscopy (NIRS) is an effective approach for the chemical
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characterization and screening of agricultural crops. David et al. [25] depict the importance
of blockchain technology feasibility in FSCM. With the help of this, organizations can
achieve integrity among connected nodes, such as proof of work maintenance, needs,
traceability, innovation to reduce intermediaries, and so on. The papers mention a literature
review related to sustainable supply chain management (SSCM) that includes the critical
factors and performance for developing a comprehensive model of sustainable supply chain
management (SSCM) in the food supply chain management industry [26,27]. This paper
elaborates on the state-of-the-art relating to blockchain and its applications in supply chain
financing and trading. It emphasizes the areas of the blockchain where it may identify the
value of trading and supply chain finance [28]. Blockchain technology is a highly growing
field in supply chain management, cyber security, banking, and healthcare [29].

Based upon the literature survey, we have identified the few parameters which have
been discussed by various papers and it is shown in Table 1. Blockchain is impacting
upcoming supply chain practices as well as policies by providing visibility and traceability.
Blockchain has the potential to improve as well as enhance the traditional supply chain
processes after imposing its own rules, and governance mechanism. In another paper [30],
the author discussed how blockchain and IoT-based systems promote value transfer in
smart and small-scale agricultural farms. Authors in [31] introduced a method to increase
transparency and automate the use of blockchains in agriculture. In another paper [32],
the author introduced the various challenges in the implementation of blockchains in the
dairy industry. In another paper [33], the author discussed traceability and, with the help
of Hyperledger, improved the traceability of a blockchain.

Table 1. Literature review for the supply chain.

Research
Paper

Customer
Intervention

Implementation
System

Froud
Detection

Traceability
Price

Transparency
Original
Database

Based on IoT

[33]
√ √ √ √

[34]
√ √ √ √ √ √

[35]
√ √ √ √

[36]
√ √ √

[37]
√ √

[38]
√ √ √ √

[39]
√ √ √ √

[40]
√ √ √ √ √

[41]
√ √ √

[42]
√ √

[43]
√ √ √

[44]
√

[45]
√ √ √ √

[46]
√ √

[47]
√ √ √

[48]
√ √ √ √

[49]
√ √ √

[50]
√ √ √

[1]
√ √ √ √ √

[51]
√ √ √

[52]
√ √ √

[25]
√ √ √

The estimated acceleration in the population of the world and the associated re-
quirement of food from fields to market has also now been sensed with the Internet of
underground things (IOUT) [53], by using sensor devices and IoT techniques. The chal-
lenge of merging such technologies also requires smart communication between these
devices [54]. Due to the fast evolution of IoT, low-power wide-area technologies are be-
coming popular due to the power concern of these devices. Material conscious information
networks (MCIN) are the newly developing techniques that define smart agriculture archi-
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tecture and also deal with concerns such as management and commerce which affect the
supply chain system [55].

3. Traditional Supply Chain Management

Traditional supply chain management is very simple and smooth because of clear
requirements in terms of design, plans, manufacture, and delivery. Traditional supply
chain management (TSCM) is the best practice for the synchronization of the flow of
importing and transferring raw materials from supplier to consumer. There is a route from
supplier to consumer, e.g., supplier to manufacturer to wholesaler to retailer to consumer.
This complete route involves the following stages: generation of order, order collection,
gathering information, and timely distribution of goods and services to the consumer.
There are 5 V’s (volatility, volume, velocity, visibility, and veracity) relating to SCM to
improve the outcomes with several objectives relating to aspects such as services, support,
total expenditure, and so on. These objectives can be achieved by the supply manager
after applying new digital techniques in the enhancement of supply chain technologies.
Furthermore, supply chain managers create additional sources of revenue by providing
new access to markets for the creation of smart products. The main function of supply
chain centers are movements related to the transactions of raw materials, capital, and
finished goods from one place to another. However, the traditional supply chain has the
following limitations:

• Traditional supply chains have a limited view of work.
• Delays and unsynchronized responses because of variations in planning.
• Delayed information while passing through each organization.
• The entire chain has limited visibility.
• As information flows, the end customer demands distortion.

Supply chain management involves maintaining information relating to transactions
such as the exchange of money, time, and physical materials. An FSC involves various
processes which take food from the farm to the dinner table. This includes multiple
stages such as the manufacturing, administration, utilization, supplying, and discarding
of food products. Food products travel from manufacturers to consumers via workers
who work in various stages of the supply chain. At every level of supply chain operations,
man-made resources are required to pass the food item toward its destination. Thus, it is
essential to streamline the entire supply chain process to prevent high costs, discrepancies,
or inefficiencies. The six stages of the food supply chain include:

• Seed purchasing: Various food seeds are purchased from seed companies for sale
to farmers.

• Farming: Ingredients, fruits, meat, vegetables, and beverages originate and are purchased.
• Processing: Plants and animals are converted into edible forms.
• Distributing: Retailers and suppliers purchase the food in its final form and further

transport it. Distributors sell items, manage inventories, reduce costs, and maintain
ledgers to give value to food products.

• Retailing: The food product is delivered to the final consumers.
• Food product purchasing: The final stage of FSC where the consumer purchases the

finished product from the retailer.

In the Figure 2, a simple supply chain is shown. Seed companies will provide raw ma-
terials like seeds, plants, and so on. Farmers [56] purchase raw materials and use them for
cultivation. After harvesting, the foodstuffs will further move toward processing. During
processing, factories process foodstuffs and forward the useful portions for distribution in
the next phase. Distributors sell this food to retailers, and customers then purchase items
from retailers.
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Figure 2. Supply chain management.

4. Blockchain with IoT Devices

The Internet of things (IoT) is an intelligent, reliable, and high-speed information
network that connects objects for data collection and transmission. IoT includes radio-
frequency identification (RFID), a global positioning system (GPS), a geographic informa-
tion system (GIS), a wireless sensor network (WSN), and so on. IoT provides the facility
of automatic recording through IoT sensors which collect information such as tempera-
ture, voice, and humidity. In SCM, IoT provides real-time data collection for fresh food
products, which is used to identify the quality of the product concerning the external
environment [57]. IoT devices help to eradicate human error and increase the efficiency
of monitoring and capturing information. IoT in conjunction with blockchain enables
smooth transactions and the monitoring of data transfer through blocks. There are several
emerging areas of IoT with blockchain.

4.1. IoT for Healthcare

In recent years, healthcare services have undergone drastic changes in response to
increased demand. There are several wearable devices [46] that can identify the medical
state of patients. Wearable devices can determine a patient’s blood pressure, blood glucose,
breathing problems, heartbeat, and so on [58]. However, while wearable devices can be
used to transfer and collect data only in hospitals, IoT devices must be used to monitor
patients remotely, for which remote monitoring systems are needed. Some of the devices
used for healthcare monitoring are:

• Stationary medical devices;
• Medical embedded devices;
• Medical wearable devices;
• Wearable health monitoring devices;
• Glucose monitoring devices;
• Hand hygiene monitoring devices;
• Depression and mood monitoring.

Stationary medical devices are physically installed in specific locations. Embedded
devices are placed inside the patient’s body. Medical wearable devices, prescribed by doc-
tors, and wearable health monitoring devices are used to monitor the health of the patient
and then relay that information to the concerned persons. Blockchain technology works
with IoT-enabled systems to maintain the medical records of patients. A blockchain [39]
maintains the ledger of data relating to a patient, and their doctor can use this ledger to
extract the data.

4.2. IoT for Smart Homes

Smart Homes provide an automated and intelligent system to protect homes from
outsiders. Through the Internet of things (IoT), smart electronic devices such as Smart TVs,
LED lights, microwaves, AC, and refrigerators can be connected through the internet, and
humans can control various household activities. IoT-based smart homes feature a one-
to-one communication system between various devices without human intervention. In
IoT-based smart homes, the gateway for communication can be configured using blockchain
technology which can be used to store and exchange data in the form of chunks or blocks.
Blockchain technology [41] also provides decentralization support to overcome issues
arising in traditional centralized architecture.
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The number of smart homes is increasing every year, and the price for the development
of IoT-based networks is also increasing. Surveys claim that worldwide consumer spending
in the smart home sector added up to nearly $90 billion in 2014 and $213 billion in 2019,
and it is expected to grow at 10% CAGR to $525 billion over the forecasted period from
2019 to 2025 as can be seen in Table 2. Figure 3 shows the year-wise increase in the count of
the smart IoT and blockchain based smart devices.

Table 2. Annual count increases and annual spending.

Years Annual Increase Annual Spending Per Count

2014 90 $48

2015 120 $60

2016 145 $72

2017 164 $80

2018 189 $96

2019 213 $108

2020 235 $121

2021 255 $132

2022 274 $143

2023 293 $155

2024 340 $167

2025 525 $201

 

Figure 3. IoT and Blockchain-based Smart Homes.

As an example, in smart homes, we might have a smart refrigerator that may indicate
the status of the left-over food in the refrigerator, such as a small egg tray, and may send the
status signal of left-over eggs to the owner or to the shopkeeper from where the materials
are normally purchased. Similarly, a milk bottle may indicate the amount of milk left in the
bottle to the shopkeeper for the supply of another bottle(s). As another example, the smart
storage food tray may indicate the freshness status of vegetables stored in it and this way
items may be supplied directly to the home.

4.3. IoT for Supply Chain Management

At present, SCM [31,34] is an emerging area of blockchain technology. SCM can be
effective if it provides reliable visibility into materials and goods, from the production
level to the delivery of the product. IoT has enabled manufacturing companies to achieve
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such visibility by using smart SCM which is IoT-enabled to optimize production as well as
good transmission. Smart SCM is improving the customer delivery service as well. In such
systems, multiple IoT-enabled sensors work in various stages of the supply chain to provide
functionalities such as real-time monitoring throughout the supply chain, which can be
used to monitor raw goods and materials quality. These sensors identify and respond
according to real-time changes happening in an environment. Sensors receive inputs from
a variety of sources such as light, temperature, motion, and pressure. Sensor technology
has made it easy for businesses to transition to IoT-enabled supply chains:

• Customer satisfaction as per requirements: At the time of manufacturing, companies
identify food that requires special arrangements for shipping and transport. Smart SCM
maintains regulatory compliance and high quality throughout the shipment transport.

• Safeguarding: Smart IoT food supply chain monitoring systems offer quality identifi-
cation, consumer assurance, and food validation after meeting customer expectations.

• Cost-effectiveness: Smart SCM provides a cost-effective IoT-based system to identify
the food quality and shipment from manufacturing to delivery.

• Maintaining Integrity: While manufacturing and distributing, certain foods, products,
and pharmaceuticals require special preservation to prevent harm. An IoT-based SCM
works to maintain the integrity of perishable food. Smart supply chains preserve
human health and eliminate waste through stringent monitoring and alerts.

• Trackability: IoT devices trace the food freshness level at every transaction point.
These collect the food condition information and transmit it to the cloud for further
storage. The blockchain collects this information and maintains a ledger for the
particular food. Consequently, the transporter and seller can check the condition of
the food at every stage.

In Figure 4 shown that modern supply chains have numerous entities, such as devices,
automation, transportation, onboard units, services, and so on, with proper components
and capacity. Each level of the SCM has been identified and coordinated, and transparency
between them is provided. Traditional supply chains work independently at each stage:
manufacturing, marketing, distribution, planning, and finally, organizational purchasing.
However, individual components of supply chains can be directly connected using IoT
devices. IoT devices receive data or information from sensors installed at various stages in
the supply chain. This data is then transmitted to a cloud [29] for permanent storage, as
shown in the above figure. Researchers observed that combining blockchain technology
with IoT effectively provides scalability, security, efficiency, auditing, quality, and interoper-
ability. A self-organized blockchain and IoT-based agriculture system that worked without
human intervention was introduced by Lin et al. [47]. In IoT and blockchain environments,
tracking initializes from business partners to the end consumer. This whole task is achieved
through cloud-based technology where various aspects such as events, status, location, and
conditions are monitored. Then, status updates are stored in the status table for further
perusal. The location and condition of an event can also be tracked by the cloud throughout
the business onboarding, to consumer purchasing and receiving. IoT devices include sen-
sors that record conditions such as temperature and humidity. The collected information
is stored in a cloud that is remote and secure. Cloud-based technology associated with
blockchain and IoT performs various operations such as maintaining food pedigree and
safety, multi-tier logistics network visibility, supply chain integrity, real-time inventory
management, real-time planning predictions, and so on. The blockchain creates ledgers
for the data and maintains a record of food. However, blockchain technology has certain
challenges, e.g., there is no way to change or update data in a blockchain if mistakes occur.
It is difficult to manipulate and amend data or information in blockchains. Various security
transaction schemes do exist but are difficult to verify. Installed IoT devices can be hacked
by hackers.
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Figure 4. SCM based on IoT and blockchain.

5. Conclusions

A brief literature review is essential to provide a quick analysis of the published
research. This review can help researchers determine future directions in developing
applications involving IoT with blockchain technology in FSCM. Researchers can observe
the challenges and potentials of blockchain in the FSC. In this paper, 60 research papers
(journal articles, conference papers, and book chapters) relating to blockchain and IoT
have been reviewed and some observations have been presented. Applications of IoT and
blockchain in other fields, such as healthcare and smart homes, have also been presented.
Blockchain and smart contracts are used to track and trace the performance of business
transactions after eliminating intermediaries. At each stage of transactions, IoT devices
observe and record the food condition. This information is further stored on the cloud and
the blockchain creates a ledger. Blockchains have improved food traceability and enhanced
FSC trading activities through collaborative relationships and by maximizing operational
efficiencies. However, the study findings are that the blockchain falls under four basic
categories: Member name, technical issue, organizational effect, and regulatory barriers.
These all include some issues, such as scalability, security, and privacy in the blockchain.
This paper shows how the blockchain with IoT influences the food supply chain and the
fundamental concepts, and the understanding of blockchain with IoT technology. It is a
guide toward the new and relevant research areas of blockchain concerning the food supply
chain. This paper includes the technological adoption of blockchain as well as the adoption
of challenges for the food chain with IoT devices.
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Abstract: Current railroad customs clearance systems are problematic in that the movement of
trains is occasionally restricted for extended periods during inspections to verify cargo integrity at
customs clearance. Consequently, significant human and material resources are consumed to obtain
customs clearance to the destination, considering different processes exist for cross-border trade.
Therefore, we developed a cross-border blockchain-based non-stop customs clearance (NSCC) system
to address these delays and reduce resource consumption for cross-border trains. The integrity,
stability, and traceability of blockchain technology are used to construct a stable and reliable customs
clearance system to address these problems. The proposed method connects diverse trade and
customs clearance agreements in a single blockchain network, which ensures integrity and minimal
resource consumption, and includes railroads, freight vehicles, and transit stations in addition
to the current customs clearance system. The integrity and confidentiality of customs clearance
data are protected using sequence diagrams and the blockchain to strengthen the resilience of the
NSCC process against attacks; the blockchain-based NSCC system structurally verifies the attack
resilience based on matching sequences. The results confirm that the blockchain-based NSCC system
is time- and cost-efficient compared with the current customs clearance system and offers improved
attack resilience.

Keywords: blockchain; railroad; customs clearance; non-stop; attack resilience; sequence diagram; integrity

1. Introduction

Cross-border freight transport by rail needs to undergo customs clearance at the border.
The clearance process is time-consuming and requires considerable human and material
resources. Furthermore, the rail freight agreements between different countries differ
from each other [1], with several different consultative bodies responsible for handling the
consultation, data integrity, and border delay problems associated with customs clearance
processes. In this study, we developed a blockchain-based [2–4] border non-stop customs
clearance (NSCC) system as a solution to these issues. Trains and freight cars need equip-
ment to operate in a network because NSCC is required to ensure the integrity of goods.
In this study, we refer to a setting in which the Internet of Things (IoT) is implemented
on trains and freight vehicles [5,6]. Specifically, the cross-border NSCC system overlays a
blockchain network on top of the current customs clearance system and uses the combined
system as a blockchain platform [2–4] within the IoT context. Blockchain technology can
address the issue of potential data breaches in cross-border customs clearance because
it offers integrity, reliability, and traceability, while also providing the ability to track
freight and trains for customs clearance purposes and ensure the reliability of data [7–9].
A suitable consensus algorithm for the border NSCC system developed in this study was
selected based on previous research [10,11]. A basic attack scenario based on MITRE
ATT&CK [12–14] was also built to create the NSCC system attack and defense functionality
using blockchain technology. Consequently, measures for safeguarding the integrity and
confidentiality of the NSCC process were developed, with cyberattacks to which the NSCC
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is vulnerable actively pre-empted. The structural benefits of NSCC are demonstrated by
developing blockchain-based attack resilience [15] and a sequence diagram [16].

The existing customs clearance process transmits customs clearance data using the
server–client method, and human resources directly validate cargo integrity. However,
NSCC transmits data in a P2P system, with cargo integrity easily checked using the
hash function. In addition, compared to the existing customs clearance system, which
requires trains to stop at stations, NSCC improves efficiency because it inspects cargo
integrity while the train is underway, making this operation the first example of NSCC
procedure using blockchain for international rail freight transportation. In addition to
resolving the problems associated with the current customs clearance system, the issue
of data integrity while the data are being transferred from customs clearance can also be
structurally resolved. Furthermore, a blockchain can be effectively applied to other domains
because the developed blockchain-based NSCC system offers resilience to common attack
scenarios and structural advantages. By utilizing blockchain-based NSCC, a plan was
proposed to ensure cyber resilience against attacks targeting station and train nodes that
participated in existing customs clearance procedures. In this study, we experimented with
the cyber resilience environment that blockchain structurally provides and applied it to
existing customs procedures, which enabled us to confirm the structural advantages of
blockchain-based NSCC by constructing attack–response scenarios.

The remainder of this article is organized as follows: The structural resilience and
consensus process of a blockchain is briefly described in Section 2. The consensus algorithm
selected for utilization in this study is discussed, and MITRE ATT&CK is described to
structurally prove the attack resilience of the NSCC system. Section 3 presents the designed
blockchain-based border NSCC system, and Section 4 discusses the use of a sequence
diagram to demonstrate the attack resilience of NSCC, which is the main topic of this
study. Section 5 provides the experimental results of NSCC using Simulation of Urban
Mobility (SUMO) [17], Docker, and Ethereum [18]. A summary table that explains the
current customs clearance system and blockchain-based NSCC system is also presented.
Finally, a discussion and the conclusion are presented in Sections 6 and 7, respectively.

2. Related Work

In this study, we develop a blockchain-based NSCC system and demonstrate its
structural attack resilience using a blockchain, its consensus algorithm, and an attack
sequence diagram created with MITRE ATT&CK. In this section, we discuss relevant prior
studies and present a method that applies to this study.

2.1. Structural Attack Resilience of Blockchain

In this section, we describe the structural resilience of a blockchain, including the
structural benefits of using a blockchain with the NSCC system, as well as the background of
this study. A blockchain is a distributed ledger technology in which every node connected
to the blockchain network owns the same ledger and is structurally resilient to data forgery,
denial of service (DoS) [19], and availability attacks. Consequently, if data forging occurs at
one node, accessing another node allows the original ledger to be restored, and data remain
preserved until no further nodes remain. Specifically, data robustness can be maintained
even if only one node participates in the blockchain network [20].

One drawback of blockchain technology is that it cannot be utilized in various appli-
cations currently in operation in the industry. At present, efforts are ongoing in numerous
domains to introduce blockchain technology into conventional industries; however, intro-
ducing a blockchain structurally is problematic. Incorporating a blockchain in conventional
industries is time-consuming because of the high initial introduction cost. Moreover, an
attack can target a blockchain network while it is transmitting, receiving, and distributing
data when blockchain technology and older systems are combined. However, in this
study, we assume that trains, freight cars, and customs clearance stations comprise one
IoT node environment. Moreover, we utilize the structural advantages of a blockchain to
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demonstrate resilience to various attacks targeting industrial networks. In addition, we
identify methods to utilize blockchain technology in various industrial domains.

2.2. Comparison of Consensus Algorithms and Their Application Domains

In this study, we develop a blockchain-based NSCC system. An integrated higher-level
decision-making process is necessary because the NSCC system is a new consensus body
created by the collaboration of numerous consensus bodies. To choose the best blockchain
consensus algorithm for NSCC, we compare four primary consensus algorithms: proof of
work (PoW), proof of activity (PoA), proof of stake (PoS), and delegated PoS (DPoS). Table 1
lists the existing consensus algorithms identified by referring to articles that compared
and analyzed several consensus techniques. Table 1 presents PoS, chosen as the consensus
technique to be implemented in the proposed blockchain-based NSCC. One drawback
of PoW is that it is challenging to introduce in different nations owing to the significant
reliance of NSCC on hardware. Additionally, PoA and DPoS are consensus algorithms
investigated to compensate for the drawbacks of PoW and PoS, although they are less
scalable than PoS. PoS with high scalability is more appropriate for NSCC because it
requires the participation of numerous nations and councils. PoS must be required by some
validation nodes on the blockchain network. Hence, each node that participates in NSCC
must be a validation node, e.g., nations and councils.

Table 1. Quantitative indicator analysis of consensus algorithms [11,21].

Category PoW PoA PoS DPoS

Latency (response time) 10 min 5 min 1 min 3 s
transaction per second (TPS) ≥7 TPS ≥14 TPS ≥300 TPS ≥500 TPS

Computing overhead High Low Medium Medium
Scalability Low Medium High Medium

Decentralized level High Low Medium Medium
Hardware dependency Yes No No No
Security (in application) Low Medium Medium Medium

Consensus method Hash rates Activity-based Stake Stake votes
Reference [22–24] [25–27] [28–31] [32,33]

Adequacy X � O �

To construct a blockchain-based NSCC system, this study chooses the PoS consensus
algorithm and obtains consensus from each nation and consultative body. Railway cooper-
ation organizations, such as the Organization for Cooperation of Railways (OSJD) [34] and
the Organization for International Carriage by Rail (OTIF) [35], also have freight transport
agreements, known as the Agreement on the International Goods Transport by Rail and the
Uniform Rules Concerning the Contract of International Carriage of Goods by Rail [36]. The
consensus algorithm of a blockchain is similar to a cargo transportation agreement because
it is a mechanism that moves forward with customs clearance by evaluating the interests of
each country. All consensus algorithms were introduced in various application domains
except the railroad industry. Furthermore, because a blockchain uses a consensus algorithm
to make decisions, an attack directed at the current network can occur while disseminating
the consensus results, instead of the consensus algorithm. Therefore, in this study, we
develop a strategy to introduce PoS into the railroad industry, structurally construct a
blockchain-based NSCC system, and combine many railroad cooperation groups, such as
the OSJD and OTIF, into one consensus system. The NSCC attack–response sequence for a
network and cyber threats outlined in Section 2.3 are defined and detailed in Section 4.

2.3. Using MITRE ATT&CK

The MITRE organization created MITRE ATT&CK in response to the expansion of
the influence of and harm inflicted by cross-border cyberattacks [12–14]. The adversarial
tactics, techniques, and common knowledge (ATT&CK) framework is a phase of the cyber
kill chain model [37] internally designed and arranged based on actual attack cases in
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MITRE. MITRE ATT&CK is a database consisting of standard data produced by analyzing
the adversarial behaviors of attackers from the standpoint of attack tactics and techniques,
achieved by observing actual cyberattacks and then classifying and cataloging the attack
techniques of various attack groups. MITRE ATT&CK is the result of patterning threaten-
ing tactics and techniques to improve the detection of intelligent attacks, taking a slightly
different perspective from the traditional cyber kill chain concept. At MITRE, development
of the ATT&CK framework initially began by recording tactics, techniques, and procedures
(TTPs) relating to hacking attacks employed in the Windows corporate network environ-
ment before evolving into a framework that can recognize the behavior of an attacker by
mapping TTP information based on studying consistent attack behavior patterns generated
by attackers.

In this study, we build a blockchain-based NSCC system attack and defense scenario
and demonstrate its attack resilience by applying attack scenarios and sequences created
using matrices of MITRE ATT&CK. In conventional security studies, the attack life cycle
is depicted as a sequence diagram. We demonstrate the attack resilience of the NSCC
developed in this study using this attack sequence diagram. Attack sequence diagrams are
frequently used in academic research to support and demonstrate the reliability of networks
and systems. By employing a DoS attack against the voice-over-internet protocol [38]
environment, for instance, the robustness of the environment, in terms of availability to
provide services, can be demonstrated [39].

In this study, an attack sequence diagram is established and used for process analysis
to demonstrate the attack resilience of the developed blockchain-based NSCC system. A
sequence is constructed in accordance with the basic NSCC process, while the attack life
cycle is developed by selecting a random attack point in the sequence.

3. Non-Stop Customs Clearance Using Blockchain

The border NSCC system operates in areas in the vicinity of stations located on
the borders between different countries. The system is implemented by configuring the
blockchain network and enabling data transmission between trains and transit stations
that belong to different networks. As shown in Figure 1, a train travels from country A
to country B, with network interworking between base stations a and b assumed to be
automatic in this process. Go-Ethereum (Geth) blockchain network interworking, required
for the border NSCC system to progress, uses a Docker container [40] in the machine of
every transit station and train node. Geth software is needed to function as the Ethereum
node in the Ethereum network [41]. Considering the Simulation of Urban Mobility (SUMO)
framework can simulate the actual traffic environment, it was used to simulate the role
of the train in this study. SUMO runs inside the Docker container of the train, with the
customs clearance process conducted using communication linking the IP address and port
number between Docker containers.

 

Figure 1. Railway border non-stop custom clearance in real-world simulation.
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The process developed in this study enables trains to proceed through customs clear-
ance without stopping between transit stations; in addition, the attack resilience is struc-
turally demonstrated. To proceed through Station 2 in country B, a train that already passed
through Station 1 communicates the information required for NSCC. After receiving it,
Station 2 checks the integrity of the data by comparing it to the hash value [42,43] of the data
stored in the current blockchain network. The hash value for the cargo specs is broadcast
to the blockchain network and other transit stations during the departure process once the
cargo is loaded on the train at the original departure point. Cargo integrity is examined
by contrasting the hash value transmitted with the hash value of the data propagated
throughout the process of passing through each transit station. The hash value of the data
is compared with the hash value recorded on the blockchain, and if no discrepancies are
found, the NSCC process continues. If a problem arises, the train and its cargo are inspected
using the existing customs clearance process.

The operation of the NSCC system is described in Section 3.1, with the network setup
needed to use the blockchain defined and explained in Section 3.2.

3.1. Procedure of Blockchain-Based Non-Stop Customs Clearance System

The NSCC process is divided into five individual steps, as shown in Figure 2, where
each step is described. NSCC uses distributed storage as its data storage process because it
utilizes a blockchain network [44]. Data are logged using the distributed storage system
known as the interplanetary file system [45–47], and data comparison and verification are
conducted. Data are recorded and stored using distributed storage, a network of distributed
nodes. Consequently, every train node and transit station node involved in the blockchain
network participates in the distributed storage system. For the comparison–verification
process, the customs clearance data are uploaded to the distributed storage and encrypted
using the hash function. The respective steps of the process are shown in Figure 2.

• (Step 1) Enter and transact: A train node approaches a station node by this process
to conduct the NSCC process. The customs clearance data (raw data) are processed
by the train node and sent to the station node for customs clearance. This process
employs a security network (e.g., a virtual private network) that utilizes the base
station of each country [48,49].

• (Step 2) Receive and hash: Data from the train node are relayed to the station
node, which hashes the data using a hash function. The calculated hash value is
compared and validated in Step 3. The hash function to be used at this point is
chosen from SHA-256 [50] or Keccak-256 [51] and applied throughout the customs
clearance process.

• (Step 3) Compare: The station node compares the hash value of the hashed data with
that of the initial customs clearance data generated when the cargo was initially loaded.
The hash value uploaded to the distributed storage is currently compared with that
produced by the station node based on the transaction recorded in the blockchain. The
results of the comparison are broadcast in Step 4.

• (Step 4) Broadcast: The success of the NSCC process is determined by comparing
the hash value produced by the station node to that in the distributed storage. Sub-
sequently, the train node decides on whether to proceed. If the hash value of the
distributed storage that already exists differs from that generated in the relevant
station node, the train proceeds in accordance with the existing customs clearance
procedures. If the two hash values correspond, indicating that no irregularities exist
with the data or cargo, the train node passes through without stopping. The passing
information is broadcast to other stations and train nodes.

• (Step 5) Dashboard: A dashboard displays the NSCC-related data. The visualized
data can be examined and subsequently analyzed. The corresponding dashboard
of each node allows users to view information about the blockchain network and
hardware resources.
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Figure 2. Process overview of non-stop customs clearance system and attack points.

Potential attack points for each node, component, interface, and layer that constitute
NSCC are shown in Figures 2 and 3. Points A, B, and C represent potential weak points
vulnerable to attacks, which can be attacked by hostile attacker nodes intending to damage
the NSCC network and systems. Attacks on NSCC-related data and communications are
possible through these points. In this study, we use the properties of the blockchain to
structurally demonstrate the attack resilience of points A, B, and C. In Figure 3, target,
network, and storage are the three potential attack layers, with an attack scenario created by
setting an attack sequence diagram of the respective points. The data shown in Figure 3 can
be breached and stolen by the blockchain-based NSCC based on the configured scenario.

For instance, if the station in Figure 2 is attacked, data relevant to customs clearance can
be compromised, making the customs data verification process vulnerable to attacks. In the
event of an attack, significant issues, such as time delays and misjudgment can occur during
the customs clearance process. Moreover, sensitive data can be compromised because the
customs clearance process follows an international consensus procedure. However, the
attack resilience of the customs clearance node is structurally proven by the developed
NSCC sequence diagram, with the method for securing resilience explained using security
elements as an example.
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Figure 3. Data derived for each component layer.

3.2. Network Configuration of Blockchain-Based Non-Stop Customs Clearance System

This section describes the organizational structure of the blockchain network, and the
manner data are sent to and received from the network via an existing railway network.
The structure of the blockchain-based NSCC network is depicted in Figure 4, with the
NSCC sequence technique from the perspective of each node summarized in Table 2. The
detailed explanation is as follows:

Figure 4. Non-stop customs clearance network implemented with Ethereum.
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Table 2. Process of non-stop customs clearance on blockchain network.

Process No. Description of Each Process

1© Communication data cleaning and communication protocols are accessed to
transmit data from trains to transit stations.

2© Data transmitted to transit station using communication protocol of machine.

3© Transit station that received data through communication protocol accesses
Ethereum node to verify data.

4© After verification process, communication protocol to deliver data to
another transit station is accessed.

5© Verified results broadcast to other transit stations (blockchain network) using
communication protocol.

6© Verification data received from other transit stations through blockchain network are checked.

7© Data forwarded to other transit station nodes that do not directly participate
in this customs clearance process, and data are verified.

8© Verification-related data are transmitted to transit stations on future train routes.

9© Transit stations other than those that received data check whether transaction information
of blockchain network matches the verification result.

The network for NSCC based on a blockchain, shown schematically in Figure 4,
indicates that each IP address uses the same subnet mask because when setting up the
experimental environment, the network is configured utilizing many Docker containers
inside a single machine. The IP information of each node is expressed differently during the
actual NSCC application process. For example, Stations A and B have static IP addresses
of 242.42.25.65 and 103.132.54.12, respectively. Furthermore, the port number increases
sequentially, as shown in Figure 4; however, when NSCC is applied, appropriate port
numbers, such as 9090 and 7897, can be assigned to each node.

The number of connected nodes is also changed if NSCC is applied to customs clear-
ance. The network includes the customs clearance nodes from 29 OSJD and 51 OTIF
member countries, assuming that the present customs clearance offices in border areas
are participating (as of December 2022) [52]. As more member nodes join the blockchain
network, it becomes more stable. Therefore, the NSCC network has high robustness, and
the maturity of each node increases with the number of consultative bodies and countries
participating in NSCC.

A summary of each process depicted in Figure 4 is provided in Table 2, as identified
by the process number. This process is more difficult than the current railroad customs
clearance system because data broadcast from a train to a transit station uses network
connection protocols and interfaces. An attacker can target the network, trains, and transit
stations in this process. Sequence diagrams are used in this study to describe the basic
flow of this process. In addition, each attack–defense phase is defined and the structural
resilience of the blockchain-based NSCC system is demonstrated.

4. Attack Resilience in Blockchain-Based Railway

A sequence diagram for basic customs clearance is defined and systematically dis-
cussed in Section 4.1. In addition, the potential attack time and method, which are the focal
elements of this study, are presented in Section 4.2, where the attack–response sequence
diagram is defined. The procedures for attack, response, and analysis are described. The
attack–response sequence diagram constructed based on potential attack points A, B, and
C is depicted in Figures 2 and 3.

4.1. Basic Sequence of Blockchain-Based Non-Stop Customs Clearance

The basic flow of the developed blockchain-based NSCC is shown in Figure 5. When
the initial cargo information is transmitted to the blockchain network at a shipping point,
the transaction status and block in the blockchain are returned. Once the cargo is recorded
in the blockchain network, the train departs for the transit station. When the train passes
through this transit station, data pertaining to customs clearance are broadcast to the station
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and verified. The verification process corroborates the integrity of the cargo based on the
data already recorded in the blockchain network. A hash function is used to readily and
rapidly substantiate the customs data, as shown in Figure 2.

Figure 5. Basic sequence diagram of NSCC.

The sequence diagram shown in Figure 5 only depicts the basic customs clearance
process of NSCC, with additional details of each step omitted for clarity. Furthermore, all
‘Station’ mentioned below are categorized as customs clearance station nodes according
to Figure 5. As the diagram is intended to indicate the steps involved in the automatic
generation of data recorded throughout the transaction and block creation process of each
blockchain and the verification process at each transit station, the processes related to
distributed storage are not shown here.

Given that a blockchain is a platform that offers integrity and reliability, the NSCC
process can be conducted by relying on these features of a blockchain for customs clearance
in trains and transit stations. As presented in Section 4.2, an attack–response sequence is
added to the basic NSCC sequence to reinforce the structural robustness of the NSCC and
ensure the cyber resilience of the blockchain-based NSCC.

4.2. Attack Sequence of Blockchain-Based Non-Stop Customs Clearance with Attack Resilience

The attack–response sequence diagram for the potential attack points of the blockchain-
based NSCC system, which is the main concept of this research, is presented in this section.
The entire sequence demonstrates that the blockchain structurally has attack resilience,
with an attacker performing an attack sequence against a victim and the victim responding
in correspondence with the sequence. As defined in Figure 5, a customs clearance station
node is referred to as a Station.

4.2.1. Attack Sequence A: Attacking Clearance Station Node Using DoS

Blockchain-based NSCC technology is robust and has attack resilience in terms of the
availability of customs clearance. In this sequence, an attacker targets Station A with a
DoS [19] attack. We utilize the structural benefits of the blockchain to defend the system
against this attack.

• Attack sequence: One of the potential attack points indicated in Figures 2 and 3 is
transit Station A, through which the train is expected to pass. An attacker prepares a
DoS attack against this target. In addition to overloading the network communication
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of transit Station A by packet fragmentation, the attacker sends a request to establish
socket communication to transit Station A [53]. Accordingly, the train waits at the
station without transmitting a request to pass through after receiving data relating to
customs clearance and completing the verification process. Thus, the attacker keeps
transit Station A overloaded to perform DoS attacks and delay customs clearance.

• Corresponding sequence: As the train node cannot receive permission to pass through
transit Station A, it sends a request to other nearby transit station nodes for customs
clearance. When transit Station B receives a request for customs clearance, the train is
granted permission to pass through Station B, and the train is processed for passage
through transit Station A in accordance with the existing customs clearance sequence.

• Analysis and discussion: A flowchart based on the attack–response scenarios for DoS
attacks is shown in Figure 6. As all trains and transit station nodes are connected to
the blockchain network, no problems occur when clearance is requested from and
processed by transit Station B. If the integrity of the data transmitted from the train
can be verified, the train can pass through the customs clearance station without
stopping. Thus, the system is designed to enable other trusted customs clearance
nodes to handle the data verification process. The attacker targets the availability of the
NSCC; however, it offers resilience against these attacks because only one blockchain
network is used. As the blockchain network is structurally designed to ensure the
reliability and integrity of recorded transactions, even if additional nodes participate
in the verification process, the reliability of the verification is ensured.

 

Figure 6. Attack sequence diagram using DoS.

4.2.2. Attack Sequence B: Attacking Distributed Storage Using Spoofing Attack

In terms of the data integrity and reliability of customs clearance, the developed
blockchain-based NSCC is attack-resilient and robust. In this sequence, an attacker conducts
a spoofing attack [54] targeting the distributed storage. The structural benefits of the
blockchain are utilized to defend against this attack.

• Attack Sequence: Figure 7 shows the approach followed to target and attack the
distributed storage system of the blockchain-based NSCC. An attacker confounds
the sender by spoofing the domain address and routing details to connect to the
distributed storage at B, a potential attack point, as depicted in Figures 2 and 3.
Customs documents are sent to transit Station A by train. Transit Station A utilizes
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the distributed storage and transaction data on the blockchain network to verify
them. During this process, the attacker transfers arbitrary data while changing the
routing table of transit Station A to enable the attacker to appear as the distributed
storage. Data inconsistency occurs because transit Station A undertakes the verification
process based on the data sent by the attacker; consequently, the NSCC process cannot
be implemented.

 

Figure 7. Attack sequence diagram using spoofing.

• Corresponding sequence: Transit Station A analyzes the distributed storage data for
inconsistencies and compares them to transactions [55] on its own local blockchain
ledger. After the first verification, a secondary verification is conducted with the
transaction data of the actual blockchain network because the hash value of the
customs clearance data is present in the transaction data. Transit Station A updates the
routing table and broadcasts permission for the train to pass through after verifying
that the data from the blockchain network correspond with the customs clearance data.
The sequence is completed after the customs clearance is recorded on the blockchain
network.

• Analysis and discussion: An attack that targets the routing database occurs when a
transit station is proceeding with verification. The distributed storage and blockchain
network transactions contain the data needed for verification, and any data inconsis-
tencies can be determined in the event of an attack directed against the distributed
storage. In this case, the blockchain network is accessed to verify data because ev-
ery participating node has the same ledger. The blockchain platform structurally
ensures integrity, reliability, and traceability because all participating nodes share the
same ledger. These features of the blockchain can be used to safely conduct the data
verification process.

4.2.3. Attack Sequence C: Attacking Clearance Station Nodes Using Advanced Persistent
Threat and Backdoor Attacks

In terms of data integrity and customs clearance resilience, NSCC based on blockchain
technology is attack-resilient and robust. In this sequence, an attacker targets Station A
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using advanced persistent threat (APT) [56] and backdoor [57] attacks. These attacks are
warded off by utilizing the structural benefits of the blockchain.

• Attack sequence: The attacker is based at potential attack point C, as shown in
Figures 2 and 3. The process before the attack is the same as the basic NSCC process.
However, when a train departs, the attacker designates the transit station along the
route as a target, launches an APT attack, and simultaneously inserts a backdoor. If
the attack is successful, the attacker can control the root authority of transit Station
A [58] and modify the transaction data of the blockchain. Subsequently, a discrepancy
arises between the data transmitted and received by the train during the verification
of customs clearance data with transit Station A.

• Corresponding sequence: The train that is refused customs clearance sends its request
for permission to pass through to nearby transit Station B. The customs clearance data
are checked at transit Station B, which responds with the necessary permission for
customs clearance. Furthermore, data sync to transit Station B is requested to restore
the blockchain transaction data of transit Station A, which is falsified. To recover the
transaction data of transit Station A and conduct its ledger sync process, transit Station
B and other transit stations transfer the entire blockchain data to transit Station A,
which can re-participate in the customs clearance process.

• Analysis and discussion: Root access can be hijacked using numerous methods.
Figure 8 shows a straightforward example of backdoor injection via an APT attack. A
transit station with social engineering issues is vulnerable to root authority hijacking
attacks. This attack falsifies the blockchain data of a transit station node and interferes
with customs clearance. Owing to the structural features of the blockchain, data can
be restored even if the blockchain data inside one node are altered. All nodes included
in the blockchain can participate in the consensus process, as shown in Figure 6.
Consequently, transit Station B is required to continue with customs clearance.

 

Figure 8. Attack sequence using root access privileges.
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5. Experimental Results

In this section, we describe the simulation of the environment in Figure 1 using
SUMO, Docker, and Ethereum for experiments, explain the blockchain-based NSCC, and
demonstrate the advantages of the approach followed in this study. In addition, the con-
ventional concept of a blockchain is explained, and the quantitative and qualitative metrics
used when a blockchain is integrated into the customs clearance system are presented.
Table 3 provides information about the software versions and status information of the
experimental environment.

Table 3. Simulation and experimental environment.

Category Description

OS Windows 11
GPU RTX 3070 Ti
RAM 16 GB

Docker OS Ubuntu 20.04
Blockchain environment Geth v1.10.25

SUMO version SUMO v1.14.1

5.1. Experiments and Materials

In this study, the NSCC environment was constructed using SUMO, Docker, and
Ethereum, with the final experimental results of the NSCC derived based on the exper-
imental results of each component. SUMO makes it possible to simulate the navigation
of a given road network by single vehicles in response to a given traffic demand. The
simulation is purely microscopic: each vehicle is modeled explicitly, has its own route, and
navigates the network individually. Therefore, we used SUMO to derive the travel route
and the timing of the train on the railroad. In addition, NSCC was implemented using
Docker to configure the train and station as one node, while Geth was used to implement
the blockchain network. Figure 9 shows the structure of our experimental environment.

 

Figure 9. Blockchain network in NSCC using Docker, SUMO, and Ethereum.

Station and Train nodes are implemented as a single Docker container; considering
they are implemented on a single local machine for experimentation, they all have the
same IP address and different port numbers. However, in a real environment, all nodes
have different IP addresses and port numbers. Each node was composed of Geth nodes to
connect to the Ethereum network; in the case of the Train node, the SUMO client was run
inside the Docker container to serve as a train in this experiment. Each Docker container
communicates using the IP address and port number. During the communication process,
the Docker container transmits and receives data, interlocks with the Ethereum network,
and propagates transactions and blocks. In this study, using SUMO, the NSCC was tested
for a simulation involving trains moving between Kazakhstan and Mongolia. Table 4 shows
the values and parameters required for the experiment. The train departed from Station
1, a customs clearance station in Mongolia, and traveled to Station 2, a customs clearance
station in Kazakhstan, at approximately 150 km/h.
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Table 4. Numerical values and parameters required for experiments.

Category Descriptions of Values and Parameters

Stations and country Mongolia Station 1 to Kazakhstan Station 2
Train velocity Approximately 150 km/h

Coordinates of departure station lat: 44.162919, lon: 80.326560
Coordinates of destination station lat: 43.632262, lon: 77.647001

Maximum duration of consensus algorithm Up to 10 min with PoW

Figure 10 shows the SUMO-based simulation environment, with Kazakhstan to the
left of the red line and Mongolia to the right. We simulated a train traveling from Station 1
in Mongolia to Station 2 in Kazakhstan. Specific information is listed in Table 4, with the
train movement and NSCC procedures tested in this environment. The steps indicated
below the figure correspond to Steps 1–4 described in Figure 2. Step 0 involves the train
moving from Station 1 to Station 2. While the train is underway, in Step 1, data related
to customs clearance are transmitted to the station. In Step 2, the station proceeds with
hashing based on the received data. In Step 3, the station compares and verifies the data
integrity based on the hash value of the data. In Step 4, the station propagates the final
verification result to other station and train nodes. The novelty of this study is that after
reducing the speed to a minimum from Step 1 to Step 4, the train passes through the station.
In the case of the existing customs clearance procedure, it is necessary to stop at the station
to allow the cargo to be inspected. In contrast, the proposed basic methodology for our
blockchain-based NSCC enables the train to pass through the station without stopping
after cargo integrity is verified.

 

Figure 10. Simulation of NSCC from Mongolia to Kazakhstan using SUMO.

5.2. Results of Blockchain-Based NSCC

This study developed a solution to the problem of time delays caused by the need to
obtain customs clearance, consumption of human and material resources, and reliability
and integrity of customs clearance of the existing customs clearance system. The system
utilizes a Bitcoin-derived blockchain [22]. A blockchain is a peer-to-peer-based system
in which distributed nodes share a single ledger [59], and is characterized by integrity,
reliability, and traceability. Data integrity can be realized by alerting other nodes when data
are forged because nodes are distributed and share the same ledger. Additionally, data are
recorded in a setting that ensures integrity. The reliability of previously created data and
blocks increases if data are transmitted because transactions and blocks are continuously
created by a verification process. Owing to their integrity and reliability, data continually
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entered into the ledger on a blockchain cannot be falsified. Therefore, the traceability of all
data can also be guaranteed.

The average processing times for Step 1 to Step 4 are listed in Table 5. The amount
of data allowed per transmission in the process is limited to a maximum of 1000 MB. In
Step 1, data are propagated using a VPN environment, which takes a maximum of 10 min
based on the minimum data propagation speed over the network. Step 2 takes a maximum
of 1 min based on the minimum execution time of SHA-256, which is 20 Mbps in size, to
derive a hash value using the SHA-256 hash function after receiving the data. Step 3 takes
a maximum of 10 min based on the minimum download speed of 1 Mbps from IPFS to
perform the comparison verification based on the data stored in IPFS. Finally, when the
verification process is completed based on the customs clearance data, it takes a maximum
of 10 min to verify transactions and propagate blocks using the PoW consensus algorithm
in the Ethereum-based PoW environment, calculated at 11 TPS. Therefore, the overall
process takes a maximum of 31 min to complete if no problems arise. However, considering
that connection to the blockchain may involve delays or disconnections depending on the
network environment, a maximum of 1 h is considered necessary to enable these issues to
be resolved [60].

Table 5. Processing speed and available data size for each NSCC step.

Category Time for Each Procedure Speed Data Ref.

Step 1: Enter and transact Up to 10 min with VPN 5~10 Mbps 1000 MB [61]
Step 2: Receive and hash Up to 1 min with SHA-256 20 Mbps 1000 MB [62,63]

Step 3: Compare Up to 10 min with IPFS 1 Mbps 1000 MB [46]
Step 4: Broadcast Up to 10 min with PoW 11 TPS . [64]

Total Up to 31 min . . .

Using these features of a blockchain network and software, we created a “blockchain-
based border NSCC” system in this study and tested its resilience against attacks. The main
contributions of this study and the differences between the developed NSCC and current
customs clearance systems are discussed below.

Table 6 compares the traditional customs clearance system with the blockchain-based
NSCC system. The six criteria used for comparison are time, resource, integrity, reliability,
transparency, and traceability. The respective criteria are described as follows:

• Time: The current customs clearance process is time-consuming because individuals
have to directly inspect customs clearance items and cargo. However, with NSCC,
customs clearance can be completed in as little as 1 h if the validity of the customs
documents is not questionable.

• Resource: In the current customs clearance system, people directly participate in
customs clearance and personally inspect the goods and cargo. However, resource
consumption is minimal because the accuracy of the customs data is verified by
machine. Customs clearance is conducted by verifying the integrity using the hash
value of the data, which is broadcast to the blockchain network.

• Integrity: Data integrity is safeguarded by the distributed ledger technology used in
the blockchain. However, data forgery and tampering can occur because documents
are stored in a database and written by hand in the current customs clearance system.

• Reliability: The current customs clearance system assumes that the people participat-
ing in customs clearance are reliable. However, the blockchain-based NSCC system
can structurally ensure reliability.

• Transparency: The blockchain-based NSCC guarantees that the customs clearance
process remains transparent. The participation of each of the member countries in
verification and customs clearance enables transparent data management. However,
the transparency of the current customs clearance process cannot be ensured because
of possible threats by malicious attackers.
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• Traceability: The current customs system tracks data to documents and databases.
However, the blockchain-based NSCC uses a distributed storage and blockchain
network to track every step of the continuous customs clearance process from shipment
to unloading.

Table 6. Quantitative comparison of the existing customs clearance system and NSCC.

Category Existing Customs Clearance Non-Stop Customs Clearance (Ours)

Time to customs clearance About 1–2 days Up to 1 h (from Table 5)
Resource Human and machine Machine
Integrity X O

Reliability � O
Transparency � O
Traceability X O

The comparison in Table 6 shows that blockchain-based NSCC guarantees integrity,
reliability, and traceability, reduces the need for human resources, and shortens the time
required for customs clearance. In addition, our solution based on the consensus algorithm
of the blockchain integrates the interests of existing railway cooperation agreements and
organizations, such as OSJD and OTIF. However, the blockchain-based NSCC system is
still vulnerable to APT and network attacks aimed at legacy systems, which prompted us
to consider the attack resilience of NSCC, as demonstrated in Section 4, using sequence
diagrams to provide a structural explanation. Sections 6 and 7 outline the limitations and
future research directions.

6. Discussions

In this study, we developed a blockchain-based NSCC system intended as a new
customs clearance mechanism with structural robustness and attack resilience. As demon-
strated in Section 4, existing customs clearance systems are vulnerable to DoS, APT, and
spoofing attacks. The proposed blockchain-based NSCC system includes a method to
solve the above-mentioned problems based on the integrity and reliability provided by the
blockchain. In addition, the efficiency of the customs clearance process was maximized
by reducing the time required for the customs clearance procedure to 1 h. However, real
measurements are challenging and significant system resources are required to implement
the sequences, as described in Section 4. In the future, each of these sequences can be
investigated and additional vulnerabilities to cyberattacks could be considered, with attack
sequences tested by modeling and simulation (M&S) [65–67]. In this study, the current
railroad customs clearance system was set up as an overlay network for the developed
blockchain-based NSCC system. The integrity and reliability offered by a blockchain can
be ensured when configured as an overlay. However, because each train and transit station
node participates as nodes in the blockchain network, machine resources unnecessary
in the conventional customs clearance system are required. Our choice of a PoS-based
consensus algorithm minimizes the use of computational resources. We plan to perform
M&S for each potential consensus method in our next study.

This study was conducted based on an IoT-based network environment. Further
research on IoT and artificial intelligence (AI)-based block seals and smart container capa-
bilities [68] for inspecting cargo integrity is required, which we plan to incorporate in future
studies. Concepts of IoT-based block seals and AI can be used to actively inspect cargo
integrity in terms of damage and movement. This study is the first step toward proposing
a blockchain-based customs clearance procedure. The most important aspect of this study
is that we introduced blockchain into the existing railway customs clearance process to
maximize the efficiency of the international railway customs clearance process.
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7. Conclusions

This study involved developing a blockchain-based NSCC system and structurally
demonstrating its resilience to cyberattacks. Cyberattacks aimed at legacy systems can
occur because the NSCC system combines a blockchain with the legacy customs clearance
system. However, an attack–response sequence diagram was used to demonstrate that
cyberattack resilience can be secured by employing the integrity, reliability, and traceability
features of the blockchain.

Compared to the current customs clearance methods, the blockchain-based NSCC
system excels in terms of integrity, security, and reliability. Reducing the time required
for customs clearance can improve the performance of the freight transportation sector
using railroads for cross-border trade. Consequently, the developed customs clearance
method uses fewer materials and people overall. This study demonstrated the versatility
of blockchain technology and its implications for maritime and aviation trade and the
customs clearance system for cross-border railroad transport.

This work demonstrated the compatibility of blockchain with traditional systems.
Future research could employ trade domains, such as land, sea, and air. The blockchain-
based NSCC system proposed in this study can also be improved using IoT and AI-based
object recognition systems to verify cargo integrity. Furthermore, M&S of the NSCC system
can be conducted based on the created attack–response sequence diagram presented in
Section 4 to appropriately apply the environment, such as the consensus algorithm and
network protocol. The defense system utilizing MITRE D3FEND can also be extended [69].
Moreover, simulating the connection between the actual train model and IoT equipment
based on the experiment conducted in Section 5 could be explored further.
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