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Preface

Porous metals (also known as metal foams and cellular metals) are a special class of composite

materials composed of a metal phase and a gaseous phase. The functionality of porous metals

derives from the combinations of these two distinct materials and, in essence, their specific porous

structures. Porous metals are produced by a variety of techniques, including foaming, casting, and

powder metallurgy. Recent advances in additive manufacturing have also added impetus to the

field. Porous metals are finding new applications in many sectors, such as the aerospace, automotive,

construction, and energy industries, for their unique properties. The applications of porous metals

can largely be categorized into two classes—mechanical energy absorption due to their ability to

undergo a significant amount of plastic deformation, and non-mechanical functions such as filtering,

heat dissipation, electromagnetic shielding, sound absorption, etc. The functional applications are

particularly sensitive to the nature of the porous structure, characterized by a variety of parameters,

such as pore size, porosity, surface area, and fluid permeability.

This reprint is a collection of 10 papers from a Special Issue on porous metals in the journal

Materials. The original aim of the Special Issue was to introduce the most recent advances in

the field of porous metals, with special emphasis on new fabrication methods, novel structures,

new properties, and new applications. These papers involve several manufacturing technologies,

including 3D printing, melt infiltration, and powder sintering. They cover a range of different

materials, including titanium, aluminum, copper, magnesium alloys, composites, and sandwich

structures. They investigate a range of properties that are either uniquely derived from porous

structures or heavily influenced by porous structures, including mechanical properties, energy

absorption in explosions, friction, the capillary effect, the heat transfer coefficient, and catalytic

efficiency. This is not intended to provide an exhaustive list of topics covered in the reprint but

to bring to the attention of readers the diverse and comprehensive nature of this collection. We

are delighted that the original aim was fully met, and we hope our readers will find the research

contained in this reprint informative and useful.

We would like to thank Ms. Jean Yan, the Section Managing Editor, for her hard work behind

the scenes. This reprint would not have been published without her assistance.

Yuyuan Zhao and Huiping Tang

Guest Editors
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Communication

Effortless Fabrication of Nanofused HKUST-1 for Enhanced
Catalytic Efficiency in the Cyanosilylation of Aldehyd
Tian Zhao

School of Chemical Engineering and Technology, Sun Yat-sen University, Zhuhai 519082, China;
zhaot33@mail.sysu.edu.cn

Abstract: HKUST-1 (HKUST = Hong Kong University of Science and Technology) is one
of the most recognized metal-organic frameworks (MOFs) based on copper and trime-
sate, extensively studied for a variety of applications, such as gas storage, separation,
adsorption, electrocatalysis, drug delivery, sensor and photodegradation, etc. In this work,
we introduce a novel nanofused HKUST-1, referred to as N-CuBTC (BTC = trimesate),
which has been synthesized with the hydrothermal method at room temperature (typical
synthesis temperature is from 80~120 ◦C). The resulting N-CuBTC features an irregular
particle morphology, with numerous crystals clustering together and edges that have fused,
creating a hierarchical pore structure. In contrast to the traditional micro-sized octahedral
HKUST-1 (named as M-CuBTC), N-CuBTC displays a unique clumped morphology, where
the HKUST-1 crystals are seamlessly integrated into a cohesive structure. This innova-
tive formation significantly enhances mass transfer capabilities and porosity accessibility.
Consequently, N-CuBTC demonstrates markedly improved catalytic performance in the
cyanosilylation of aldehydes.

Keywords: metal-organic frameworks; HKUST-1; nanofused structure; cyanosilylation of
aldehydes; enhanced catalytic efficiency

1. Introduction
Metal-organic frameworks (MOFs) represent a class of porous materials, uniquely

formed from the combination of inorganic metal ions with organic ligands [1,2]. These
materials are characterized by their remarkably high specific surface areas, customizable
pore structures, and the presence of unsaturated metal sites [3,4]. Such features bestow
them with outstanding capabilities across a variety of applications, including catalysis,
drug delivery, adsorption, and energy storage and conversion [5,6].

HKUST-1, in particular, is a notable three-dimensional porous structure com-
posed of copper ions and trimesate ligands, represented by the empirical formula 3D-
[Cu3(btc)2(H2O)3], where btc refers to trimesate [7,8]. Due to its straightforward synthesis
process, high porosity, and impressive specific surface area (exceeding 1000 m2 g−1), along
with its stability and resistance to water, HKUST-1 has emerged as one of the most exten-
sively researched MOFs [9,10]. Its exceptional properties make it an ideal candidate for a
range of applications, including gas storage, gas separation, catalysis, drug delivery, and
various sensing technologies [11,12]. Recent studies have centered on the development
and utilization of hierarchically porous HKUST-1, also known as HP-HKUST-1 [13–15].
The techniques employed to fabricate these hierarchical structures, which primarily in-
clude etching [16,17], modulation [18,19], and mixed-linker strategies [20], frequently lead

Materials 2025, 18, 1131 https://doi.org/10.3390/ma18051131
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to the creation of mesopores and macropores. However, these larger pores can be in-
terpreted as defects within the otherwise uniform micron-sized HKUST-1 crystals. As a
result, the HP-HKUST-1 obtained through these methods often exhibits reduced structural
integrity, primarily manifesting as a decrease in crystallinity and a lower specific surface
area [21,22]. Thus, there is an evident need for a simpler, more efficient, and economically
viable template-free approach to synthesize fully connected HP-HKUST-1.

This research introduces an innovative technique for the fabrication of a fully
nanofused structural variant of HKUST-1, which is referred to as N-CuBTC. This method
exploits the alteration of the copper source used in the synthesis. Remarkably, under
optimal conditions, using copper acetate as Cu source at ambient temperature and stirring
for 24 h, the crystals of HKUST-1 can be reduced to the nanoscale while achieving complete
fusion, leading to a nanofused structure characterized by entirely interconnected pore
channels, known as N-CuBTC. When compared to the original micron-sized HKUST-1
(referred to as M-HKUST-1), the resulting hierarchical pore structure in N-CuBTC exhibited
remarkable accessibility. This enhanced accessibility plays a significant role in improving
its catalytic efficiency, particularly in the cyanosilylation reactions of aldehydes.

2. Materials and Methods
2.1. Raw Materials and Reagents

Cu(NO3)2·3H2O (99.5%, AR), Cu(CH3COO)2·H2O (99.5%, AR), trimesic acid (C9H6O6,
99.5%, AR), ethanol (C2H5OH, 99.5%, AR), benzaldehyde (C7H6O, 99+%, AR), trimethylsi-
lylcyanide (Me3SiCN, 97%, AR), heptane (C7H16, 99%, AR), and hexadecane (C16H34, 99%,
AR) were utilized in this study. Water with a residual conductivity of 0.1 µS/cm was
obtained using a GRO-10L water purification system. All chemicals were sourced from
Shanghai Aladdin Biochemical Technology Co., Ltd. (Shanghai, China) and were used as
received without additional purification.

2.2. Sample Synthesis and Purification

Synthesis of conventional octahedral HKUST-1 (M-CuBTC): In this procedure,
1.21 g of copper nitrate trihydrate (equivalent to 5 mmol) and 0.63 g of trimesic acid
(which corresponds to 3 mmol) were each individually dissolved in 15 mL of distilled water.
Following this, the two solutions were combined and stirred (1000 r/min) continuously
for a duration of 24 h at room temperature (25 ◦C). After thorough mixing, the resulting
blue crystals were isolated using centrifugation. These crystals were then washed with
30 mL of anhydrous ethanol through ultrasonic agitation for 1 h, with the ethanol being
replaced every 30 min. Once the washing procedure was completed, the product was again
collected via centrifugation and subsequently placed in a vacuum drying oven set to 80 ◦C
to dry overnight.

Synthesis of nanofused HKUST-1 (N-CuBTC): For the preparation of N-CuBTC,
1.00 g of copper acetate monohydrate (5 mmol) was dissolved in 15 mL of deionized
water, while 0.63 g of trimesic acid (3 mmol) was dissolved separately in another 15 mL of
deionized water. The two prepared solutions were then mixed and stirred (1000 r/min)
for a continuous 24 h period at room temperature (25 ◦C). After stirring was complete, the
blue product was collected by centrifugation. The purification of N-CuBTC was carried out
following the same protocol utilized for M-CuBTC.

Cyanosilylation of benzaldehyde
A total of 425 mg (4 mmol) of benzaldehyde, along with 794 mg (8 mmol) of trimethylsi-

lylcyanide (TMSCN), and 10 mg of the MILs catalyst were mixed in 15 mL of heptane, with
1 mL of hexadecane serving as the internal standard [23]. The reaction mixture was stirred

2
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at a temperature of 313 K, and its progress was periodically assessed using an Agilent
Technologies 7890A gas chromatography (GC) system.

2.3. Detection and Characterization
2.3.1. X-Ray Diffraction (XRD)

The samples were analyzed using a Bruker D8 Advance X-ray diffractometer (Bruker,
Karlsruhe, Germany) equipped with a Cu target and Kα radiation (λ = 1.54182 nm),
operating at a voltage of 30 kV. The measurement was conducted over a 2 h duration within
a 5◦ to 80◦ test angle range. The XRD was used for phase identification of the samples.

2.3.2. Surface Area and Pore Volume Measurement

The specific surface area and pore volume of the samples were determined using a
specific surface area analyzer (NOVA-4200e, Quantachrome, Boynton Beach, FL, USA).
Before the analysis, all samples underwent a standardized pretreatment, which included
drying in a vacuum at 120 ◦C for 2 h. The chosen temperature of 120 ◦C and the duration of
2 h for the vacuum drying pretreatment were specifically selected to effectively remove the
crystallization water from the samples. This temperature is sufficiently high to promote the
evaporation of water without compromising the structural integrity of the material. The 2 h
duration ensures thorough dehydration while preventing potential thermal decomposition
or alteration of the sample’s properties. The measurements were carried out within a
pressure range of 10.1325 to 101.325 kPa, employing high-purity nitrogen (N2) as the
adsorbent at a temperature of 120 ◦C.

2.3.3. Transmission Electron Microscopy (TEM)

The particle size and microscopic morphology of the samples were investigated using
transmission electron microscopy (TEM, Talos F200X, FEI, Hillsboro, OR, USA) with an FEI
Talos F200X instrument (Thermo Fisher Scientific, Waltham, MA, USA). For the examination,
samples were dispersed in ethanol and then deposited onto a standard copper grid.

2.3.4. Scanning Electron Microscopy (SEM)

To assess the microscopic morphology and particle dimensions, we employed a Zeiss
Gemini 300 scanning electron microscope (SEM, Gemini 300, Zeiss, Jena, Germany). Prior to
the imaging process, samples were prepared by placing them on a conductive gel substrate
and coating them with a layer of gold to enhance conductivity.

2.3.5. Fourier Transform Infrared Spectroscopy (FTIR)

Infrared spectra of the samples were obtained using an infrared spectrometer
(Vertex 80 V, Bruker, Karlsruhe, Germany) over a wavenumber range spanning from 400 to
4000 cm−1. The resolution during the FTIR scanning was set at 1 cm−1.

2.3.6. Gas Chromatography (GC)

The products resulting from the catalytic reaction were identified and analyzed utilizing
an Agilent Technologies 7890A gas chromatography (GC, Agilent, Palo Alto, CA, USA) system.

3. Results and Discussion
The morphologies and structural characteristics of M-CuBTC and N-CuBTC were

investigated through electron microscopic imaging, as illustrated in Figure 1. The M-CuBTC,
serving as the control sample, displayed the quintessential octahedral crystalline form on
a micron scale (refer to Figure 1A,C), featuring a consistent crystal size of approximately
12 µm across the sample.
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Figure 1. SEM images of (A) M-CuBTC and (B) N-CuBTC. TEM images of (C) M-CuBTC and
(D) N-CuBTC.

In contrast, the N-CuBTC exhibited dramatically different features, showcasing ag-
gregates of irregularly shaped nanocrystals, each measuring approximately 50 nm. These
nanocrystals displayed significant evidence of intergrowth and fusion (see Figure 1B,D).
It was observed that approximately ~100% of the nanocrystals were fully fused together
(Figure 1B,D). Additionally, surface area measurements revealed that the specific surface
area of N-CuBTC was only decreased by approximately 70 m2/g compared to the non-
fused counterparts (M-CuBTC, Table 1). This unique arrangement enhances the material’s
potential for various applications due to its improved accessibility and porosity.

Table 1. Pore structure information for M-CuBTC and N-CuBTC.

Sample Yield
/(%) a

Particle Size
/(nm) b

SBET
/(m2 g−1) c

SLangmuir
/(m2 g−1)

Vpore

/(cm3 g−1) d

M-CuBTC 90.2 ~12000 1290 3150 0.47

N-CuBTC 93.1 ~50 1220 2990 0.58
a The yield is calculated based on a copper to BTC ratio of 1.67:1. b The average particle size was assessed using
Gaussian statistical methods, with the number in parentheses indicating the standard deviation. c The surface
area was determined from N2 adsorption isotherms at 77 K within the pressure range of 0.05 < P/P0 < 0.2, with
an estimated standard deviation of ±50 m2 g−1. d The pore volume was derived from N2 adsorption isotherms at
77 K, specifically at P/P0 = 0.95, for pores measuring ≤ 20 nm.

It is clear that the samples obtained from different copper precursors exhibit notable
differences in their morphology and structural characteristics. It has been established in
prior studies that the type of copper source employed plays a crucial role in determining
the nucleation dynamics and size distribution of the resulting metal-organic framework
(MOF), HKUST-1. Specifically, the utilization of copper nitrate has been associated with the
formation of larger HKUST-1 particles due to its slower nucleation rate. In contrast, the
employment of copper acetate leads to the generation of nano-sized HKUST-1 particles,
as the accelerated nucleation process facilitates a rapid formation of numerous smaller
particles [24,25].

In the current investigation, it is proposed that the nanofusion mechanism contributing
to the formation of N-CuBTC nanocrystals adheres to this established pattern. When
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copper acetate is used as the precursor, a swift generation of nanocrystallites occurs, which
significantly increases the likelihood of nanofusion owing to the heightened surface energy
of these small particles. The elevated surface energy results in stronger particle interactions,
thereby promoting their fusion into larger aggregates [24,25]. Moreover, it is reported
that the application of rapid stirring during the synthesis process can further facilitate the
fusion of MOF nanoparticles [26]. This dynamic mixing likely enhances the opportunities
for particle collisions and fusion, thereby contributing to the final characteristics of the
synthesized N-CuBTC nanocrystals. Conversely, in reactions involving copper nitrate,
the gradual nucleation rate leads to a different particle morphology observed in the M-
CuBTC samples, where larger aggregates are formed without the same level of rapid
surface interactions. In conclusion, the combined effects of precursor selection, nucleation
dynamics, and external factors such as stirring are crucial in dictating the morphology and
size of the synthesized nanocrystals, confirming that similar mechanisms are operational in
the formation of N-CuBTC.

The X-ray diffraction (XRD) analysis of the samples provided further insights, re-
vealing that both M-CuBTC and N-CuBTC closely corresponded to the simulated XRD
pattern of HKUST-1. This confirmed the purity of the phase for all samples studied (refer to
Figure 2A). Notably, as we transitioned from M-CuBTC to N-CuBTC, a discernible decrease
in the peak intensities of the XRD patterns was observed, along with a gradual softening of
peak shapes (see Figure 2A). This trend suggests a reduction in particle size, which aligns
well with the observations made through electron microscopic imaging, reinforcing the
contrast between the two materials and their respective structural characteristics.
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The application of Fourier transform infrared spectroscopy (FTIR) allowed us to
investigate the coordination of trimesate with Cu2+ ions in the HKUST-1 framework,
yielding results that align well with the early literature [27] (Figure 2B). The absorption
peak observed at 730 cm−1 does indeed correspond to the presence of Cu ion clusters within
the crystal structure, and it aligns well with the reference spectra reported in the literature.
This consistency supports the accuracy of the peak assignments and further validates the
findings regarding the structural characteristics of the material [28]. Furthermore, the
spectra exhibited absorption peaks in the range of 1300 to 1700 cm−1, indicative of C-O
vibrational modes associated with the carboxylic functional groups. Specifically, the peak
at 1451 cm−1 was linked to the symmetric stretching vibration of the O=C-O bond, while
the peak at 1634 cm−1 corresponded to the asymmetric stretching of the same bond.

Additionally, the peaks at 1374 cm−1 and 1573 cm−1 represented vibrational modes of
C=C, signifying the successful intercalation of the BTC ligand within the HKUST-1 structure.
A broad absorption peak situated at 3421 cm−1 indicated H-O stretching vibrations, which
suggests a considerable presence of adsorbed water molecules within the HKUST-1 matrix.
These spectral data imply that the coordination of the H3btc ligand with Cu2+ occurs in a
bidentate fashion, resulting in the formation of the [Cu2(COO)4] structural unit, commonly
referred to as the pulley unit. This structural motif has the potential to be activated
through heating or under vacuum, thereby generating a substantial number of unsaturated
coordination sites of Cu2+, which could function as catalytic Lewis acid sites.

The nitrogen adsorption–desorption isotherms for both M-CuBTC and N-CuBTC are
presented in Figure 2C, with the accompanying porosity parameters provided in Table 1.
The nitrogen adsorption–desorption isotherms for both M-CuBTC and N-CuBTC are in-
deed classified as typical Type I (a) isotherms. This classification indicates the presence
of microporosity within the materials, highlighting their ability to adsorb nitrogen at low
pressures [29]. The adsorption and desorption curves for M-CuBTC closely overlapping,
demonstrating minimal hysteresis consistent with the characteristics of microporous mate-
rials. In contrast, the isotherms for N-CuBTC displayed noticeable hysteresis loops between
the adsorption and desorption phases in the P/P0 range of 0.9 to 1.0, a behavior typical of
meso- and macropores exist in the material [29] (refer to Figure 2C).

The pore size distribution (PSD) analyses for both M-CuBTC and N-CuBTC, calculated
using nonlocal density functional theory (NLDFT) with a “slit-pore model,” are illustrated
in Figure 2D. It is noteworthy that N-CuBTC contains not only its intrinsic micropores but
also additional mesopores and macropores, confirming the observations made through
electron microscopy. Conversely, M-CuBTC comprises exclusively micropores. This distinct
difference suggests that N-CuBTC may offer considerable advantages in applications
requiring swift mass transport, such as various catalytic processes.

The presence of coordinated water molecules within the HKUST-1 structure can be
effectively removed when subjected to vacuum conditions, resulting in the formation
of active Lewis acid sites [30,31]. This characteristic renders HKUST-1 a valuable cata-
lyst for a variety of chemical reactions, including the cyanosilylation process involving
aldehydes [32].

To evaluate the catalytic performance of the synthesized materials M-CuBTC and
N-CuBTC, reactions were conducted based on this methodology, with the reaction scheme
illustrated in Scheme 1A. The results regarding the catalytic efficiency of both M-CuBTC
and N-CuBTC are compiled in Table 2, while the substrate conversion over time is depicted
in Figure 3A. Specifically, during the cyanosilylation of benzaldehyde, N-CuBTC achieved a
remarkable conversion rate of 99.4%, which indicates a substantial 20% improvement over
the performance of M-CuBTC as shown in Figure 3A and summarized in Table 2. Thus,
N-CuBTC displayed considerably enhanced catalytic activity compared to M-CuBTC. Also,
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compare to other work, N-CuBTC exhibited quite good efficient and reusability (details
please see Table 2).
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Furthermore, N-CuBTC displayed impressive reusability in catalytic applications;
after undergoing three reaction cycles in the cyanosilylation of benzaldehyde, it maintained
a conversion rate exceeding 85% (see Figure 3B). In contrast, the performance of M-CuBTC
as a catalyst deteriorated significantly after three cycles, with conversion dropping to below
40% (as illustrated in Figure 3B).

These findings clearly indicate that the distinctive nanofused hierarchical structure
of N-CuBTC plays a critical role in enhancing its catalytic performance. The fully inter-
connected hierarchical pores increase the accessibility of the active sites located within the
structure, facilitating improved mass transfer rates for the reacting substrate [33,34], which
in turn significantly boosts the overall catalytic efficiency (refer to Scheme 1B) [35].

7



Materials 2025, 18, 1131

Table 2. Summary on catalytic performances for M-CuBTC/N-CuBTC and the comparison with
other work.

Run Catalysit Reaction Advantages & Disadvantages Conversion (%) Reference

1 M-CuBTC

Cyanosilylation of
aldehyde reaction

highly efficient and reusability 82.5 This work

2 N-CuBTC 99.4

3 [Zn(H2L2)]2
efficient, versatile/

long time 97 [36]

4 3-AC efficient and reusability/surface
modification limitations 94.3 [37]

5 [Co(H2L1)]2
efficient, non-solvent/

moderate yield 92 [38]

6 MnI/DAPTA efficient, green solvent/
metal dependency 99 [39]

7 Co complexe versatile/low efficient 77.4 [40]

8 F-MIL efficient/limited-reusability 98.4 [41]

9 L2 + Ph3PO high enantioselectivity/
challenging optimization 71 [42]

10 TBD efficient, low-catalyst-loading/ 98 [43]

11 PF6 efficient/limited-to-aldehydes 99 [44]

12 Cu(ClO4)2·6H2O efficient/electronic-effect-sensitive 98 [45]

4. Conclusions
In conclusion, this research successfully illustrates the synthesis of an innovative

nanofused variant of HKUST-1, designated as N-CuBTC. This achievement was made
possible by altering the copper precursor during the hydrothermal synthesis process.
The resulting N-CuBTC displayed a sophisticated hierarchical porous architecture, which
markedly improved its catalytic efficacy in the cyanosilylation of aldehydes. The catalyst
attained an impressive conversion rate of 99.4% along with a turnover frequency (TOF)
reaching 4.97 mmol g−1 min−1, demonstrating its high efficiency.

Moreover, N-CuBTC exhibited outstanding reusability, maintaining its catalytic per-
formance across several reaction cycles, underscoring its practical potential for sustainable
applications. Looking ahead, future studies could focus on further refining the synthesis
techniques and exploring the applicability of the hierarchical porous catalyst in various
chemical transformation processes. Specifically, transformations such as the selective oxi-
dation of alcohols to aldehydes and ketones could benefit from the increased accessibility
provided by the hierarchical pore structures. Additionally, the catalyst may be advan-
tageous in the catalytic conversion of biomass-derived compounds, which often require
efficient mass transfer due to the larger size of substrates. Furthermore, applications in
coupling reactions, such as Suzuki or Heck reactions, could also leverage the unique prop-
erties of hierarchical pores to enhance reaction rates. These potential applications highlight
the versatility of the catalyst and its promising role in advancing catalytic efficiency across
different reaction types.
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Abstract: Nowadays, metallic bone replacement is in high demand due to different issues,
like sicknesses and accidents. Thus, bone implants are fabricated with tailored properties
and microstructure for long-term use in the human body. To improve such implants, 3D
printing is the most promising technique. Therefore, this work aims to evaluate the fabri-
cation of porous materials by extrusion 3D printing of Ti6Al4V. Cylindrical samples were
fabricated from pellets for metal injection molding of Ti6Al4V powders, creating hexagonal
channels with three different sizes. The densification kinetics was evaluated by dilatometry
tests, which enabled following the densification of the samples during the sintering cycle.
Subsequently, the samples were characterized by scanning electron microscopy and X-ray
computed tomography to analyze their microstructure. Compression tests evaluated the
mechanical strength of sintered samples. It was found that the hexagonal shape during
printing is better defined as the channel size increases. The results show similar behavior for
each of the channel sizes during sintering; however, greater densification is obtained as the
channel size decreases. Additionally, microporosity is obtained at the particle level, which
is completely interconnected, ensuring the passage of fluids through the entire sample.
On the other hand, as the channel size increases, Young’s modulus and yield strength are
considerably reduced. The main conclusion is that parts with two scales of porosity can be
designed by the 3D printing extrusion process.

Keywords: additive manufacturing; porosity; computed tomography; permeability; sintering

1. Introduction
In biomedical implants, porosity is a property that should not go unnoticed because it

is through porosity that the diffusion of nutrients and vascularization occurs [1,2]. Besides
improving the passage of fluids, porosity helps decrease mechanical properties to avoid the
so-called “stress shielding.” This is due to the high difference between the modulus of com-
monly used materials such as Ti6Al4V (Ti64) (90–115 GPa) [3], Co alloys (210–250 GPa) [4],
and stainless steel (200 GPa) [5] compared to human bone (cortical bone 7–30 GPa [6]).

Different techniques have been developed for the fabrication of porous materials in
order to reduce mechanical properties [7] and, at the same time, achieve better tissue–
implant bonding [8]. To improve biomedical applications, porous materials classified as
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open cell are preferred because they show excellent interconnectivity and low mechanical
resistance [9]. Among the techniques used to fabricate porous materials, the space holder
technique is one of the most commonly used, in which particles with lower melting points
are used as spacers. The pores’ features depend on the shape, size, and quantity of space
holders added. This technique’s main advantage is the possibility of fabricating porous
composites that can improve biocompatibility [10–12]. Karakurt et al. [13] fabricated a
porous alloy (21–25% and 50–56%) of Ti-Nb-Zr to study the corrosion effect and in vitro
tests. During the corrosion tests, they used Hank’s solution, demonstrating better corrosion
resistance for the alloys with low porosity (21–25%) in the same way they presented higher
cell growth and adhesion. At the same time, the mechanical tests showed a low Young’s
modulus as the porosity percentage increased (50–56%). Another technique to consider
for forming open-cell pores is through a liquid-state process, i.e., injecting gas (argon, air,
nitrogen) directly into the molten metal and thus creating bubbles inside the metal and
obtaining the porosity after cooling. Using this technique, the porosity can be controlled
through the gas flow and the nozzle diameter, among others. However, controlling the
pore size and morphology is impossible since only sub-spherical pores are obtained [14].

On the other hand, additive manufacturing (AM) has presented advantages over
porous scaffold fabrication because it is possible to control the porosity while designing
pores with complex architectures. Li et al. [15] fabricated Ti64 scaffolds by melting with
pore sizes between 300 and 500 µm in four different morphologies. They demonstrated
that as the channel size increases, the modulus is considerably reduced, as well as the
role that channel morphology can play. On the other hand, they found that cell size and
morphology play an important role in cell growth due to more cells for a size of 300 µm,
with osseointegration and permeability being important factors in the fabrication of porous
materials. Ouyang et al. [16] demonstrated how pore size influences the results of these
properties as they fabricated titanium porous scaffolds by selective laser melting (SLM)
with four different pore sizes (400, 650, 850, 1000 µm), finding that as pore size increased
it favored permeability, allowing fluid entry and flow velocity. However, in vitro, results
showed that a large pore size allowed cell penetration while smaller pore sizes favored
cell deposition. Finally, during in vivo tests, they found that a medium pore size (650 µm)
better supports bone regeneration than large pore sizes. Chen et al. [17] corroborated that
pore size influences cell proliferation, osteogenesis, and bone growth. They found that
smaller pore size and volume pore fraction results in better cell adhesion, proliferation,
and osteogenic differentiation. Vega et al. [18] developed Ti coatings that were applied to
cylindrical Ti64 endomedullary systems for evaluation in in vivo tests. They found that
roughness surfaces significantly improved the cancellous bone growth around the implant,
as well as good tissue–implant fixation. Deering et al. [19] fabricated porous scaffolds of
600 and 300 µm of Ti64 through SLM and performed osseointegration tests in tibiae rabbits.
Through tomography, they observed incredible bone growth not only on the outside but
also on the inside of the scaffolds; they found that the optimal pore size for osseointegration
is 300 µm because it presented a more significant growth in 12 weeks. Another of the most
widely used techniques is selective laser sintering (SLS) since it is possible to fabricate
metallic scaffolds that aid bone regeneration [20]. Because of this versatility, SLS has been
used to fabricate scaffolds with mechanical properties close to those of trabecular bone [21].
On the other hand, one of the main disadvantages is that the high sintering temperatures
limit the inclusion of cells and biomaterials in the scaffolds [22], as well as restrict the pore
size due to the characteristics of the powders, such as particle size.

Although laser techniques are outstanding, the main disadvantage is that pores are
more significant than hundreds of microns, which, as pointed out above, reduces the me-
chanical properties but diminishes the osseointegration abilities of implants. To overcome
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such disadvantages, extrusion 3D printing offers an alternative to control the porosity in
the parts besides larger designed pores [23,24]. This is thanks to the process involving
a sintering step, which can control interparticle porosity by the thermal cycle. Among
the different extrusion 3D printing technologies, stereolithography (SLA) was one of the
first printing techniques for bone engineering. This is due to its precision in producing
structures with nanometer and micrometer scales, in addition to having the ability to fabri-
cate complex shapes with internal architectures and to obtain extremely high resolution
(1.2 µm). However, the number of materials used in bone engineering is limited due to
viscosity, stability, and refractive index restrictions.

In some cases, cytotoxic effects may be caused by irradiation with ultraviolet light [25].
Another extrusion technique is the Fused Deposition Modeling (FDM-extrusion), in which
there is a sub-classification of the same depending on the type of feed that has the equip-
ment (pellets, filaments, or bars), but they have similar procedures. This technique has
more advantages over the other technologies since it is possible to control the printing
parameters, such as temperatures, nozzle anchor and angle, and printing directions, which
help to manufacture and control scaffolds with the desired pore size, morphology, and
interconnectivity [26]. This is why the extrusion technique can produce complex 3D parts
that are difficult to fabricate for other technologies (lithography and micromachining).
Studies have shown that scaffolds fabricated by FDM provide favorable biochemical and
mechanical properties for bone regeneration [27–30].

Nowadays, AM has emerged to develop the regenerative medicine field that aims
to repair or replace damaged tissues and organs. Concerning bone implants, bone tissue
engineering seeks to restore or regenerate damaged or lost bone tissue. This approach
is focused on combining materials engineering with biology to generate bone implants
that can better mimic bone structure and function [31,32]. As such, “active” scaffolds
have been developed to serve as structures over the which the natural bone tissues will
be grown and, in some cases, this structure is absorbed by the natural bone, accelerating
patient recovery [33]. To improve the scaffolds, most studies are focused on controlling
the porosity, which plays the major role in the new bone growth [34]. Thanks to AM,
it was possible to evaluate the effect of the pore size as well as interconnectivity to the
regenerative process [35,36]. In such works, it was demonstrated that pore size has a
strong influence on cell adherence and interconnectivity in cell proliferation [37]. In the
same way, it was shown that large pores favor vascularity and promote high permeability,
which can help pass through corporal fluids with nutrients and dispose waste from the
organism [38]. Further, the porosity controls the mechanical properties discussed above,
thus most research is focused on developing different pore configurations. Li et al. [15]
evaluated the effect of pore shape on the cell viability of titanium scaffolds, finding that
a honeycomb shape induced the highest cell regeneration and the highest mechanical
strength among the different shapes tested.

According to the background above, this work focuses on fabricating tailored porous
materials with hexagonal channels fabricated by extrusion 3D printing of Ti64 pellets. The
effect of the size of designed channels on the densification and microstructure is analyzed by
SEM and X-ray microtomography. Young’s moduli are obtained through compression tests
to determine the most optimal for biomedical implants. Finally, permeability is evaluated
by numerical simulations using authentic 3D images.

2. Materials and Methods
2.1. Raw Material

Figure 1 shows the raw material used to fabricate the porous materials, and
Figure 1a–c, illustrates the Ti64 feedstock form, which is poured into the extruder of the
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AIM3D printing machine (Rostock, Germany). Pellets are approximately 1 mm in diameter
and 1 mm in height, furnished by PolyMIM (Bad Sobernheim, Germany). This feedstock
consists of granules containing 93.5 wt.% of Ti64 powders and two polymers, namely
polyethylene glycol (PEG) and some wax (not precisely specified by the provider). PEG
offers flexibility during printing due to its thermoplastic nature. Figure 1c shows how the
Ti64 particles are randomly embedded in the binder. From those pellets, the extrusion is
performed with a nozzle of 400 µm in diameter, and the filament obtained is shown in
Figure 1d. At low magnification, Ti64 particles of different sizes are observed; however, at
higher magnification, the presence of the binder around the Ti64 particles is observed as
shown in Figure 1e. It can be seen that the distribution of the binder is modified from its
original arrangement inside the pellets.
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2.2. Printing Parameters

Cylindrical samples of 8 mm in diameter and 10 mm in height were created in a CAD
model using the SolidWorks software (2022 version). Then, the model was imported to
the Simply 3D program (Version 4.0), which connects to the 3D printer. A hardened steel
nozzle of 400 µm in diameter was placed at the extruder end for the filament extrusion.
The impression parameters used had a layer thickness of 0.05 mm, a nozzle speed of
20 mm/s, an extrusion flow rate of 120% of the standard value, an extrusion temperature
of 196 ◦C, and a bed temperature of 60 ◦C. The impression parameters were selected from
previous works devoted to optimizing the full density of parts by Singh et al. [39]. They
used MIM pellets of copper furnished by the same company and the same 3D printer.
Additional details on the printing parameters can be found elsewhere [39–41]. To create
porous samples, the Simply 3D software offers the possibility to develop trajectories that
can make geometrical figures, like squares, triangles, and honeycomb shapes. Therefore,
cylindrical samples were printed using the honeycomb model. A honeycomb shape is
made by hexagons of the same size homogeneously distributed in the cylinder. In order to
evaluate the size of the channels, honeycomb shapes were designed to be of three different
sizes; from here, those samples will be called small, medium, and large. All samples were
programmed to fill 80% of the total volume of cylinders, which means that channels are
homogeneously distributed in the sample. Figure 2 shows the trajectories and samples
designed in Simply 3D and the printed 3D cylinders. As can be seen, some defects are
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obtained because of the filament trajectory. However, the size of channels was different in
each sample, as intended in this work.

Figure 2. Images of the designed samples using the Simply 3D software: (a) small canals, (b) mediums
canals, (c) large canals and (d) the resulting printed samples for each canal size.

2.3. Debinding and Sintering

After printing green parts, they must be subjected to a binder elimination process,
which consists of two stages, one in solvent and the other thermal, as indicated in the
literature [42]. For solvent elimination, the parts were subjected to distilled water at a
temperature of 60 ◦C for 12 h, as indicated by Singh et al. [40], so that this would form
interconnected paths throughout the sample (backbone) to help in the release of the binder
(in the form of gas) during thermal elimination [43]. A Linseis L75 vertical dilatometer
(Selb, Germany) with a controlled argon atmosphere was used for thermal removal. A
heating ramp of 10 ◦C/min up to 500 ◦C with a dwell time of 10 min was carried out,
which is supported in the study of Gonzalez et al. [44] for extrusion printed parts of similar
feedstock. Consequently, within the dilatometer, the sintering process was performed,
where a second ramp was added, which consisted of a heating rate of 20 ◦C/min up to a
temperature of 1100 ◦C with a dwell time of 1 h. This temperature was chosen in order
to control the dedensification of powders to obtain interparticle porosity (void space in
between the particle packing) inside the struts. As reported before, different pore sizes help
to improve the adhesion and growth of osteoblast cells, which promotes bone ingrowth [1].
Therefore, it is needed to have interconnected porosity that is reached by staying in the
intermediate stage of sintering, according to the sintering theory [45]. Similar thermal
cycles were used for solid samples by Su et al. [46] for Ti64 parts manufactured by MIM,
in which densities of 66.59% were obtained, as well as by Cabezas et al. [47], where Ti64
parts were sintered by powder metallurgy, obtaining densities of 60%. Finally, the samples
were cooled at 25 ◦C/min to room temperature under an argon atmosphere. Thus, the
sintering thermal cycle was similar to obtain a porosity of approximately 35% inside the
struts because the pellets contain Ti64 powders with a similar particle size distribution,
which ensures that densification will be similar under the same sintering parameters.
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2.4. Sample Characterization

3D images of printed samples were acquired before sintering with a Zeiss Xradia 510
Versa 3D X-ray microscope (Jena, Germany) with a voxel resolution of approximately 8 µm
to observe the whole sample. After sintering, 3D images were also acquired using the exact
voxel resolution to observe the changes in the channels. Further, samples were increased
to 1.5 mm diameter, and additional 3D images were acquired with a voxel resolution of
1.5 µm to observe the microstructure at the particle scale.

After that, the porous samples were cut in half and subjected to metallographic
preparations. The surface was roughened using SiC paper in ascending order, followed
by mirror polishing with alumina powders with a particle size of 1 µm. Finally, they
were subjected to an ultrasonic bath for 30 min to remove any residue or impurities. The
microstructure was then observed with a JEOL JSM-5910LV scanning electron microscope
(Tokio, Japan).

The 3D image process was carried out using the Avizo® software (V9.0) and the Image
J software (https://imagej.net/ij/, accessed on 12 January 2024). The solid part channels
were segmented using a thresholding procedure based on the gray level of the voxels,
which is determined by the absorption coefficient of each phase [48]. This procedure is
detailed by Olmos et al. [49]. The same thresholding process was performed for each
channel separately (in the samples before and after sintering) in 2D to obtain the area in
each channel before and after sintering. Through filters (opening and closing), the images of
each channel were obtained, eliminating separate objects that were not part of the channels.
Finally, the area was calculated along the sample with a label analysis where the calculation
of the area in each of the slices of the image is indicated.

The numerical simulations of permeability were performed using the Avizo software
in the 3D images of samples. Two different runs were performed, one in the channels of the
sample and the second in the solid part, taking into account interparticle porosity. Human
blood viscosity was used at 0.045 Pa s to make a more realistic simulation. The solution
was obtained by solving the Navier–Stokes equations described elsewhere [50].

2.5. Mechanical Properties

Compression tests were conducted using an Instron 1150 universal machine, which
provided a strain rate of 0.5 mm/s, as indicated in ASTM-D695-02 [51]. The elastic limit and
Young’s modulus (E) were calculated from the stress–strain data obtained by the equipment.
Three different samples were tested, and the average values were taken.

3. Results
3.1. Sintering Analysis

Dilatometry was used to obtain axial deformation during the sintering thermal cycle
for each sample with different channel sizes. Figure 3 depicts the deformation as a function
of temperature; at the beginning of the process, a constant behavior is observed for each
sample. However, as the temperature increases, a negative axial deformation (shrinkage) is
observed from 140 ◦C, which is associated with the elimination of the binder up to 240 ◦C,
indicating the total elimination of the binder. Then, with the temperature increase, no
dimensional changes are observed for any sample up to a temperature of 650 ◦C, which
indicates the beginning of sintering. During the sintering stage, continuous shrinkage is
undergone until the isothermal period is reached. A linear shrinkage is noticed during this
stage because it is obtained at a constant temperature. Finally, a final shrinkage is observed
due to thermal contraction during cooling. A higher deformation is obtained for the sample
with a medium channel size, followed by the large and small channels.
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Figure 3. Axial strain as a function of temperature during the sintering cycle for samples printed
with different sizes of honeycomb channels.

To analyze sintering behavior, the strain rate is plotted as a function of temperature
in Figure 4. The binder elimination and the sintering steps were plotted separately in
Figure 4a,b. The behavior during the thermal elimination of the binder is similar for all
samples, which shows two prominent negative peaks. This confirms that the binder is
eliminated in two steps, as reported before [44]. The first suggests the moment at which the
binder is eliminated. This generates more extensive paths to eliminate the gas generated by
the binder. The second peak indicates the total elimination of the larger binder, indicating
that more binder is eliminated at the second stage, as shown in Figure 4a; after this, the
strain rate is null, indicating that the dilatometer detects no dimensional changes.
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Figure 4. (a) The strain rate as a function of temperature during binder removal, and (b) the
densification rate as a function of densification during the isothermal sintering period.

In order to perform a better comparison among the different samples during sintering,
the densification of samples has to be estimated since they differ in initial relative density.
As such, the relative density during the whole sintering cycle is obtained based on linear
shrinkage as follows:

The global density is determined as:

ρ =
m
V

, (1)
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where ρ is the compact’s density, m is mass, and is volume. Assuming that m is constant after
binder elimination and during the whole densification due to sintering, the instantaneous
density can be calculated as:

ρi =
m
Vi

, (2)

where the subscript “i” means instantaneous density and volume, respectively. m is the
mass measured in the sintered sample. Therefore, the instantaneous volume varies as the
densification evolves during sintering, and it can be estimated from the dilatometry data.
In this, the radial displacement is assumed to follow the same trend as the dilatometer
measured in the axial direction. The corrective factor is the final axial-to-radial shrinkage
ratio. Hence, the instantaneous volume is calculated from:

Vi = (∆l + lo)(∆d + do)
2(π/4), (3)

where ∆l and ∆d are determined at any instant during the thermal cycle, the relative density
is defined as the compact’s weight density divided by the sample’s theoretical density, Ti64,
with a theoretical density of 4.41 g/cm3. Thus, the relative density (D) is calculated at any
instant during the whole thermal cycle by the following equation:

Di =
ρi
ρt

, (4)

The densification of samples indicates the volume change during sintering, and it can
be estimated at any instant during the whole thermal cycle as follows:

D0 − Di
D0

, (5)

D0 and Di mean the initial and instantaneous values of the relative density. In this case,
the value of D0 is taken when the sintering temperature is reached to evaluate the isothermal
stage, where most of the densification is achieved. It was found that densification is similar
for the three different samples at the beginning of sintering plateau and up to 10% of the
densification, as shown in Figure 4b. After that, the densification rate is faster for the
sample with channels of the medium size, and slowest for the sample with the smallest
channels size. In all cases, the maximum value of the densification rate is reached at 10% of
the densification.

The values of relative density after printing (Dg), after the first step of binder elimi-
nation (Db), and after sintering (Ds) are listed in Table 1. The value of Dg decreases as the
channel size increases, suggesting that channel arrangement during printing allows a better
distribution of the channels when they are small. This can be understood since the largest
channels only have one defined channel at the center; see Figure 2. It can also be noticed
that the pore volume, which is 1-D, is larger than that programmed in the printing setup.
This is logical since interparticle porosity is not considered for the program. The volume
fraction occupied by the channels in the sample, estimated from 3D images, confirms that
samples with smaller channels are printed with high accuracy. The value of channel volume
for the medium size is 21.09%, which is the closest to the intended value; as mentioned
above, the printing parameters were set to fill the 80%. The sintered relative density shows
the same tendency, even though the sample with channels of medium size had a larger
densification during sintering.
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Table 1. Relative densities of samples were measured at the different stages and after sintering.

Channel Size (Dg) Relative
Density green (%)

(Db) Relative
Density brown (%)

(Ds) Relative
Density sintered (%)

(Ds−Db)/Db
(%)

Channel Volume
Fraction (%)

Small 53.66 51.41 66.50 29.34 15.47
Medium 51.48 48.54 64.74 33.35 21.09

Large 49.81 45.91 56.44 22.94 24.77

3.2. Characterization Analysis

Figure 5 shows the microstructure of the samples after metallographic preparation.
Figure 5a shows the morphology of the channels where some deformation can be seen due
to the roughing process. It can be noticed from Figure 5b that there is formation of the
interparticle necks, while the spherical shape of particles remains, suggesting that sintering
is in the intermediate stage. Figure 5b,c shows the formation of necks between particles,
generating an interparticle porosity controlled by the sintering temperature. Finally, the
microstructure corresponding to the Ti64 alloy is observed (Figure 5d), showing the β

phase in the form of lamellae and its more significant proportion compared to the α phase.
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Figure 5. SEM images of the microstructure of sintered samples: (a) morphology of the channel
created by printing, (b,c) necks formed between Ti64 particles, and (d) microstructure α and β

revealed for the alloy.

Prior to the sintering process, the samples were analyzed by computed tomography;
Figure 6a–c shows 3D images, where each channel size is observed, as well as its distribution
throughout the sample and the morphology it has. On the other hand, Figure 6d,f shows
only the channels corresponding to each size. It can be seen how the continuity of the
channels is equal in the “y” direction, as well as the amount and morphology influenced by
each size.

After sintering, 3D images of the same samples were obtained again, showing a
slight reduction in the channel size, as can be observed qualitatively in Figure 7a–c. On
the contrary, Figure 7d–e, again shows the channels corresponding to each size in which
no deformation of the initial shape occurs during densification, which suggests that the
channel size is homogeneous in all samples.
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Figure 7. 3D images of printed samples after sintering: (a,d) small channels, (b,e) medium channels,
and (c,f) large channels.

To quantitatively evaluate the deformation of the channels during sintering, the 2D
areas before and after sintering were calculated all along the height of the sample since the
same channel can be directly evaluated from 3D images.

Figure 8a–d shows the 2D images before sintering for the smaller size channels,
Figure 8i–k for the medium-sized channels, and Figure 8o for the larger size channels
with the measured channel indicated. The exact process was performed in the samples to
compare the changes after sintering: Figure 8e–h for smaller sizes, Figure 8l,m for medium
sizes, and Figure 8p for larger sizes. The area was obtained only in the channels that
presented better morphology to obtain better results concerning the shape.

Table 2 lists the measured values of the areas before and after sintering; a reduction in
the area value is found, which confirms that channels contributed to the densification of the
sample. To estimate the change in the area, a similar value of the densification is calculated
using the initial and final values of the areas A0 and As, respectively. This also confirms
that the sample with medium channels underwent the most significant change in the area
of the channel, confirming the tendency discussed above in the linear deformation and the
densification. This suggests that channel deformation drives the densification of samples.
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nels before sintering, (l–n) medium channels after sintering, (o) large channels before sintering, and 
(p) large channels after sintering.

Table 2. Areas before and after sintering and area ratio for each of the channels contained inside the 
samples with different-sized channels.

Channels Area Before Sintering
(E6)

Area After Sintering
(E6)

(As–A0)/A0

Small
Channel 1 1.22 ± 2.96 1.06 ± 4.22 −0.13436562
Channel 2 1.22 ± 2.96 1.06 ± 7.37 −0.128123664
Channel 3 1.22 ± 2.96 1.06 ± 7.37 −0.128123664
Channel 4 1.22 ± 2.96 1.06 ± 7.37 −0.128123664

Medium
Channel 1 1.93 ± 8.97 1.61 ± 9.62 −0.16699903
Channel 2 1.93 ± 8.96 1.61 ± 9.62 −0.16605416
Channel 3 1.93 ± 8.96 1.61 ± 9.62 −0.16605416

Large
Channel 1 4.50 ± 1.10 1.10 ± 1.38 −0.13248393

Figure 8. 2D virtual slices before and after sintering representing the channel sectioned to obtain
the area: (a–d) small channels before sintering, (e–h) small channels after sintering, (i–k) medium
channels before sintering, (l–n) medium channels after sintering, (o) large channels before sintering,
and (p) large channels after sintering.

Table 2. Areas before and after sintering and area ratio for each of the channels contained inside the
samples with different-sized channels.

Channels Area Before Sintering
(E6)

Area After Sintering
(E6) (As–A0)/A0

Small
Channel 1 1.22 ± 2.96 1.06 ± 4.22 −0.13436562
Channel 2 1.22 ± 2.96 1.06 ± 7.37 −0.128123664
Channel 3 1.22 ± 2.96 1.06 ± 7.37 −0.128123664
Channel 4 1.22 ± 2.96 1.06 ± 7.37 −0.128123664

Medium
Channel 1 1.93 ± 8.97 1.61 ± 9.62 −0.16699903
Channel 2 1.93 ± 8.96 1.61 ± 9.62 −0.16605416
Channel 3 1.93 ± 8.96 1.61 ± 9.62 −0.16605416

Large
Channel 1 4.50 ± 1.10 1.10 ± 1.38 −0.13248393

Figure 9 plots the area values as a function of the height of the sample before and
after the sintering of one channel by the sample. It can be noticed that before sintering,
small channels show more or less the same value along the sample. However, medium
and large channels show more irregular area values along the sample. On the other hand,
after sintering, a reduction in the area values is observed for all samples. However, the
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sample with small channels shows a more significant area reduction in the middle of the
sample, suggesting heterogeneous deformation. This behavior is different for the sample
with medium and large channels, showing a more regular value of the area values along
the sample instead.
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Figure 11a–c shows a 2D image at high resolution after sintering acquired by com-
puted tomography. It is observed in three principal planes to illustrate the defects that can 
be obtained during printing. It is found that the honeycomb shape is warped, which indi-
cates that smaller shapes are too complex to be followed by the printer, as shown in Figure 
11a. The printing traits as horizontal lines can also be noticed in Figure 11b. This is because 
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Figure 9. Areas obtained before and after sintering as a function of sample height.

3.3. Permeability Analysis

3D images were used to evaluate the permeability as a function of the channel size to
determine which was the most optimal compared to human bones. As such, numerical flow
simulations throughout the channels were performed using the Avizo® software. Figure 10
shows the simulated streamlined lines throughout the channels on the samples for the
different samples. The flow is observed to pass only through the channels created during
printing. Table 3 lists the permeability values for each sample, obtaining larger values as
the channel size increases.
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Figure 10. Simulated flow streamlines throughout the channels of different samples: (a) small
channels, (b) medium channels, and (c) large channels.

Table 3. Permeability values and mechanical properties for samples with channels of different sizes.

Channel Size Permeability (m2) E (GPa) σy (MPa)

Small 0.69 × 10−8 39.61 470.15
Medium 0.86 × 10−8 41.74 448.60

Large 1.24 × 10−8 37.67 394.14
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Figure 11a–c shows a 2D image at high resolution after sintering acquired by computed
tomography. It is observed in three principal planes to illustrate the defects that can be
obtained during printing. It is found that the honeycomb shape is warped, which indicates
that smaller shapes are too complex to be followed by the printer, as shown in Figure 11a.
The printing traits as horizontal lines can also be noticed in Figure 11b. This is because the
sintering temperature used did not allow considerable densification that typically reduces
this kind of defects in fully dense parts [44]. On the other hand, a rendering was performed,
as shown in Figure 11d, where the solid part of the sample and the porosity are observed;
these elements are separated individually to obtain a better visualization. Figure 11e
shows only the sintered Ti64 particles, showing the channel formed by the impression
and interparticle porosity. Further, Figure 11f represents only the interparticle porosity,
which is entirely interconnected. Figure 11e illustrates the channel created by printing,
which highlights the roughness of the surface that is a consequence of the layer-by-layer
printing process.
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3.4. Mechanical Properties Analysis

Figure 12 shows the stress–strain curves for all kinds of samples. In such curves, sim-
ilar behavior is observed for the different samples during the elastic and plastic zones. 
However, they show a high resistance to failure; in the case of the large and medium-sized 
channel samples, they show the same behavior during the hardening zone until the test 
fails. On the other hand, the good ductility of samples can be observed in the images of 
fractured samples since they can be deformed entirely.

The yield stress (σy) and the Young’s modulus (E) were calculated from the elastic 
section of each curve, and are listed in Table 3. The value of E is lower for larger channels, 
being 37.67 GPa. The yield values (394.14 MPa) follow the medium channel sizes, and 

Figure 11. Virtual 2D slices showing the interparticle porosity (a–c), 3D rendering of the sample with
small channels (d), particles (e), interparticle porosity (f), (g) the channel. 3D rendering inside and a
virtual volume cropped (red square in (d)) showing the porosity (h–j) and simulated flow streamlines
throughout the interparticle porosity and channel at high resolution (k).

A virtual volume was cropped from the 3D image to illustrate the interconnectivity of
the interparticle pores. This porosity is beneficial for osseointegration and helps to achieve
better anchorage between the tissue–implant interface [52]. Figure 11h–j renders this 3D
volume in which the porous part is separated from the solid. Finally, permeability tests
were performed in the pre-fabricated channel where the flow lines have continuity; in the
same way, simulations were performed in the solid part of the material and in this way to
verify the interconnectivity mentioned above.

3.4. Mechanical Properties Analysis

Figure 12 shows the stress–strain curves for all kinds of samples. In such curves,
similar behavior is observed for the different samples during the elastic and plastic zones.
However, they show a high resistance to failure; in the case of the large and medium-sized
channel samples, they show the same behavior during the hardening zone until the test
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fails. On the other hand, the good ductility of samples can be observed in the images of
fractured samples since they can be deformed entirely.
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The yield stress (σy) and the Young’s modulus (E) were calculated from the elastic
section of each curve, and are listed in Table 3. The value of E is lower for larger channels,
being 37.67 GPa. The yield values (394.14 MPa) follow the medium channel sizes, and
finally, a higher value is obtained for the smaller channels, obtaining an E of 39.61 GPa and
a σy of 470.15 MPa.

4. Discussion
Samples with two different kinds of porosity were fabricated by extrusion 3D printing,

followed by debinding and the prior sintering process. Samples with channels of three
different sizes were designed using a honeycomb shape. The accuracy of the samples
was analyzed from 3D images, finding that the geometry is not easy to reproduce as the
size is reduced. This is because the angles to be followed by the printing paths are more
complicated than the traditional squares studied before [27,53,54]; however, the samples
were reproducible with the same accuracy. The pore volume designed for the channels
was 20%, which was not reached in all samples. The smallest channels give a lower value,
but the largest ones overestimate such values. This is mainly due to the distribution of
the honeycomb channels on the circular surface, which induced the difference found.
According to this, the sample with channels of a medium size shows the best arrangement,
reaching a 21%volume. In the vertical axis of samples, the channels were perfectly straight,
confirming that each layer was accurately located one over another.

The debinding schedule followed did not generate any defect or distortion of the
shape of the samples. Then, sintering was carried out at a low temperature (1100 ◦C)
with the aim to maintain interparticle porosity, which is fully interconnected according
to the sintering theory and reported in the sintering of Ti6Al4V powders with a similar
particle size distribution [45,47]. It is found that the channel size has an effect on the axial
shrinkage of samples. The larger axial deformation measured by the dilatometry test was
found for the medium-sized channels, approximately 14%. This behavior was confirmed
by analyzing the change on the surface of channels by 3D images, in which the sample with
medium channels also shows the largest area reduction of 16%; see Table 2. This suggests
that densification during sintering is driven by the reduction in the channel volume, which
is due to the sintering stresses generated during atomic diffusion and neck formation. In a
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general way, sintering at the particle scale is not affected by the presence of the channels
as demonstrated in SEM images, in which the interparticle necks were well developed,
as shown in Figure 5. The evolution of sintering was also in the intermediate stage, with
interparticle porosity fully interconnected as shown in Figure 11, which confirms the
fabrication of samples with two kinds of porosities that are fully interconnected among
them. The graded porosity is beneficial for improving bone ingrowth, since small pores
allow cell adhesion and cell proliferation, while large pores help in the vascularization to
provide the nutrients required for bone ingrowth, as was demonstrated for graded porous
materials of P-PEEK material [55]. This microstructure can better mimic the function of real
bones, which could help to improve the osseointegration of such materials, as also reported
for Ti6Al4V scaffolds fabricated by AM and implanted in rabbits [56].

Permeability was evaluated by numerical simulations from two points of view—at
the sample and particle scales. This means that first numerical simulations were run on the
whole samples, in which the channels were the only paths for the liquid to pass through
the sample, as illustrated in Figure 10. In the second approach, numerical simulation was
run on the interparticle porosity that connects with one channel, as shown in Figure 11.
The values of permeability increased as the channel size did, which follows the geometrical
assumptions made by Kozeny-Carman [57] and Katz and Thompson [58], where they
found that as the volume fraction of pores and the pore size increase, the permeability does
so too. On the other hand, the estimated values were in the range of 6.912.4 × 10−9 m2,
similar to those measured for trabecular bones by Grim and Williams 0.4–11 × 10−9 m2 [59].
Those values are also in the range reported for trabecular-like porous structure materi-
als (0.6 × 10−9–21 × 10−9 m2) that showed good osseointegration of such materials [60].
Thereby, permeability is directly linked to the porous characteristics as well as to the inter-
connection in scaffolds, which is also linked to the transport of nutrient and oxygen content.
This parameter is very important since it has been demonstrated that colonization by bone
cells on the scaffold surface needs different permeability values; further, the largest values
improve vascularization, and lower values of permeability can enhance the cartilaginous
ECM production of chondrocytes [61]. Therefore, pore connectivity in the whole sample
would be beneficial to improve bone ingrowth and accelerate patient recovery.

The Young’s modulus (E) evaluated by compression tests shows similar values be-
tween 37 and 41 GPa for channels with different sizes; see Table 3. Those values are a bit
higher to the ones reported for trabecular bones (1 to 22.3 GPa) that depend on the physi-
ological and pathological conditions of bones [62]. They are also higher when compared
to that of materials with higher pore volume fractions fabricated by similar processing
techniques [29,63]. On the other hand, the compressive strength determined by the yield
stress (σy) ranges between 394 and 470 MPa depending on the channel size of samples, as
listed in Table 3. Those values are also higher in comparison to the ones reported for the
trabecular bones (5–200 MPa) by Wang et al. [64]. However, the values are in a low range
compared to that of the fully dense materials actually used as bone implants and as noted,
those values can be reduced by increasing the pore volume fraction in order to match the
trabecular bone mechanical properties.

Table 4 lists the mechanical properties reported in different works of scaffold fabricated
by AM techniques with different topologies or shapes of pores. It can be seen that most
works were devoted to mimic the spongy bones because the relative density of such
scaffolds is lower than 40%. Thus, the mechanical properties are low in most cases and in
the spongy bones range.
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Table 4. Mechanical properties as a function of the relative density reported for scaffold fabricated by
different AM techniques.

Topology Relative Density (%) E (MPa) σy (MPa) Ref.

BCC 16.5–36.3 500.0–1500.0 25.9–68.6 [65]
BCCZ 5.5–40.3 750.6–2338.6 3.58–24.7 [66]

SC 9.9–13.1 1011.6–1149.1 20.2–29.3 [67]
SC 16.6–30.4 2362.9–3793.7 75.7–158.2 [68]
SC 21.9–39.2 5270.1–7565.2 94.6–188.1 [69]

Hybrid-Strut SC 15.7–30.2 1893.3–4438.5 61.8–181.6 [68]
NR-SC 11.6–16.4 1715.8–2257.5 43.2–71.6 [67]

FCC 8.1–13.7 724.2–1271.2 15.7–36.7 [70]
FCC 15.8 1930 50.2 [71]

FCCZ 9.0–15.6 1020.1–2019.1 19.7–53.0 [70]
Octahedron 16.7 1890 49.6 [71]
Octet Truss 28.2 3380 109.5 [71]

Multi-topology SC 21.8–39.7 6376.4–10,517.0 134.3–259.9 [69]

To perform a comparison with the materials developed in this work, the Young’s
modulus and the yield strength were plotted as a function of the pore volume fraction of
the different samples reported in the literature and the ones fabricated in this work; see
Figure 13. The behavior observed for the E and σy shows a reduction as the pore volume
increases, which is logical. In order to get an idea of the behavior, the model proposed by
Gibson and Ashby [72] to predict the mechanical properties is also plotted in Figure 13.
This model suggests that the E value is reduced in a power law as follows:

E = E0(1 − p)2 (6)

where the E and E0 are the Young’s modulus of the porous material and the material
without pores—for this case, 110 GPa was used, which corresponds to the value of the
Ti6Al4V solid alloy. Further, p is the pore volume fraction of samples. It was found that the
Gibson and Ashby model shows good fit with the experimental values measured for the
E, those of this work and those reported in the literature; Figure 13a. Similarly, the model
proposed for the σy for porous materials is similar, but with an exponential a little lower
than 2:

σ = Eσ0(1 − p)1.5 (7)

where the σ and σ0 are the yield strength of the porous material and the material without
pores—for this case, 840 MPa was used, which corresponds to the value of the Ti6Al4V
solid alloy. As shown in Figure 13b, the model can also predict the values reported very
well. For both properties, the highest values reported for human bones are reported, which
are lower than those obtain in this work. Nevertheless, it is also noticed that the porosity
drives the mechanical properties, so, in order to reach similar values to human bones,
additional porosity should be added to the materials fabricated by extrusion 3D printing.
This will also provide an improvement in the permeability, which will be beneficial for the
osseointegration functions and cell adhesion will always be maintained for the interparticle
porosity inside the struts. This kind of porosity can be only obtained for AM techniques
that involve extrusion of pellets or filaments, rather than laser techniques.

26



Materials 2025, 18, 389

Materials 2025, 18, x FOR PEER REVIEW 16 of 21 
 

 

Hybrid-Strut SC 15.7–30.2 1893.3–4438.5 61.8–181.6 [68] 
NR-SC 11.6–16.4 1715.8–2257.5 43.2–71.6 [67] 

FCC 8.1–13.7 724.2–1271.2 15.7–36.7 [70] 
FCC 15.8 1930 50.2 [71] 

FCCZ 9.0–15.6 1020.1–2019.1 19.7–53.0 [70] 
Octahedron 16.7 1890 49.6 [71] 
Octet Truss 28.2 3380 109.5 [71] 

Multi-topology SC 21.8–39.7 6376.4–10,517.0 134.3–259.9 [69] 

To perform a comparison with the materials developed in this work, the Young’s 
modulus and the yield strength were plotted as a function of the pore volume fraction of 
the different samples reported in the literature and the ones fabricated in this work; see 
Figure 13. The behavior observed for the E and σy shows a reduction as the pore volume 
increases, which is logical. In order to get an idea of the behavior, the model proposed by 
Gibson and Ashby [72] to predict the mechanical properties is also plotted in Figure 13. 
This model suggests that the E value is reduced in a power law as follows: 𝐸 =  𝐸(1 − 𝑝)ଶ (6)

where the E and E0 are the Young’s modulus of the porous material and the material with-
out pores—for this case, 110 GPa was used, which corresponds to the value of the Ti6Al4V 
solid alloy. Further, p is the pore volume fraction of samples. It was found that the Gibson 
and Ashby model shows good fit with the experimental values measured for the E, those 
of this work and those reported in the literature; Figure 13a. Similarly, the model proposed 
for the σy for porous materials is similar, but with an exponential a little lower than 2: 𝜎 =  𝐸𝜎(1 − 𝑝)ଵ.ହ (7)

where the σ and σ0 are the yield strength of the porous material and the material without 
pores—for this case, 840 MPa was used, which corresponds to the value of the Ti6Al4V 
solid alloy. As shown in Figure 13b, the model can also predict the values reported very 
well. For both properties, the highest values reported for human bones are reported, 
which are lower than those obtain in this work. Nevertheless, it is also noticed that the 
porosity drives the mechanical properties, so, in order to reach similar values to human 
bones, additional porosity should be added to the materials fabricated by extrusion 3D 
printing. This will also provide an improvement in the permeability, which will be bene-
ficial for the osseointegration functions and cell adhesion will always be maintained for 
the interparticle porosity inside the struts. This kind of porosity can be only obtained for 
AM techniques that involve extrusion of pellets or filaments, rather than laser techniques. 

  

0

20

40

60

80

100

120

0 0.2 0.4 0.6 0.8 1

Model
Scaffolds literature
This work

Yo
un

g'
s m

od
ul

us
, E

 (G
Pa

)

Pore volume fraction
(a)

Human bone limit

0

100

200

300

400

500

600

700

800

900

0 0.2 0.4 0.6 0.8 1

Model
Scaffolds literature
This work

C
om

pr
es

si
on

 s
tr

es
s,

 σ
y

(M
Pa

)

Pore volume fraction
(b)

Human bone limit

Figure 13. Mechanical properties of scaffolds fabricated by AM as a function of the porosity:
(a) Young’s modulus and (b) yield stress.

5. Conclusions
Cylindrical samples with honeycomb-shaped channels of different sizes were designed

and fabricated by extrusion 3D printing using Ti6Al4V MIM feedstock. The shape was not
precisely obtained because the angles to form the honeycomb shape are complex for the
3D printer. In spite of that, samples were accurately printed in the vertical axis, keeping
the shape of channels very similar along the sample. No defects or fissures were found
after the debinding and sintering processes. The main objective of this work on developing
materials with two kinds of porosities was achieved, with fully interconnected channels
and interparticle pores. Permeability values are in the range of trabecular bones, which
is promising for the osseointegration of such materials. The mechanical properties are
a little higher in comparison to that of trabecular bones; nevertheless, these properties
can be tuned by increasing the pore volume fraction during the printing stage. The main
conclusion is that materials with two scales of porosity can be developed by the 3D printing
extrusion process.

Evaluation of cell attachment and bone ingrowth with this kind of sample is in progress
to determine what size will be the most effective. This will lead to the fabrication of bone
implants like hip, knees or vertebral implants, with the best size and configuration of
channels and tailored porosity according to requirements.
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Abstract: This work investigates the fabrication of Ti6Al4V composites manufactured by
powder metallurgy through pressureless infiltration. Porous Ti6Al4V alloy compacts with
different particle sizes were fabricated by sintering and then, liquid Ag was infiltrated to
obtain composites. Computed microtomography was used to analyze the samples before
and after infiltration. Numerical flow simulations and dilatometry tests evaluated the
kinetics of Ag infiltration into porous Ti6Al4V compacts. Microstructure was observed by
SEM and mechanical strength was evaluated by compression tests. Results showed that the
pore properties play a crucial role in the infiltration timing and the distribution of the Ag’s
liquid. In particular, large pores allowed the infiltration to start a few ◦C degrees earlier than
samples with smaller pores. Three-dimensional images after infiltration showed that most
of the pores were filled and the remaining ones were isolated. The resulting microstructure
was composed of Ti2Ag, α-Ti and Ag phases, indicating that the Ag diffusion occurred.
Furthermore, the mechanical strength depends on the interparticle neck sizes and the
Ag improves the plastic deformation reached during compression tests. The best results
were obtained for the samples with larger pore sizes because the resulting mechanical
properties (E = 23 GPa and σy = 403 MPa) are close to that of human bones, making it the
best candidate as an antibacterial material for biomedical use.

Keywords: liquid phase sintering; pressureless infiltration; biomedical materials; permeability;
computed microtomography; porous compacts

1. Introduction
Throughout the years, research on the use of metallic alloys in biomedical implants

has been of great relevance, since these must comply with a certain series of characteristics
and very specific parameters to be considered optimal for biomedical use. Different
requirements are needed to use materials for long term orthopedic implants [1–3]. Among
the most important are those related to the mechanical properties, which should have the
most similar values possible to that of human bones. The main properties are low stiffness,
high strength, and high hardness. In addition, those materials have to be biocompatible
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with the human body in order to avoid toxic components for the human body. In addition,
those materials should demonstrate good corrosion behavior under biological fluids and,
for materials used in bone joints, a wear resistance is required. In addition, it is highly
recommended that materials pose a good antibacterial activity to avoid infections during the
surgery process [4]. Finally, it is expected that materials also show a good osseointegration;
this is reached by controlling the pore features to mimic the bone structure [5].

Currently, Ti alloys have had a great scientific development because they fulfill most
of the medical requirements. These are widely used in different types of implants such as
dental, external and craniofacial prostheses, and their use extends to surgical devices. The
adaptation of Ti alloys for biomedical use is attributed to their high range of biocompati-
bility, which is the ability of a material to adapt to the human body without causing any
adverse effects; this is in addition to generating an optimal cellular response so that the
material in question is functional for the user. The Ti6Al4V alloy, composed of titanium (Ti),
aluminum (Al) at 6% and vanadium (V) at 4%, meets the biocompatibility ranges necessary
to be an applicable material for biomedical use based on the pH effects on it, as well as
offering a unique combination of mechanical strength, light weight and excellent corrosion
resistance [6,7].

Nevertheless, Ti6Al4V has the disadvantage of having very low antibacterial resistance,
which directly affects its use as a biomedical material. It can lead to complications during
and after the surgery due to bacterial infections which, directly compromises the useful life
of the implant and the longevity of the human bone to which the implant is anchored [8]. In
addition to this, most of the Ti6Al4V alloy parts for biomedical implants are manufactured
with the sintering process due to the complex morphologies used, which results in parts
with porosity and low density, also affecting their mechanical properties in the long term [9].

To overcome the issues associated with alloys, combinations with materials that have
antibacterial activity, such as Ag, have been used [10–13]. It has been proven that TI6Al4V
and Ag generate good antibacterial levels; M. Chen et al. [14] made the addition of Ag in
different wt.% and found a higher bactericidal rate in the samples with higher wt.% of Ag
added. This resulted in a considerable improvement in the alloys based on these elements
for biomedical use. Different research with Ag addition [15] demonstrated a bactericidal
rate around 99.99% for bacteria such as S. aureus and E. Coli, demonstrating that bacterial
cell walls are completely altered by Ag.

Powder metallurgy is commonly used as a manufacturing process for biomedical
prostheses because the powder sintering process has a lower production cost [16]. However,
since it has a porous part, there is a risk of failure due to the mechanical behavior of these
structures [17]. The addition of elements in metal matrix composites can be performed to
reinforce them in different ways; an example is the assisted liquid infiltration which implies
important improvements in the mechanical properties. Nevertheless, this technique has
certain disadvantages such as the induction of microcracks which are detrimental to the
composites [18]. On the other hand, with pressureless liquid infiltration, a satisfactory
infiltration by capillary phenomena can be performed, obtaining good results without these
structural defects since no external force is required to infiltrate the reinforcement material
into the composite [19].

The principle of the infiltration technique is to pass some material through a porous
medium in order to fill the pores [20]. Important aspects must be considered to have good
infiltration levels such as wettability and permeability, in addition to inconsistencies derived
from errors that may exist in the control of atmospheres and preparation of substrates
that can lead to discrepancies in the contact angles. Sobczak et al. [21] concluded that it is
necessary to have a control or knowledge of the surface and the atmosphere used to avoid
those problems. Infiltration can be used as a method of densification of a porous material
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completely changing its properties. Kumar et al. [22] infiltrated a YBCO superconductor
with Ag obtaining good levels of densification changing the pore volume fraction of the
worked parts, in addition to their mechanical and microstructural properties. Arivazhagan
et al. [23] made Mg infiltration without pressure into a porous Ti6Al4V compact, completely
improving the maximum compressive strength in the infiltrated parts. The mechanical
strength was improved, going from 178 MPa of the porous structures to 415 MPa of the
infiltrated compacts, thus improving their mechanical properties and densification. For
the infiltration into a porous compact to take place optimally, it depends on different
variables—one of the most important being the existing permeability. Olmos et al. [24]
carried out permeability studies in a Ti-6Al-4V porous compact through computerized
microtomography, finding that the permeability is directly influenced by the pore volume
fraction, the size of the channel, as well as the number and shape of the pores.

The Ti6Al4V/Ag combination, besides having good antibacterial properties, shows
good results in terms of mechanical behavior. Solorio et al. [25] performed sintering of
Ti6Al4V powders with different vol.% of Ag, in order to perform compression tests on
the sintered compacts, obtaining better results with higher vol.% of Ag added, due to the
fact that they presented densification values around 97%. The results of the combination
of these materials are beneficial since their mechanical and antibacterial attributes are
improved, allowing the development of a composite material with a specific microstructure
which allows its use in biomedical implants [26]. The wettability of the Ag on the Ti or
Ti alloys has not been studied from the wetting angle; nevertheless, it was reported that
titanium is immiscible with different metals [26] as Ag [27]. In where a liquid Ag form
during sintering enhanced the densification of composites. In both cases, the wettability of
the alloy increased, which positively influenced the biological response of the implant.

As demonstrated, the Ti6Al4V/Ag combination is suitable for use in biomedical
implants; however, it has a weakness in the density levels that it presents once sintered,
which is a serious problem that compromises the life of a prosthesis. This can be solved
with techniques such as gravity infiltration, thus being able to improve the mechanical
properties without neglecting the antibacterial part. Since this option has not yet been
studied, the selection of this technique allows it to be developed in its entirety. Therefore,
the main objective of this work is to analyze the infiltration process from the point of
view of the void space to be filled by liquid. Thus, porous compacts with different pore
characteristics were prepared to evaluate the flow throughout the porosity with the aim
of fabricating Ti6Al4V/Ag composites that could be used as bone implants. Additionally,
a microstructural characterization and mechanical properties were evaluated in order to
determine the viability for use them as orthopedic implants.

2. Materials and Methods
2.1. Raw Materials and Porous Compacts Fabrication

Atomized powders with spherical shapes of the Ti6Al4V alloy, produced by Raymor,
Boisbriand, Canada, were sieved by passing them through meshes of different sizes, and
different particle sizes were obtained: 20–45 µm, 45–75 µm and 75–106 µm. The powders
obtained from the sieving process are shown in Figure 1a–c, respectively, these have
different particle size percentages within the previously established ranges. Once the
powders were separated, each particle size was mixed with PVA (polyvinyl alcohol) as
a binder in 1% by weight solution, and then poured into a cylindrical stainless-steel die
with a diameter of 6 mm and compacted at 450 MPa in an Instron 1195 mechanical testing
machine to obtain green compacts. The green compacts were put through the sintering
process, in which a different thermal cycle was given. Compacts with a particle size of
20–45 µm were sintered at a temperature of 1100 ◦C, while compacts of 45–75 µm and
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75–106 µm were sintered at 1200 ◦C. A heating rate of 20 ◦C/min and the dwell time was
1 h for all samples. The sintering temperatures were chosen because a full interconnected
porosity is desired to achieve a good infiltration of Ag liquid. Before sintering, PVA was
removed at 500 ◦C for 45 min. The whole thermal cycle was carried out under atmosphere
of high purity argon in a Linseis L75V vertical dilatometer, See Figure 2. To determine
the density of each sintered compact, precise measurements of its mass and dimensions
were performed.
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2.2. Characterization of Porous Compacts

The sintered compacts were cut into pieces of 2 mm by 2 mm on a Struers Accutom-2
precision cutter (Struers S.A.S., Champigny sur Marne cedex, France) and then microtomog-
raphy was performed in a Versa 510, Zeiss nanotomograph (Carl-Zeiss-Strasse, Oberkochen,
Germany), in which separate sessions were performed for each of the compacts with differ-
ent particle sizes, obtaining a file with all the projections for each compact. In the image
analysis, the microtomography images were converted into binary images through filters,
thresholding and segmentation processing [28]. This allowed us to obtain the formation
of the interparticle necks generated in the compacts. The software calculated the surfaces
of the lines that divide the particles in the image, to adjust the contrast of the image itself,
thus reducing the number of errors that it could contain. The analysis of the resulting
microstructure in each of the compacts was obtained from 3D images with a voxel size of
3.5 µm, being worked in Avizo 2019.1® software, in addition to performing permeability
simulations; these operate with binary images where the pores are represented with an
intensity of 1 and Ti6Al4V with an intensity of 0. The simulation model worked in Avizo®

solves the Navier–Stokes equations for laminar flow and is governed by Darcy’s Law for
absolute permeability. The boundary conditions that were set to the software are the inlet
and outlet pressure being 130 and 100 kPa, respectively, and the viscosity of the fluid with
a value of 0.00327 Pa.s, which in this case was Ag at 1100 ◦C, being the actual process
temperature [29].
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2.3. Infiltration Process and Composite Characterization

The infiltration of Ag in the sintered compacts was carried out again in the vertical
dilatometer where the sintering was performed. Figure 2 illustrates the experimental steps
followed to fabricate the composites by infiltration. The aim to perform the infiltration
in the dilatometer was to measure the temperature at which the liquid is infiltrated into
the porous compact by in situ following the axial displacement. The infiltration set up
was based on having the porous Ti6Al4V compact inside a zirconium crucible of 10 mm
diameter in the lower part and in the upper part of the compact the silver compacted in
the form of a pellet, in addition to this an alumina rod of 1 mm in diameter and 2 cm high.
All the compacts followed the same thermal cycle, being taken to a temperature of 1100 ◦C
with a dwell time of 5 min and a heating rate of 25 ◦C/min. The compacts infiltrated
with silver were again characterized by microtomography to perform image analysis and
observe the silver infiltrated in each of the compacts. In addition, the microstructure of the
infiltrated compacts was observed by scanning electron microscopy, where all the compacts
were mounted on Bakelite for better handling due to the size of the pieces and prepared by
roughing with SiC abrasive sandpaper starting at sandpaper 320 and ending at 2000, to be
polished and reach the mirror surface using 1 µm alumina as an abrasive medium. The
pieces were observed under a scanning electron microscope at 20 kV, in order to analyze the
phases obtained. Compacts 6 mm wide and 5 mm high, sintered and infiltrated with silver
under the same conditions as the cut compacts were subjected to mechanical compression
tests in order to perform a strength evaluation. The test consisted of placing the compacts
on the base of the testing machine previously used for compacting powders and then
applying compression pressure until the fracture point was reached.

3. Results and Discussion
3.1. Sintering

Compacts with different particle sizes were sintered at different temperatures in order
to obtain different levels of densification, as it was reported for solid state sintering of
Ti6AlV powders with different particle sizes [30]. The porous structures obtained in the
sintering process are shown for each particle size in Figure 3a–c, observing a structure
consisting of Ti6Al4V particles and pores. It can be seen that the size of the powders
used influences the volume fraction of pores obtained, which was expected due to the
sintering temperatures used. For the compact fabricated with the particle size distribution
of 20–45 µm, the lowest volume fraction was obtained because the contact area at the neck
level is greater, which results in a higher densification, reaching a relative density of 82.5%.
Samples with a particle size distribution of 45–75 µm reached a relative density of 78.7%
meanwhile the relative density of samples fabricated with powders of 75–106 m reached a
relative density of 70.3%. The relationship between the particle size and the densification is
direct since it is observed that having a larger particle size results in a lower densification
and; therefore, a higher volume fraction of pores is obtained, due to the fact that it has a
smaller contact area at the interparticle necks [31].

From 3D images of gray level acquired by computed microtomography, binary images
were obtained by thresholding, in order to be able to work on the whole 3D image analy-
sis [32,33]. Figure 4a–f, shows the 3D renderings of the pre-sintered compacts, in where the
Ti6Al4V and the porosity can be qualitatively observed [34]. The 75–106 µm compact was
the one that presented the highest volume fraction of pores with 29.6% as shown in Table 1,
denoting the previously mentioned. All the compacts presented a pore volume fraction
between 15 and 30 Figure 4a–f, obtaining different levels of densification to perform the
infiltration of the Ag.
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Table 1. Volume fraction of different phases of the porous compacts and composites after infiltration process.

Sample Vol. fraction
of Ti6AlV (%)

Vol. Fraction
of Pores (%)

Vol. Fraction
of Ag (%)

Fraction of Pores
Filled with Ag (%)

Before infiltration

20–45 µm 82.59 17.41 -- --
45–75 µm 78.71 21.29 -- --

75–106 µm 70.38 29.62 -- --

After infiltration

20–45 µm 82.59 1.69 15.60 89.6
45–75 µm 78.71 1.24 20.04 94.13

75–106 µm 70.38 1.70 27.91 94.23

The segmented images were used to obtain the pore size distribution and the image
analysis was performed in which the data obtained in the images were converted into
tangible numerical data and interpreted in granulometry curves, shown in Figure 5. It
can be seen that each compact has a different pore size distribution, which implies that
the particle size used to fabricate the compacts directly influences the formation of pores,
since they all followed low-temperature sintering conditions for each particle size used.
The compact that presented a higher volume fraction with respect to the large pore size
was the 75–106 µm compact, having pores with a size greater than 100 µm, while the
20–45 µm compact presented a higher number of pores with small sizes, from 15 µm to
40 µm. However, all the compacts showed the pattern of presenting the highest volume
fraction with pore sizes from 20 µm to 60 µm. In a previous study, densification was linked
to pore size as a function of the particle size used and attributed to sintering time and
temperature [35].
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Figure 5. Pore size distribution of porous compacts fabricated with different particle size of
Ti6AlV powders.

In Table 2, all values of d10, d50 and d90 are given in addition to the span obtained
for each compact, the d50 is the median pore size below which 50% of the fact that not all
sample components have the same size. The d90 is the pore size below which 90% of the
pores are contained and similarly d10.
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Table 2. Cumulative values of sintered compacts of Ti6Al4V.

Particle Size (µm) d10 (µm) d50 (µm) d90 (µm) Span

20–45 9.4920 22.6984 44.5297 1.5436
45–75 16.4927 36.6467 56.7814 1.0993
75–106 13.5212 33.8838 87.8704 2.1942

It is observed that the values are very close to each other for all the compacts; the
biggest difference is in d90 from 75 to 106 µm, since there is a difference of approximately
30 µm. This is because for these values, there is already a greater number of data contained
in this calculation. When analyzing the span, it shows that the amplitude goes according
to what was obtained in the accumulated fraction curves, the pore sizes obtained follow
the trend of the particle size, this in order of all the particle sizes used. The difference is
mostly reflected when going from the compact with a smaller particle size (20–45 µm) to
the compact with a larger size (75–106 µm).

3.2. Permeability Analysis

The simulation determines the percentage of the total volume of the compact that
is occupied by pores [36,37]. These pores will be filled with Ag or air if they are pores
remaining after the infiltration process. If only the volume of the pores that are intercon-
nected is considered, the software classifies it as effective porosity and the simulation flow
runs through those spaces. The fluid velocity in the pore compact is proportional to the
hydraulic gradient through the permeability coefficient, thus the software does not consider
it as an intrinsic property and assigns velocity units to it. The flow lines are governed by a
color system indicating the velocity at which the fluid passes through the pores; the red
lines indicate where the fluid velocity is faster and the blue lines indicate where velocity
is slowest.

Figure 6a–c shows the flow lines through the porous sample obtained from the perme-
ability simulations for each compact worked at 1100 ◦C, which was the actual temperature
at which the Ag infiltration was performed, showing the difference in viscosity behavior
with respect to the interaction of the liquid/solid interface between Ag and Ti6Al4V. The
20–45 µm compact, that have a greater number of smaller pores (10 µm to 60 µm) with
25% of volume fraction. It is found that the liquid Ag infiltrates the compact slowly, since
despite having a good level of interconnectivity, the reduced spaces of the channels make
it more difficult for the liquid Ag to pass through, which can be seen by the fact that
there are many blue flow lines and very few red ones. In the 45–75 µm compact, quite a
drastic change is noticed, since in this compact there is a higher concentration of pores with
sizes from 30 µm to 80 µm, reaching a volume fraction of 21%. However, in this compact,
there is a small fraction of 0.003 of pores with size 100 µm, besides the interconnectivity
of the pores occurred in a higher percentage and the tortuosity in the channels formed
was reduced. The flow lines obtained are mostly red and green, which indicates a higher
velocity and a reduction in the level of tortuosity, respectively. Nevertheless, there are still
blue lines, which is interpreted as interconnected pores that hinder the passage of the liquid
Ag, even when the infiltration temperature is increased and the viscosity is reduced. For
the 75–106 µm compact, a concentration similar to the 20–45 µm compact was obtained,
with pore sizes ranging from 20 µm to 70 µm. However, there is a concentration of large
pores ranging from 80 µm to 170 µm, with a volume fraction of 0.044, which led to a direct
improvement in the permeability levels for this compact, because having larger pores
makes the flow of Ag easier, since the levels of permeability are greatly reduced. This led
to a direct improvement in the permeability levels for this compact, because having larger
pores makes the flow of Ag easier, since the levels of tortuosity generated are reduced by a
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large proportion. It was found that infiltration depends directly on the quantity and size
of the pores generated. The interconnectivity plays an important role in infiltration as can
be seen in permeability simulations, but it is worth noting that despite obtaining greater
interconnectivity in the 20–45 µm compact in comparison with the 45–75 µm compact,
better infiltration results were obtained, due to the aforementioned phenomenon. For the
75–106 µm compact, the pore size and interconnectivity results were very favorable.
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Figure 6. 3D volume rendering of permeability simulations for the flow of Ag through the pores of
Ti6Al4V compacts: (a) 20–45 µm, (b) 45–75 µm and (c) 75–106 µm.

A 3D skeleton was made for all compacts with different particle size Figure 7a–c to
ascertain whether the levels of interconnectivity were good [38], as this was required to
perform the infiltration, in the generated skeleton images both lines and nodes can be
observed, the lines correspond to the channels generated in the compact and are called
“segments” and the “nodes” are the critical points where the lines converge and connect,
generating different paths and interconnectivity between the channels [39]. Table 3 shows
the values obtained for nodes and segments for each compact.
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Table 3. Segments and nodes generated in sintered Ti6Al4V compacts.

Particle Size (µm) Segments Nodes

20–45 16,306 11,643
45–75 18,706 21,565

75–106 21,889 37,577

The 20–45 µm compact had the lowest number of nodes and segments; however, it
can be seen that, due to the particle size, the channels are of a very small size, unlike the
45–75 µm compact where the main difference lies in the size of the channels. Although there
are fewer, they are completely affected by the particle size, since they are larger, and this
generates a better permeability in the compact. For the 75–106 µm compact, 21,889 nodes
and 37,577 segments were obtained, being the compact with the highest number of formed
and interconnected channels, in addition to having a good percentage of channels with a
large size.

3.3. Dilatometry Analysis

The displacement was directly plotted as a function of temperature, allowing us to
know the exact temperature point at which the Ag infiltrates in each compact and the range
in which the Ag infiltrates completely in all the pores. Figure 8 shows the dilatometry curves
for each compact where the infiltration range for all the compacts is affected between 950 ◦C
and 970 ◦C. The melting of the Ag is reflected immediately upon reaching its theoretical
melting point at 950 ◦C. However, the displacement is still affected as a function of the
temperature increase, since the equipment takes the parameters of how the porosity of the
compact is being filled by the Ag. All the compacts infiltrated at different temperature
ranges; the compact that infiltrated first was the 75–106 µm compact, having its critical
infiltration point at 953.6 ◦C (this is understood as the Ag occupied all the available empty
spaces). Nonetheless, the displacement activity started from 950 ◦C—this completely
governed as a function of the porosity and tortuosity generated.
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Figure 8. Infiltration curves of Ti6Al4V/xAg compacts showing exact temperature points where
pores are filled with Ag.

Wettability is a factor that can be discarded, since, as mentioned by Assael M.J. et al.,
the viscosity of Ag does not change much as a function of the temperature range used,
which was previously proven in permeability simulations [29]. The 45–75 µm compact
infiltrated at 960.5 ◦C and its range of displacement activity started at 956.8 ◦C. On the other
hand, the 20–45 µm compact was the one most affected by displacement, it was found that
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this one had two critical points of infiltration starting to infiltrate at 960.9 ◦C and finishing
infiltration at 962. 9 ◦C, due to the fact that the amount of pores with a small size was seen
in greater proportion in this compact once sintered. In addition to the tortuosity obtained
with a large number of nodes generated but with channels of reduced size, making it
difficult for the Ag to fill the pores in their entirety excluding the isolated pores.

3.4. Ag Infiltration

The way of working the new phases in the analysis of the microtomographies changes,
since the contrasts of the initial image made it necessary to adjust the thresholds of the
images and thus obtain a binary image where the remaining pores could be visualized, the
threshold adjustment levels of the images depended on each compact worked, since each
one had a different number of voxels [40]. However, the results in volume fraction directly
agree with the data taken before performing the Ag infiltration, taking into account a 100%
pore volume fraction since the beginning of the analysis.

Ag infiltration was performed on Ti6Al4V compacts and 3D images of the infiltrated
compacts were acquired by microtomography, as shown in Figure 9a–c. The difference
in densities is reflected in the colors recorded in the images, the Ti6Al4V particles are
recorded in dark gray, while the infiltrated Ag was recorded in light gray and the remaining
pores are completely black. It is found that the infiltration process reached to fill most of
the interconnected pores and leaving empty the remaining pores, since being completely
isolated, they are not reached by the Ag and are completely empty. The image analysis
process followed the same processing route that was used for the images of the pre-sintered
compacts, the difference was in the Ag phase and how the images were processed with this
new variable.
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Figure 9. 2D virtual slices of Ti6Al4V/xAg infiltrated: (a) 20–45 µm, (b) 45–75 µm and (c) 75–106 µm.

The compact with the highest volume fraction of Ag infiltrated is the 75–106 µm
compact with 27.91% infiltrated. This due to the remaining porosity after sintering as
discussed above in the 3D image analysis of the pre-sintered compacts. Numerical flow
simulations and permeability analysis also agreed that this porous compact presented the
best conditions for the infiltration process. The 20–45 µm and 45–75 µm compacts presented
a lower volume fraction of Ag infiltrated, no more than 21% as shown in Table 1. However,
they are still good infiltration levels to work with. All the compacts had a remaining
porosity of less than 2% in volume, which indicates that the conditions worked in the pre-
sintering process were optimal because they allowed to generate a good interconnectivity
and tortuosity in the compacts [41,42].

In Figure 10a–f the 3D renderings of the Ag infiltrated in the compacts and the remain-
ing porosity obtained after the process can be observed qualitatively. However, the results
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in volume fraction agrees directly with the data taken before performing the Ag infiltration,
taking into account a 100% in volume from the beginning of the analysis.
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on Ti-Ag alloys fabricated by either powder matallurgy [14] or melting [43]. Shi et al., 
attributed that the antibacterial behavior is reflected by the Ti2Ag phase although the Ag 
phase also have antibacterial activity due to the release of ions, therefore all the compacts 
are considered antibacterial [44]. There are two points of view regarding the mechanisms 
of antibacterial action Ag. The first and widely accepted is the one related to the released 
metal ions killing bacteria,in where the dissolution of silver ions may also cause free 
radicals on the titanium surface that destroy the bacterial structure and so generate the 
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Figure 10. 3D rendering of the infiltrated compacts showing 2 different phases (a–c) show the Ag
distribution and (d–f) show the remaining pores distribution obtained.

Figure 11 visualizes the microstructure in each compact after the infiltration process,
for all compacts the same microstructure was obtained, composed by the phases: Ag, Ti2Ag
and α-Ti. The Ti2Ag and α-Ti phases were found diffused within the titanium particles in
the form of lamellae and small islands. The diffusion of Ag into the solid Ti6AlV particles
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generetes the formation of lamellae from houndreds of nanometers to a few microns of
Ti2Ag phases, as shown in Figure 11d. The diffusion of some atoms into the cristalyne net
of Ti6AlV phase induces the stabilization of α-Ti. This has been reported on Ti-Ag alloys
fabricated by either powder matallurgy [14] or melting [43]. Shi et al., attributed that the
antibacterial behavior is reflected by the Ti2Ag phase although the Ag phase also have
antibacterial activity due to the release of ions, therefore all the compacts are considered
antibacterial [44]. There are two points of view regarding the mechanisms of antibacterial
action Ag. The first and widely accepted is the one related to the released metal ions killing
bacteria, in where the dissolution of silver ions may also cause free radicals on the titanium
surface that destroy the bacterial structure and so generate the silver ion sterilization [45,46].
The second is related to the contact sterilization; it is considered that the presence of Ag
particles on the surface of the metal can generate normal physiological metabolic disorders
of bacterial cell membrane, thus, leading to bacteria death [47]. Shi et al. [44] demonstrated
that the precipitation of Ti2Ag in a contact sterilization mode plays a major role in the
antibacterial ability of the Ti- Ag alloy than the silver ion release. The volume fraction of
Ag obtained after the infiltration process are sufficient to have a good bactericidal rate since
small amounts of Ag promote antibacterial activity [48].
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3.5. Compression Tests

The infiltrated compacts were taken to the fracture point in order to know their
mechanical resistance to compression. Figure 12 shows the compacts after the test and
how the fracture propagated, which propagated through all the interparticle necks formed
and also through the titanium particles. Figure 13a shows that the fracture propagation
took place through the particles because a higher energy is required to break the necks
formed, which was reflected in all the compacts [49]. It was also shown that Ag is mainly
deformed during the compression tests, which brings a larger ductility to the composite
(Figure 13b,c). In addition, it was observed that Ag covering the Ti6AlV particles also is
break down when the strenght of the Ag reached their limit, Figure 13d. This suggests
that the fracture behavior is composed of two mechanicsms, the first one is the plastic
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deformation of the Ag that covers the Ti6AlV particles that cans also be fractured. The
second one leads to the fracture propagation once the limit of particles necks is reached,
which turns in the fracture of composites.
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In the strain-stress curves obtained from the compression tests, the compact with
the best mechanical resistance to compression was the 20–45 µm compact, since having a
greater number of particles forming necks generates a greater mechanical resistance.

Table 4 shows the yield stress (σy) and Young’s modulus (E) for each compact. The
20–45 µm compact had a yield stress of 504 MPa and a Young’s modulus of 38 GPa, while
the compact that had a lower mechanical resistance to compression was the 75–106 µm
compact, due to the opposite case of the compact with smaller particle size, Since it has
a smaller contact area between the particles, less interparticle necks are generated, which
favors this behavior, resulting in a yield stress of 403 MPa and a Young’s modulus of 23 GPa.
It is observed that the infiltration of Ag does not greatly influence the mechanical properties
because the compacts have a behavior characteristic of compacts with those particle sizes.
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Table 4. Modulus of elasticity and yield stress obtained in compression tests of Ti6Al4V/xAg compacts.

Particle Size (µm) Yield Stress σy (MPa) Young’s Modulus E (GPa)

20–45 504 38
45–75 463 30

75–106 403 23

The 75–106 µm compact, despite having a lower mechanical strength, is the option
that would be the most viable for use in a biomedical prosthesis, since its mechanical
properties are the most similar to those of human bones. Donald T. et al. reported values of
Young’s modulus (E) for human bones in a range of 15 to 25 MPa, depending on the age,
diet and physical routine of the patient [50]. Thus, the 75–106 µm compact falls within the
range of mechanical properties of real bone; therefore, at the time of anchoring between
the human bone and the compact of these characteristics there will be no mechanical
decompensation, thus ensuring the life of the compact and the longevity of the user’s bone,
avoiding compromising both parts [51].

4. Conclusions
The pressureless gravity infiltration of Ag into porous Ti6Al4V solid compacts with

different particle sizes sintered at low-temperature has been successfully performed. It
has been demonstrated that the larger the pore size, the better the filling in the gravity
infiltration process, as the higher the liquid velocity, the better the permeability of the
compact. In addition, the diffusion of Ag in the Ti6Al4V particles leads to the formation of
the Ti2Ag phase in the form of lamellae.

The 3D analysis by microtomography made it possible to determine the pores’ features
through which the liquid silver passes during the infiltration process. The best infiltration
results were obtained in the compacts with a particle size of 75–106 µm, since they allowed
a higher densification and a faster filling of the compact, which benefited the mechanical
properties of this compact to be the most similar to those of human bones.
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Abstract: Porous copper (Cu), with varying porosities, has been made using carbamide as a space
holder through the powder metallurgy route. Two shapes of carbamide particles were used, (i) needle-
like and (ii) spherical, in order to investigate the effect of the space holder shape on the pore structure
and mechanical properties of porous Cu. The compressive deformation behavior of porous Cu was
studied under a compression test. The pores’ structural characteristics and mechanical properties of
the porous Cu varied significantly with the shape of the space holder. Although the effect of the space
holder shape on the porosity was not regular, the effect on the mechanical properties was regular. The
stress increased monotonically with the increase in the strain, and strain hardening occurred at the
plastic yield stage. The elastic modulus and yield strength followed the power law, with the relative
density irrespective of the space holder shape. The empirical constants associated with different
empirically developed power law relations were different, according to the shape of space holder. A
quantitative relationship between the elastic modulus and yield strength and the spacer content was
obtained to control the mechanical properties of the present porous Cu or other porous metals and
metal foams using the well-known space holder method.

Keywords: porous metal; metal foam; copper; powder metallurgy; compression performance

1. Introduction

Porous copper (Cu) has been widely used for heat dissipation, as a battery motor
and a catalyst carrier, as well as for other applications [1]. The use of space-holding filler
materials is an indirect method to fabricate porous Cu [2]. In this method, the Cu powder
is either filled into a “dry” bulk of fillers, a suitable solvent, or even an organic binder to
mix the space holders and the metal powders.

For porous Cu based on the space holder method, the earliest literature can be traced
back to 2005 [3]. The paper described a lost carbonate sintering process for manufacturing
open cell metal foams. Cu foams with a porosity of 50–85% and cell sizes of 53–1500 µm
were manufactured. Since then, the use of this method to prepare porous Cu with a foam
structure has become increasingly popular, and the space holder is still in use today. In the
past few decades, a large number of studies have focused on the effect of the content and
particle size of the space holder on the pore structure and mechanical properties of porous
Cu. According to these studies, the porosity of the porous Cu increased with the increase in
the space holder content, while the mechanical properties decreased. For example, Shirjang
et al. [4] stated that the porosity of copper foams increased from 50.2 to 71.8%, and the
plateau stress decreased from 83 ± 3.1 MPa to 20 ± 1.8 MPa, as the content of K2CO3
used as the space holder increased from 50% to 70%. The porosity of the porous copper
increased from 38.48 ± 0.91% to 66.47 ± 1.06%, and the yield strength decreased from
42.8 ± 4.6 MPa to 6.9 ± 0.9 MPa when the space holder of bimodal K2CO3: NaCl was 1:2,
as their contents increased from 30% to 70%, according to Ray et al. [5] The total porosity
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of porous copper increased from 27.5% to 67.1%, and the elastic modulus (C11) decreased
from 59.4 ± 0.2 GPa to 1.0 ± 0.2 GPa when the content of K2CO3 used as the space holder
increased from 0 to 54.4%, according to Jana et al. [6]. Luo et al. [7] showed that the elastic
modulus of titanium foam decreased with the increasing size of the magnesium particles,
while the porosity decreased, etc. However, little attention was paid to the shape of the
space holder, even when the study of the shape of the metal powder extended the scope
to the entire porous metal. For example, Jain et al. [8] studied the effects of the particle
shape on the microstructure and compressive response of 316L SS foam using the space
holder technique. Mondal et al. [9] studied the effect of the particle shape and strain rate
on the microstructure and compressive deformation response of pure Ti-foam made using
acrowax as the space holder. The existing studies showed that the particle size of the space
holder had little influence on the pore structure and mechanical properties of porous Cu
compared with its content. However, it is not clear whether the influence of the shape of
space holder on the pore structure and mechanical properties of porous Cu is negligible
compared with the content.

Therefore, the effect of the space holder shape relative to its content on the pore
structure and mechanical properties of porous Cu was studied in this work. Based on the
author’s previous research [10–12], spherical carbamide with two sizes was selected as the
space holder due to its high quality, low price, and easy removal at low temperature.

2. Materials and Methods

The raw material of the metal powder was selected as Cu powder (purity: ~99.9%,
size: ≤50 µm) with a coralloid shape (see Figure 1a), using an electrolytic process. The Cu
powder was purchased from Beijing Hongyu New Material Technology Co., Ltd. (Beijing,
China). The carbamide with two shapes, needlelike and spherical, was used as the space
holder, as shown in Figure 1b,c. The carbamide was purchased from Xilong Scientific Co.,
Ltd. (Chengdu, China) and sieved with 40–80 mesh for the needlelike particles, while the
spherical carbamide was 0.85–3 mm. The diameter and height of the sample were designed
as 20 mm and 8 mm, respectively. The volume content of the space holder was set as 10, 20,
30, 40, 50, 60, 70, and 80 vol.%, respectively. According to the density of the Cu powder
(8.96 g/cm3) and carbamide (1.335 g/cm3), the weight of the Cu powder and carbamide
particles were calculated. The weights of the metal powder and needlelike space holder
particles were increased by 0.05 g, considering their mass loss. For spherical carbamide, it
was formulated according to the calculated value due to its large particle size.

We poured the measured Cu powder and carbamide into the mortar, added an ap-
propriate amount of anhydrous ethanol, and stirred. After mixing evenly, it was put into
the steel mold for pressing and forming, and the pressing pressure and holding time were
200 MPa and 0.5 min, respectively. A layer metal mesh support in a porcelain boat was
used to place the obtained green compacts. One step of heat treatment (see Figure 1d was
used to determine the compacts in a vacuum tube furnace. The temperature increased
from room temperature (Troom) to 400 ◦C within 300 min, and the temperature was held
for 15 min to remove the carbamide particles in part-I; then, the temperature continued
to increase to 850 ◦C within 45 min, and the temperature was held for 2 h to sinter the Cu
powder in part-II. After that, the furnace cooled to room temperature to obtain the porous
Cu samples.

The mass volume method was used to calculate the porosity of the porous Cu samples,
and their porosity in each spacer content was considered as the average value of ten
samples to ensure repeatability and statistical data. The internal structure and cell wall
morphology of the porous Cu samples were observed using a scanning electron microscope
(FEI Company, Hillsboro, OR, USA). An electronic universal testing machine (Sunstest,
Shenzhen, China) was carried out to measure the compression performance of the porous
Cu samples with a 2 mm/min of head movement rate at room temperature. The mechanical
properties of porous Cu were given as the average value of five samples.
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Figure 1. Images of the powder and space holder: (a) Cu and (b) needlelike and (c) spherical
carbamide. (d) The one step of heat treatment for the fabrication process of the porous Cu.

3. Results and Discussion
3.1. Pore Structure

Figure 2 shows the digital images of the porous Cu samples obtained using different
shapes of carbamide particles with a volume content between 10 and 80%, where the upper
shows needlelike porous Cu (NP-Cu), and the lower shows spherical porous Cu (SP-Cu).
The average porosity of each porous Cu content is shown in Table 1. It can be seen that the
porosity of the porous Cu samples increased with the increase in the spacer content. However,
the effect of the shape of the space holder on the porosity did not show obvious regularity.
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Table 1. Porosity of the obtained NP-Cu and SP-Cu samples in each group.

Spacer Content (%) 10 20 30 40 50 60 70 80

Porosity of NP-Cu/% 26.4 ± 1.5 39.1 ± 0.1 38.7 ± 0.8 42.4 ± 1 57.4 ± 0.5 59 ± 0.6 72.5 ± 0.1 79.3 ± 0.2
Porosity of SP-Cu/% 28.9 ± 1.1 32.1 ± 0.4 39.8 ± 0.9 46.4 ± 0.9 53.8 ± 0.9 62.3 ± 1 71.2 ± 0.1 79.7 ± 0.3
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Figure 3 shows the macro- and microtopography of the porous Cu samples in a cross-
section. The cutting position diagram of the cross-section is shown in Figure 3a, and the
actual cutting surface is shown in Figure 3b, where the upper layer is NP-Cu, and the
lower layer is SP-Cu. As can be seen from the figure, the cross-section shows the holes that
were not visible on the outer surface. These holes were generated from the removal of the
space holder particles and are known as macropores. These macropores are also the main
components of porous Cu’s porosity. Although the effect on the porosity was not regular,
the shape of the space holder had a direct effect on the macropores. That is, the shape of
the macropores maintained the shape of the space holder. Since the size of the needlelike
space holder of carbamide was 180–380 µm, while the size of the SP-Cu was 0.85–3 mm,
the size of the porosity in the case of the porous Cu using a needle-like space holder was
smaller than that of SP-Cu.
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Figure 3. The digital and SEM images of the cross section of the porous Cu samples after being cut
parallel to the outer surface at the middle part of the height with molybdenum wire: (a) diagram of
the cutting site, (b) digital image of the cutting surface. The four SEM images above and below are
the porous Cu samples prepared with 10%, 30%, 50%, and 70% spacer content.

3.2. Mechanical Properties

Figure 4 shows the compressive stress–strain curves of NP-Cu and SP-Cu with different
spacer contents. It can be seen that the stress–strain curve of the porous Cu sample was
smooth, showing the deformation characteristics of plastic porous materials. The curve
tended to be flat, and the stress level became more obvious with the increase in the spacer
content (i.e., porosity). Meanwhile, the bends increased from one at low content to two
at high content. Taking the highest content as an example, the curve transitioned from
elasticity to plastic deformation at the first turn. At the second bend, the curve transitioned
from plasticity to dense deformation. Obvious deformation zones were observed in the
porous Cu with high spacer contents. One of the distinct differences between NP-Cu and
SP-Cu was that the stress increased differently with the increase in the strain. Compared
with the content, the shape of the space holder had less significant influence on the stress–
strain curves.
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Figure 4. Compressive stress–strain curves of the samples using different shapes of space holders
with a volume content between 10 and 80%: (a) NP-Cu and (b) SP-Cu.

The curves of all the samples showed that the stress increased monotonically with
the increase in the strain; that is, there was no obvious yield point and no obvious stress
peak. In this way, the elastic modulus was the proportional coefficient in the initial elastic
deformation stage, and the yield strength was defined as the stress value of 0.2% residual
deformation in the elastic limit [13], as shown in Figure 5, where E and σy represent the
elastic modulus and yield strength of the porous Cu. These two curves were selected from
the above figure for 10% NP-Cu and 80% SP-Cu.

Materials 2024, 17, x FOR PEER REVIEW 6 of 11 
 

 

 
Figure 4. Compressive stress–strain curves of the samples using different shapes of space holders 
with a volume content between 10 and 80%: (a) NP-Cu and (b) SP-Cu. 

The curves of all the samples showed that the stress increased monotonically with 
the increase in the strain; that is, there was no obvious yield point and no obvious stress 
peak. In this way, the elastic modulus was the proportional coefficient in the initial elastic 
deformation stage, and the yield strength was defined as the stress value of 0.2% residual 
deformation in the elastic limit [13], as shown in Figure 5, where E and σy represent the 
elastic modulus and yield strength of the porous Cu. These two curves were selected from 
the above figure for 10% NP-Cu and 80% SP-Cu. 

 
Figure 5. The calculation method of the elastic modulus and yield strength of the porous Cu sam-
ples. 

The calculated elastic modulus and yield strength of the porous Cu samples are 
shown in Table 2. It can be seen that the elastic modulus and yield strength tended to 
decrease with the increase in the spacer content (i.e., porosity). As for the influence of the 
shape of the space holder, the elastic modulus of the NP-Cu was mostly higher than that 
of the SP-Cu with the same spacer content instead of 80%, while the yield strength of the 
SP-Cu was higher than that of the NP-Cu. 

Figure 5. The calculation method of the elastic modulus and yield strength of the porous Cu samples.

The calculated elastic modulus and yield strength of the porous Cu samples are shown
in Table 2. It can be seen that the elastic modulus and yield strength tended to decrease
with the increase in the spacer content (i.e., porosity). As for the influence of the shape
of the space holder, the elastic modulus of the NP-Cu was mostly higher than that of the
SP-Cu with the same spacer content instead of 80%, while the yield strength of the SP-Cu
was higher than that of the NP-Cu.
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Table 2. Elastic modulus and yield strength of the porous Cu samples based on the above method.

Spacer Content
(%)

Elastic Modulus (GPa) Yield Strength (MPa)

NP-Cu SP-Cu NP-Cu SP-Cu

10 3.07 ± 0.41 1.58 ± 0.12 63.85 ± 15.02 68.98 ± 4.29
20 2.05 ± 0.36 1.14 ± 0.07 44.78 ± 4.34 71.53 ± 7.99
30 1.58 ± 0.05 1.22 ± 0.08 31.82 ± 0.94 41.85 ± 2.54
40 1.67 ± 0.38 1.05 ± 0.10 25.26 ± 0.77 30.63 ± 2.62
50 1.00 ± 0.20 0.70 ± 0.03 9.21 ± 2.13 23.31 ± 1.49
60 0.59 ± 0.10 0.54 ± 0.03 11.29 ± 0.59 11.66 ± 0.97
70 0.44 ± 0.22 0.43 ± 0.02 3.67 ± 1.30 8.78 ± 0.76
80 0.05 ± 0.01 0.19 ± 0.02 1.85 ± 0.42 4.36 ± 0.32

Figure 6 shows the energy absorption efficiency–compressive stress curves of the
porous Cu samples according to the above stress–strain curves. The energy absorption
efficiency refers to the ratio of the absorbed energy to the corresponding stress, which was
used to determine the best working state of the foam energy absorption [14]. The energy
absorption efficiency increased monotonically with the increase in the stress when the
spacer content was between 10 and 50%; however, when the spacer content was between
60 and 80%, the energy absorption efficiency first increased and then decreased with the
increase in the stress (i.e., peak value). Therefore, the stress corresponding to the peak
efficiency (ηmax) was the densification stress (σD), and the strain corresponding to the
intensity on the stress–strain curve was the densification strain (εD). The densification stress
is also called the compressive strength.
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Figure 6. Energy absorption efficiency–compressive stress curves of porous Cu samples fabricated
using different shapes of carbamide as the space holder with a volume content between 10 and 80%:
(a) needlelike and (b) spherical. The black arrow indicates the maximum energy absorption efficiency
at the upper part and the densification stress at the lower part.

The calculated compressive strength and densification strain of the porous Cu samples
with spacer contents between 60 and 80% are shown in Table 3. It can be seen that the
compressive strength and densification strain decreased with the increase in the spacer
content for the NP-Cu and SP-Cu. This is because the compressive strength decreases
with the increase in the porosity, and the porosity increases with the increase in the space
holder content; so, the compressive strength decreases with the increase in the space holder
content. Due to the decrease in the compressive strength, the porous Cu sample entered the
compaction stage earlier, although the stress platform tended to be flat with the increase
in the space holder content. Compared with the NP-Cu, the compressive strength and
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densification strain of the SP-Cu were larger for the spacer contents of 60% and 70%, while
they were smaller for the spacer content of 80%. Thus, the effect of the space holder shape
on the compressive strength and densification strain of the porous Cu did not show a
constant change rule.

Table 3. Compressive strength and densification strain of the porous Cu samples.

Spacer Content
(%)

Compressive Strength (MPa) Densification Strain (%)

NP-Cu SP-Cu NP-Cu SP-Cu

60 117.65 ± 6.34 132.02 ± 35.99 51.35 ± 0.72 53.47 ± 3.57
70 33.26 ± 1.19 49.58 ± 8.15 45.78 ± 1.04 47.98 ± 1.74
80 12.07 ± 0.66 11.79 ± 2.45 45.43 ± 0.45 43.47 ± 5.08

In summary, the effect of the space holder shape on the mechanical properties of the
porous Cu samples was not only significant but also regular when the spacer content was
between 10 and 70%, ignoring 80%, although the effect of the porosity was not regular. In
other words, the mechanical properties of the porous materials were not only affected by
the porosity but also the pore shape. In fact, the change in the shape of the space holder
also caused a change in the particle size. Therefore, different pore shapes and sizes were
obtained with the same content, and the pore size also had an effect on the mechanical
properties of porous Cu. Thus, to independently examine the effect of the shape of the
space holder, one would need to ensure that the particle size was the same; however, this
is very difficult to achieve. This may also explain why there are very few studies in the
literature dealing with this area.

3.3. Performance Prediction

Although the shape of the space holder had no consistent effect on the porosity and
mechanical properties of the porous Cu, we could still examine the effect of the shape of the
space holders on the fitting equation through the relationship between them. Generally, the
power index relation is widely used to describe the relationship between the elastic modulus
and yield strength and the relative density of a porous metal or metal foams [10], which
is also called the modified Gibson-Ashby (G-A) model. Figure 7 shows the relationships
between the relative elastic modulus and yield strength and the relative density of the
porous Cu samples based on the modified and standard G-A models, where Es and σys
represent the elastic modulus and yield strength of the solid metal, respectively, and E/Es
and σy/σys represent the relative elastic modulus and yield strength, respectively. 1-P
represents the relative density, C1 and C2 represent the coefficients, and n1 and n2 represent
the exponents. σy is often replaced by the plateau stress (the flow stress of a plateau region
in the compressive stress-strain curve) of a porous material [15]. The standard G-A model
states that the relative elastic modulus of open porous metals is directly proportional to the
square of the relative density, and the relative yield strength is directly proportional to the
1.5 square of the relative density [16,17].

It can be seen that the fitting degree of the red lines (i.e., modified G-A model) was
significantly higher than that of the black lines (i.e., standard G-A model), which indicates
that the modified model was more suitable for predicting the elastic modulus and yield
strength of the present porous Cu than the standard G-A model. As far as the authors
know, most of the previous studies have shown the same results (see Table 4).
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Figure 7. Plots of (a,b) the relative elastic modulus (E/Es) and the (c,d) relative yield strength (σy/σys)
versus the relative density (1 − P) with the experimentally obtained data, with standard and modified
G-A model formulas for different kinds of porous Cu samples: (a,c) needlelike and (b,d) spherical.
Here, Es = 119 GPa, and σys = 80 MPa, for the bulk pure Cu.

Table 4. The relations between the mechanical properties and the porosity of porous metals in
the literature.

Literature Skeleton Metal Elastic Modulus Yield Strength Porosity (%)

Ray [5] Cu E/Es = (1 − P)(2.6−4.14) - 38.5–70.4

Hong [18] Cu - σy/σys = 0.6(1 − P)2.28 70.2–76.6

Jana [6] Cu E/Es = 192.61 − 11.09P + 0.27P2 − 0.003P3 + 1.39 × 10−5P4 27.5–67.1

Badwe [19] Au E/Es = 0.86(1 − P)2.8 - 43–70

Bolzoni [20]
Ti E/Es = 0.79(1 − P)2.49

- 44.3–71.1
Fe E/Es = 0.90(1 − P)2.54 38.1–75.6

Jenei [21] Ti E/Es = 1.3(1 − P)4.6 σy/σys = 10.2(1 − P)5 51–68.4

Tuncer [22] Ti - σy/σys = 1.07(1 − P)2.28−2.57 44–68

Cheneler [23] Al
E/Es = 7.38(1 − P)2.71 σy/σys = 24.6(1 − P)2.71

~80–85%E/Es = 5.32(1 − P)2.92 σy/σys = 21.81(1 − P)3.09

According to Table 1, the relationship between the porosity (P) and spacer content (x) of
the porous Cu samples was P = 0.73x + 0.19 (for NP-Cu) and P = 0.74x + 0.18 (for SP-Cu),
respectively. By substituting the former into the formulas in Figure 7a,c and the latter into
the formulas in Figure 7b,d, the relationships between the relative elastic modulus and
yield strength and the spacer content of the porous Cu can be shown, according to the
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following formulas. Based on the above formulas, the prediction of the elastic modulus
and yield strength of porous Cu, according to the content of the space holder, was realized.

E
Es

= 0.04(0.81 − 0.73x)3.07 (for NP − Cu) (1)

E
Es

= 0.01(0.82 − 0.74x)1.56 (for SP − Cu) (2)

σ

σs
= 1.24(0.81 − 0.73x)2.81 (for NP − Cu) (3)

σ

σs
= 1.24(0.82 − 0.74x)2.25 (for SP − Cu) (4)

4. Conclusions

The effects of the space holder shape on the pore structure and mechanical properties
were studied herein. The porosity of the porous Cu samples increased with the increase in
the spacer content; however, there was no regularity with the change in the space holder
shape. Meanwhile, the pore shape of the porous Cu samples remained in the shape of space
holder, and the pore connectivity increased with the increase in the porosity. Compared
with the SP-Cu, it was easier for the NP-Cu to form an open structure due to the smaller size
of the space holder used in the NP-Cu. The compressive stress–strain curves of the porous
Cu samples were smooth, which showed the mechanical characteristics of porous plastic
metals. The mechanical properties of the porous Cu samples decreased with the increase
in the spacer content. Although the effect was not as significant as the content, the effect
of the shape of the space holder on the mechanical properties of the porous Cu samples,
which showed regularity, cannot be ignored; however, the effect of the shape of the space
holder on the porosity of the porous Cu was not regular. The relationships between the
relative elastic modulus and yield strength and the relative density were well described
by a power law with an exponent of approximately 2–3. The results show that the space
holder shape also had an influence on the index of fitting equation. Based on a dual model
theory, the relationships between the above mechanical properties and spacer content were
established. Thus, the source control of the mechanical properties of the porous Cu by the
spacer content was realized.
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Abstract: Capillary pressure and permeability of porous media are important for heat transfer devices,
including loop heat pipes. In general, smaller pore sizes enhance capillary pressure but decrease
permeability. Introducing a bi-porous structure is promising for solving this trade-off relation. In
this study, the bi-porous aluminum was fabricated by the space holder method using two different-
sized NaCl particles (approximately 400 and 40 µm). The capillary pressure and permeability of
the bi-porous Al were evaluated and compared with those of mono-porous Al fabricated by the
space holder method. Increasing the porosity of the mono-porous Al improved the permeability but
reduced the capillary pressure because of better-connected pores and increased effective pore size.
The fraction of large and small pores in the bi-porous Al was successfully controlled under a constant
porosity of 70%. The capillary pressure of the bi-porous Al with 40% large and 30% small pores was
higher than the mono-porous Al with 70% porosity without sacrificing the permeability. However,
the bi-porous Al with other fractions of large and small pores did not exhibit properties superior to
the mono-porous Al. Thus, accurately controlling the fractions of large and small pores is required to
enhance the capillary performance by introducing the bi-porous structure.

Keywords: capillary pressure; permeability; space holder; bi-porous structure; aluminum foam

1. Introduction

Open-cell porous metals are a type of metal foam characterized by interconnected
pores that allow for fluid flow and exhibit unique properties such as high specific surface
area per volume, fluid permeability, and lightweight structure. These characteristics en-
hance their performance in various applications such as catalysis, filtration, and thermal
management [1–3]. Their versatility extends to fields like medical implants, energy stor-
age, and environmental engineering [4,5]. The ability to customize their porosity makes
open porous metals adaptable for specific needs, driving innovation and utility across
diverse industries.

Open-cell porous metals are promising wick materials in the loop heat pipes [6–8]. In
the LHP, capillary pressure and permeability play crucial roles in the efficient transport
of heat. LHPs rely on the capillary action of a porous wick structure to drive the working
fluid from the evaporator to the condenser without requiring mechanical pumps. Capillary
pressure, generated by the surface tension between the liquid and the solid wick, enables the
fluid to overcome gravitational and frictional resistance, ensuring continuous heat transfer.
Permeability, a property of the wick material, influences the ease with which the fluid
can move through the porous structure. High permeability enhances fluid flow, reducing
pressure losses and improving overall thermal performance. Therefore, optimizing both
capillary pressure and permeability is essential for enhancing the efficiency and reliability
of LHPs in thermal management systems, particularly in space and electronics cooling
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applications [9,10]. Numerous studies have focused on finding porous structures with high
capillary pressure and permeability [11,12]. The pore size is an important factor for the
capillary pressure and permeability [13,14]. The following formula expresses the capillary
pressure (∆Pcap).

∆Pcap =
2σLcos θ

r
(1)

Here, σL is the surface tension of the liquid (the force that causes the surface of a liquid to
contract), q is the contact angle (the angle where a liquid meets a solid surface, indicating
how well the liquid wets or spreads on that surface), and r is the flow channel radius. r
correlates with the pore size in the porous wicks, and the capillary pressure can be enhanced
by reducing the pore size. However, the reduced pore size resulted in a large flow resistance
and low permeability. The permeability (K) is expressed in the following formula.

K =
εD2

e

32(Le/L)2 (2)

Here, the e is the porosity, Le/L is the tortuosity (a measure of how convoluted or winding
a path is within a material, affecting the ease with which fluids can flow through it), and
De is the flow channel diameter. De also correlates with the pore size in the porous wicks,
and the permeability is decreased by reducing the pore size [15]. Thus, the permeability
and capillary pressure have a trade-off relation via the pore size. A solution to the trade-off
relation between the permeability and capillary pressure is to introduce bi-porous structures
with bi-modal pore size distribution. Many experimental and computational studies
have demonstrated that the bi-porous structure exhibited superior capillary performance
compared to the mono-porous structure [16–18]. Liquid preferentially infiltrates into
smaller pores and wets the cell walls of larger pores, improving the capillary pressure.

Many researchers have attempted to prepare bi-porous materials via combining the
space holder method, which has a high controllability of porous structure, and another
process. Cao [19,20] fabricated bi-porous Ti3AlC2 wicks via sintering Ti/Al/TiC powder
mixtures with a sodium chloride (NaCl) space holder, which is dissolvable in water. The
bi-porous structure consisted of fine gap pores (<2 µm) and large pores formed by space
holders (6–12 µm). Zhu [21] produced hierarchical porous Cu containing both micro-
(200–450 µm) and nanopores (200–600 nm) through combining a K2CO3 space holder and
chemical dealloying [22]. Shu [23,24] manufactured porous NiAl intermetallic compounds
with a bi-porous structure via combining the combustion synthesis reaction [25] and the
NaCl space holder method [26]. Small pores with several micrometer sizes were formed
by the Ni-Al combustion synthesis reaction. However, these processes stochastically form
small pores and cannot intentionally control their fraction and sizes, resulting in a poor
understanding of suitable bi-porous structures (e.g., fractions of large and small pores).
One promising approach for intentionally controlling the bi-porous structure is the space
holder method using space holder particles of different sizes. It is expected that the fraction
and size of large and small pores can be controlled independently through tailoring the
fraction and size of two space holder particles. Evaluating the capillary performance of
bi-porous materials controlled by the two different-sized space holder methods leads to a
better understanding of suitable bi-porous structures for the porous wicks.

In our previous study [27], sodium chloride (NaCl) powders of around 400 µm were
applied as the space holder to prepare porous aluminum (Al) with a different porosity.
Increasing porosity led to higher fluid permeability and lower capillary pressure even
though the pore size barely changed. This was because connective parts between adjacent
pores were widened by increasing porosity. The connective parts had a small flow channel
size, and its widening increased the permeability and decreased the capillary pressure.
Thus, the porous Al fabricated via the space holder method also exhibited the trade-
off relation between the capillary pressure and fluid permeability, which was indirectly
affected by the pore fractions. In this present study, bi-porous Al was fabricated using
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NaCl space holder particles of two different sizes. The effect of the volume fractions of
small and large NaCl particles on the porous structure and the capillary performance was
systematically investigated under a constant total volume fraction of NaCl, e.g., constant
total porosity. These results were used to discuss suitable bi-porous structures for enhancing
capillary performance.

2. Materials and Methods
2.1. Space Holder Method

Figure 1 shows scanning electron microscope (SEM) images of the raw materials
and the fabrication process of bi-porous Al using the space holder method. Powders
of aluminum (≤45 µm, 99.99%) and NaCl particles with different sizes (30–50 µm and
330–430 µm) were used. Different combinations of Al powder and NaCl particles con-
sidered in this study are summarized in Table 1. In the mono-porous group, only small
NaCl particles were blended with aluminum so that the NaCl volume fractions were set at
50%, 60%, and 70%. Volume fractions greater than 80% cannot maintain the skeleton after
dissolving in water, while lower volume fractions cannot ensure the complete dissolution
of NaCl. In the bi-porous group, the total volume fraction of NaCl was kept constant at 70%
for the same reason, while the volume fraction of small NaCl particles was increased from
10% to 40%. This also allows us to compare them with the counter mono-porous sample
under the same total porosity. The samples were labeled using L (large), S (small), and the
volume fractions. For example, the porous sample fabricated using the large NaCl of 60%
and the small NaCl of 10% was denoted as L60S10. Al and NaCl were manually blended in
a bowl with a ceramic bar for 10 min, twice and placed into a cylindrical graphite mold
(inside diameter: 10 mm, outside diameter: 20 mm, height: 50 mm), followed by spark
plasma sintering (CSP-KIT-02121, PLASMAN, Hiroshima, Japan) under vacuum conditions
(~10 Pa). The temperature was increased at a heating rate of approximately 0.5–0.67 ◦C/s
and kept at 600 ◦C for 600 s under a constant applied pressure of 20 MPa. The sintered
samples were placed in running water for over 86.4 ks (24 h) to completely remove the
NaCl particles. The samples were put into a hot dryer and heated at 150 ◦C for 10.8 ks (3 h).
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Figure 1. SEM images of raw materials and fabrication process of bi-porous Al using space
holder method.

The mass, diameter, and height of each sample were measured to quantify the total
porosity (ε) [28].

ε = 1 −
ρsample

ρAl
= 1 − 4mleached

πd2hρAl
(3)

Here, ρsample is the bulk density of the sample after NaCl removal, mleached is the mass
of the samples after NaCl removal, ρAl is the true density of Al (2.7 g cm−3), and d and
h are the diameter and height of the cylindrical sample (d = 10 mm, h = 19~23 mm). The
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quantified porosity is summarized in Table 1 and is well consistent with the designed total
porosity of each sample. The porous samples were immersed in epoxy resin and polished
with SiC abrasive papers and diamond slurries of 3 µm and 1 µm in particle sizes. The
porous structures were observed using an SEM (JSM-IT500, JEOL, Tokyo, Japan). Image
analysis using software (Image J 1.53t, National Institutes of Health, Bethesda, MD, USA)
was conducted to estimate porosity and pore size.

Table 1. The blending volume fraction of large and small NaCl particles for fabricating mono-porous
and bi-porous samples. The total porosity quantified by measuring the mass, diameter, and height of
each sample is also shown.

Sample
330~430 µm

NaCl Volume
Fraction (%)

30~50 µm
NaCl Volume
Fraction (%)

Designed
Total Porosity (%)

Measured
Total Porosity (%)

Mono-porous

S50 0 50 50 48.9

S60 0 60 60 59.9
S70 0 70 70 68.7

Bi-porous

L60S10 60 10 70 70.5
L50S20 50 20 70 72.3
L40S30 40 30 70 72.6
L30S40 30 40 70 72.0

2.2. Capillary Rise Experiment

Figure 2 shows a schematic of the experiment setup. The cylindrical sample (diameter:
10 mm, height: 19–23 mm) was contacted vertically to the water reservoir, and then the
water was spontaneously infiltrated upward into the porous sample. Infrared (IR) thermal
imaging was utilized to capture the water height during the capillary rise processes. The
infrared camera (TVS-500EX, Nippon Avionics, Yokohama, Japan) with a temperature
resolution better than 0.05 K and an accuracy of 2% for temperatures below 300 ◦C was
used. The detailed measurement method is given elsewhere [27]. Before the experiments,
all the test samples were dried for 1.8 ks (0.5 h). The tests were conducted at an ambient
temperature of 22 ± 1 ◦C. To reduce test errors, each sample was tested three times, and
the average value was taken as the final result.
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According to Darcy’s law, liquid is driven by capillary pressure and countered by
viscous resistance and gravity in the capillary wicking process [29].

∆Pcap =
µε

K
h

dh
dt

+ ρgh (4)

In Equation (4), the first term on the right-hand side refers to viscous resistance based on
Darcy’s law while the second term represents the effect of gravity. g is the gravitational
acceleration. Equation (4) can be modified as follows:

dh
dt

=
∆PcapK

µε
·1
h
− ρgK

µε
(5)

Equation (5) shows that there is a linear correlation between the capillary rising rate (dh/dt)
and the reciprocal height of liquid (h−1). Thus, when the measured correlation between
dh/dt and h−1 is regressed linearly, K and ∆Pcap·K can be quantified from the intercept and
slope of the regression line. ∆Pcap can be evaluated by dividing ∆Pcap·K by K.

3. Results
3.1. Mono-Porous Al with Various Porosity

Figure 3 displays the SEM images of the microstructures of mono-porous Al with
various volume fractions of small NaCl. The dark areas indicate the resin infiltrating into
the pores and the bright areas represent the Al part. The shape of the pores was different
from the original shape of the small NaCl particles (30–50 µm). The Al cell wall exhibited
a particulate morphology, indicating that sintering was inhibited. Comparing with our
previous work [27], where the large NaCl (330–430 µm) were used, the shape of the pores
replicated the shape of the large NaCl particles, and the dense Al cell wall was formed. It
was suggested that the particle size ratio of NaCl and Al (<45 µm) powders affected the
pore morphology. When the NaCl particles were much larger than Al particles, the Al
particles surrounded the NaCl particles and easily contacted adjacent Al particles, resulting
in the forming of a dense cell wall via spark plasma sintering. In contrast, when the NaCl
particle size was comparable to Al particles, the contacts between the Al particles were
inhibited by larger fractions (50–70%) of NaCl particles. As a result, the Al cell wall was
particulate, and the pores did not replicate the shape of NaCl particles. Even in sample S50,
fabricated using small NaCl particles at a 50% volume fraction, it was confirmed through
mass measurement that space holders were completely removed. As the volume fraction
of NaCl increased from 50% to 70%, more small pores interconnected with each other.
Consequently, the average pore size measured via image analysis increased from 35.2 to
148.3 µm. These results indicated that when the NaCl particle size was similar to the Al
powder size, changing the volume fraction of NaCl could not only control the porosity but
also vary the pore size.
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Figure 4a presents the time evolution of the capillary rise height captured by the IR
camera. In all the samples, the infiltrated water height sharply increased at the early stage
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of infiltration because of a small gravity effect. The rising rate slowed down as the influence
of gravity became significant. The sample with larger porosity had a faster capillary rising
rate. Infiltrated water reached the sample height within 15 s in sample S70. In samples S60
and S50, the water height continuously increased for 30 s and did not reach the sample
height or equilibrium infiltration height at which the capillary force was balanced with the
gravity during the measurement period.
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Figure 4. (a) Time evolution of the capillary rising height of mono-porous Al. (b) Relationship
between capillary rising rate and reciprocal height.

Figure 4b shows the relationship between the capillary rise rate (dh/dt) and the
reciprocal height (h−1). In this figure, the data point at the final stage of the infiltration into
sample S70 were excluded to eliminate the effect of water reaching the sample height on
the capillary rise rate. There are good linear correlations between dh/dt and h−1, indicating
that the capillary pressure and permeability can be quantified using Equation (5).

The calculated values of ∆Pcap, K, and ∆Pcap·K are provided in Table 2. K was much
more sensitive to porosity than ∆Pcap: with increasing the porosity from 50% to 70%, K
increased by approximately 7 times (1.1 × 10−11 m2 to 7 × 10−11 m2) while ∆Pcap decreased
by 12.5% (360 to 315 Pa). Consequently, the capillary performance (∆Pcap·K) was enhanced
by approximately 5 times when the porosity increased from 50% to 70%. As mentioned
above, increasing porosity from 50% to 70% increased the pore size from 35.2 µm to
148.2 µm (Figure 3). According to Equation (1), the larger pore size reduced the capillary
pressure. However, based on Equation (2), the permeability was improved by increasing
the porosity and pore size. Thus, mono-porous Al fabricated using small NaCl particles
exhibited the trade-off relation between the capillary pressure and permeability via the
porosity. This trend was consistent with the results of mono-porous Al fabricated using
large NaCl particles [27].

Table 2. Capillary performance of porous Al obtained in this study.

Sample Average Large
Pore Size (µm)

Average Small
Pore Size (µm)

Permeability,
K/10−11 m2

Capillary Pressure,
∆Pcap/Pa

Capillary Factor,
∆Pcap·K/10−9 N

S50 - 35.2 1.1 ± 0.1 360 ± 38.0 4.0
S60 - 53.5 2.5 ± 0.6 336 ± 13.9 8.4
S70 - 148.3 7 ± 1.6 315 ± 31.6 22
L70 270 - 10.4 ± 3.1 197 ± 15.4 20.5

L60S10 228 22.1 9.3 ± 1.2 265 ± 19.6 24.6
L50S20 260 51.1 8.7 ± 1.3 281 ± 17.8 24.4
L40S30 276 65.7 8.4 ± 1.7 381 ± 28.0 32
L30S40 274 96.6 7.4 ± 1.1 293 ± 12.7 21.7

3.2. Bi-Porous Al with Various Volume Fractions of Large and Small Pores under a Constant
Total Porosity

Figure 5 shows the SEM images of the microstructures of bi-porous Al denoted as
samples (a) L6010, (b) L50S20, (c) L40S30, and (d) L30S40. A typical bi-porous structure was
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successfully fabricated using NaCl space holder particles of two different sizes. The total
porosity measured (listed in Table 1) was around 70%, which confirmed the removal of all
the NaCl particles. In low-magnification images, cuboidal pores replicating the shape of
large NaCl particles (Figure 1) were observed. The cuboidal large pores were less observed
and became isolated when the volume fraction of large NaCl particles was decreased. In
high-magnification images, although the shape of the small pores was not cuboidal, the size
of the small pores was comparable to that of the small NaCl particles. When the volume
fraction of small NaCl particles was increased, the small pores interconnected with each
other. The area fraction of small pores in the cell wall of large pores was measured using
image analysis and quantified at 23.4% for L60S10, 42.7% for L50S20, 47.6% for L40S30,
and 52.8% for L30S40. The designed volume fraction of small pores in the cell wall was
25%, 40%, 50%, and 57%, respectively. The measured area fractions of the small pores
were almost consistent with the designed volume fraction. These results demonstrated a
high controllability of bi-porous structure using NaCl space holder particles with different
particle sizes.
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Figure 5. SEM images of bi-porous Al: (a) L60S10, (b) L50S20, (c) L40S30, and (d) L30S40.

Figure S1 shows SEM images of feature pore structures of bi-porous Al. The small
pores in the cell wall acting as the interconnected channels between the big pores can be
observed, which guarantees an open-cellular structure between the big pores and helps
improve the capillary performance of the bi-porous structure significantly.

Figure 6a shows the time evolution of the capillary height of four bi-porous samples
measured by the IR camera. For comparison, two mono-porous samples, L70 [27] and
S70 (Section 3.1), with the same total porosity as the bi-porous samples, are also presented
in this figure. All the samples exhibited typical infiltration height curves, on which the
infiltration height increased sharply at first and then slowly with infiltration progress.
Finally, the infiltration height tended to saturate as the water reached the top of the sample.
For the four bi-porous samples with constant total porosity, the increase in the fraction of
small pores did not monotonously enhance the rising rate. The sample L60S10 exhibited a
much higher capillary rising rate than the sample L70, indicating that replacing 10% large
pores with small pores enhanced the capillary performance. The capillary rising rate of
sample L50S20 was almost comparable to that of sample L60S10. Sample L40S30 exhibited
a further improved capillary rising rate compared to samples L50S20 and L60S10. However,
the capillary rising rate of sample L30S40 was smaller than that of sample L40S30 and was
almost comparable to sample S70. These results indicated that bi-porous structures did not
always exhibit better capillary performance than mono-porous structures and needed to
be optimized.
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Figure 6. (a) Time evolution of the capillary rising height of bi-porous Al. (b) Relationship between
capillary rising rate and reciprocal height.

Figure 6b shows the relationship between the capillary rising rate (dh/dt) and recipro-
cal height (h−1) of the bi-porous samples. In the cases of samples L40S30 and L60S10, there
are almost linear correlations between dh/dt and h−1 (R2 = 0.96 for L40S30 and 0.99 for
L60S10). The capillary pressure and permeability of these samples can be obtained based
on Equation (5). Samples L50S20 and L30S40 exhibited non-linear correlations between
dh/dt and h−1, suggesting that the capillary performance changes with the infiltration
progress. However, the deviation from regressed lines was small (R2 = 0.97 for L50S20
and 0.93 for L30S40). Analyzing the regression lines based on Equation (5) can provide an
average of the capillary pressure and permeability throughout the overall infiltration into
these samples. The quantified values of ∆Pcap, K, and ∆Pcap·K are provided in Table 2.

Figure 7a shows changes in the capillary pressure and permeability with the volume
fraction of small NaCl particles (corresponding to the volume fraction of small pores). The
capillary pressure first increased when the volume fraction of small pores increased from
0% to 30% and decreased when the volume fraction of small pores was 40%. Compared
to sample L30S40, sample S70 exhibited a slightly higher capillary pressure. As a result,
the sample L40S30 exhibited the highest capillary pressure of 381 Pa. The permeability
kept decreasing slightly from 10.4 × 10−11 m2 to 7 × 10−11 m2 as the volume fraction of
small pores increased. Thus, tailoring the bi-porous structure using two-sized space holder
particles enhanced the capillary pressure while minimizing the decrease in permeability.
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The capillary performance (∆Pcap·K) was also evaluated, as shown in Figure 7b. Sam-
ples L40S30 presented the highest ∆Pcap·K, followed by L50S20, L60S10, S70, L30S40, and
L70. This trend was consistent with the trend in capillary height curves in Figure 6a.
Samples L40S30, L50S20, and L60S10 exhibited higher ∆Pcap·K than mono-porous sam-
ples L70 and S70. It was confirmed that the bi-porous structure can improve capillary
performance. In particular, the optimized sample L40S30 exhibited approximately 1.5 times
higher capillary performance than the mono-porous samples.
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Figure S2 displays the size distribution of small pores on cell walls of the large
pores with different volume fractions of small NaCl. When the volume fraction was
10% (Figure S2a), most of the pores had smaller than 20 µm, but pores of sizes > 50 µm
also existed. On the other hand, when the volume faction was 20% (Figure S2b) and
30% (Figure S2c), pore size had a concentrated distribution in 20–60 µm, and pores of
sizes > 100 µm were formed. Thus, as the volume fraction of small NaCl increased, the
small pore size increased and the distribution apparently widened and shifted to the large
size. However, the effect of size distribution on the capillary performance cannot be dis-
cussed from these results because the volume fraction of large and small pores and the
average pore size were changed at the same time. To discuss the effect of the pore size
distribution on the capillary performance, it is necessary to fabricate the samples with
various pore size distribution and a constant porosity and average pore size. This can be
conducted in future works.

In Figure 8, the capillary pressure and permeability of all the samples evaluated
in this study are plotted. For comparison, the properties of mono-porous Al fabricated
using the large NaCl particles [27] are also shown in this figure. The dotted lines indicate
isolines of the capillary performance (∆Pcap·K). As mentioned in Section 3.1, mono-porous
samples exhibited the trade-off relationship between ∆Pcap and K via the porosity. When
the porosity was the same, decreasing space holder size (pore size) increased the capillary
pressure and decreased the permeability, resulting in almost constant capillary performance
regardless of the pore size (compare L70 with S70 and L60 with S60). This trend was a
well-known trade-off relation between ∆Pcap and K via the pore size.
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When the bi-porous samples were focused on, the capillary pressure and permeability of sam-
ples L60S10, L50S20, and L30S40 ranged from 265 to 293 Pa and 7.4 × 10−11 m2 to 9.3 × 10−11 m2,
respectively, which were located between those of samples L70 (∆Pcap = 197 Pa,
K = 10.4 × 10−11 m2) and S70 (∆Pcap = 315 Pa, K = 7 × 10−11 m2). Roughly speaking,
these samples can be considered as mixtures of samples L70 and S70, although ∆Pcap·K
of the samples L60S10 and L50S20 was slightly higher than that of mono-porous samples.
In contrast, sample L40S30 deviated far from the mixture-like properties. The capillary
pressure of sample L40S30 (∆Pcap = 381 Pa) was much higher than those of samples L70
and S70 while maintaining the permeability (K = 8.4 × 10−11 m2). It was considered that
the large and small pores exhibited a synergy to enhance the capillary pressure. Thus, the
bi-porous structure can overcome the trade-off relationship between ∆Pcap and K but must
be tailored so that the properties do not fall into mere mixture law.

4. Discussion

This present study fabricated the bi-porous Al using two different-sized NaCl space
holder particles and evaluated its capillary performance. The effect of the volume fraction
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of small/large NaCl particles (corresponding to the porosity of small/large pores) on
capillary pressure and permeability was investigated under a constant total porosity of 70%.
The properties of bi-porous Al were compared to those of mono-porous Al fabricated using
the small or large NaCl particles alone. Mono-porous Al exhibited the trade-off relation
between the capillary pressure and permeability via the porosity (Table 2 and Figure 8).
This was because increasing the NaCl volume fraction improved the connectivity between
adjacent pores and formed a large network of pores (Figure 3). The large network worked
as large pores (Table 2), resulting in the enhancement of the permeability but decreasing
the capillary pressure. The bi-porous structure could be controlled by tailoring the volume
fractions of small/large NaCl particles (Figure 5, Tables 1 and 2). Tailoring the porosity of
small/large pores under the constant total porosity had a significant effect on the capillary
pressure and a slight effect on the permeability (Figure 7a). Although samples L60S10,
L50S20, and L40S30 exhibited higher capillary performances than samples L70 and S70
(Figure 7b), samples L60S10 and L50S20 roughly fell into the mixture of samples L70 and
S70. Sample L40S30 exhibited the highest capillary performance (Figure 7b) in this study
and the synergy effect of samples L70 and S70 on the capillary pressure (Figure 8). The
reason for the better properties of sample L40S30 is discussed here.

In Figure 9, average large, small, and overall pore sizes are plotted as a function of
the volume fraction of small NaCl particles under a constant total volume fraction of NaCl
of 70%. In addition, the effective flow channel size was inversely quantified using the
measured capillary pressure (Table 2) and Equation (1). The surface tension of water (sL) at
room temperature was 72 × 10−3 N/m, and the contact angle (q) between the water and
Al was reported in the literature as 81◦ [30]. As the porosity of the small pores increased,
the average large pore size remained nearly constant at around 260 µm while the average
small pore size increased monotonously from 22.1 to 148.3 µm. As a result, the average
overall pore size decreased by introducing small pores, became almost constant in the
bi-porous samples, and decreased in sample S70. The effective flow channel size was also
located between the average large and small pore sizes and varied with the same trend
as the overall average pore size. This trend suggested that capillary pressure changed
depending on the overall average pore size, which was consistent with L70/S70 mixture-
like properties shown in Figure 8. However, the effective flow channel size of sample
L40S30, which exhibited the highest capillary pressure (Figure 8), deviated from this trend.
This suggested that the overall average pore size could not determine the capillary pressure
of this sample, which corresponded to the noteworthy property compared to the other
bi-porous sample shown in Figure 8.
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Byon and Kim reported that the bi-porous wicks, which were fabricated by the sin-
tering process using clusters of small-sized glass particles, exhibited better capillary per-
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formance than the mono-porous wicks [18]. They discussed the importance of the ratio of
cluster size to particle size. When the ratio is in the range of 4–6, the capillary performance
is improved because a liquid is wicked into small pores at first and improves the wettability
between the liquid and solid (containing liquid in the small pores) at the large pores. When
the ratio is lower or higher than this range, the capillary behaviors are close to the mono-
porous wicks with large or small pores. The small pores in sample L40S30 might improve
the wettability between water and solid cell walls of large pores and the capillary pressure.
In Figure 9, the effective flow channel size was estimated from Equation (1), assuming that
the contact angle between water and Al was constant at 81◦. However, if wettability at the
large pores was improved by water infiltration into small pores, the contact angle was not
necessarily constant. The improved contact angle led to underestimating the effective flow
channel size as shown in Equation (1).

The ratios of large pore size to small pore size were 10.3 for L60S10, 5.1 for L50S20, 4.2
for L40S30, and 2.8 for L30S40 (Table 2). Assuming that the ratio of cluster size to particle
size can be replaced with the ratio of large pore size to small pore size, the size ratio of
L50S20 and L40S30 was in the range of the appropriate ratio (4–6), supporting the better
property of L40S30. Another important aspect of the bi-porous structure is the connectivity
of two different-sized pores. In this study, the NaCl space holders were completely removed
in all the samples, indicating the well-connected porous structure. However, the small
pores need to be connected with both adjacent small and large pores to wet the cell wall
of large pores and improve the wettability. The large pores also need to be connected to
each other to ensure the main infiltration path has high permeability. These situations
were not always established in all the samples. Specifically, the volume fraction of small
pores in the cell wall of large pores in sample L60S10 was approximately 23.4%. The
connection of the small pores with adjacent small and large pores was difficult to establish
under such a small porosity. The volume fraction of large pores was approximately 30%
in sample L30S40, in which the connection between adjacent large pores is difficult to
establish. In addition, the capillary rising rate in small pores needs to be higher than
that in large pores to improve the wettability because water infiltrating into the smaller
pores must precede and wet the solid cell walls of the larger pores. The capillary rising
rate at the early stage of infiltration is dominated by ∆Pcap·K in Equation (1). As shown
in Figure 8, the ∆Pcap·K of the mono-porous samples with the same porosity (L70/S70
and L60/S60) was almost the same. Assuming that this situation was established in the
bi-porous samples, the volume fraction of small pores in the cell wall needs to be higher
than that of large pores. The volume fractions of small pores in the cell wall were 23.4%
for L60S10, 42.7% for L50S20, 47.6% for L40S30, and 52.8% for L30S40. In samples L40S30
and L30S40, the volume fractions of small pores in the cell wall were higher than that of
large pores, suggesting the preceding water infiltration into small pores. Thus, the superior
properties of only the sample L40S30 were attributed to the appropriate pore size ratio,
connectivity of small pores with both large and small pores, and the volume fraction of
small pores in the cell wall higher than that of large pores. Figure 10 shows hypothetical
schematic illustrations of capillary rising behaviors of bi-porous samples (a, d) L60S10,
L50S20, (b, e) L40S30, and (c, f) L30S40. In samples L60S10 and L50S20, the large pores
were well-connected to each other, whereas most of the small pores were connected with
either adjacent large or small pores. Then, preceding water infiltration into the large pores
was dominant for the capillary rising, and the samples did not benefit from the wetting
of the cell walls of the larger pores via water infiltrating into smaller pores (Figure 10a).
Based on this hypothesis, the situation is simplified, such as in Figure 10d, in which water
infiltrates into large and small pores independently. In sample L30S40, the small pores
became well-connected to each other, whereas the large pore network was separated. Then,
water preferentially infiltrated into the small pores (Figure 10c). Although water infiltrating
into the small pores improved the wettability at the large pores, poor connectivity between
adjacent large pores resulted in infiltration into the large pores being significantly delayed
due to infiltration into the small pores. Following this assumption, the situation is simply
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illustrated in Figure 10f. In sample L40S30, not only were the large pores well-connected to
each other, but the small pores were also connected with adjacent large and small pores,
allowing infiltration into both pores (Figure 10b). The slightly higher volume fraction of
small pores in the cell wall (47.6%) compared to the volume fraction of large pores (40%)
produced moderately preferential water infiltration in the small pores. Water infiltrating
into the smaller pores then promoted improved wettability and meniscus formation within
the larger pores, improving the capillary pressures within the larger pores. This situation is
simplified in Figure 10e. However, these mechanisms were not completely demonstrated.
To elucidate the mechanism of the superior properties in more depth, it is required to
evaluate the capillary performance of the samples in which the bi-porous structures are
further controlled (e.g., various fractions of large and small pores under a constant small
pore size) and to observe the capillary rising behaviors directly.

Materials 2024, 17, x FOR PEER REVIEW 12 of 15 
 

 

23.4% for L60S10, 42.7% for L50S20, 47.6% for L40S30, and 52.8% for L30S40. In samples 
L40S30 and L30S40, the volume fractions of small pores in the cell wall were higher than 
that of large pores, suggesting the preceding water infiltration into small pores. Thus, the 
superior properties of only the sample L40S30 were attributed to the appropriate pore size 
ratio, connectivity of small pores with both large and small pores, and the volume fraction 
of small pores in the cell wall higher than that of large pores. Figure 10 shows hypothetical 
schematic illustrations of capillary rising behaviors of bi-porous samples (a, d) L60S10, 
L50S20, (b, e) L40S30, and (c, f) L30S40. In samples L60S10 and L50S20, the large pores 
were well-connected to each other, whereas most of the small pores were connected with 
either adjacent large or small pores. Then, preceding water infiltration into the large pores 
was dominant for the capillary rising, and the samples did not benefit from the wetting of 
the cell walls of the larger pores via water infiltrating into smaller pores (Figure 10a). 
Based on this hypothesis, the situation is simplified, such as in Figure 10d, in which water 
infiltrates into large and small pores independently. In sample L30S40, the small pores 
became well-connected to each other, whereas the large pore network was separated. 
Then, water preferentially infiltrated into the small pores (Figure 10c). Although water 
infiltrating into the small pores improved the wettability at the large pores, poor 
connectivity between adjacent large pores resulted in infiltration into the large pores being 
significantly delayed due to infiltration into the small pores. Following this assumption, 
the situation is simply illustrated in Figure 10f. In sample L40S30, not only were the large 
pores well-connected to each other, but the small pores were also connected with adjacent 
large and small pores, allowing infiltration into both pores (Figure 10b). The slightly 
higher volume fraction of small pores in the cell wall (47.6%) compared to the volume 
fraction of large pores (40%) produced moderately preferential water infiltration in the 
small pores. Water infiltrating into the smaller pores then promoted improved wettability 
and meniscus formation within the larger pores, improving the capillary pressures within 
the larger pores. This situation is simplified in Figure 10e. However, these mechanisms 
were not completely demonstrated. To elucidate the mechanism of the superior properties 
in more depth, it is required to evaluate the capillary performance of the samples in which 
the bi-porous structures are further controlled (e.g., various fractions of large and small 
pores under a constant small pore size) and to observe the capillary rising behaviors 
directly. 

 
Figure 10. Hypothetical schematic illustration of capillary rising behaviors in (a) L60S10, L50S20, (b) 
L40S30, and (c) L30S40. The complex porous structures are simplified into straight channel models 
in (d–f). 

Figure 10. Hypothetical schematic illustration of capillary rising behaviors in (a) L60S10, L50S20,
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5. Conclusions

In this study, bi-porous structures were controlled by sintering aluminum (Al) powder
with sodium chloride (NaCl) space holder particles of two different sizes. The capillary
pressure (∆Pcap), permeability (K), and their product (∆Pcap·K) were investigated and
compared to that of mono-porous Al. The major conclusions are as follows:

(1) Mono-porous Al produced using small NaCl particles (30–50 µm) exhibited the
trade-off relation between ∆Pcap and K via the porosity. This trend was consistent
with the previous results of mono-porous Al fabricated using large NaCl particles
(330–430 µm). The pores were well-connected to form large pores as the porosity
increased, resulting in the trade-off relation.

(2) The mono-porous Al with a smaller pore size exhibited a higher ∆Pcap and a lower K
compared to the mono-porous Al with a larger pore size under a constant porosity.
This trend demonstrated the well-known trade-off relation between ∆Pcap and K via
the pore size.

(3) The volume fractions of large and small pores in the bi-porous Al were successfully
controlled under a constant total porosity of 70% by tailoring the blending volume
fractions of large and small NaCl particles. Increasing the volume fraction of small
pores from 0% to 30% increased the ∆Pcap from 197 to 381 Pa while slightly decreasing
K from 10.4 × 10−11 m2 to 8.4 × 10−11 m2. When the volume fraction of small pores
was increased to 40%, ∆Pcap and K degraded to 293 Pa and 7.4 × 10−11 m2.
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(4) Almost all the bi-porous samples exhibited intermediate ∆Pcap and K between the
mono-porous samples with large and small pores alone. However, the optimized
bi-porous structure with 40% large and 30% small pores exhibited a higher ∆Pcap
and ∆Pcap·K than the mono-porous samples. The bi-porous structure was not always
superior to the mono-porous structure and must be controlled to improve ∆Pcap and
∆Pcap·K.

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/ma17194729/s1, Figure S1: SEM images of feature pore
structures of bi-porous Al: (a) L60S10, (b) L50S20, (c) L40S30, and (d) L30S40, Figure S2: Size
distribution of small pores on cell walls of large pores: (a) L60S10, (b) L50S20, (c) L40S30, and
(d) L30S40.
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Abstract: The velocity field and temperature field are crucial for metal foams to be used as a heat
exchanger, but they are difficult to obtain through physical experiments. In this work, the fluid flow
behavior and heat transfer performance in open-cell metal foam were numerically studied. Porous
3D models with different porosities (55–75%) and pore sizes (250 µm, 550 µm, and 1000 µm) were
created based on the porous structure manufactured by the Lost Carbonate Sintering method. A wide
flow velocity range from 0.0001 m/s to 0.3 m/s, covering both laminar and turbulent flow regimes,
is fully studied for the first time. Pressure drop, heat transfer coefficient, permeability, form drag
coefficient, temperature and velocity distributions were calculated. The calculated results agree well
with our previous experimental results, indicating that the model works well. The results showed that
pressure drop increased with decreasing porosity and increasing pore size. Permeability increased
and the form drag coefficient decreased with increasing porosity, and both increased with increasing
pore size. The heat transfer coefficient increased with increasing velocity and porosity, whereas it
slightly decreased with increasing pore size. The results also showed that at high velocity, only the
metal foam close to the heat source contributes to heat dissipation.

Keywords: open-cell metal foam; porous flow; pressure drop; heat transfer coefficient; forced
convection; CFD

1. Introduction

Thermal management has always been an important issue in the electronic industry
since an overly high temperature will not only reduce the performance of electronic com-
ponents, but also shorten their service life [1,2]. With the development of electric vehicles,
thermal management becomes more important because there is a recommended operating
temperature for the battery and this temperature is related to the performance and safety
of the vehicles [3,4]. Traditional designs, such as louvered fins and slit fins, are hitting
bottlenecks due to their limits in mass and specific surface area. Open-cell metal foams as
an alternative for the traditional fins are attracting more and more attentions [5–7].

An open-cell metal foam is a cellular structure consisting of a network of metal
ligaments (copper and aluminum) and fluid-filled (usually water and air) pores. The ratio
of pore volume to the total volume is named porosity with a value normally ranging from
50% to 95%. The metal network provides a low density, good thermal conductivity, and an
excellent fluid mixing function. The specific surface area of metal foam reaches 800 cm2/g,
and combined with the good fluid permeability, it provides favorable conditions for heat
convection [8]. These properties make open-cell metal foams widely used in the field of
heat transfer, chemical catalysis and filtration [9].
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Open-cell metal foams can be manufactured by investment casting, powder metallurgy
sintering, and vapor deposition process methods [10,11]. Open-cell copper foam manufac-
tured by the Lost Carbonate Sintering (LCS) process which is based on the powder metal-
lurgy sintering technique is a promising type of material for use as a heat exchanger [12].
These foams have two grades of pores that provide more surface area for heat transfer than
other cast foams. In our previous research, the heat transfer performance and fluid flow
behavior in these LCS foams were experimentally investigated by the pressure drop method
and flow visualization method [13,14]. The effects of flow rate and flow regime on pressure
drop and heat transfer were systematically analyzed, which were generally consistent with
other cellular materials. However, some challenges are difficult to overcome in physical
experiments, such as low flow control, low pressure, and low velocity measurements and
temperature distribution throughout the metal foam. Numerical simulation methods are
powerful tools for studying coupled flow and heat transfer in metal foam, providing more
information than physical experiments [15–17].

Model construction is the most essential and important step in numerical simulation.
Metal foams are complex cellular structures and it is impossible to precisely describe their
structure characteristics. In addition, it is unnecessary to use a complex model when we
focus on the fundamentals. Therefore, a simplified structure analogous to the metal foam
is preferred in research. Lu et al. [18] studied the effects of foam density, pore size, and
inlet length on the temperature distribution by using simple cubic unit cells with a constant
wall temperature setup and a discrepancy was found due to oversimplification of the
transport equation. Boomsma et al. [19] defined an idealized open-call model using eight
14-sided tetrakaidecahedron cells (Kelvin model) and used periodic boundary conditions
to model an infinity matrix. They found the simulated pressure drop values were 25%
lower than the experimental values due to the lack of wall effects. Kopanidis et al. [20]
built a solid ligament foam model based on a volume composed of six tetrakaidecahedra
and two irregular dodecahedra (W-P model). This model results in a 0.3% reduction in
surface energy compared to the Kelvin model used by Boomsma. Results showed that
the heat transfer and pressure drop significantly depend on entrance effects, near-wall
effects and heat conduction. Recently, Hu et al. [21] used the Kelvin model to study the
forced convection of porous metal used as a heat exchanger in a turbine engine at high
velocity (>20 m/s) which is difficult to achieve in experiment. A quadratic relationship
between pressure drop and velocity, and a logarithmic relationship between the volumetric
heat transfer coefficient and velocity were confirmed at high velocity. Yang et al. [22]
investigated the interstitial heat transfer coefficient of high-porosity foam using the W-P
model under rotational conditions. A relationship consistent with the experimental results
was established between the heat transfer coefficient and the structural parameters, and it
was also found that the interstitial heat transfer coefficient increases with increasing flow
rate and rotation speed. Gauna and Zhao [23] studied pressure drop and heat transfer in
porous media but did not consider the effect of natural convection on heat transfer.

However, the difference between the currently existing models and the LCS structure
is so great that the current model cannot be used directly. In this study, a geometry model is
proposed to imitate the LCS porous structure. The design process of the model, combined
with the fabrication process of the LCS metal foam, is fully described. The pressure drop
and heat transfer coefficient are systematically investigated for models with different
porosities, pore sizes and flow rates. Temperature distribution and velocity distribution are
analyzed at various parameters. This study can provide more information for the structure
design of metal foams used as heat exchangers.

2. Numerical Model and Method
2.1. Model Construction

The present model is based on an open-cell metal foam manufactured by the space
holder method [11]. In manufacturing, large carbonate particles and fine metal powder
are mixed, compacted and sintered. Carbonate particles are removed by a dissolution
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or decomposition process, leaving an open-cell metal foam. The pore distribution and
connectivity of the pores are random on a macroscopic scale, but regularity can be found at
the microscopic scale. A schematic drawing of the microstructure and scanning electron
micrograph of copper foam sample manufactured by this method are shown in Figure 1.
The large pores are the replica of the carbonate particles and these pores connect to each
other through a small hole which is formed by the tangent point. The pore wall is composed
of sintered copper particles. The porosity of the metal foam manufactured by this process
ranges from 50% to 80%. The median porosity of such foam makes the Kelvin model [24]
infeasible as it can only show the structure characteristics of the high-porosity foam. The
face-centered cubic (FCC) packed unit cell has a packing factor of 74%, which matches the
current porosity very well. All models in the present study are constructed based on the
FCC unit cell.
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Figure 1. Structure of porous copper sample manufactured by a space holder method: (a) schematic
diagram of the mixture of pore agent and metal powder and (b) scanning electron micrograph of
sintered sample.

2.2. Physical Model

The representative elementary volume (REV) is used to represent the porous structure
of metal foam. Figure 2 shows the design procedure of the REV unit cell. The unit cell of
the REV is the negative replica of the FCC unit cell in which the spherical pores are located
where the atoms are in the FCC unit cell. The pores are connected through cylindrical holes
at the tangent point. The porosity of the REV is controlled by varying the distance of the
neighboring pores and the diameter of the cylindrical hole. Figure 3 shows the geometric
relationship of the cylindrical hole and neighboring pore and particles. The radius of the
cylindrical hole, rc, reflects the connectivity of the neighboring pores and can be determined
by the pore radius, R, and metal particle radius, r. The distance between pores can be
calculated by Equation (1) [23]:

lp = 2R


 3

√√√√
π(

3
√

2
)

ϵ
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 (1)

The radius of the cylindrical hole is calculated by Equation (2) [25]:

rc =

√
ω·ASC

12π
(2)
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where ω is the coordination number, representing the number of connected pores with its
neighbors. The coordination number is 12 for the FCC, but for the foam manufactured by a
space holder method, the value is much lower and can be estimated by Equation (3) [25]:

ω =
2(

1 −
√

ϕ+2√
ϕ2+6ϕ+5

)(
1 − ϕ + ϕ

ϵ

) (3)

where ϕ is radius ratio between the pore and metal particle. ASC is the area of the sphere
crown and can be calculated by Equation (4) [25]:

ASC = 2πR2

(
− ϕ + 2√

ϕ2 + 6ϕ + 5

)
(4)
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Figure 3. Schematic drawing showing the geometric relationship of the cylindrical hole and neigh-
boring particles.

Models with pore sizes of 250 µm, 550 µm and 1000 µm and porosities of 55%, 60%,
65%, 70% and 75% were built. In this study, the diameter of the cylindrical hole was
calculated assuming that the diameter of the metal particle is 50 µm. The details of all
the physical models are listed in Table 1. Figure 4 shows the typical geometry model
and boundary conditions of simulation. Table 2 lists details of the boundary condition.
According to the previous study, the result is unchanged when the number of unit cells
in the mean flow direction is equal to or larger than four [23]. Therefore, five cells were
built in the mean flow direction. The thickness (in heat flow direction) of the sample
significantly affects the heat transfer performance of the metal foam. To investigate the
effect of thickness, models with 1–4 layers at porosities of 55% and 75% and a pore size of
550 µm were built. For other results, models with 3 layers were used. The dimensions of
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a typical three-layered model are around 4.5 × 0.9 × 2.7 mm3. A total of 21 models were
built and more than 400 calculations were performed.

Table 1. Diameter of the cylindrical hole and neighboring pore distance for all physical models.

Porosity 55% 60% 65% 70% 75%

lp rc lp rc lp rc lp rc lp rc

250 µm 26.0 32.0 18.2 34.7 11.1 37.6 4.7 40.7 1.1 44.2
550 µm 57.3 50.2 39.9 55.0 24.4 60.3 10.4 66.4 2.3 73.5
1000 µm 104.2 69.3 72.6 76.2 44.4 84.1 18.9 93.3 42.6 104.3
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Table 2. Boundary condition settings.

Boundary Name Boundary Condition

Top surface Constant heat flux
Front surface Symmetric
Back surface Symmetric

Bottom surface Zero heat flux

2.3. Governing Equation and Boundary Condition

Heat transfer and fluid flow were simulated by ANSYS Fluent [26]. The working
fluid velocity ranges from 0.0001 to 0.3 m/s, which covers both laminar and turbulent. A
heating block was placed on the top of the model so that the natural convection within the
porous model was avoided. The highest temperature of the heating block and the working
fluid is less than 100 ◦C. Radiation is negligible and the thermo-physical properties such as
thermal conductivity are temperature independent [27]. In this study, water was used as
the working fluid and it was assumed to be incompressible. The temperature field of the
porous model is calculated by solving the conjugate heat transfer problem. In the case of
the porous model, conjugate heat transfer refers to the simultaneous heat transfer through
both the solid material of the porous medium and the fluid flowing through the pores. The
conjugate heat transfer problem is typically solved using numerical methods such as finite
element analysis or computational fluid dynamics. These methods allow for the simulation
of heat transfer within complex geometries and can account for different modes of heat
transfer such as conduction, convection, and radiation. The temperature field in the porous
medium is influenced by the heat transfer between the solid matrix and the fluid, as well
as by any heat sources or sinks present in the system. Solving the conjugate heat transfer
problem is crucial for applications such as heat exchangers, thermal insulation or energy
storage systems where efficient heat transfer is essential.
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The incompressible working fluid is governed by the Navier–Stokes equations, which
includes the continuity, momentum and energy equation given by Equations (5)–(7).

Continuity
∂

∂xi
ρui = 0 (5)

Momentum
∂

∂xi

(
ρuiuj

)
=

∂P
∂xj

+
∂

∂xi

(
µ

∂uj

∂xi

)
(6)

Energy
∂

∂xi

(
ρuiCpT

)
=

∂

∂xi

(
k

∂T
∂xi

)
(7)

where ρ is the fluid density, u is the velocity, P is the pressure, µ is the fluid viscosity, T is
the temperature and k is the thermal conductivity.

For laminar flow, the laminar model was used, while for turbulent flow, the standard
k-ξ model was used. The critical velocity for the transition from laminar flow to turbulent
flow was chosen according to both the experimental and simulation results. Our previous
experiments [14] on porous copper reveal that the transition velocity is around 0.03 m/s.
Simulation results shows that when the inlet velocity is higher than 0.04 m/s, the laminar
model cannot make the simulation converge. According to the ANSYS documentation,
if a simulation is set up using laminar flow, but the real flow is turbulent, convergence is
difficult and the result is not correct. In the present study, simulation results agree well
with the experimental results and therefore the transition velocity is around 0.04 m/s.

As shown in Figure 4, the computational domain is composed of an inlet region,
porous model and outlet region. The inlet region was left for long enough that the flow
was fully developed before entering the porous model [13]. A constant temperature of 300
K was set in the inlet boundary; a constant zero pressure was set in the outlet boundary; a
constant heat flux of 250 KW/m2 was set on the top of the heating block; and the interface
between the metal and fluid was set as a non-slip boundary condition and the other two
sides of the domain were set as symmetric. In this case, the heat is transferred from the
heating block to the metal foam through conduction and then to the working fluid through
convection. The temperature and velocity fields in the fluid domain were calculated and
the temperature field in the solid domain was calculated.

2.4. Mesh and Solution

The 3D model was constructed using Unigraphics NX (UG) software (https://plm.sw.
siemens.com/en-US/nx/) and then imported into the Integrated Computer Engineering
and Manufacturing (ICEM) software (https://www.ansys.com/training-center/course-
catalog/fluids/introduction-to-ansys-icem-cfd) to generate mesh. Different meshing meth-
ods and accuracies were applied in different regions to save calculating time. Coarse mesh
was generated in the inlet, outlet and heating block region and fine mesh was generated
in the porous model region. We also conducted a mesh number dependence study, and
the results showed that when the number of meshes was higher than 6 million, the simula-
tion results became stable. Considering accuracy and efficiency, approximately 10 million
meshes were used in a single model. The overall quality of the mesh was higher than
0.85. The results were considered to be converged when the residuals of the variables were
lowered by six orders of magnitude. The raw data were exported to files and then imported
into MATLAB (https://www.mathworks.com/products/matlab.html) for post-processing.

2.5. Pressure Drop

It is difficult to choose two points in a porous medium to directly calculate the pressure
drop due to the large difference in pressure in different regions of the porous medium.
Therefore, the pressure drop was calculated from the pressure outside the porous model.
When calculating the pressure drop, two planes were selected. One is located just in
front of the inlet section and the other is located just after the outlet section. The average
pressure on the two planes was calculated separately and the pressure drop value is equal
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to the pressure difference between the two planes. The same measurement method was
used in our previous experimental study, and the consistency of the method facilitates
data comparison.

2.6. Heat Transfer Coefficient

The overall heat transfer coefficient of the porous model was calculated according to
the Newton’s cooling law given by Equation (8)

J = h(Tc − Tin) (8)

where J is the input heat flux, h is the heat transfer coefficient, Tc is the average temperature
of the contact region between heating block and porous media and Tin is the temperature
of the water in the inlet region.

3. Results and Discussion
3.1. Pressure Drop

Figure 5 shows the variation in pressure drop with velocity for models with different
layers, porosities and pore sizes. To verify the effect of the number of layers (FCC unit
cell) on the pressure drop, models with 1–4 layers were built, and the pressure drop at
different velocities was calculated for each model. Figure 5a shows that the pressure drop
is slightly higher for the one-layer model and the other models have the same pressure
drop. Therefore, the three-layer model was used for all simulations. Figure 5b shows that
the pressure drop increases dramatically with velocity and a typical pressure drop–velocity
curve was achieved, which is consistent with previous physical experiments [28]. The
pressure drop for the experimental sample with a porosity of 59% is higher than that for
the model with a porosity of 55%. This is because the pore connectivity of the copper foam
sintered by the space holder method is poor, while the pore connectivity of the model is
not affected by the porosity. It also shows that the rate at which the pressure drop increases
with velocity is much higher for the low-porosity model than for the high-porosity model.

The relationship between pressure drop and velocity depends on the flow regime. At
low velocity, viscous force dominates the flow and a linear relationship can be observed.
This linear relationship can be described by Darcy’s law [29]: ∆P

L = µV
K , where ∆P is

pressure drop, L is the length of the porous media, V is the Darcian velocity which equals
to the volume flow rate divided by the cross-sectional area of the flow channel and K is the
permeability of the porous medium. The flow regime that applies Darcy’s law is called the
Darcy regime. Usually, the Darcy regime is very narrow compared to other regimes.

At high velocity, the inertial force plays a significant role and dominates the flow. The
Forchheimer equation is commonly used to describe the relationship between pressure
drop and velocity. The equation is in the form of:

∆P
L

=
µ

K
V + ρCV2 (9)

where C is the form drag coefficient. The Forchheimer equation is a quadratic function and
applies the non-Darcy flow regime. Fitting curves based on quadratic function are plotted
in the Figure 5b and a high degree of consistency is observed.

Figure 5b,c show that both porosity and pore size have a significant effect on the
pressure drop. For the model with a pore size of 550 µm, the pressure drop for porosity
55% is nearly eight times that of porosity 75% at 0.25 m/s. For a specific porosity and
velocity, e.g., 65% and 0.25 m/s, the pressure drop for pore size 1000 µm is 2–3 times that
of pore size 250 µm. For a specific porosity, a large pore size means a low number of pores,
resulting in high tortuosity, while a small pore size means a high number of pores, resulting
in low tortuosity. The tortuosity has a great influence on the pressure drop. For porous
media with high tortuosity, the fluid has to travel a longer distance from point A to point B,
and the pressure drop will be higher [30].
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Figure 5. (a) Effect of the number of layers on pressure drop; (b) variation in pressure drop with
velocity for different models with pore size of 550 µm and comparison with experimental data [28];
(c) pressure drop comparison of models with porosity of 65% and different pore sizes; and (d) pressure
field in a model with porosity 65%, pore size 550 µm and velocity 0.2 m/s.

3.2. Permeability and Friction Factor

Permeability and the inertial drag coefficient were calculated by comparing the fitting
equation with the Forchheimer equation. The values of permeability (K) and the inertial
drag coefficient are listed in Table 3. The variation in permeability and the inertial drag
coefficient with porosity and pore size are shown in Figure 6. As porosity increases, the
permeability increases and the form drag coefficient decreases. The effect of pore size on
permeability and the form drag coefficient is related to porosity. The effect of pore size
on permeability is much stronger at high porosity than at low porosity. For the form drag
coefficient, the opposite is true.

Table 3. Permeability (K) and inertial drag coefficient (C) of all models.

Pore Size

250 µm 550 µm 1000 µm

Porosity K × 10−7 (m2) C (m−1) K × 10−7 (m2) C (m−1) K × 10−7 (m2) C (m−1)

55% 0.38 197.3 0.25 816.6 0.19 3000.0
60% 0.56 124.5 0.44 499.3 0.38 2000.0
65% 0.83 78.2 0.74 308.2 0.76 1000.0
70% 1.16 49.9 1.14 198.7 1.83 663.5
75% 1.49 32.1 1.82 117.9 2.75 397.9
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The flow regimes cannot be identified from the pressure drop–velocity figure but can
be figured out from the relationship between friction factor and velocity. The friction factor
is defined as:

f =
∆P
L

· D
ρV2 (10)

Figure 7 shows the variation in friction factor with velocity. The linear relationship
between friction factor and velocity at low velocity corresponds to the laminar flow regime.
A constant friction value will be reached at high velocity, which corresponds to the turbu-
lent flow regime. A transition range exists between laminar and turbulent flow regimes.
Figure 7 shows that high porosity and a large pore size lead to low friction because of weak
impedance of the solid matrix and a low surface area. A large pore size also makes the flow
become stable turbulent faster.
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3.3. Temperature Distribution
3.3.1. Effect of Flow Rate

Figure 8 shows the effect of flow rate on the temperature distribution in metal foam
with a pore size of 550 µm and a porosity of 65%. At different velocities, the difference in
the highest temperature in the metal foam can reach up to 40 K. For example, the highest
temperature is more than 340 K at a velocity of 0.003 m/s, while it is only about 300 K at
a velocity of 0.29 m/s. The uniformity of temperature distribution throughout the whole
metal foam also varies greatly at different velocities. When the velocity is less than 0.02 m/s,
the heat reaches the bottom part (away from the heat source) of the metal foam, while
when the velocity is higher than 0.02 m/s, the bottom is not heated at all, which means that
at high velocity, the bottom of the metal foam contributes nearly nothing to heat transfer
because the heat has been taken away before it gets that far.
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Figure 8. (a–d) Temperature distribution in metal foam under different flow rates. Heat source is on
the top of the wall. Temperature distribution along the (e) line 1, (f) line 2 and (g) line 3 in (a–d).

Figure 8e–g show the temperature distribution along the three reference lines in
Figure 8a. Line 2 and line 3 are located on the metal foam, while line 1 is located in the
outlet area. Figure 8f,g show that the temperature in the metal foam is higher than that
of the fluid even though they are in direct contact. This is more pronounced in the area
near the inlet because heat conduction in the metal foam happens faster than convection
between the metal foam and the fluid.
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3.3.2. Effect of Porosity

Figure 9 shows the temperature distribution along line 1 and 3 for samples with a
porosity of 55%, 65% and 75% at low and high flow rates. Porosity has a great impact on
the temperature distribution and this effect is more pronounced at a low flow rate near
the inlet (line 3) and outlet (line 1). For example, in Figure 9b, the temperature difference
between the heat source and cold wall is 60 K for the sample with a porosity of 75%, while
the difference is only 15 K for the sample with a porosity of 55%. This is because, at low
velocity (v = 0.003 m/s), the fluid cannot effectively take heat away. Therefore, if the heat
cannot be transferred quickly to the cold part on the metal foam, there will be a large
temperature difference between the heat source part and the cold wall part, which is the
case for the high-porosity sample. However, if the heat can be efficiently transferred to
the other side of sample due to high thermal conductivity, the temperature will be more
uniform, which is the case for the low-porosity sample.
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Figure 9. Temperature distribution along line 1 and 3 for samples with different porosities at different
flow rates. The pore size of all samples is 550 µm. (a,c) show the temperature along line 1 and (b,d)
show the temperature along line 3.

At high velocity (v = 0.29 m/s), the effect of porosity on the temperature distribution
is also affected by the velocity, especially near the cold wall part. This is because the
fast-moving fluid takes heat away before it is transferred to the cold wall part. Therefore,
for samples with different porosities, the temperature near the cold wall part is the same.
In addition, due to the strong influence of the high flow rate, the temperature difference in
the heat source part of different samples is only 1–2 K.

3.3.3. Effect of Pore Size

Although all models have the same number of cell layers in the Z direction, a different
pore size means different unit cell dimensions and different model heights. Figure 10 shows
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the effect of pore size on the temperature distribution along line 2 for metal foam with
different pore sizes. In regions close to the heat source, the larger the pore size, the higher
the temperature for all velocities. However, in the cold wall part, the smaller the pore size,
the higher the temperature at low velocity, and the same temperature at high velocity. It
has been proved that the thermal conductivity of metal foam depends insignificantly on
pore size [31–33], so the temperature difference on the metal foam is mainly caused by the
height difference of the model.
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Figure 10. Temperature distribution along line 2 for metal foam with porosity of 55% and pore sizes
of 250 µm, 550 µm and 1000 µm at velocity of (a) 0.003 m/s and (b) 0.29 m/s.

3.4. Velocity Distribution
3.4.1. Effect of Flow Rate

Figure 11 shows the x–y plane of the pore-scale velocity distribution of a sample with
a pore size of 550 µm and a porosity of 65% at different flow rates. When the flow velocity
is less than 0.02 m/s, the direction of the mean velocity at the pore scale is inlet to outlet,
while when the flow velocity is great than 0.1 m/s, vortices can be found in the top, bottom
and left part of a pore. As discussed in the Figure 8, a fast-moving (v > 0.1 m/s) fluid has
efficiently removed the heat from the metal matrix, making the lower part of the metal foam
approximately the same temperature as water. This greatly enhanced convective heat transfer
capacity is mainly attributed to pore-scale vortices. The high temperature near the heat source
region proves that heat conduction through the metal foam is still faster than heat convection.
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Figure 12 shows the velocity profiles along a reference line at different flow rates for
the sample with a pore size of 550 µm and a porosity of 65%. Line 1 is located at the outlet
region without the metal foam. When the velocity is less than or equal to 0.1 m/s, the
velocity profile in the non-near-wall region is quite flat. This is due to the good mixing
function of metal foam. Meanwhile, when the velocity reaches 0.29 m/s, a “W”-shaped
profile is observed in the non-near-wall region. This demonstrates that a longer distance
after the outlet is required at high flow rates to obtain a uniformly distributed velocity.
Line 2 is located at the position marked in Figure 11a and its velocity profile is shown in
Figure 12b. A typical “M” shape is observed due to the merging of two tributaries in the
pore. However, due to the influence of eddy flow, the velocity near the pore wall when the
flow rate is 0.29 m/s is higher than that near the pore wall under other flow conditions.
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Figure 12. Velocity profiles along a reference line at different flow velocities for the sample with pore
size of 550 µm and porosity of 65%. (a) Line 1 is located at y = 4.8 × 10−3 m and (b) line 2 is located
at the position marked in Figure 11a.

3.4.2. Effect of Porosity and Pore Size

Porosity and pore size mainly affect the transition velocity (critical Reynolds number)
from laminar flow to turbulent flow. Their effect on velocity distribution is insignificant.
This has been proved in our previous physical experiments [13,14].

3.5. Heat Transfer Coefficient

The heat transfer performance of metal foam is affected by the structure and flow
behavior inside the foam. Figure 13 shows the variation in the heat transfer coefficient
with velocity for samples with different pore sizes and porosities. Obviously, the heat
transfer coefficient increases exponentially with flow rate. A fast-increasing regime and
a slow-increasing regime can be identified over the entire range of flow rates. The fast-
increasing regime is mainly in the low flow rate range where heat convection dominates
the heat transfer. In the slow-increasing regime where the flow is moving fast, conduction
dominates the heat transfer [14]. Figure 13 also shows that low porosity generally has a
higher heat transfer coefficient. A red upper limit line and a black lower limit line are
plotted in the figure. For a pore size of 250 µm, 550 µm and 1000 µm, the maximum heat
transfer difference is 58%, 55% and 45%, respectively.
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Figure 13. Variation in heat transfer coefficient with flow rate for samples with pore sizes of (a) 250 µm,
(b) 550 µm, (c) 1000 µm and different porosities.

Figure 14 plots the heat transfer coefficient as a function of porosity at different veloci-
ties. When the velocity is equal to or greater than 0.003 m/s, the heat transfer coefficient
decreases with the increase in porosity because the thermal conductivity decreases with the
increase in porosity. However, the effect of porosity on heat transfer disappears when the
fluid moves at a velocity less than 0.003 m/s, which can be seen from Figures 13 and 14.
This is because at low velocity, the heat transferred by conduction through the metal foam is
much greater than the heat removed by convection. At extremely low velocity, the intensity
of convection is so weak that heat transfer between the metal foam and the fluid, as well as
within the fluid, can be considered by conduction. Therefore, the effect of porosity on heat
transfer is negligible.
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Figure 15 shows the effect of pore size on heat transfer coefficients. Foam with a
pore size of 250 µm showed the best heat transfer performance, followed by 550 µm and
1000 µm. Similar to the effect of porosity on heat transfer, the effect of pore size is also
insignificant at extremely low velocity. In addition, the calculated results are consistent
with our previous experimental results, in which the relationship between the heat transfer
coefficient and velocity can be divided into three sections, as shown in Figure 15 [14]. As
discussed in this section, the changes in the relationship are mainly due to changes in fluid
flow behavior.
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4. Conclusions

This paper numerically investigated the fluid flow behavior and heat transfer per-
formance of open-cell copper foam by using ANSYS Fluent. A novel geometry model
with varying porosity (55–75%) and pore size (250 µm, 550 µm and 1000 µm) was created
based on the face-centered cubic arrangement of spheres. The flow velocity ranges from
0.0001 m/s to 0.3 m/s, covering pre-Darcy, Darcy, Forchheimer, and turbulent regimes.

(1) The effect of the number of model layers on the results is insignificant when the
number of layers is equal to or greater than two. For the single-layer model, wall
effects cannot be ignored, especially at high flow velocity.

(2) The pressure drop increased with decreasing porosity and increasing pore size. The
relationship between the pressure drop and flow velocity can be correlated based
on the Forchheimer equation. Permeability increased and the form drag coefficient
decreased with increasing porosity and both increased with increasing pore size, but
the pore size effect on the form drag coefficient is stronger.

(3) The laminar, transitional, and turbulent regimes were identified from the friction
factor–velocity diagram. Low porosity and a small pore size results in a large friction
factor. Flow in a large-pore-size model tends to become turbulent at a relatively
low velocity.

(4) Temperature distribution is largely affected by flow velocity and porosity. Fast-moving
fluid and high porosity results in an extremely uneven temperature distribution.
Particularly, at high velocity, only a small thickness of metal foam close to the heat
source contributes to heat transfer.

(5) Pore-scale velocity is hardly affected by porosity and pore size but is affected by flow
rate. At high flow rates, vortices can be found in every pore.

(6) The heat transfer coefficient increased exponentially with flow velocity and increased
with decreasing pore size and porosity. However, at extremely low velocity (≤0.001 m/s),
the effect of porosity and pore size on heat transfer is negligible.

(7) The numerical results provide useful guidance for the design of metal foam heat
exchangers. For example, increasing the thickness of porous media to a certain point
no longer increases heat dissipation efficiency when the flow rate is high enough.
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Abstract: Based on the previous research on the energy absorption of foam metal materials with
different structures, a composite blast-resistant energy-absorbing material with a flexible core layer
was designed. The material is composed of three different fiber materials (carbon fiber, aramid fiber,
and glass fiber) as the core layer and foamed iron–nickel metal as the front and rear panels. The energy
absorption characteristics were tested using a self-built gas explosion tube network experimental
platform, and the energy absorption effects of different combinations of blast-resistant materials
were analyzed. The purpose of this paper is to evaluate the performance of blast-resistant materials
designed with flexible fiber core layers. The experimental results show that the composite structure
blast-resistant material with a flexible core layer has higher energy absorption performance. The
work performed in this paper shows that the use of flexible core layer materials has great research
potential and engineering research value for improving energy absorption performance, reducing the
mass of blast-resistant materials, and reducing production costs. It also provides thoughts for the
research of biomimetic energy-absorbing materials.

Keywords: gas explosion; core layer; foamed metal; explosion-proof capability; composite

1. Introduction

Gas and other dangerous gas explosions are common hazards in industrial and mining
enterprises. The key to rescue and relief is to reduce casualties after the explosion. Currently,
explosion suppression methods can be broadly divided into gas explosion suppression,
liquid explosion suppression, and solid explosion suppression [1].

Gas explosion suppression mainly employs experimental and numerical simulation
methods from a macroscopic point of view to study the role of a single or complex gas
explosion suppression system. The research objects are mainly inert gases, N2, CO2, and
other gases. Liquid explosion suppression generally involves the addition of aqueous
media by changing the spray molecular volume, additives, and charge of fine water mist on
the gas explosion pressure and flame propagation velocity inhibition effect. In their research
on solid explosion suppression, many scholars have found that porous materials have
unique physical and mechanical properties and excellent energy absorption performance.
They have carried out extensive research, and these materials have been widely used in the
field of engineering protection.

Foam metal is one of the research hotspots of scholars due to its advantages of low
density, large specific surface area, and high thermal conductivity. Zhuang et al. [2]
conducted an experimental study on the suppression effect of different porous materials
on the explosion of combustible gases. The results showed that the thickness and pore
size changes in the composite porous material have a great influence on the explosion
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pressure and explosion intensity. Varun et al. [3] conducted a numerical simulation of
three samples with different porosities (30%, 60%, and 80%) uniformly compressed in the
uniaxial (Z-axis) direction to study the influence of porosity on the mechanical properties
of open-pore Voronoi foam. Wang Yajun et al. [4] found through their personally designed
experimental device that when the volume density of foam metal is higher, its explosion-
proof performance is better, but adding a certain amount of coal dust to the explosion
device will reduce the explosion-proof performance of foam metal. Wei Chunrong et al. [5]
used a self-designed and processed square explosion experimental pipeline with a cross
section of 30 cm × 30 cm to compare the explosion-proof effects of metal wire mesh, foam
ceramics, and foam iron–nickel metal with different parameters. Yu Minggao et al. [6]
studied the influence law of the synergistic effect of ultra-fine water mist and foam metal
on explosion overpressure and found that changing the parameters, such as material
porosity, can improve the explosion-proof effect of the experiment. Zhang Baoyong et al. [7]
conducted an experimental study on the energy absorption performance of explosion-proof
materials with a sawtooth structure and analyzed the influence of surface structure on
energy absorption performance.

In addition to researching foam metal as a barrier material, scholars have also in-
creasingly focused their attention on multilayer sandwich structures [8–17]. Tarlochan,
F. [18] discussed the use of sandwich structures in energy absorption applications and
found that sandwich structures are a good choice for energy absorbers. It is suggested
that the way forward is to design sandwich structures by using a combination of “artificial
intelligence/data mining and topology optimisation.” Many scholars have used sandwich
structures designed with foamed metal in order to obtain higher energy absorption per-
formance [3,19–31]. Zunjarrao, K. [32] reviewed current research on innovative sandwich
structures, including integral woven corrugated cores, honeycomb cores, foam cores, and
3D printed core structures, and highlighted their versatility. Mao [33] used theoretical and
numerical methods to study the attenuation of shock waves generated by gas explosions
by an energy absorption device composed of aluminum foam and steel plates. The results
showed that the multilayer composite structure has a good ability to reduce explosion load
and attenuate air shock wave overpressure. The foam aluminum layer has the ability to
attenuate explosion pressure before compression, and the attenuation ability decreases after
the foam aluminum is completely compressed. Zhang et al. [34] studied and numerically
analyzed the "effective" compressive strength and the dynamic response of corrugated
sandwich panels with unfilled and foam-filled sinusoidal corrugated cores. The dynamic
response of fully supported sandwich panels with unfilled and foam-filled sinusoidal
corrugated cores under impact loading was analyzed using the finite element method.
Chen et al. [35] carried out a study of the explosion protection properties of a composite
structural barrier material with polymer interlayers using the LS-DYNA software and
calibrated numerical models to simulate the explosion resistance and energy absorption
capacity of the composite material under long-distance explosive loading conditions. Zhou
et al. [36] predicted the compressive strength and dynamic response of a corrugated sand-
wich panel consisting of a panel and a metal foam core in close proximity to explosions. An
energy-based method was proposed to predict the depth and scope of deformation in the
outer panel, providing insights for the design and sizing of the core layer material. Langdon
et al. [37] classified the energy absorption properties and applications of fiber-reinforced
polymer composites and studied the multilayered (including the sandwich structure) and
mixed composite metal structure materials. The numerical predictions were compared
and analyzed with experimental data. In order to improve the protective performance of
aluminum foam sandwich composites against blast shock wave and fragmentation pene-
tration, Zhou et al. [38] studied the damage modes and mechanisms of the structure using
the “blast + fragmentation” intrusion experiments. The effects of core material combination
and blast distance on protective performance were also discussed and verified by the LS-
DYNA numerical simulation. Santosa et al. [39] investigated the blast resistance and barrier
performance of metal foam sandwich panels with different thicknesses, materials, and bulk
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densities by changing the impact distance between the blast load and the foam sandwich
panels. Guo et al. [40] designed a metal foam-filled sandwich cylinder (MFSC) and found
that adjusting the thickness of the foam based on the impact distance of the foam sandwich
panels had no significant effect on the barrier performance by means of experiments and
finite element calculations. In contrast, a finite element calculation found that adjusting the
ratio of foam thickness to tube wall thickness can improve the load-carrying capacity and
energy-absorption capacity of the energy-absorbing structure.

Inspired by the ancient Chinese philosophical idea of “combining hardness and soft-
ness” and the “sandwich” core structure, and based on the previous experimental study on
the energy absorption characteristics of different explosion-proof surface materials, a com-
posite explosion-proof and energy-absorbing material with foam metal as the upper and
lower panels and fiber material as the core layer was designed. The explosion overpressure,
flame propagation speed, flame temperature, and other characteristic parameters of the
front and rear ends of the composite material after being subjected to a methane–air mixture
gas explosion were collected and analyzed. The research results are expected to provide
an experimental and analytical basis for the application of fiber–foam metal sandwich
structure composite materials in the fields of gas explosion isolation and energy absorption.

2. Experimental
2.1. Materials

The experimental materials included foamed metal ferronickel, carbon fiber, aramid
fiber, and glass fiber. The foam iron–nickel metal was produced by Jilin Zhuoer Metal
Material Preparation Company (Jilin City, China). Pore density was 30, bulk density was
0.4–0.5 g/cm3, tensile strength was not less than 50 MPa, and compressive strength was
not less than 250 kPa.

The fiber materials were all made of tough fiber fabrics from Zhongfu Fiber Textile
Preparation Co., Ltd. (Suqian City, China) The fabric density was 1000 D, and the single-
layer thickness was 1 mm. Five layers of each of the three materials, carbon fiber, aramid
fiber, and glass fiber, were selected, and the core thickness was 5 mm.

2.2. Equipment

As shown in Figure 1, the experimental system consists of six main parts in turn:
the gas distribution system, ignition system, explosion chamber, explosion diffusion line,
material gripper, and data acquisition system [41]. The end of the explosion chamber
and the diffusion line are equipped with a PTFE film with a thickness of 0.3 mm and
a breaking pressure of 90 kPa, and the edge of the gripper is sealed by a rubber ring,
which is used to ensure the hermeticity inside the chamber. The main equipment of the
gas distribution system is a vacuum pump. Under normal temperature and pressure
conditions, the vacuum pump extracts part of the air from the explosion chamber to form
a relative negative pressure state in the chamber. The required combustible gas is filled
into the explosion chamber in this state. According to the experimental requirements, a
certain volume of pure methane gas is charged to make it a mixed gas with an explosion
concentration of 9.5%. An electric spark generator with an ignition voltage of 220 V and an
ignition energy of 440 J is installed at the front end of the explosion chamber. The ignition
electrode is responsible for remote charging and ignition by the terminal ignition system.
The back end of the explosion chamber is sealed by a circular steel plate with a diameter
of 300 mm and a thickness of 40 mm, and there is a hole of 118 mm in the center of the
circular steel plate to connect with the diffusion line at the back end. The inner diameter
of the diffusion pipe is 118 mm. It is spliced together from three hollow steel pipes with a
single pipe length of 2200 mm. The total length of the explosion diffusion pipe is 6600 mm.
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Flame sensors and pressure sensors, numbered 1–6, and temperature sensors, num-
bered 1–3, are installed at different locations in the experimental pipeline. The pressure
sensor, flame sensor, and temperature sensor are all provided by Chengdu Tester Company
(Chengdu, China), of which the pressure sensor model is CT100T, with a sensor range of
0~2 MPa; the flame sensor model is CKG100, with a response spectrum of 450 nm~980 nm;
the temperature sensor model is C2 fast-response thermocouple, with a sensor range of
0~2500 ◦C; and the response time of all three sensors is less than 100 µs. Foam metal is
installed in the material gripper, which is located between the No. 5 and No. 6 flame sensors
and pressure sensors and is 0.15 m away from the No. 5 sensors. The data acquisition
system used is the TST6300 data acquisition system from Chengdu Tester Company. The
data acquisition objects are flame propagation speed, explosion overpressure, and flame
temperature. The data sampling frequency is 100 kHz. The acquisition method is internal
triggering. The recording time starts from the trigger ignition, and the entire recording
process is less than 2 s.

2.3. Experimental Steps and Program

This experiment uses the explosion tube network device shown in Figure 1 to test
the explosion-resistant performance of materials with different blast-facing structures by
means of a gas explosion. The specific experimental process is as follows: First, clean the
explosion chamber and explosion pipe network, seal the connection between the explosion
chamber and the explosion-proof film holder with a 0.3 mm thick film, and seal the edge of
the holder with a sealing ring around the explosion-proof film holder. Subsequently, the
explosion chamber with a length of 1600 mm and a diameter of 300 mm is filled with a
certain volume of methane gas, so that the interior of the chamber is filled with a methane–
air gas mixture with a volume fraction of 9.50% for the explosion experiment. During the
whole experiment, the data acquisition system collects data from different sensors at each
measuring point for comparison, so as to observe the changing patterns of the impeded
change in flame temperature propagation, the change in explosion overpressure before and
after the material, and the flame propagation in the pipeline as an indicator to judge the
explosion-resistant performance of the material.

The experimental conditions are shown in Table 1. The front and rear panels of the
explosion-proof material are both foam iron–nickel metal. The front panel is surface-
modified according to the experimental design requirements. Before the experiment, the
wire cutting method is used to prepare the explosion-facing surface into a sawtooth wave
with a thickness of 5 mm and an angle of 30◦. The fiber core layer is divided into three
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working conditions: carbon fiber, aramid fiber, and glass fiber. In order to improve the data
comparison effect of each working condition, experiment 1 is set as the control experiment.
The thickness of the front panel is 15 mm, and no fiber material is added in the middle. The
material parameters of other experiments are based on Table 1. In addition, in order to test
the stability of the experimental platform, an empty pipe experiment without explosion-
proof material is added.

Table 1. Design parameters of external explosive surface tests.

Number of
Test Fiber Type Foamed Metal Body Density

(g/cm3)
Serrated Thickness

(mm)
Material Thickness

(mm)

1 — foamed ferronickel 0.5 5 15 + 0 + 10
2 carbon foamed ferronickel 0.5 5 10 + 5 + 10
3 aramid foamed ferronickel 0.5 5 10 + 5 + 10
4 glass foamed ferronickel 0.5 5 10 + 5 + 10

The experiment is mainly conducted using the three aspects of the research data—the
explosion overpressure, flame propagation speed, and flame temperature—as well as a
comparative evaluation of different experimental materials on the explosion overpressure
and other parameters of inhibition. The explosion overpressure, flame propagation, speed,
and flame temperature-related formulas [41] are shown in (1)–(5):

V = dp/dt =(pmax − pi)/∆t =∆p/∆t (1)

where V is the rate of decline in overpressure, in MPa/s; Pmax is the front end of the test
material maximum explosion overpressure, in MPa; Pi is the back end of the test material
maximum explosion overpressure, in MPa; ∆p is the test material before and after the two
ends of the explosion pressure difference, in MPa; and ∆t is the sensor detection signal time
difference, in seconds.

ζ =(pmax − pi)/pmax (2)

where Pmax is the experimental material in the front channel of the maximum overpressure,
in MPa; Pi is the explosion conditions of the experimental material at the back end of the
maximum explosion overpressure, in MPa; and ζ is the overpressure attenuation rate, that
is, the material of the maximum overpressure reduction control ability.

The blocking effect of the experimental material on the flame propagation velocity can
be compared with the flame propagation velocity decay rate as follows:

µ =∆ν/νmax (3)

where µ is the foam metal before and after the flame propagation velocity attenuation rate,
in m/s; ∆ν is the foam metal before and after the difference in velocity propagation, in m/s;
and νmax is the foam metal during the explosion before the end of the maximum value of
velocity, in m/s.

The damping effect of the experimental materials on the flame temperature can be
compared with the flame temperature decay rate as follows:

η =(Tf,max − Ti,max)/Tf,max (4)

where Tmax is the maximum temperature at the front end of the experimental material, in
◦C; Ti is the maximum temperature at the back end of the experimental material, in ◦C; and
η is the flame temperature attenuation rate, i.e., the material’s abatement control ability for
the maximum temperature.
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The overall protection effect of the experimental materials can be compared with the
explosion quenching parameters as follows:

θ = TP (5)

where θ is the quenching parameter, in MPa·◦C; T is the flame temperature, in ◦C; and P is
the explosion overpressure, in MPa.

3. Results and Discussion
3.1. Comparative Study of the Blast Overpressure Barrier Effect

Figure 2 shows the explosion overpressure–distance data before and after different
experiments. The maximum explosion overpressure of experiments 1 to 4 is reduced to
0.105 MPa, 0.067 MPa, 0.069 MPa, and 0.034 MPa, respectively, after passing through the
explosion-proof material. The sensor value is significantly reduced after the explosion-
proof material, and it can be clearly seen from the experimental data that experiments 2 to 4
have a better pressure drop effect under the same gas explosion overpressure propagation
conditions [41] and are better than the single foam metal structure explosion-proof material.
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At the same time, the overpressure attenuation results of the three fiber material core
explosion-proof materials have large differences: the overpressure attenuation rate of the
carbon fiber–foam metal explosion-proof material to gas explosion overpressure is 85.27%,
and the explosion overpressure before and after the material is reduced by 0.388 MPa.
The overpressure attenuation rate of aramid fiber–foam metal explosion-proof material to
gas explosion overpressure is 84.24%, and the explosion overpressure before and after the
material is reduced by 0.369 MPa. The overpressure attenuation rate of glass fiber–foam
metal explosion-proof material is 92.01%, and the explosion overpressure before and after
the material is reduced by 0.392 MPa. From the perspective of the overpressure attenuation
rate of different core layer explosion-proof materials, glass fiber has the best effect, followed
by aramid fiber, and carbon fiber has the lowest effect.

The evolution of explosion overpressure before and after different composite materials
is shown in Figure 3. According to the data analysis in the figure, the explosion over-
pressure drop rates of experiments 1 to 4 are 11.82 MPa/s, 3.62 MPa/s, 4.11 MPa/s, and
2.78 MPa/s, respectively. There are two reasons why the explosion overpressure drop rates
of experiments 2 to 4 are smaller than for experiment 1: (1) the maximum explosion over-
pressure detected by sensor P5 in experiments 2 to 4 is smaller than that of experiment 1;
(2) due to the addition of tough fibers, the material hinders the propagation of the explosion
shock wave, prolongs the time for the explosion shock wave to pass through the entire
material, and thus plays a role in weakening the penetration ability of the explosion shock
wave [41].
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Figure 3. Different composite material overpressure change rule with time. (a) Without a core 
layer. (b) Carbon fiber core layer. (c) Aramid fiber core layer. (d) Glass fiber core layer. 
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Through analysis, it was concluded that when the explosion shock wave propagates
inside the foam metal, due to the porous structure characteristics of the foam metal itself,
the shock wave overpressure can be divided into several small parts when it passes through
the foam metal material, and the pressure can be quickly transmitted and absorbed, re-
ducing the propagation speed of the shock wave and achieving the effect of blocking the
propagation of the explosion overpressure [41]. This experiment increases the explosion-
proof performance of foam metal under explosion overpressure by adding fiber materials
inside the foam metal so as to further weaken the explosion shock. When the explosion
overpressure hits the fiber material, due to the fact that the fiber material is a flexible
material with better deformation ability, the fiber material will deform and play a buffering
role in the process of being subjected to the explosion shock, further protecting the rear
material from the stress it bears, improving the overall energy absorption characteristics of
the material, and further reducing the explosion shock at the rear of the material. Under
the premise of the same foam metal as rigid support and the same surface porosity, glass
fiber has higher fiber density, better anti-deformation ability, and absorbs more shock wave
overpressure released by gas explosions.

3.2. Comparative Study of the Flame Propagation Blocking Effect

The relationship between flame propagation speed and propagation distance is shown
in Figure 4. In experiments 1 to 4, the speeds detected by the sensors at the rear of the
explosion-proof material are 65.28 m/s, 57.32 m/s, 52.18 m/s, and 33.48 m/s, respec-
tively. After calculation, the flame propagation speed decreases by 216.27 m/s, 164.17 m/s,
151.09 m/s, and 160.30 m/s, respectively. The results show that adding a fiber material core
layer to the foam iron–nickel panel can absorb and suppress the further propagation of the
flame, thereby achieving the purpose of improving the explosion-proof effect. The reason
for this is that when the flame passes through the fibers inside the foam metal, a “channel”
that is smaller and denser than the original foam metal is formed. When the flame flows
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in the denser “channel,” the oxygen supply of the flame is further blocked, achieving the
purpose of more easily isolating the flame propagation [41,42]. Similar to the experimental
results of explosion overpressure suppression, glass fiber core layer material has the best
flame propagation suppression effect.
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The flame propagation speed attenuation rate of the explosion-proof material before 
and after experiment 4 is 89.60%, the maximum flame propagation speed is 174.091 m/s, 
and it has the best blocking effect on the explosion flame propagation. The flame 
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Figure 4. Flame speed–distance data.

Figure 5 shows a graph of the flame propagation velocity suppression effect data. The
flame propagation velocity detected at the rear end of the flame retardant material was
reduced for all conditions, with the attenuation rate ranging from 74.12% to 89.60%.
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Figure 5. Flame velocity suppression effect data.

The flame propagation speed attenuation rate of the explosion-proof material before
and after experiment 4 is 89.60%, the maximum flame propagation speed is 174.091 m/s,
and it has the best blocking effect on the explosion flame propagation. The flame propaga-
tion speed attenuation rates of experiments 1 to 3 are similar, at 74.13%, 74.12%, and 74.33%,
respectively. The maximum flame propagation speeds are 221.486 m/s, 203.275 m/s, and
192.852 m/s, respectively. The maximum flame propagation speeds of experiments 2 to 4
are all lower than for experiment 1 to different degrees, which indicates that the protection
effects of experiments 2 to 4 are all better than experiment 1 under the impact of flame.

Figure 6 shows the flame propagation effect diagram at the end of the explosion
pipeline. It can be seen from the pictures of experiment 4 that only part of the smoke and
gas are diffused from the end of the pipeline, and there is no situation where the material
or flame rushes out of the end of the explosion pipeline. The experimental effect is the
best. In experiment 3, only a large amount of smoke was sprayed out under the premise of
ensuring the integrity of the experimental material. The experimental effect is better. In
experiment 2, a small amount of carbon fiber material was sprayed out of the pipeline along
with smoke, and the integrity of the core material was not guaranteed. The experimental
effect is the worst. By comparing the explosion overpressure and flame propagation results
of each working condition and combining the analysis of the actual effect at the end of the
experimental pipeline, it is once again demonstrated that adding tough fiber materials to
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foam metal can effectively improve the overall explosion-proof performance of the material
compared to single foam metal experiments.
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3.3. Comparative Study of the Flame Temperature Barrier Effect

Figure 7 shows the flame temperature–distance data before and after different explosion-
proof materials. As can be seen from the figure, the overall trend of flame temperature
propagation is similar to that of explosion overpressure and flame propagation speed.
After adding flexible fiber materials to the foam metal material, the explosion-proof effect
is better than that of a single foam metal material. Glass fiber has the best effect on the
explosion-proof material with a fiber core layer, followed by aramid fiber, and carbon fiber
has the worst effect on the explosion-proof material.
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The temperature values detected at the rear of the explosion-proof materials in exper-
iments 1 to 4 are 96.112 ◦C, 69.578 ◦C, 85.770 ◦C, and 44.875 ◦C, respectively. The flame
temperature drop amplitudes are 1094.928 ◦C, 1141.572 ◦C, 1219.490 ◦C, and 1232.695 ◦C,
respectively. The temperature attenuation rates are 91.93%, 94.26%, 93.43%, and 96.49%,
respectively. It can be seen from the experimental results of flame temperature attenuation
and temperature change that the explosion-proof materials composed of three different
fiber core layer materials are still slightly better than the single foam metal material in terms
of flame temperature suppression, and the experimental results of the glass fiber core layer
are still the best.

Figure 8 shows the comparison of the extinction parameters of different explosion-
proof surfaces. The extinction parameter at the rear of the explosion-proof material in
experiment 4 is 1.53 MPa·◦C, and the explosion-proof effect is the best. The extinction pa-
rameters at the rear of the explosion-proof materials in experiments 1 to 3 are 10.09 MPa·◦C,
4.66 MPa·◦C, and 7.63 MPa·◦C, respectively. The values of the extinction parameters
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before and after the materials are 755.75 MPa·◦C, 546.41 MPa·◦C, 564.07 MPa·◦C, and
542.72 MPa·◦C, respectively. When the extinction parameter is lower than 390 MPa·◦C,
people and equipment are within the relative safety limit, and the lower the extinction
parameter, the better the protection effect. Data analysis shows that experiment 1 has a
larger extinction parameter drop because the explosion-proof material has a larger initial
explosion overpressure value at the front end, which leads to an increase in the extinction
parameter. The extinction parameter values at the rear of the materials in experiments
2 to 4 are lower than in experiment 1, indicating that this core layer design can more
effectively reduce the damage to the protected target caused by explosion shock, flame,
and temperature.
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3.4. Analysis of the Effect of Different Composite Materials to Prevent the Explosion

Experimental studies have found that adding different types of fiber materials to foam
metals can effectively improve the overall explosion-proof performance of the experimen-
tal materials. Figure 9 shows a schematic diagram of a fiber–foam metal core structure
composite material. When the explosion shock wave and flame impact the explosion-proof
surface of the foam metal, the explosion and flame impact will penetrate the interior along
the sawtooth of the explosion-proof surface. The explosion shock wave and flame are
highly concentrated in this area and cause deformation, energy reflection, and scattering
at the wall surface when entering the foam metal, thereby achieving the effect of making
the material explosion-proof. Adding different types of fiber materials as the core layer in
the material can form a “channel” that is smaller and denser than the original foam metal
fine pores, which increases the propagation path, further inhibits the occurrence of chemi-
cal reactions, and buffers the foam metal while the deformation makes the experimental
material absorb more energy holistically, thereby achieving the purpose of improving the
explosion-proof effect.
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In the experiment, the overall explosion-proof effect of adding glass fiber to foam
metal is better than that of other fiber material experiments. The preliminary analysis
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shows that the fiber density of glass fiber material is higher, so the overall explosion-proof
effect of glass fiber is better.

In order to observe more intuitively the state of the foamed FeNi metal before and
after the passage of the overpressure shockwave and flame, a scanning electron microscope
(SEM) was used to take pictures of the foamed metal before and after the experiments
(Figure 10). The changes in the foamed metal material in the microscopic view can clearly
be distinguished, which will help with future research on energy absorption in foamed
metal. A comparison of the images shows that the surface structure of the foamed metal
received damage and became rougher after the shockwave overpressure and the passage of
the flame, along with traces of cracking, melting, ablation, and material detachment, which
changed the pore structure of the foamed metal. When the surface of the foamed metal was
observed at magnification, the surface changes were evident after the passage of the flame,
presumably as a result of oxidation or other chemical reactions.
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(500×). (e) Pre-experiment (2000×). (f) Post-experiment (2000×).

4. Conclusions

This experiment used a self-designed explosion tube network experimental platform
to study the energy absorption performance of three different fiber core layer blast-resistant
composite materials on methane–air mixture gas explosions. The energy absorption effect
of blast-resistant composite materials with flexible fiber core layers is more significant
than that of single foam metal structures. At the same time, the composite material
using glass fiber as the core layer has stronger energy absorption performance than the
composite materials using carbon fiber and aramid fiber and can provide better protection
for the target. In short, by selecting different flexible core layer materials for research, it is
helpful to reduce the production cost and reduce the overall weight of the material while
ensuring that the overall energy absorption performance of the blast-resistant material
is further improved. We believe that our research can not only provide experimental
verification for the improvement of the energy absorption performance of foam metal
structure blast-resistant materials, but also provide experimental solutions and theoretical
analysis for the measurement of energy absorption performance. This study provides
enlightenment for further optimizing the energy absorption performance and application
of foam metal structures.

5. Patents

Patent application for research-related content: a kind of high-efficiency explosion-
proof wall composite energy-absorbing and diffusion-resistant material, No. 202310992747.9.
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Abstract: The energy-absorbing capacity and friction phenomena of different closed-cell aluminium
foam-filled Al tube types are investigated through experimental compression tests. Concerning the
kind of investigation, free, radial-constrained and friction tests occurred. The radial-constrained
compression test results confirm that the process requires significantly more compression energy than
without the constrain. Pushing away different pre-compressed foams inside the aluminium tube,
the static and kinematic frictional resistances can be determined and the energy required to move
them can be calculated. Knowing the value of the energy required for the frictional resistance, we can
obtain how much of the energy surplus in radially inhibited compression is caused by the friction phe-
nomena. The main goal present study is to reveal the magnitude of friction between the foam and the
wall of the tube during the radially constrained test. The investigation used 0.4 and 0.7 g/cm3 density
closed-cell aluminium foam whilst a compressive test was applied where the force–displacement
data were recorded to calculate the absorbed energy due to friction. Considering the results of the
test, it can be stated that 18% of the invested energy was used to overcome friction in the case of
lighter foam and almost 23% with 0.7 g/cm3 foam during the radial-constrained test.

Keywords: friction; closed-cell aluminium foam; compression test; radial constrain; absorbed
energy; crashworthiness

1. Introduction

Aluminium foams with closed cells are used in structural applications and provide
lightweight and impact-absorbing qualities for automobiles [1–4]. These foam’s mechanical
characteristics are shaped by the way their topology and geometry change upon impact.
Made with powder metallurgy, these materials have significant energy absorption capaci-
ties and are deemed promising for use in a range of sectors [5–7]. According to research,
vehicle crash boxes filled with aluminium foam have far better energy absorption per
unit mass and length, allowing for shorter crash boxes with the same amount of energy
absorption [8–11]. Through the creation of a lightweight, modular composite framework
that can be adjusted for impact absorption, this technique improves structural safety in
automobiles [12]. Research has investigated the application of foam-filled aluminium
tubes in automobile production to improve crashworthiness and maximise lightweight
design. Pore structure, cell wall flaws, and cell wall microstructure are some of the ele-
ments that affect the mechanical characteristics of closed-cell aluminium foams [13–15].
The energy absorption capacity of closed-cell aluminium foam remains almost constant
throughout a range of strain rates, but the compressive behaviour exhibits notable strain
rate hardening [16,17]. When compared to other cellular metals, the specific energy ab-
sorption of closed-cell aluminium foam demonstrates a fair degree of agreement in terms
of deformation energy. The mechanical response of closed-cell aluminium foam can now
be predicted quickly, reliably, and accurately thanks to the development of a computer
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model that has been verified by experimental data [18–21]. The mechanical properties of
closed-cell aluminium foams have been extensively studied in both confined and uncon-
strained situations [22–24]. Additionally, the same foams have been tested and placed into
tubes. From the point of view of crashworthiness safety development, the main goal of the
investigation is to maximalise the energy absorbing capacity of the actual foam, without
significant weight increase [25,26]. One of the most improved ways to reveal the absorbing
behaviour of the foam is the radial-constrained compression condition. This means the
foam is inserted into a thin-walled structure as, for example, the crash box is, and this
porous material is compressed inside the inhibitor. The inhibitor could be made from
different materials such as aluminium tubes or plates, but the composite is also applied as
a constraint [27–29]. However, the relationship between the energy surplus and the friction
phenomenon occurring during the radial force test is not detailed in the literature.

Due to the surface complexity of a closed-cell foam, it is hard to define its surface
roughness and its friction conditions. The size of the cells has an effect not only on the
energy-absorbing capacity but also on the friction between the foam and the connected
surface [30]. One important component of material behaviour that affects the functionality
and uses of closed-cell aluminium foams is friction [31–34]. However, there was no relevant
information about friction inside of the Al tube during the radial-constrained compression
test. Therefore, the main goal of the present research was to reveal the magnitude of
Coulomb friction during a radial-constrained test of closed-cell aluminium foam, for which
a complex friction measurement method was used. This study is part of more complex
research, namely the enhancement of vehicle crash safety with structural solutions, where
the goal is to create a multi-membered crash box structure filled with metal foam. The re-
sults detailed here significantly help our further development work, and hopefully provide
useful and inspiring information on the science of crashworthiness with metal foam.

2. Materials and Experimental Methods
2.1. Preparation of Specimens

The present research focuses on the energy-absorbing behaviour of closed-cell alu-
minium foam to which the base material was manufactured by Behai Composite Materials
Co. (Jiujiang, China) in the form of 600 × 600 × 30 mm blocks with two different densities,
numerically 0.4 and 0.7 g/cm3 [35]. The chemical ingredients of the foam were as follows:
97% aluminium powder, 3% foaming agent, 1% TiH2, increasing viscose, and 2% Ca. They
are environmental protection elements that have no pollution. For the compressive test,
30 mm diameter and height specimens were made using a waterjet cutting process. Owing
to the precise cutting process, the specimens had a consistent height and diameter which
were measured using a digital calliper at more points along the foam’s height. To not influ-
ence the test results by the possible inner material or structure issues of foam specimens, all
of the measurements were repeated three times to increase the statistical meaning, but the
later results are around the mean of values. During the radially constrained investigation,
the foam specimens were inserted into a 30 mm inner diameter aluminium tube with a wall
thickness of 5 mm and 65 mm height and compressed using a pushing plate with a 28 mm
nominal diameter and 3 mm thickness. The tube preparation did not require any type of
surface finishing or machining over the cutting up with 65 mm. Considering the material
of the tube and pushing plate, the AlMgSi AW EN6061 was applied as one of the frequently
used materials in the field of automotive construction, mainly in the bumper system and
its accessories. Between the test machine crosshead and the pushing plate, a so-called push
rod was inserted in the form of a 28 mm nominal diameter tube. The prepared specimens
before the test are presented in Figure 1, whilst their geometry data are collected in Table 1.
According to the dimensions and weights, the theoretical densities are confirmed.

104



Materials 2024, 17, 3344

Materials 2024, 17, x FOR PEER REVIEW 3 of 22 
 

 

The prepared specimens before the test are presented in Figure 1, whilst their geometry 

data are collected in Table 1. According to the dimensions and weights, the theoretical 

densities are confirmed. 

 

Figure 1. Specimens for the test. 

Table 1. Dimensions of specimens. 

Designation of Specimens 

Lighter Foam Denser Foam 

Mass [g] Volume [cm3] Density [g/cm3] Mass [g] 
Volume 

[cm3] 

Density 

[g/cm3] 

SP1 9.24 21.21 0.43 14.25 21.19 0.67 

SP2 9.20 21.17 0.43 14.05 21.19 0.66 

SP3 9.31 21.09 0.44 14.31 21.32 0.67 

Average 9.25 21.15 0.43 14.20 21.26 0.67 

2.2. Test Conditions and Tools 

For the test, a INSTRON 8801 servo hydraulics material fatigue test machine was 

used, connected with a data collector and analysis software, namely WaveMatrix v.2, to 

record the force and displacement values. The velocity of the crosshead of the test machine 

was constant at 1 mm/s, whilst the system data recording frequency was 1000/s. The dis-

placement is recorded using an implement displacement encoder, and the force is de-

tected using a load cell with a limit of 100 kN. The measurement was carried out in an 

accredited laboratory and the measuring instrument had a valid calibration and verifica-

tion logbook at the time of measurement. Before the test, owing to the prevention of tech-

nical integrity of the load cell, the 80 kN maximum force limit was adjusted; if this condi-

tion was exceeded, the operation was immediately blocked. The components of the test 

machine are in Figure 2. 

Figure 1. Specimens for the test.

Table 1. Dimensions of specimens.

Designation of Specimens
Lighter Foam Denser Foam

Mass [g] Volume [cm3] Density [g/cm3] Mass [g] Volume [cm3] Density [g/cm3]

SP1 9.24 21.21 0.43 14.25 21.19 0.67
SP2 9.20 21.17 0.43 14.05 21.19 0.66
SP3 9.31 21.09 0.44 14.31 21.32 0.67

Average 9.25 21.15 0.43 14.20 21.26 0.67

2.2. Test Conditions and Tools

For the test, a INSTRON 8801 servo hydraulics material fatigue test machine was
used, connected with a data collector and analysis software, namely WaveMatrix v.2, to
record the force and displacement values. The velocity of the crosshead of the test machine
was constant at 1 mm/s, whilst the system data recording frequency was 1000/s. The
displacement is recorded using an implement displacement encoder, and the force is
detected using a load cell with a limit of 100 kN. The measurement was carried out in an
accredited laboratory and the measuring instrument had a valid calibration and verification
logbook at the time of measurement. Before the test, owing to the prevention of technical
integrity of the load cell, the 80 kN maximum force limit was adjusted; if this condition was
exceeded, the operation was immediately blocked. The components of the test machine are
in Figure 2.

2.3. Scheme of Compressive Tests

The main goal of the present investigation is to reveal the effect of friction concerning
the radial constraint between the foam and tube compared with the uniaxial (without radial
constraint) test. First, the foam was loaded using the crosshead without any radial inhibitor,
resulting in a uniaxial compressive test. As a continuation of the test, the foams were
inserted into the above-mentioned aluminium tube. The scheme of the radial constrained
version can be seen in Figure 3.

The nominal diameter of foam specimens is equal to the inner nominal diameter of the
tube and pushing plate, but to reveal the type of fit between them the real dimensions must
be considered. Taking into account the real diameters, the transition fit occurred between
the foam and the tube; so, to make this fit, a slight assembling force had to be applied on
the foam. Concerning the fit of the pushing plate and tube clearance, the type of fit was
applied to not influence the friction measurement between the foam and wall of the tube
during the compression test. In the case of the pushrod, the type of fit does not make sense,
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since the nominal size of them is not the same. In order not to influence the measurement
results, no lubricant was used for the assembly or during the compression test.
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3. Radial-Constrained and Friction Test
3.1. Steps of Radial-Constrained Test

During the test, the foam is loaded using axial compressive force inside the aluminium
tube. Considering the Poisson effect of materials, the compression or tensile load is ac-
companied with radial strain [36]. In this case, the compression caused by radial strain is
inhibited by the wall of the tube. Considering the closed foam structure as a 2D hinged
structure, the DoF of its lateral node is blocked in the direction of the y-axis, increasing the
stiffness and strength of construction. The simplified structures with nodes can be seen in
Figure 4, where Fc

y . is the force of the compressive load by the node, Fs
y . is the supporting

or reaction force, FN is the radial normal force, whilst Fµ represents the friction force.
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However, it must be taken into account as an apparent stiffness enhancement caused
by the presence of the wall of the tube and the inhibition of radial size increase. Owing to
the inhibition of lateral displacement, the load results in cell wall deformation require more
energy during the axial displacement. The cell wall can be matched with as a bar of the 2D
hinged structure. Due to the presence of friction resistance between lateral nodes and the
wall of constraint, the compression requires even more energy. Furthermore, considering
the Poisson effect and the scale of the contact surface between the foam and tube, the
conditions of friction resistance change continuously, affecting the required load. It was
important to reveal the volume of the energy requirement concerning overcoming this
friction resistance during the radial constrained test.

3.2. Method of Friction Test

The friction investigation could be divided into three main stages. In the case of the
first stage, both density foams (0.4 g/cm3 and 0.7 g/cm3) were loaded individually via
compression with 25 mm crosshead displacement, namely, a free compression test occurred.
The test was applied three times. In the follow-up, the foam specimens were inserted into a
tube, and the load was placed inside the tube using the pushing rod and plate. The applied
displacement was the same, numerically 25 mm. Comparing the results of these two tests,
the absorbed energy surplus of the radial-constrained version can be expressed easily.

To obtain the friction-caused energy proportion of this absorbed energy surplus, the
third test stage is required. This process contains more sub-steps that continuously modify
the constraints of the structure. Considering the radially constrained test seen in Figure 3,
five different sections were made using different strains concerning the foam. In the
case of the first specimen, the foam was inserted into the tube and non-loaded with any
compression force. In the case of the second specimen, the foam is compressed with a 5 mm
displacement, resulting in a 25 mm height. The third specimen is compressed with a 10 mm
displacement to obtain a 20 mm height. The fourth and fifth ones are compressed with
15 and 20 mm, respectively. After the compression loads, the pre-compressed specimens
are rotated and, using a push plate and pushrod, the foam is pushed away inside the tubes
whilst the displacement is recorded to obtain information about the friction resistance.

Considering the five different compression states—owing to the Poisson effect—the
radial/normal force (Pmax) between the tube wall and the foam gets higher and higher
whilst the area of the contact surface is modified, influencing the friction resistance during
the foam displacement inside the tube. The concepts are introduced in Figure 5. The
meaning of the colours is next. The green vectors describe the radial normal force (Pmax)
generated by the Poisson effect. The direction of vectors shows the direction of radial
force loading the wall of the tube, whilst the length of them represents the magnitude of
this normal force. The red lines indicate the friction force which is influenced by the Pmax
and friction coefficient (µ). The blue hatched area symbolises the final position of the pre-
compressed foam after they were pushed away inside the tube with a 30 mm displacement.
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4. Friction and Contact Surface Issue
4.1. Friction Phenomena

Friction is one of the most interesting resistances in the field of engineering since
sometimes it must be avoided, but sometimes, without its presence, the process cannot
occur [37,38]. The friction is the resistance of the movement that occurs between the objects.
The values strongly depend on more parameters like surface roughness, normal force, the
speed difference between the contact surfaces, and the presence or lack of the lubricator.
The friction force can be expressed using the well-known Coulomb Formula (1) [39,40].

Ff ric. = µ · FN (1)

where µ is the friction coefficient, whilst FN is the normal force between the connected
objects. Physics fundamentals include the ideas of static and kinetic friction, and during the
present test, both of them must be considered. Kinetic friction happens between surfaces
that are moving, whereas static friction is the force that stops an item from moving when a
force is applied [41–43]. While the coefficient of kinetic friction affects kinetic friction, the
coefficient of static friction determines the amount of static friction concerning the normal
force. Static friction often outweighs kinetic friction. The theoretical graph of the friction
issue is introduced in Figure 6.
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4.2. Contact Surface Calculation

According to the science of friction, the contact surface size is not a crucial parameter
during the investigation of friction issues. According to Figure 5, in this case, the nor-
mal force (Pmax) and the size of the contact area are also changed continuously, affecting
the friction resistance and influencing the energy requirement for the movement of pre-
compressed foam. Due to the porous structure and surface of metal foams, it is not easy to
define the exact area of contact surfaces of specimens inside the tube. To be informed about
the scale of the contact area of cylindrical specimens, we performed microscopic analysis.
For the image acquisition, the Zeiss Smartzoom 5 smart digital microscope was used with
its own official Zeiss Zen v3.8 core software, presented in Figure 7.
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Figure 7. Microscope investigation to reveal the size of void inclusions and their deviations.

Using the built-in digital measurement tools of the microscope, it is easy to measure
the size of void inclusions and calculate the average distribution density. The print screen of
the microscopic view with the dimension measuring tool is in Figure 8. Both density-type
foams were subjects of the microscope measurements and presented the standard deviation
in the Gauss diagram, whose results can be seen in Figure 9. The average void inclusions
are 3680 µm and 2570 µm in the case of 0.4 g/cm3 and 0.7 g/cm3 density foam, respectively.
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Figure 9. The Gauss curve around size of void inclusions of each foam.

To reveal the size of the contact surface between the foam and tube wall, a 100 mm2

unit area was first taken into account, where the number of cells can be easily to counted
using a digital microscope and then extended for the whole surface of the cylindrical
specimen, considering the aforementioned and detailed standard deviations. According
to this method, 14.6 cells can be accounted for per unit of 100 mm2 area in the case of
0.7 g/cm3 type foam, and 8.3 cells in the case of 0.4 g/cm3 foam. Applying this calculation
to the entire casing of the cylindrical test specimen, the contact area is the sum of the wall
thicknesses between the inclusions on the surface. In the case of the 30 mm in diameter and
height cylindrical solid specimens, they would have a 9.42 cm2 surface. Considering the
number, size and deviation of void inclusions, the outer contact surface of foam is 2.42 cm2
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in the case of denser foam, and 1.13 cm2 in the case of 0.4 g/cm3 type foam. These values
are considered in the case of foams before the loading. Compressing the foam results in
more and more cell deformation involving contact surface modification. The representation
of this contact surface issue by the 0.4 and 0.7 g/cm3 foam is introduced in Figure 10,
painted in red.
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5. Evaluation Criteria

More evaluation criteria were used during the investigation to analyse the effect of
the radial constraint and the friction between the foam and tube. The present study is a
part of vehicle crashworthiness safety development; therefore, the absorbed energy by the
foam is a focus area, as used for evaluation criteria. To obtain the absorbed energy by the
specimens, the area under the force–displacement curve must be considered using graph
integration (2), with Joules as the units of the values [44–46]. Concerning the closed-cell
aluminium foam force–displacement test, the diagram can be divided into three main
sections, namely the linear elastic section, plateau stage and densification zone [47–50].
Referring to this period, the absorbed energy is determined in the function of displacement
to reveal the absorbing behaviour of each section as well.

EA =
∫

F(x)dx [J] (2)

From the point of view of vehicle crashworthiness safety development, weight op-
timisation is another crucial requirement; therefore, SEA, defined as Special Energy Ab-
sorbing, occurred, as one of the most frequently applied evaluation criteria in this research
field (3) [51,52]. To determine this value, the ratio of absorbed energy and mass of speci-
mens was calculated. However, according to another view, not only is the mass a crucial
criterion, but the volume of energy absorber components of the crumple zone is also.
Naturally, a larger crumple zone could involve higher absorbing capacity, but this scale
is strongly limited by the required aesthetic design and shape. Unduly enlarged crumple
elements take space away from other important components such as coolers, inverters, and
control units, and can significantly reduce the car’s payload storage space [53]. Considering
this issue, the definition of Volume Fraction (4) is used as a kind of useful complement or
alternative to the frequently used SAE.

SEA =

∫
F(x)dx

m

[
J
g

]
(3)

VF =

∫
F(x)dx

V

[
J

cm3

]
(4)

where
∫

F(x)dx is the absorbed energy of the relevant zone, m is the mass, and V is
the volume of the foam specimen. Using the Crashing Force Efficiency as an evaluation
criterion, the ratio of the first maximum force and the mean value of the plateau zone can
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be expressed (4). Regarding the interpretation of CFE, the value is accounted in units of
percent, and the main goal is to reach higher and higher efficiency [54,55].

CFE =
Fplateau

avrg.

Fmax
[%] (5)

where Fplateau
avrg is the average resistance force of foam during the compression, whilst the

F_max is the first maximum force of compression. The closed-cell aluminium foam could be
a useful energy absorber in the crumple zones of vehicles, where the consistent absorbing
behaviour is one of the most important requirements. Using the Crashing Force Fluctuation
is suitable for analysing the assessment compliance with this criterion focusing on the
section of plateau. The CFF is accounted as the ratio between the real absorbed energy
of the plateau zone and the mean force-based absorbed energy of the plateau zone (6).
This evaluation consideration is frequently named ULC—Undulation of Load Carrying
Capacity [56–58].

CFF =

∫
|F(x)− Fm|dx∫

F(x)dx
(6)

where
∫
|F(x)− Fm|dx is the energy different considering the real and mean of crushing

force, while
∫

F(x)dx is the real absorbed energy.

6. Results of Uniaxial Load

As the first step, the foams were loaded by 1 mm/s without any type of radial inhibitor
accessories. The foam graph followed the typical force–displacement diagram with linear
elasticity, plateau and densification. To obtain a stress–strain curve, compressive force must
be divided by the initial cross-sectional area perpendicular to the loading direction. The
effect of foam density can be considered; concerning the first maximum force, lighter (0.4)
and denser (0.7) foam have 5.66 kN and 7.94 kN, respectively, as the first local maximum in
the force–displacement curve. During the test, the ISO 13314 (2011) standard is taken into
consideration, according to which the plateau stress is the arithmetical mean of the stresses
at 0.1% or smaller strain intervals between 20% and 30% or 20% and 40% compressive
strain [59]. The mean value of plateau stress was less with 15% in the case of lighter foam
than the denser one. Numerically, the average stress in the plateau zone was 6.92 MPa
concerning lighter ones and 12.26 MPa in the case of denser. The end of the plateau zone
is defined by the above-mentioned ISO standard as the point in the stress–strain curve at
which the stress is 1.3 times the plateau stress. Considering this rule, it is easy to define the
densification point of the specimen, numerically 64.28% and 50.53% regarding the lighter
and denser foam, respectively. The graphs of the free compression tests are presented in
Figure 11, where the vertical dotted lines indicate the end of plateau.
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Figure 11. Displacement force and stress–strain curves of free compression test.
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7. Results of Radial-Constrained Test

The hypothesis according to which the radially constrained foam results in a higher
energy level during its compressive load is confirmed by the present investigation as
well. The typical sections such as linear elastic zona, plateau and densification can be
observed in this test situation as well. However, the plateau zone has a shorter length and
a slight steepness compared with the uniaxial load version. During this compressive load,
the force displacement shows higher characteristics, explained by the above-mentioned
apparent strength increase and friction. Numerically, the plateau zone in this case can
be characterised with 24.48 MPa in the case of denser foam, while with the lighter foam,
this value was 9.51 MPa. Another significant deviation between the two concepts was the
densification strain. The results of the radially constrained test are in Figure 12 and are
compared with the uniaxial load.
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Figure 12. Displacement force diagram to compare the free and radial-constrained compressive tests.

8. Absorbed Energies and Efficiencies

Considering the energy levels, the 0.4 g/cm3-type foam in the radial-constrained
version was able to absorb 32.5% more energy during the compression compared with
the uniaxial load concept. The 0.7 g/cm3 foam called for 90.5% more compression energy
during the radial-constrained test. Since the tube wall inhibited the radial deformation
of cells of foam specimens, the end of the plateau zone in these cases occurred earlier.
Numerically, the 0.4 gm/cm3 and 0.7 g/cm3 foam have plateau stress with 7.8 MPa and
14.5 MPa, respectively. Considering the above-mentioned ISO standard, it is easy to define
the end of the plateau since it is 1.3 times of plateau value. The end of the plateau is the
starting moment of the densification zone, which occurred at a strain of 64.28% and 53.86%
in the case of 0.4 g/cm3 foam during the free and radial-constrained test, respectively. With
the same conditions, the appearance of densification of the denser foam was 50.53% and
47.19%. Analysing the crashworthiness behaviour of the absorber, the plateau zone has a
dedicated role; therefore, the absorbed energies and efficiencies are calculated concerning
the plateau zone as well. The plateau zone and densification issues are collected in Table 2.
The SAE and VF values are not relevant for the foam in the case of the radially constrained
test, since in that case the weight and volume of the aluminium tube and the accessories
ought to be taken into account as well. The results of the present investigation could be also
validated by the study of Yang et al. where different density types of closed-cell aluminium
foams were tested and confirmed the values of 0.43 and 0.7 foam as well [60].

As it was mentioned above, the loading was limited at 80 kN due to the prevention
of the overloading of the load cell; therefore, the radially constrained compression test of
the 0.7 g/cm3 foam was able to run up to a strain of 66.29% which only corresponds to the
displacement of 19.88 mm. The energies are collected in Tables 3 and 4; these are presented
in Figures 13 and 14.
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Table 2. Plateau range relevant results.

Results Free Compr. Test of
0.4 g/cm3

Radial Const. Test of
0.4 g/cm3

Free Compr. Test of
0.7 g/cm3

Radial Const. Test of
0.7 g/cm3

Plateau stress (20–40% strain) [MPa] 6.92 9.51 12.26 24.48
Nominal strain of end of plateau [%] 64.28 53.86 50.53 47.19

Stroke of end of plateau [mm] 19.28 16.15 15.16 14.16
EA up to end of plateau zone [J] 93.96 104.33 126.13 225.31

SEA up to end of plateau zone [J/g] 10.15 not relevant 8.88 not relevant
VF up to end of plateau zone [J/cm3] 13.31 not relevant 17.86 not relevant

CFE up to end of plateau zone [%] 77.91 106.13 108.43 112.54
CFF of plateau zone [%] 0.15 3.8 1.11 29.61

Table 3. Absorbed energy by 0.4 g/cm3 foam in each period given in Joules.

Stroke [mm] Free Compression Test Radial-Constrained Test Differential

0–5 20.87 J 23.86 J 2.99 J +11.4%
0–10 43.48 J 53.37 J 9.89 J +22.7%
0–15 68.88 J 94.42 J 25.54 J +37.1%
0–20 97.51 J 149.79 J 52.28 J +53.6%

Table 4. Absorbed energy by 0.7 g/cm3 foam in each period given in Joules.

Stroke [mm] Free Compression Test Radial-Constrained Test Differential

0–5 31.53 J 59.84 J 28.31 J +89.7%
0–10 72.21 J 142.93 J 70.72 J +97.93%
0–15 121.54 J 244.03 J 122.49 J +100.1%
0–20 190.03 J 415.18 J 225.03 J +118.48%
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Figure 13. Absorbed energy by 0.4 g/cm3 foam between 10 and 80% nominal strain.
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Figure 14. Absorbed energy by 0.7 g/cm3 foam between 10 and 60% nominal strain.
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9. Results of Friction Measurement

As the description above confirmed, the radially constrained condition for foam
involves a higher compressive energy requirement due to the inhibited cell deformation
and the overcoming of friction between the foam and the wall of the tube. The main goal of
this study is to reveal the friction proportion during the radial-constrained load. The steps
of the friction measurement are introduced in Section 3.2.

Firstly, the 0.4 g/cm3 foam was partially loaded by 5 mm compression displacement.
Then, the pre-compressed foam was pushed via the tube from the other direction via the
tube with 30 mm of displacement whilst the force–displacement curve was recorded to
obtain a friction chart about the movement. The measurement was continued by pre-
loading another foam specimen with a displacement of 10 mm and then pushing it through
the tube from the other direction with a displacement of 30 mm. This step was followed
with 15 and 20 mm pre-loading and friction measurements. Naturally, the process was
repeated, involving 0.7 g/cm3 foam as well.

According to the measurement, the graph follows the typical static–kinematic form
of a diagram. The results of the test confirmed the initial hypothesis, according to which
the notable part of the energy surplus occurred in the radially constrained test caused by
friction. Through analysing the graphs, the typical kinematic and static resistance can be
obtained. When the 0.4 g/cm3 foam was pre-compressed with 5 mm displacement, 0.51 kN
force was applied to move it in the tube, and then the kinematic friction prevailed and
called for a 0.29 kN moving force. Observing these values regarding pre-compressed foam
with 10 mm, the kinematic resistance was 0.32 kN, whilst the static value of it was 0.97 kN.
In the pre-loaded foam using 15 mm compression, the static resistance required 1.47 kN
force, whilst the kinematic result showed 0.69 kN. In the case of the 20 mm-pre-loaded
foam, the static resistance was 1.85 kN, and the kinematic resistance was 0.91 kN. And
naturally, it is important to know the friction of foam without pre-load. In this condition, the
movement required 0.16 kN force to overcome the static friction and 0.06 kN force to keep
it moving. Then, the friction investigation steps were repeated, related to the 0.7 g/cm3

foam as well. As was expected, the friction resistances were significantly higher, since the
connection area of specimens is larger. This surface phenomenon is confirmed using the
void-area calculation via the smart microscope view detailed in Section 4. The test includes
5–10–15–20 mm pre-compression where the static frictions were 0.87 kN; 7.89 kN; 10.05 kN;
and 12.21 kN, respectively. The movement of the non-pre-loaded specimen called for
0.53 kN force to overcome the static friction. The forces required to keep the test specimens
in motion to exceed the kinematic friction are, respectively: 0.26 kN; 3.25 kN; 4.53 kN; and
5.77 kN. In the case of the non-pre-loaded version, the foam movement required 0.08 kN.
The results of the friction measurement step-by-step are presented in Figure 15, whilst
Figures 16 and 17 summarise the graphs of each foam. Table 5 is about the collection of
static and kinematic friction resistance in the function of pre-loading specimens. After
the pre-compressed foam is pushed away inside the tube, the worn, scratched surface is
well-observed. A section view was made about the 15 mm pre-compressed foam after the
friction, measuring to show the surface roughness and the final position of the foam. The
section view is presented in Figure 18 and is compared with the initial sketch drawing.

Considering the results of the above test, the friction graph of the radial-constrained
tests can be constructed using the values of kinematic friction forces and the initial static
friction force. These graphs are introduced in Figures 19 and 20. The diagrams start with
the first local maximum presenting the overcoming of static friction, then are followed
by the kinematic friction resistance, which can be observed. However, due to the inner
compression of the foam, the radial force (Pmax) between the foam and the tube wall
increases continuously, which is manifested in an increasing kinematic friction characteristic.
The radial compression (Pmax) increase issue is presented in Figure 5, indicated by green
arrows. Using the linear trend line, the friction resistance can be predictable as a function
of further displacement. The usefulness of the friction functions is that they can be used to
determine how much energy is required to overcome the frictional resistance arising during
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the radially inhibited compaction. To define this energy, the integration of friction graphs is
required, with up to 25 mm displacement; these are then divided into different ranges.

Materials 2024, 17, x FOR PEER REVIEW 14 of 22 
 

 

 

 

 

 

0

0.1

0.2

0.3

0 5 10 15 20 25 30

F
o

rc
e 

[k
N

]

Displacement [mm]

Friction test with non-loaded foam

0,4g/cm3 0,7g/cm30.7 g/cm30.4 g/cm30.4 g/cm3

0

0.4

0.8

1.2

0 5 10 15 20 25 30

F
o

rc
e 

[k
N

]

Displacement [mm]

Friction test with 5mm pre-compressed foam

0,4g/cm3 0,7g/cm30.4 g/cm3 0.7 g/cm3

0

3

6

9

0 5 10 15 20 25 30

F
o

rc
e 

[k
N

]

Displacement [mm]

Friction test with 10mm pre-compressed foam

0,7g/cm3 0,4g/cm30.4 g/cm30.7 g/cm3

0

5

10

0 5 10 15 20 25 30

F
o

rc
e 

[k
N

]

Displacement [mm]

Friction test with 15mm pre-compressed foam

0,7g/cm3 0,4g/cm30.4 g/cm30.7 g/cm3

Materials 2024, 17, x FOR PEER REVIEW 15 of 22 
 

 

 

Figure 15. Friction graphs of each pre-compressed specimen pushed away inside the tube. 

 

Figure 16. Comparison of friction graphs of 0.4 g/cm3 foam. 

 

Figure 17. Comparison of friction graphs of 0.7 g/cm3 foam. 

  

0

5

10

0 5 10 15 20 25 30

F
o

rc
e 

[k
N

]

Displacement [mm]

Friction test with 20mm pre-compressed foam

0,7g/cm3 0,4g/cm30.4 g/cm30.7 g/cm3

Figure 15. Friction graphs of each pre-compressed specimen pushed away inside the tube.

115



Materials 2024, 17, 3344

Materials 2024, 17, x FOR PEER REVIEW 15 of 22 
 

 

 

Figure 15. Friction graphs of each pre-compressed specimen pushed away inside the tube. 

 

Figure 16. Comparison of friction graphs of 0.4 g/cm3 foam. 

 

Figure 17. Comparison of friction graphs of 0.7 g/cm3 foam. 

  

0

5

10

0 5 10 15 20 25 30

F
o

rc
e 

[k
N

]

Displacement [mm]

Friction test with 20mm pre-compressed foam

0,7g/cm3 0,4g/cm30.4 g/cm30.7 g/cm3

Figure 16. Comparison of friction graphs of 0.4 g/cm3 foam.

Materials 2024, 17, x FOR PEER REVIEW 15 of 22 
 

 

 

Figure 15. Friction graphs of each pre-compressed specimen pushed away inside the tube. 

 

Figure 16. Comparison of friction graphs of 0.4 g/cm3 foam. 

 

Figure 17. Comparison of friction graphs of 0.7 g/cm3 foam. 

  

0

5

10

0 5 10 15 20 25 30

F
o

rc
e 

[k
N

]

Displacement [mm]

Friction test with 20mm pre-compressed foam

0,7g/cm3 0,4g/cm30.4 g/cm30.7 g/cm3

Figure 17. Comparison of friction graphs of 0.7 g/cm3 foam.

Materials 2024, 17, x FOR PEER REVIEW 16 of 22 
 

 

Table 5. Friction resistances of different pre-compressed foam. 

Foam Pre-Loading 
Mean of Static Friction Force [kN] Mean of Kinematic Friction Force [kN] 

0.4 g/cm3 0.7 g/cm3 0.4 g/cm3 0.7 g/cm3 

Non-pre-compressed 0.16 0.53 0.06 0.08 

Pre-compressed by 5 mm 0.51 0.87 0.29 0.26 

Pre-compressed by 10 mm 0.97 7.89 0.32 3.25 

Pre-compressed by 15 mm 1.47 10.05 0.69 4.53 

Pre-compressed by 20 mm 1.85 12.21 0.91 5.77 

 

Figure 18. Section view after 15 mm pre-compressed foam friction measuring. 

Considering the results of the above test, the friction graph of the radial-constrained 

tests can be constructed using the values of kinematic friction forces and the initial static 

friction force. These graphs are introduced in Figures 19 and 20. The diagrams start with 

the first local maximum presenting the overcoming of static friction, then are followed by 

the kinematic friction resistance, which can be observed. However, due to the inner com-

pression of the foam, the radial force (𝑃𝑚𝑎𝑥) between the foam and the tube wall increases 

continuously, which is manifested in an increasing kinematic friction characteristic. The 

radial compression (𝑃𝑚𝑎𝑥) increase issue is presented in Figure 5, indicated by green ar-

rows. Using the linear trend line, the friction resistance can be predictable as a function of 

further displacement. The usefulness of the friction functions is that they can be used to 

determine how much energy is required to overcome the frictional resistance arising dur-

ing the radially inhibited compaction. To define this energy, the integration of friction 

graphs is required, with up to 25 mm displacement; these are then divided into different 

ranges. 

Figure 18. Section view after 15 mm pre-compressed foam friction measuring.

116



Materials 2024, 17, 3344
Materials 2024, 17, x FOR PEER REVIEW 17 of 22 
 

 

 

Figure 19. Trend of frictional resistance during multiaxial test using foam with a density of 0.4 g/cm3 

with trendline. 

 

Figure 20. Trend of frictional resistance during multiaxial test using foam with a density of 0.7 g/cm3 

with trendline. 

According to the integration of friction graphs, the radial-constrained compression 

of 0.4 g/cm3 foam required 0.6 J of energy to overcome the friction up to the displacement 

of 5 mm. Above 5 mm, due to the increase in radial force (𝑃𝑚𝑎𝑥) of foam, 1.98 J was needed 

to overcome the friction resistance. Going on with the displacement, 4.51 J of energy was 

required to keep moving the object and overcome the kinematic friction between the foam 

and tube wall. Summarising the energy requirement up to 20 mm, 8.52 J was needed to 

overcome the friction. In the case of 0.7 g/cm3 foam, the radially constrained concept re-

quired 28.31 J more energy up to the 5 mm displacement. Of this energy surplus, 1.08 J 

was used to overcome friction, whilst 9.86 J of energy surplus was needed up to 10 mm 

displacement owing to the presence of resistance. A total of 28.82 J of energy was required 

in the case of a radial-constrained version of 0.7 g/cm3 foam to exceed the friction re-

sistance during the 0–15 mm displacement. Considering the 0–20 mm displacement pe-

riod, the sum of the friction energy demand was 53.98 J. Tables 6 and 7 summarise the 

results of energy requirements. 

  

0

0.2

0.4

0.6

0.8

1

1.2

1.4

0 5 10 15 20 25

F
ri

ct
io

n
 f

o
rc

e 
[k

N
]

Displacement [mm]

0,4g/cm3

0

1

2

3

4

5

6

7

8

9

10

0 5 10 15 20 25 30

F
ri

ct
io

n
 f

o
rc

e 
[k

N
]

Displacement [mm]

0,7g/cm30.7 g/cm
3
 

0.4 g/cm
3
 

Figure 19. Trend of frictional resistance during multiaxial test using foam with a density of 0.4 g/cm3
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Figure 20. Trend of frictional resistance during multiaxial test using foam with a density of 0.7 g/cm3

with trendline.

Table 5. Friction resistances of different pre-compressed foam.

Foam Pre-Loading
Mean of Static Friction Force [kN] Mean of Kinematic Friction Force [kN]

0.4 g/cm3 0.7 g/cm3 0.4 g/cm3 0.7 g/cm3

Non-pre-compressed 0.16 0.53 0.06 0.08
Pre-compressed by 5 mm 0.51 0.87 0.29 0.26

Pre-compressed by 10 mm 0.97 7.89 0.32 3.25
Pre-compressed by 15 mm 1.47 10.05 0.69 4.53
Pre-compressed by 20 mm 1.85 12.21 0.91 5.77

According to the integration of friction graphs, the radial-constrained compression of
0.4 g/cm3 foam required 0.6 J of energy to overcome the friction up to the displacement of
5 mm. Above 5 mm, due to the increase in radial force (Pmax) of foam, 1.98 J was needed
to overcome the friction resistance. Going on with the displacement, 4.51 J of energy was
required to keep moving the object and overcome the kinematic friction between the foam
and tube wall. Summarising the energy requirement up to 20 mm, 8.52 J was needed to
overcome the friction. In the case of 0.7 g/cm3 foam, the radially constrained concept
required 28.31 J more energy up to the 5 mm displacement. Of this energy surplus, 1.08 J
was used to overcome friction, whilst 9.86 J of energy surplus was needed up to 10 mm
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displacement owing to the presence of resistance. A total of 28.82 J of energy was required
in the case of a radial-constrained version of 0.7 g/cm3 foam to exceed the friction resistance
during the 0–15 mm displacement. Considering the 0–20 mm displacement period, the
sum of the friction energy demand was 53.98 J. Tables 6 and 7 summarise the results of
energy requirements.

Table 6. Energy requirements by 0.4 g/cm3 foam given in Joules.

Stroke [mm] Free Compr. Test Radial Const. Test Differential Energy Requirement to Overcome the Friction

0–5 20.87 J 23.86 J 2.99 J 0.6 J
0–10 43.48 J 53.37 J 9.89 J 1.975 J
0–15 68.88 J 94.42 J 25.54 J 4.51 J
0–20 97.51 J 149.79 J 52.28 J 8.52 J

Table 7. Energy requirements by 0.7 g/cm3 foam given in Joules.

Stroke [mm] Free Compr. Test Radial Const. Test Differential Energy Requirement to Overcome the Friction

0–5 31.53 J 59.84 J 28.31 J 1.08 J
0–10 72.21 J 142.93 J 70.72 J 9.86 J
0–15 121.54 J 244.03 J 122.49 J 28.22 J
0–20 190.03 J 415.18 J 225.03 J 53.98 J

10. Discussion

The compression test is a useful investigation form to reveal the mechanical behaviour
of aluminium foam under loading, such as plateau stress, energy absorbing capacity
and energy absorbing efficiencies, which are crucial evaluation considerations during
crashworthiness development. Many studies are about free compression tests of metal
foams, but the number of investigations about radial-constrained loads is moderate. The
foam compression under radial constrain demands significantly more energy. This energy
surplus is caused by the friction between the foam and the wall of constraint and the
inhibition of radial deformation of the specimen. However, in the literature, there is no
information about this friction resistance during the radially constrained test; therefore, the
main goal of the present study was to reveal this friction resistance. Considering the results
of the present investigations, the next conclusion can be stated.

Using the CFE (Crushing Force Efficiency) and CFF (Crushing Force Fluctuation) as
the evaluation criteria to analyse the mechanical and folding behaviour of foam during
radial-constrained loading is not relevant, since they show more than 100% due to the
steepness of the end of the plateau zone; therefore, they can result in misunderstanding
and deceptive results during the analysis. Instead of these conditions, the analysis must
focus on the energy levels and strain of densifications. The CFE and CFF relevant values
are collected in Table 2.

In this study, to obtain a relevant comparison between free and radial-constrained
tests, the ISO13314:2011 standard was applied and taken into consideration. The standard
characterises the method of calculation of plateau stress, plateau zone and the starting
strain of densification concerning the free compression test, but there is no determination
of conditions of the radial-constrained load, materials and friction parameters. There-
fore, further friction tests were necessary to obtain a meaningful answer on the effect of
radial forcing.

The foam with a density of 0.4 g/cm3 absorbed an average of 31.2% more energy
during the radially constrained compressive test compared to the free compressive one.
The plateau range is a particularly important period of foam compression investigation;
therefore, the difference in absorbed energy was also determined until the end of the
plateau zone. In this case, the radially blocked foam absorbed 93.96 J, while the radially
inhibited case absorbed 104.33 J, which means an 11.1% increase. Based on these, it can
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be stated that the significant energy surplus occurs in the densification zone and not in
the plateau.

The test ranges were divided into different ranges by 5 mm displacements, such as
0–5 mm; 0–10 mm; 0–15 mm; and 0–20 mm. The total absorbed energy and the energy due
to friction resistance are accounted for in all ranges. Based on the values via friction tests,
the initial hypothesis has been confirmed, according to which the Coulomb friction during
the compression inside a tube is influenced by the strain of the foam, the size of the contact
surface between foam and constrain, and the Poisson ratio of the foam. Considering the
values of Table 6, it can be stated that 18% of the invested energy was used to overcome
friction in the case of the radial-constrained foam compression test.

The free compression test of 0.7 g/cm3 foam required 126.53 J up to the end of the
plateau zone, which is less by 44% compared to the radial-constrained version. Numer-
ically, the constrained version demanded 225.31 J of energy before the beginning of the
densification zone. The energy difference is 98.78 J, 39.64% of which was used exclusively
to overcome the friction between the tube wall and the foam.

The measurement proved that the foam with a higher density can absorb more energy
per unit displacement, but taking into account the SEA value introduced due to mass
optimisation, it can be seen that the foam with a density of 0.4 g/cm3 proves to be more
efficient. Therefore, it is important to express how much energy a unit mass of foam can
absorb per unit displacement. Based on these, it can be stated that if the goal in the design
of the folding structure is to achieve a higher absorption capacity, then it is not the goal to
use metal foam with a higher density in the structures. To reveal more information about
the friction between the foam and tube, a surface roughness investigation is suggested to
consider the wall of the tube before and after the test. Furthermore, an inner-lubricated
version could provide useful information about the friction resistance proportion during
the radial-constrained foam test.

11. Conclusions

The present work investigates the friction phenomena of a closed-cell aluminium
foam-filled Al tube through compression testing. Between 0.43 and 0.7 g/cm3 density foam
was used in the same test conditions. This research could be filling in a gap in the field of
foam-filled crash box structures science, since it reveals the magnitude of friction during a
radial-constrained metal foam compression test. The novelty of the present research is not
only in the values, but also in the applied method used during the investigation.

The radial-constrained compression test of 0.43 g/cm3 foam calls for more energy
with, 53.6% more than the free compression type. An average of 16% of this extra energy
is due to the friction between the pipe wall and the foam. Considering the results of the
0.7 g/cm3 foam, when the foam was compressed inside the aluminium tube, the process
required about two times more compression energy than the free compression version.
However, 23% of this energy surplus occurred owing to the friction phenomena.

Under compression, increasing the density of aluminium foam leads to a shorter
plateau zone. The mechanical characteristics of aluminium foam can be greatly enhanced
by adding a desirable gradation in pore frequency and altering the pore distribution.
For foams with a relative density of 0.7, this can increase the plateau stress by nearly
100% and improve energy absorption as well. Since aluminium foam’s relative density
and compressive strength and Young’s modulus are related, aluminium foam’s density
plays a critical role in determining how it behaves mechanically. A higher density of
aluminium foam typically translates into increased stiffness, strength, and capacity to
absorb energy. However, according to the results of the present study, the authors state
that it is more appropriate to choose foam with a lower density than 0.7 g/cm3 for radially
inhibited compaction, as the foam quickly reaches the densification zone during compaction,
especially in the case of the radially inhibited version, and thus its distorting and misleading
results have an effect on energy and friction tests. However, it was a useful comparison,
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since it was observed that in a case of higher relative density, the presence of friction
phenomena during the radial compression test is more intensive.

Author Contributions: Conceptualisation, J.K. and T.A.K.; methodology, J.K.; software, J.K.; valida-
tion, J.K., formal analysis, T.A.K.; investigation, J.K.; resources, T.A.K.; data curation, J.K.; writing—
original draft preparation, J.K.; writing—review and editing, J.K.; visualisation, J.K.; supervision,
T.A.K.; project administration, T.A.K.; funding acquisition, J.K. All authors have read and agreed to
the published version of the manuscript.

Funding: The research is supported by the ÚNKP-23-3 New National Excellence Program of the
Ministry for Culture and Innovation from the National Research, Development and Innovation Fund.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The original contributions presented in the study are included in the
article, further inquiries can be directed to the corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Komara, A.I.; Budiwantoro, B.; Setiawan, R. Cellular structure design and manufacturability for electric vehicle: A review. Int. J.

Sustain. Transp. Technol. 2022, 5, 70–79. [CrossRef]
2. Gokhale, A.A.; Kumar, N.V.; Sudhakar, B.; Sahu, S.N.; Basumatary, H.; Dhara, S. Cellular Metals and Ceramics for Defence

Applications. Def. Sci. J. 2011, 61, 567–575. [CrossRef]
3. Munusamy, R.; Barton, D.C. Lightweight impact crash attenuators for a small formula SAE race car. Int. J. Crashworthiness 2010,

15, 223–234. [CrossRef]
4. Cho, H.; Cho, J. Damage and penetration behaviour of aluminum foam at various impacts. J. Cent. South Univ. 2014, 21, 3442–3448.

[CrossRef]
5. Madgule, M.; Sreenivasa, C.G.; Borgaonkar, A.V. Aluminium metal foam production methods, properties and applications—A

review. Mater. Today Proc. 2023, 77, 673–679. [CrossRef]
6. Karuppasamy, R.; Barik, D. Production methods of aluminium foam: A brief review. Mater. Today Proc. 2021, 37, 1584–1587.

[CrossRef]
7. Schäffler, P. Aluminium foam applications. In Metal Foams: Fundamentals and Applications; DEStech Publications, Inc.: Lancaster,

PN, USA, 2013; pp. 363–379.
8. Fuganti, A.; Lorenzi, L.; Grønsund, A.; Langseth, M. Aluminum foam for automotive applications. Adv. Eng. Mater. 2000, 2,

200–204. [CrossRef]
9. Han, M.S.; Min, B.S.; Cho, J.U. Fracture properties of aluminum foam crash box. Int. J. Automot. Technol. 2014, 15, 945–951.

[CrossRef]
10. Sharma, S.S.; Yadav, S.; Joshi, A.; Goyal, A.; Khatri, R. Application of metallic foam in vehicle structure: A review. Mater. Today

Proc. 2022, 63, 347–353. [CrossRef]
11. Srinath, G.; Vadiraj, A.; Balachandran, G.; Sahu, S.N.; Gokhale, A.A. Characteristics of aluminium metal foam for automotive

applications. Trans. Indian Inst. Met. 2010, 63, 765–772. [CrossRef]
12. Li, Y.G.; Wei, Y.H.; Hou, L.F.; Guo, C.L.; Yang, S.Q. Fabrication and compressive behaviour of an aluminium foam composite.

J. Alloys Compd. 2015, 649, 76–81. [CrossRef]
13. Naeem, M.A.; Gábora, A.; Mankovits, T. Influence of the manufacturing parameters on the compressive properties of closed cell

aluminum foams. Period. Polytech. Mech. Eng. 2020, 64, 172–178. [CrossRef]
14. Mankovits, T.; Varga, T.A.; Manó, S.; Kocsis, I. Compressive response determination of closed-cell aluminium foam and linear-

elastic finite element simulation of µCT-based directly reconstructed geometrical models. Strojniški Vestnik-J. Mech. Eng. 2018, 64,
105–113.

15. Sharma, V.; Grujovic, N.; Zivic, F.; Slavkovic, V. Influence of porosity on the mechanical behaviour during uniaxial compressive
testing on voronoi-based open-cell aluminium foam. Materials 2019, 12, 1041. [CrossRef]

16. Surace, R.; De Filippis, L.A. Investigation and comparison of aluminium foams manufactured by different techniques. In Advanced
Knowledge Application in Practice; IntechOpen: London, UK, 2010; pp. 95–118.

17. Baumeister, J.; Banhart, J.; Weber, M. Aluminium foams for transport industry. Mater. Des. 1997, 18, 217–220. [CrossRef]
18. File, M.; Cseke, R.; Huri, D.; Balogh, G.; Mankovits, T. Finite element analysis of closed-cell aluminum foam approximated with

Weaire-Phelan unit cell structure. IOP Conf. Ser. Mater. Sci. Eng. 2022, 1246, 012002. [CrossRef]
19. Zhylgeldiyev, A.; Chernyshov, D.; Haider, S.; Mankovits, T. Modelling of closed-cell aluminum foam using Weaire–Phelan unit

cells. Int. Rev. Appl. Sci. Eng. 2024. [CrossRef]

120



Materials 2024, 17, 3344

20. Zhang, X.; Tang, L.; Liu, Z.; Jiang, Z.; Liu, Y.; Wu, Y. Yield properties of closed-cell aluminum foam under triaxial loadings by a
3D Voronoi model. Mech. Mater. 2017, 104, 73–84. [CrossRef]

21. Nammi, S.K.; Myler, P.; Edwards, G. Finite element analysis of closed-cell aluminium foam under quasi-static loading. Mater. Des.
2010, 31, 712–722. [CrossRef]

22. Su, M.; Wang, H.; Hao, H. Axial and radial compressive properties of alumina-aluminum matrix syntactic foam filled thin-walled
tubes. Compos. Struct. 2019, 226, 111197. [CrossRef]

23. Gioux, G.; McCormack, T.M.; Gibson, L.J. Failure of aluminum foams under multiaxial loads. Int. J. Mech. Sci. 2000, 42, 1097–1117.
[CrossRef]

24. Peroni, L.; Avalle, M.; Peroni, M. The mechanical behaviour of aluminium foam structures in different loading conditions. Int. J.
Impact Eng. 2008, 35, 644–658. [CrossRef]

25. Chen, W. Optimisation for minimum weight of foam-filled tubes under large twisting rotation. Int. J. Crashworthiness 2001, 6,
223–242. [CrossRef]

26. Nariman-Zadeh, N.; Darvizeh, A.; Jamali, A. Pareto optimization of energy absorption of square aluminium columns using
multi-objective genetic algorithms. Proc. Inst. Mech. Eng. Part B J. Eng. Manuf. 2006, 220, 213–224. [CrossRef]

27. D’Alessandro, V.; Petrone, G.; De Rosa, S.; Franco, F. Modelling of aluminium foam sandwich panels. Smart Struct. Syst. 2014, 13,
615–636. [CrossRef]

28. Banhart, J.; Seeliger, H.W. Aluminium foam sandwich panels: Manufacture, metallurgy and applications. Adv. Eng. Mater. 2008,
10, 793–802. [CrossRef]

29. Alia, R.A.; Cantwell, W.J.; Langdon, G.S.; Yuen SC, K.; Nurick, G.N. The energy-absorbing characteristics of composite tube-
reinforced foam structures. Compos. Part B Eng. 2014, 61, 127–135. [CrossRef]

30. Nammi, S.K.; Edwards, G.; Shirvani, H. Effect of cell-size on the energy absorption features of closed-cell aluminium foams. Acta
Astronaut. 2016, 128, 243–250. [CrossRef]

31. Razboršek, B.; Gotlih, J.; Karner, T.; Ficko, M.; Razboršek, B.; Ficko JG TK, M. The influence of machining parameters on the
surface porosity of a closed-cell aluminium foam. Stroj. Vestn.-J. Mech. Eng 2019, 66, 29–37. [CrossRef]

32. Matsumoto, R.; Tsuruoka, H.; Otsu, M.; Utsunomiya, H. Fabrication of skin layer on aluminum foam surface by friction stir
incremental forming and its mechanical properties. J. Mater. Process. Technol. 2015, 218, 23–31. [CrossRef]

33. Palic, N.; Sharma, V.; Zivic, F.; Mitrovic, S.; Grujovic, N. Tribology study of aluminum-based foam. J. Prod. Eng. 2019, 22, 1–4.
[CrossRef]

34. Wang, Y.; Ou, B.; Zhu, P.; Niu, B.; Guo, Y.; Zhi, Q. High mechanical strength aluminum foam epoxy resin composite material with
superhydrophobic, anticorrosive and wear-resistant surface. Surf. Interfaces 2022, 29, 101747. [CrossRef]

35. BeiHai Composite. Available online: https://www.beihaicomposite.com/aluminum-castings/ (accessed on 9 May 2024).
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Abstract: Al-based foams have drawn increasing attention from industry due to their integration of
structure and functional properties. However, large-sized Al-based foams still cannot be homoge-
neously strengthened by long-time aging due to their low thermal conductivity. In this study, we
proposed an age-hardening approach that was applied in large-sized Al-0.16Sc-0.17Zr (wt.%) foams
via micro-alloying with Zr and Ti compared with Al-0.21Sc foams; it not only achieved homogeneous
strength by long-term aging but also reduced the cost of the alloy by substituting Zr and Ti for the
more expensive Sc content. The results show that the Al3(Sc, Zr, Ti) phase with a core–shell structure
as a crucial precipitation strengthening phase by micro-alloying with Zr and Ti was less prone to
coarsening after a prolonged aging heat treatment. Therefore, the yielding strength of Al-Sc foam
micro-alloying with Zr and Ti remained almost unchanged after a maximum aging time of 1440 h due
to less coarsening precipitate, which is consistent with the results of mechanical experiments. These
findings provide a new way for the heat treatment strengthening of large-sized Al-based foams, thus
promoting their industrial applications.

Keywords: Al-Sc foams; precipitates; age-hardening; micro-alloying; large size

1. Introduction

As a class of ultra-lightweight materials, Al-based foams consisting of solid Al and con-
taining a large volume fraction of gas-filled sealed pores have great potential to be utilized
in industrial fields, such as automobile, aerospace, shipment, railway and civil construc-
tion, due to their unusual properties [1–5], i.e., good energy absorption capacity; excellent
damping insulation of vibration, sound and heat; and low density. Many approaches can
be employed to manufacture Al-based foams. Among which, only two methods, namely,
melt foaming and powder metallurgy, are industrialized as cost-effective. Nonetheless,
the relative low compressive strength of the Al-based foams fabricated by the above two
methods, which is usually less than 15 MPa, impedes widespread applications [6,7].

Generally, the mechanical performance of Al-based foams can be improved through
either optimizing pore-structures or strengthening the skeleton metal [8–11]. For instance,
for a predetermined porosity, the compressive yielding strength of Al-based foam is in-
creased by either decreasing the porosity, which may have an impact on the lightweight
characteristic, or using a strong Al alloy as a starting metal. Therefore, it is the case that al-
loying followed by an appropriate heat treatment is one of competitive ways to enhance the
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mechanical properties of Al-based foams [5,12–14]. Previous results showed that additions
of a small amount of Sc can lead to remarkable improvements in the mechanical proper-
ties [15–18], and such improvements are normally attributed to the precipitation hardening
of the Al3Sc phase formed during aging after solution heat treatments [19]. It was found
that Sc additions have a major impact on strengthening, as they form a fine distribution
of spherical L12 dispersoids. However, these effects on the mechanical performance of
Al-Sc foams have not been investigated in detail yet. In particular, this improvement is still
difficult to achieve in precipitation-strengthened Al-Sc foams with a large size due to their
low thermal conductivity. In addition, considering the cost of the additional Sc element, it
remains a challenge to obtain high strength from a thermal treatment of large-sized Al-Sc
foams with less Sc contained.

There has been extensive work on the addition of Zr together with Sc to allow for the
formation of a core–shell L12 structure with a core rich in Sc and a shell rich in Zr [20].
As a result, the addition of Zr together with Sc improves the effectiveness of Sc in Al
alloys as an inhibitor of recrystallization and increases the stability of the alloy during
prolonged annealing at high temperatures. Therefore, the addition of Zr not only reduces
the susceptibility of the Al3Sc precipitates to coarsening, finally leading to the high thermal
stability of the precipitate, but also reduces the cost of the alloy by substituting Zr and Ti
for the more expensive Sc content [21].

In this study, the fabrication of cellular Al-Sc foam samples via micro-alloying with a
portion of Zr and Ti instead of Sc was attempted, and then heat treatments of these foams
were conducted. The ultra-long-time aging hardening mechanism required for large-sized
Al-Sc foams was explored experimentally as well.

2. Materials and Methods

A melt-foaming method initially based on the ALPORAS© route was applied to
fabricate the cellular Al-0.16Sc-0.17Zr (wt.%) foam samples (Al alloy containing 0.16 wt.%
Sc and 0.17 wt.% Zr) with a porosity of ~78% [22]. The specific preparation procedure
was elaborated in detail previously [23,24], which can be summarized as follows. A
predetermined quantity of Al-0.16Sc-0.17Zr alloy (~1 kg) was melted in a crucible at a fixed
temperature and then 2.0 wt.% Ca was introduced into the molten alloy to increase the
viscosity of the melt. Then, the thickened Al-Sc melt was foamed by adding a blowing
agent, namely, TiH2 powder (2.0 wt.%), at a predetermined foaming temperature (T).
During the fabrication process, a stirring device was placed inside the melt to ensure a
homogeneous distribution of the thickening agent and the blowing agent, and the final
pore structures of the products were controlled by adjusting the foaming temperature in the
range of 680–710 ◦C. Finally, the crucible was removed from the furnace, and immediately
following, the foamed melt was entirely put into a water tank to solidify it; then, the Al-Sc
foam samples were obtained [25]. Meanwhile, cellular Al-0.21Sc foams without Zr micro-
addition and pure Al foams were also fabricated by the same route for comparison. The
cell wall compositions of the final foams were determined by using an inductive coupled
plasma–atomic emission spectrometer (ICP-AES, Pekin-Elmer, Waltham, MA, USA). The
porosity (Pr) of the foam samples was calculated according to the following equation [26]:

Pr(%) = [V − (M/ρs)]/V × 100% (1)

where ρs is the density of the matrix (2.72 g cm−3), and M and V are the mass and volume
of the specimen, respectively.

According to the previous research results [27–29], the thermal conductivities of the
Al-based foams are about 2 Wm−1 K−1, which are much lower than that of the Al matrix.
Consequently, the core temperature of a large-sized Al-based foam bulk does not reach
the ambient temperature as quickly as that of Al matrix while it is heated, resulting in
heterogeneous heating of the metallic framework. In these cases, two Inconel-encased
Ni/CrNi thermocouples in this case were inserted into the center of the samples, which
were Al-Sc foams with sizes of Φ 30 × 40 mm and Φ 100 × 135 mm, as presented in Figure 1.
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The temperatures of two thermocouples in the cores, which reflected the core temperature
changes during the heating process, were recorded.
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The microstructures of the cell walls of the foams were characterized by using an
optical microscope (OM, ProgRes C5, Carl Zeiss SMT AG, Oberkochen, Germany), a scan-
ning electronic microscope (SEM, SUPRA 55, Carl Zeiss SMT AG, Oberkochen, Germany)
and a high-resolution transmission electronic microscope (HR-TEM, JEM 2100, JEOL Ltd.,
Tokyo, Japan).

The pore size of the fabricated foam was calculated by analyzing its scanned cross-
sectional image with the aid of image analysis software. Briefly, the cross-sectional images
of the foam were scanned by a scanner first. Since the intensity of reflected light from
the cell edge is stronger than that from the inner surface of the pore, the obtained images
can be easily analyzed using Image Pro Plus 3.0 software to acquire the plane pore ar-
eas. The equivalent diameter of a plane pore and the equivalent mean pore size can be
subsequently calculated.

Specimens in dimension of Φ 24 × 35 mm for compressive tests were cut from the
Al-based alloy foam with dimensions of Φ 30 × 40 by an electro-discharging machine,
treated by isothermal aging heat treatments with a heating rate of 5 ◦C min−1 and kept
from 200 to 600 ◦C for a period from 2 h to 1440 h (60 days). Some specimens with the same
dimensions were also processed by isochronal aging from 300 to 500 ◦C for comparison. The
quasi-static compressive experiments were carried out on the CMT 4350 Universal Testing
Machine (Jinan Liangong Testing Technology Co., Ltd., Jinan, China) with a constant strain
rate of 3 × 10−2 s−1 at a room temperature.

3. Results and Discussion
3.1. Pore Structure and Cell Wall Characterization of Fabricated Al-Sc Foams

As mentioned above, the mechanical properties of Al-based foams are influenced by
the following factors: the pore structure, alloying additions and heat treatment. In these
cases, the longitudinal sectional image of the foam sample is displayed in Figure 2a, which
shows that it has a homogeneous pore structure distribution. The cross-sectional images
of the Al-0.16Sc-0.17Zr foams with a porosity of ~78% are displayed in Figure 2b,c.Both
the pore structure and porosity are distributed uniformly, indicating successful fabrication.
Furthermore, for the Al-Sc alloys, the maximum solid solubility of Sc in Al was 0.38 wt.%,
which occurred at the eutectic temperature, which is only 1 ◦C below the melting point
of pure Al, and this low value is increased in practice to over 0.6 wt.% Sc due to non-
equilibrium solidification conditions. When the concentration of Sc exceeds the solid
solubility, the Al3Sc primary phase forms during solidification and such a formation of this
primary Al3Sc phase can refine the grain size. As shown in Figure 3, the optical microscope
images verified the grain sizes of cell walls of the foams, where Al-0.16Sc-0.17Zr and
Al-0.21Sc were both approximately 80 µm, implying that the addition of 0.17%Zr had
no obvious effect on the grain refinement compared with the Al-0.21Sc alloy without
Zr addition.
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Figure 2. Section images of the cellular Al-0.16Sc-0.17Zr foam with the mean pore size of 1.5 mm:
(a) longitudinal section image; (b) cross-sectional image; (c) cross-sectional image of the compressive
sample with Pr = ~78%.
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3.2. Inhomogeneity of Aging Temperature and Mechanical Properties of Al-Sc Foams

The temperature increases of the same Al-0.16Sc-0.17Zr foam samples with different
sizes under the same heating conditions exhibited obvious differences in heat treatments,
which are presented in Figure 4. The samples with the dimensions of Φ 100 × 135 mm
and Φ 30 × 40 mm needed significantly different heating times to reach the temperature of
300 ◦C. Specifically, the Al alloy foams with the large size was heated to 300 ◦C after being
heated for about 37 min from room temperature. In comparison, the sample with the small
size only needed 16.5 min to reach the same temperature.

In these cases, which is known as Newtonian heating, the surface-area-to-volume
ratio of the sample had a significant influence on the inhomogeneity in the temperature
distribution. The temperature T in the sample can be expressed by

T(t) = Tend − (Tend − Tstart) exp(−t/tau) (2)

where tau is proportional to the mass-to-surface ratio or, for a given porosity, to the volume-
(V)-to-surface-(A) ratio. Herein, the proportionality constant is in essence the ratio of
the heat transfer coefficient at the surface and the volumetric heat capacity, which, for a
predetermined porosity (~78% in this case), is a constant. The surface-(A)-to-volume-(V)
ratios (A/V) of the two samples with the dimensions of Φ 100 × 135 mm and Φ 30 × 40 mm
were 0.55 cm−1 and 1.83 cm−1, respectively, demonstrating that the heating of the small
sample was about 3.3 times faster than that of the larger one. The results agreed with
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the different heating rates of the two samples in Figure 4, in which the heating rate of
the small sample was 2.24 times faster than that of the large sample, considering other
heating transferring effects. It can be concluded that the heating surface-area-to-volume
ratio played an important role in the homogeneous temperature distribution rather than
low thermal conductivity.
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Figure 4. Core temperatures of the Al-0.16Sc-0.17Zr foams with different sizes during the heating at
300 and 350 ◦C.

In terms of an industrial large-sized Al foam bulk product, it usually has a dimensional
size of 2.5 m × 1.5 m × 0.6 m, for which A/V was calculated as 0.055 cm−1, which is much
smaller than that of the above two samples. Therefore, homogeneous aging heat treatment
needs a long time due to the low thermal conductivity rather than the A/V ratio.

To determine the appropriate peak aging temperature, the aging treatments on the
two Al-Sc foams, namely, Al-0.16Sc-0.17Zr and Al-0.21Sc, in various temperatures were pro-
cessed; then, quasi-static compression tests were conducted, where each test was repeated
three times and the average of the numerical values was taken to ensure the accuracy.
Compressive stress–strain curves of Al alloy foams, namely, the Al-0.16Sc-0.17Zr foams
and Al-0.21Sc foams, with the same porosity of ~78% are shown in Figure 5a,b, respectively.
These foams typically display three regions [30]: an initial, approximately linear deforma-
tion region until the peak stress; followed by a plateau region, where the stress was almost
a constant; and the final densification region in which the stress increased steeply due to
the fact that collapsed cells were almost fully compacted together. Herein, all 17 samples
with different aging temperatures from 200 to 600 ◦C with steps of 25 ◦C were tested in
Figure 5. The ends of the plateau range and final densification range were selected as the
strains at 50% and 75%, respectively.
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3.3. Effect of Homogeneous Precipitates Distribution on the Yielding Strength of Al-Sc Foams
Micro-Alloyed with Zr and Ti

An Al matrix can be precipitation-strengthened via micro-alloying with Sc, where the
strength is improved by heat treatment aging [12]. Many studies have identified some
substitutional elements, i.e., Zr and Ti, for Sc in the Al–Sc-based alloys to decrease the use of
the expensive Sc, increase the ambient strength and increase the service temperature while
maintaining a high strength [31–33]. Therefore, in general, the micro-addition of Zr is a
highly attractive strategy in lowering the cost. In order to appropriately determine the heat
treatment parameters for the Al-Sc-Zr/Al-Sc foams, differential scanning calorimetry (DSC,
FDSC-800B, Shanghai Yanjin Scientific Instruments Co., Ltd., Shanghai, China) experiments
for three samples, namely, as-cast Al-0.16Sc-0.17Zr, Al-0.21Sc and pure Al foams, were
carried out in an Ar gas flow with 40 mL min−1 and at a heating rate of 5 ◦C min−1.
According to the Al-Ca phase diagram [34], α-Al and Al4Ca undergo a eutectic reaction at
616 ◦C during the solidification process. As shown in Figure 6, for all Al-based foams, there
was an endothermic peak starting at the temperature of 614 ◦C, which was most probably
caused by the phase transformation of an intermetallic compound Al4Ca, where the Ca
was from dissolving the thickening agent and the transformation temperature of the Al4Ca
phase was approximately 616 ◦C. Furthermore, there was an additional endothermic peak
that appeared around 634 ◦C for the Al-0.16Sc-0.17Zr foams [35], which was most probably
caused by the phase transformation of primary Al3(Sc, Zr, Ti) based on the research results
of the Al-Sc-Zr-Ti alloys, although the phase transitions are not yet fully clear [36,37], where
Ti was generated by the decomposition of the blowing agent, namely, TiH2. With the
temperature increase, all the alloy was melted, corresponding to the endothermic peaks
with peak temperature of 660 ◦C due to the eutectic reaction L → α-Al + Al3Sc. In this case,
the solution treatment temperature should, therefore, be chosen to be below 614 ◦C in order
to avoid over-burning because of the presence of Al4Ca.
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Figure 6. DSC curves of as-cast Al-0.16Sc-0.17Zr foams, as-cast Al-0.21Sc foams and Al foams.

TEM investigations for the precipitates in the cell walls of the Al-0.16Sc-0.17Zr foams
after the isothermal aging at 400 ◦C for 3 h, 24 h and 120 h were conducted, as presented
in Figure 7, and the Al-0.21Sc foams without Zr micro-alloying were processed similarly
for comparison. As shown in Figure 7a–c, which were taken along the [111] zone axis, and
in the selected area diffraction pattern (Figure 7g), the dark-field images of the Al-0.16Sc-
0.17Zr foams indicate a clearly homogeneous distribution of the Al3(Sc, Zr, Ti) precipitates,
and such precipitates constantly kept a small size after the corresponding aging times for
3 h, 24 h and 120 h. In comparison, the dark-field images of the Al-0.21Sc foams had no
Zr micro-alloying, as indicated in Figure 7d–f, which were taken from the [011] zone axis
(Figure 7h); this demonstrates that both precipitates were a little bit coarsened after aging
times of 3 h, 24 h and 120 h.

128



Materials 2024, 17, 1269Materials 2024, 17, x FOR PEER REVIEW 8 of 12 
 

 

 
Figure 7. Comparison of precipitates, as observed by employing TEM images (utilizing the 0 11  
superlattice reflection in the [111]  and [011]   zone axes) of the Al-0.16Sc-0.17Zr (a–c) and Al-
0.21Sc foams (d–f) after isothermal aging at 400 °C for 3 h, 24 h and 120 h, respectively; (g,h) are 
selected area electron diffraction images for Al-0.16Sc-0.17Zr foams and Al-0.21Sc foams, respec-
tively. The magnification scale for the figures is the same as in (f). 

Previous studies verified that Zr and Ti can also substitute for Sc in L12-ordered 
Al3(Sc, Zr, Ti) precipitates, and the chemical composition of Al3Sc precipitates is antici-
pated to change with Zr additions due to Zr enrichment near the precipitate/matrix het-
ero-phase interface, which could alter the precipitate/dislocation interaction [40,41]. The 
concentration of the slow-diffuse Zr is sufficient to provide coarsening resistance at 400 
°C for up to 66 days by forming a Zr-enriched outer shell that encapsulates the precipitates 
[42]. In this case, it can therefore be inferred that Al3(Sc, Zr) precipitates exhibited signifi-
cantly higher coarsening resistance compared with Al3Sc precipitates in the Al–Sc binary 
alloys owing to the sluggish diffusivity of Zr in α-Al [41]. A Zr-enriched precipitate shell 
was formed during the aging and served as a diffusion barrier for Sc, which was enriched 
in the precipitate. For microalloying with Ti, it could reduce the lattice parameter mis-
match between the α-Al and Al3Zr precipitates, which led to the corresponding interfacial 
energy decrease [33]. The diffusivity of Ti was lower than that of Zr and Sc, and therefore, 
it can be inferred that Ti could only replace some Zr in the outer shell of precipitates at a 
relative high aging temperature. In this case, as shown in Figure 8a, the core–shell struc-
ture precipitate, which is indicated by the red square, was observed in the cell wall of the 
Al-0.16Sc-0.17Zr foams after isochronal aging at 500 °C. Subsequently, it was supposed 
that the ordered-L12 precipitate formed such a core–shell structure, as shown in the sche-
matic diagram in Figure 8b, was composed of a core of Al3Sc enriched Sc, surrounded by 
a shell of Al3(Sc, Zr, Ti) that was slightly enriched in Zr and Ti. The nanosized precipitation 
composition will be further characterized as a follow-up study. 

 
Figure 8. (a) HR-TEM image of Al3(Sc, Zr, Ti) precipitates in Al-0.16Sc-0.17Zr after aging at 500 °C; 
(b) the supposed schematic diagram of Al3(Sc, Zr, Ti) precipitate. 

Figure 7. Comparison of precipitates, as observed by employing TEM images (utilizing the 011
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area electron diffraction images for Al-0.16Sc-0.17Zr foams and Al-0.21Sc foams, respectively. The
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The multi-faceted nature of Al3Sc precipitates was reported in great detail [38,39], and
Al3(Sc, Zr) precipitates with a cuboid core–shell structure in Al-Sc alloys with the micro-
addition of Zr were also observed. During the aging of the Al-Sc micro-alloying with Zr,
the Zr was pushed to the boundaries of the precipitate as the Al3Sc precipitate continued
to grow. The content of Zr around the precipitate was also enriched at a significant
composition gradient, along with the diffusion of Zr in the matrix. The Zr in the precipitate
and the matrix aggregated at the edge of the precipitate with the growth of the precipitate.
This could form a stable core–shell structure with the Al3Sc precipitate as the core and the
Al3(Sc, Zr) precipitate as the shell. The presence of these core–shell cuboids can be counter-
intuitive, as one would expect that the segregation of Zr would decrease the interfacial
free energy, which would lead to the stabilization of the spheroidal particles. In fact, the
core–shell structure was driven by the significant difference in diffusivities between the
Sc and Zr. The use of multi-step aging treatments was found to be useful in separating
the formation of the core at lower temperature and the shell at higher temperature to
form a distribution of small and thermally stable precipitates. As shown in Figure 7, the
precipitates at different aging times indicated that this core–shell structure of Al3(Sc, Zr, Ti)
was more stable than that of Al3Sc. The growth rate of the Al-Sc-Zr alloy was reduced to
have better thermal stability performance.

Previous studies verified that Zr and Ti can also substitute for Sc in L12-ordered
Al3(Sc, Zr, Ti) precipitates, and the chemical composition of Al3Sc precipitates is anticipated
to change with Zr additions due to Zr enrichment near the precipitate/matrix hetero-
phase interface, which could alter the precipitate/dislocation interaction [40,41]. The
concentration of the slow-diffuse Zr is sufficient to provide coarsening resistance at 400 ◦C
for up to 66 days by forming a Zr-enriched outer shell that encapsulates the precipitates [42].
In this case, it can therefore be inferred that Al3(Sc, Zr) precipitates exhibited significantly
higher coarsening resistance compared with Al3Sc precipitates in the Al–Sc binary alloys
owing to the sluggish diffusivity of Zr in α-Al [41]. A Zr-enriched precipitate shell was
formed during the aging and served as a diffusion barrier for Sc, which was enriched in
the precipitate. For microalloying with Ti, it could reduce the lattice parameter mismatch
between the α-Al and Al3Zr precipitates, which led to the corresponding interfacial energy
decrease [33]. The diffusivity of Ti was lower than that of Zr and Sc, and therefore, it can be
inferred that Ti could only replace some Zr in the outer shell of precipitates at a relative high
aging temperature. In this case, as shown in Figure 8a, the core–shell structure precipitate,
which is indicated by the red square, was observed in the cell wall of the Al-0.16Sc-0.17Zr
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foams after isochronal aging at 500 ◦C. Subsequently, it was supposed that the ordered-
L12 precipitate formed such a core–shell structure, as shown in the schematic diagram in
Figure 8b, was composed of a core of Al3Sc enriched Sc, surrounded by a shell of Al3(Sc, Zr,
Ti) that was slightly enriched in Zr and Ti. The nanosized precipitation composition will be
further characterized as a follow-up study.
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(b) the supposed schematic diagram of Al3(Sc, Zr, Ti) precipitate.

The size distribution of precipitates in the Al-0.16Sc-0.17Zr foam and Al-0.21Sc foam
for comparison after direct isothermal aging at 400 ◦C for 3 h, 24 h and 120 h was measured
to evaluate the coarsening of precipitates in Figure 9. Specifically, as a result, the precipitate
radius of the Al-0.16Sc-0.17Zr foam at 400 ◦C for 3 h were distributed in the range of 0.5 to
2.5 nm, as displayed in Figure 9(a1), which, in comparison, was much smaller than that of
the Al-0.21Sc foam in the range of 1.0 nm to 5.5 nm after the same heat treatment process,
as displayed in Figure 9(b1). Moreover, the distributions of the precipitate radius in the
Al-0.16Sc-0.17Zr foam for 24 h and 120 h, as shown in Figure 9(a2,a3), were 1.0 nm to 4.5 nm
and 1.5 nm to 6.5 nm, respectively. In contrast, the distributions of the precipitate radius
in the Al-0.21Sc foam for 24 h and 120 h, as displayed in Figure 9(b2,b3), were 3.0 nm to
7.5 nm and 4.0 nm to 10.5 nm, respectively. All the results also show that the Al3(Sc, Zr, Ti)
precipitates with this core–shell structure did not grow much after the prolonged aging and
the micro-alloying with Zr and Ti compared with the Al-Sc foam with more Sc contents
without Zr addition effectively restrained the kinetics of the precipitation coarsening.

The yielding strengths of two Al-Sc foams after different time spent aging at 300 ◦C
are displayed in Figure 10, which also verified the effects of precipitation strengthening
with long-term homogeneous aging on the mechanical properties. As shown in Figure 10,
peak yield strengths of two foams, namely, Al-0.16Sc-0.17Zr foams and Al-0.21Sc foams,
were achieved after 5 h of isothermal aging treatment. After the long-time aging processing,
the yield strength of the Al-0.16Sc-0.17Zr foams remained almost consistent as the aging
time increased, even after 1440 h, due the homogeneous precipitation strengthening effect.
Meanwhile, the yielding strength of the Al-0.21Sc foams kept steadily decreasing compared
with that of the Al-0.16Sc-0.17Zr foams, although the peak yielding strength value of the
Al-0.21Sc foam (19.75 MPa) was higher than that of the Al-0.16Sc-0.17Zr foams (18.42 MPa)
in the initial 24 h isothermal aging treatment. Notably, after the initial 24 h isothermal
aging treatment, the yielding strength of the Al-0.21Sc foams was lower than that of the
Al-0.16Sc-0.17Zr foams, while the yielding strength of the Al-0.16Sc-0.17Zr foams always
maintained a high strength level as the aging time increased and finally surpassed the
decreased strength of the Al-0.21Sc foams. The results also confirmed that Zr and Ti as
substitutional elements for Sc in Al-Sc based alloys not only decreased the use of the
expensive Sc, but also increased the ambient yielding strength of Al-Sc foams.
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Therefore, it was concluded that the yielding strength of Al-0.16Sc-0.17Zr foams
could maintain unchanged level after a long time of aging, which is of special significance
for large-sized Al-based foams to obtain homogeneous strength. In other words, the
homogeneous precipitation of large-sized Al-Sc alloy foams was obtained via long-time
aging heating, then these large-sized Al-Sc alloy foams were uniformly strengthened, which
is more attractive for practical applications. In this case, the unchanged yielding strength
of Al-0.16Sc-0.17Zr foams undergoing the isothermal aging at 300 ◦C within the period of
1440 h suggests that the large-sized Al alloy foams with micro-additions of Zr and Ti needed
more aging time to be strengthened by the homogeneous precipitation heat treatment. In
addition, the peak yielding strengths of Al-0.16Sc-0.17Sc foams and Al-0.21Sc foams after
isochronal aging were 19.6 MPa and 21.1 MPa, respectively.
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4. Conclusions

In this work, the effects of aging treatments on the microstructures and mechanical
property of Al-0.16Sc-0.17Zr foams and Al-0.21Sc alloy foams with a porosity of ~78%,
which were fabricated by a melt-foaming method, were investigated and we proposed an
age-hardening approach, which was applied in large-sized Al-Sc alloy foams via micro-
alloying with Zr and Ti. Owing to the Al3(Sc, Zr, Ti) phase with a core–shell structure
that was less prone to coarsening of homogeneous precipitates after prolonged aging, the
yielding strength of Al-Sc foams micro-alloyed with Zr and Ti remained almost stable
after a maximum of 1440 aging hours, which is of great significance for the heat treatment
strengthening of large-sized Al-based foams. Our findings provide a new method for the
heat treatment strengthening of large-sized Al-based foams, thus promoting their industrial
applications.
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Abstract: In this work, the preparation of titanium sponge by magnesium thermal method is regarded
as the liquid-phase sintering process of titanium, and powder-metallurgy sintering technology is
utilized to simulate the aggregation–growth and densification behavior of titanium particles in a
high-temperature liquid medium (the molten Mg-MgCl2 system). It was found that compared with
MgCl2, Mg has better high-temperature wettability and reduction effect, which promotes titanium
particles to form a sponge titanium skeleton at lower temperature. The aggregation degree of titanium
particles and the densification degree of a sponge titanium skeleton can be improved by increasing
the temperature and the relative content of Mg in the melting medium. The kinetics study shows
that with the increase in temperature, the porosity of the titanium particle aggregates and the sponge
titanium skeleton decreases, and their density growth rate increases. With the extension of time, the
aggregation degree of titanium particles and the densification degree of sponge titanium gradually
increase. This work provides a theoretical reference for controlling the density of titanium sponge
in industry.

Keywords: titanium sponge; melting medium; aggregation and growth; pore structure; densifica-
tion; kinetics

1. Introduction

Titanium and titanium alloys have significant applications in aerospace, marine devel-
opment, petrochemical industry, and clinical medical treatment. The efficient preparation
of high-quality sponge titanium has become a concern [1]. In industrial production, the
thermal reduction of titanium using Mg metal is an important method: under the protection
of argon, titanium tetrachloride (TiCl4) is reduced by Mg metal to produce titanium sponge,
and excess Mg and residual MgCl2 are then removed through vacuum distillation. The
main reactions involved are as follows:

TiCl4(g) + 2Mg(l) = 2MgCl2(l) + Ti(s)

Akihiro Kishimoto and Tetsuya Uda [2] observed the in situ process from the addition
of TiCl4 to the reaction between Mg and TiCl4, resulting in the formation of sponge titanium.
They also studied the reaction mechanism of sponge titanium. Ch.R.V.S. Nagesh et al. [3]
examined the stacking process of titanium particles in different stages of the magnesium
thermal reduction reaction. Numerous reports have been published on the preparation
of sponge titanium through the magnesium thermal reduction of TiCl4, and researchers
have proposed various reaction mechanisms [4–12]. However, in general, the production
process involves the following steps: the magnesium-based thermal reaction leading to the
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precipitation of fine titanium particles, gradual growth of these particles, aggregation and
growth of titanium particles at high temperatures to form porous sponge titanium, and
gradual densification of the porous sponge titanium in the molten Mg-MgCl2 system to
form titanium sponge lumps [13–18]. However, the titanium sponge lumps produced using
this method often exhibit uneven density distribution, particularly with a dense and hard
core in the middle and lower parts. This results in a dense structure and coarse particles
in titanium sponge, which can lead to composition segregation and structural defects in
the preparation of titanium and titanium alloys. Consequently, controlling the particle
size and pore structure of sponge titanium during production is a significant challenge in
current research.

The process of producing sponge titanium through the magnesium thermal reduction
reaction is highly complex, involving high temperatures, sealing, and kinetics imbal-
ances [19,20]. Directly studying the laws governing the aggregation–growth and densi-
fication of titanium particles in industrial batch production is extremely difficult. In this
work, we propose considering the process of titanium particle aggregation–growth to
form sponge titanium as a liquid-phase sintering process of titanium particles in a molten
Mg-MgCl2 system. Powder-metallurgy sintering technology is utilized to simulate the
aggregation–growth and densification behavior of titanium particles in a high-temperature
liquid medium. Therefore, this paper investigates the influence of medium composition
on the aggregation–growth and densification behavior of titanium particles in the molten
Mg-MgCl2 system. The findings provide a theoretical reference for controlling the particle
size and pore structure of sponge titanium.

2. Materials and Methods
2.1. Materials

Pure Mg metal (purity ≥ 99.9%, provided by Qinghe Dingyuan Metal Products Co.,
Ltd., Xingtai, China), anhydrous MgCl2 (purity ≥ 99.9%, provided by Shanghai Aladdin
Biochemical Technology Co., Ltd., Shanghai, China), and micron-sized titanium powder
(purity ≥ 99.9%, D50 = 28.1 µm, provided by Zhejiang Yamei Nano Technology Co., Ltd.,
Jiashan, China) were used as raw materials.

2.2. Sample Preparation

Titanium powder, pure magnesium, and anhydrous magnesium chloride were added
to a corundum crucible and thoroughly mixed before being placed into a vertical atmo-
sphere furnace (SK-5-17Q, provided by FNS (Beijing) Electric Furnace Co., Ltd, Beijing,
China) for sintering. In industrial production of titanium sponge, the reaction vessel ex-
periences a temperature range from 750 ◦C to 1200 ◦C, with higher temperatures at the
reaction center area [21,22]. As Mg undergoes thermal reduction, the molten Mg gradually
reacts, while molten MgCl2 and sponge titanium are continuously generated. To simulate
the aggregation–growth process of titanium particles, sintering temperatures were set at
800 ◦C, 900 ◦C, 1000 ◦C, 1100 ◦C, 1200 ◦C, and 1300 ◦C. The sintering media used were
molten MgCl2 media and molten MgCl2:Mg (1:1) media. Before the sintering process, the
equipment underwent three rounds of Ar gas purging. During the sintering process, Ar gas
was continuously introduced at a flow rate of 1 L/min to prevent titanium particles from
making contact with air and oxidizing at high temperatures. After sintering, the samples
were subjected to vacuum distillation at 750 ◦C for 2 h to remove residual Mg and MgCl2
and obtain pure sponge titanium.

2.3. Characterization

Samples collected from different parts of the titanium sponge after sintering–distillation
were analyzed. The high-temperature contact angles of the Mg-Ti and MgCl2-Ti systems
were measured using a high-temperature contact angle measuring instrument (KRUSS
DSAHT17C, Hamburg, Germany) to characterize the differences in wettability of different
media on sponge titanium. The oxygen content of titanium particles and the composition
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of the oxide layer were characterized using a nitrogen–oxygen analyzer (ON-3000, Beijing,
China) and X-ray photoelectron spectroscopy (XPS, K-Alpha, Waltham, MA, USA), respec-
tively. The area percentage of titanium particles was measured using a metallographic
microscope (Axio Observer A5m, Hanover, Germany) combined with Image-Pro Plus 6.0
software to assess the degree of aggregation of titanium particles. The average size change
of titanium particle aggregates was measured using a laser particle size analyzer (Malvern
Mastersizer 3000, Malvern, UK), and the growth behavior of aggregates in different me-
dia and at different temperatures was analyzed. The microstructure of the samples was
observed using a field emission scanning electron microscope (ZEISS Sigma 500 FE-SEM,
Oberkochen, Germany) to analyze the differences in the microstructure of titanium particles
in different media. The total pore area, average pore size, and porosity of the samples were
measured using a mercury intrusion meter (MicroActive AutoPore V 9600, Purchase, NY,
USA) to analyze the changes in the pore structure of sponge titanium.

3. Results and Discussion
3.1. Influencing Factors in Liquid-Phase Sintering

Figure 1 presents the results of the Mg-Ti wettability test. As the temperature rises
from room temperature to 850 ◦C, the Mg remains solid and its shape remains unchanged.
When the temperature reaches 900 ◦C, the Mg gradually melts. After holding at 900 ◦C for
1 min, the molten Mg starts to spread on the surface of the titanium substrate, resulting in a
significant decrease in the contact angle. The contact angle of the molten Mg on the Ti sheet
continues to decrease and eventually stabilizes at around 3.1◦ when the holding time is
extended. Figure 2 shows the test results of the MgCl2-Ti wettability. As the temperature
rises from room temperature to 714 ◦C, the shape of the MgCl2 remains unchanged as it
has not yet melted. At 900 ◦C, the MgCl2 begins to melt, and its appearance undergoes
a noticeable change. After holding at 900 ◦C for 1 min, the MgCl2 completely melts and
spreads on the surface of the titanium substrate, leading to a significant decrease in the
contact angle. When the holding time is extended to 5 min, the molten MgCl2 spreads
completely on the titanium sheet, and the contact angle decreases to 6.9◦. The contact angle
of Mg-Ti is smaller than that of MgCl2-Ti, indicating that molten Mg has better wettability
with Ti at high temperatures compared to molten MgCl2. This suggests that Ti atoms
diffuse more easily in molten Mg [23,24]. On the other hand, better wettability of Mg/Ti
means that molten Mg spreads more fully on the surface of titanium particles. The capillary
force between adjacent titanium particles is greater, promoting the particles to come into
contact with each other and form a sponge titanium framework, thereby accelerating the
aggregation speed of titanium particles.
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bound water [25]. Thus, when titanium particles are sintered in a molten Mg medium, 
TiO2 is present on the surface of sponge titanium. After sintering the titanium particles in 
a molten Mg:MgCl2 (1:1) medium and a molten MgCl2 medium, the surface of the titanium 
particles contains TiO2 and TiO. The Ti2p spectrum can be fitted into three characteristic 
peaks, where the peaks at binding energies of 458.5 eV and 464.7 eV correspond to Ti4+ 
[26,27] in TiO2, and the peak at 453.86 eV corresponds to Ti (0) [28]. Following sintering in 
the three media, the characteristic peaks of TiO2 and elemental Ti (0) can be observed on 
the surface of titanium sponge, indicating that oxygen enters the titanium crystal lattice 
on the surface of the titanium particles and partially forms Ti-O bonds. In other words, 
there is an oxide layer on the surface of the titanium particles after liquid-phase sintering. 
This is because molten MgCl2 does not have a reducing effect, while titanium powder is 

Figure 1. Photographs of the Mg-Ti contact angle test: (a) 25 ◦C, (b) 850 ◦C, (c) 900 ◦C, (d) holding
the temperature at 900 ◦C for 1 min, (e) holding the temperature at 900 ◦C for 3 min, and (f) holding
the temperature at 900 ◦C for 5 min.
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Figure 2. Photographs of the MgCl2-Ti contact angle test: (a) 25 ◦C, (b) 714 ◦C, (c) 900 ◦C, (d) holding
the temperature at 900 ◦C for 1 min, and (e) holding the temperature at 900 ◦C for 5 min.

Figure 3 displays the XPS spectra of O1s and Ti2p on the surface of titanium sponge
sintered in different mediums. The O1s spectra exhibit two characteristic peaks, with
binding energies of 531.0 eV and 531.3 eV, corresponding to the O element in TiO2 and TiO2,
respectively. Additionally, the peak at 532.8 eV corresponds to the O element in bound
water [25]. Thus, when titanium particles are sintered in a molten Mg medium, TiO2 is
present on the surface of sponge titanium. After sintering the titanium particles in a molten
Mg:MgCl2 (1:1) medium and a molten MgCl2 medium, the surface of the titanium particles
contains TiO2 and TiO. The Ti2p spectrum can be fitted into three characteristic peaks,
where the peaks at binding energies of 458.5 eV and 464.7 eV correspond to Ti4+ [26,27]
in TiO2, and the peak at 453.86 eV corresponds to Ti (0) [28]. Following sintering in the
three media, the characteristic peaks of TiO2 and elemental Ti (0) can be observed on the
surface of titanium sponge, indicating that oxygen enters the titanium crystal lattice on the
surface of the titanium particles and partially forms Ti-O bonds. In other words, there is
an oxide layer on the surface of the titanium particles after liquid-phase sintering. This is
because molten MgCl2 does not have a reducing effect, while titanium powder is highly
reactive. During sintering, both the water introduced by MgCl2 and the brief contact of
titanium powder with air will promote the oxidation of sponge titanium, forming TiO2 and
TiO. Molten Mg can reduce the titanium oxides on the surface of sponge titanium, but due
to the short reduction time, the reduction is not fully complete, leaving some residual TiO2.

Figure 4 illustrates the changes in oxygen content of titanium particles after liquid-
phase sintering in different mediums. In molten Mg, the oxygen content of titanium
particles increases by only 0.11 wt% (growth rate: 12.1%). In the medium of molten
Mg:MgCl2 = 1:1, the oxygen content increases by 2.51 wt% (growth rate: 275.8%). In molten
MgCl2, the oxygen content increases significantly by 3.90 wt% (growth rate: 428.6%). The
oxygen content in titanium particles increases with the increase in molten MgCl2 content.
This is because a small amount of water-absorbing MgCl2, when melted, results in the
adsorption of MgO on the surface of titanium particles. Furthermore, molten MgCl2
cannot effectively reduce the oxide layer on the surface of titanium particles. On the other
hand, molten Mg can help reduce the increase in oxygen content on the surface of titanium
particles during sintering. However, MgO, a by-product of the reduction process, is difficult
to eliminate from the surface of titanium particles and remains within the particles after
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distillation. As a result, compared to other mediums, the titanium particles sintered in
molten Mg show the smallest increase in oxygen content.
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3.2. Aggregation Behavior of Titanium Particles

Figure 5 depicts a metallographic photograph of titanium particles aggregated in a
molten MgCl2 medium at different temperatures for 2 h. In the metallographic diagrams,
white area represents titanium particles or aggregates, while black area represents pores.
As the temperature increases, the wettability between the liquid phase and the solid phase
improves [29,30]. The molten medium can spread more thoroughly over the surface of
the titanium particles, enhancing the capillary forces between them and accelerating their
aggregation. At 800 ◦C (Figure 5a), the number of titanium particles in the medium
per unit area is small and sparsely distributed, accounting for 17.2% of the area. As the
temperature increases to 900 ◦C and 1000 ◦C (Figure 5b,c), the number of titanium particles
in the medium per unit area begins to increase, and the degree of aggregation gradually
intensifies. The area proportion occupied by titanium particles reaches 20.0% and 31.4%,
respectively. There are still gaps between adjacent titanium particles, indicating that they
have not yet fully connected with each other, and the titanium particles remain in the
aggregation stage. At 1100 ◦C (Figure 5d), the diffusion of titanium atoms becomes more
pronounced. The area proportion of titanium particles further increases to 35.4%, and
adjacent titanium particles become connected, resulting in the aggregation of titanium
particles and the formation of a sponge titanium skeleton.
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Figure 5. Metallographic photographs of titanium particles after 2 h of aggregating in molten MgCl2
at different temperatures: (a) 800 ◦C, (b) 900 ◦C, (c) 1000 ◦C, and (d) 1100 ◦C.

Figure 6 presents a metallographic photograph of titanium particles aggregated in a
molten Mg:MgCl2 (1:1) medium at different temperatures for 2 h. The wettability between
Mg and Ti is better than that between MgCl2 and Ti. In molten Mg, the capillary force
between titanium particles is stronger, accelerating the aggregation speed of titanium
particles. Additionally, molten Mg has a reducing effect, which reduces the oxide layer on
the surface of titanium particles and weakens the obstacle to the diffusion of titanium atoms.
This further accelerates the aggregation of titanium particles, allowing the formation of a
sponge titanium skeleton at a lower temperature. Compared to the molten MgCl2 medium,
the increased content of molten Mg in the mixed medium accelerates the aggregation
rate of titanium particles. At 800 ◦C (Figure 6a), the proportion of titanium particles is
19.7% (an increase of 2.5% compared to Figure 5a), and their distribution remains relatively
dispersed. At 900 ◦C (Figure 6b), titanium particles continue to gather, and their quantity
increases, resulting in an area proportion of titanium particles of 21.4%. Upon reaching
1000 ◦C (Figure 6c), the area ratio of titanium particles reaches 32.2%. Adjacent titanium
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particles are connected to each other, leading to the aggregation of titanium particles and
the formation of a sponge titanium skeleton.
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Figure 6. Metallographic photographs of titanium particles after 2 h of aggregating in molten
Mg:MgCl2 (1:1) at different temperatures: (a) 800 ◦C, (b) 900 ◦C, and (c) 1000 ◦C.

Figure 7 displays metallographic photographs of titanium particles after liquid-phase
aggregating in molten Mg at different temperatures for 2 h. The content of Mg in the molten
medium continues to increase, and the wetting and reducing effects of the molten medium
are strengthened, which accelerates the aggregation speed of titanium particles. At 800 ◦C
and 900 ◦C (Figure 7a,b), titanium particles continue to aggregate, accounting for 23.2%
and 26.8%, respectively, which is significantly higher compared to the other two media.
At 1000 ◦C (Figure 7c), the aggregation degree of titanium particles increases significantly,
resulting in an area proportion of 34.3%. The titanium particles are interconnected, forming
an aggregated structure resembling a sponge titanium skeleton. As the content of molten
Mg in the medium increases, the aggregation speed of titanium particles also increases,
leading to a higher area proportion at the same temperature.
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Figure 7. Metallographic photographs of titanium particles after 2 h of aggregating in molten Mg at
different temperatures: (a) 800 ◦C, (b) 900 ◦C, and (c) 1000 ◦C.

Figure 8 depicts the micrograph of titanium particles aggregated in different media at
900 ◦C for 2 h. In the case of aggregating in a molten MgCl2 medium, titanium exhibits no
solubility, resulting in the preservation of the original irregular morphology of titanium
particles. Fine titanium particles and sharp edges of titanium particles cannot be dissolved,
leading to their accumulation on the surface of larger particles (Figure 8a). According to
the Ti-Mg binary phase diagram [31,32], titanium possesses certain solubility in molten
Mg, which increases gradually with temperature. During aggregating, particles with high
surface energy and sharp edges tend to dissolve first [33]. They subsequently nucleate and
precipitate on the surface of larger particles or defective areas, causing the disappearance
of smaller particles and the growth and spheroidization of larger particles. This process,
known as Oswald ripening, can be observed in Figure 8a,b (highlighted by the red boxes).
Consequently, the fine particles dissolve and vanish, while the sharp edges of larger
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particles continuously dissolve and spheroidize. The Oswald ripening phenomenon of
titanium particles in molten Mg accelerates the diffusion of titanium atoms through the
continuous dissolution and reprecipitation of titanium. This enhances solid-phase mass
transfer, accelerating the aggregation of titanium particles. The aggregation of titanium
particles leads to the formation of more particle interfaces, as shown in Figure 8c. The
microstructure of titanium particles after aggregation is similar to that of mesoporous
hematite/alumina nanocomposites [34] and iron oxide nanochains coated with silica [35],
as reported by Marin Tadic. The particles contact and adhere to each other to form a
‘spongelike’ structure, with numerous pores between the particles.
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Figure 8. SEM images of titanium particles aggregated in different mediums for 2 h at 900 ◦C:
(a) molten MgCl2 medium, (b) molten MgCl2:Mg (1:1) medium, and (c) molten Mg medium.

Figure 9 illustrates the changes in the average size of titanium particle aggregates with
temperature after aggregating in various media for 2 h. The average size of titanium particle
aggregates increases with temperature in all three mediums. In the case of aggregating
in molten MgCl2, small particles accumulate on the surface of larger particles. As the
temperature rises, the number and size of aggregates formed by small particles increase.
In the medium containing molten Mg, titanium particles undergo continuous growth
through Oswald ripening. Simultaneously, the reduction of the oxide layer on the particle
surfaces by molten Mg accelerates mass transfer between titanium particles, facilitating
faster particle aggregation and the formation of interfaces. With increasing temperature,
the coarsening rate of particles intensifies, resulting in a greater number of particles in
contact with each other and larger aggregate sizes.
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The average size of aggregates is largest in molten Mg and smallest in molten MgCl2.
This is attributed to the formation of a liquid-phase film that covers the surface of titanium
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particles during aggregating. Capillary forces drive the liquid phase to fill the gaps between
particles, promoting particle aggregation, increasing the contact area between particles,
enhancing mass transfer, and facilitating easier diffusion of atoms between adjacent tita-
nium particles through the liquid-phase channels. Compared to molten MgCl2, molten
Mg exhibits better wetting properties toward titanium and stronger capillary action [36],
which promotes particle aggregation and leads to larger aggregate sizes. Additionally,
molten Mg reduces the oxide layer on the surface of titanium particles, accelerating mass
transfer between particles and promoting particle aggregation. On the other hand, molten
MgCl2 cannot reduce the oxide film on the surface of titanium particles, thereby inhibiting
titanium atom diffusion and impeding particle aggregation. Therefore, a higher content of
molten Mg in the medium facilitates greater particle aggregation and faster growth rates
of aggregates.

The process of titanium particle aggregation involves the precipitation of dissolved
titanium atoms from molten Mg, the nucleation of titanium atomic clusters to fill the pores,
and the nucleation and growth process after particle contact, thereby reducing the porosity
of titanium particle aggregates. The nucleation and growth rates of titanium particles
during the aggregation process are uniform and occur at a certain rate, and this process,
controlled by nucleation and growth dynamics, can be effectively explained by the Johnson–
Mehl–Avrami (JMA) model [37–39]. Using the JMA model, the aggregation process of
titanium particles at different temperatures and times can be studied to explain the kinetics
of the aggregation process. Its expression formula is as follows:

ξ = 1 − exp (−ktn) (1)

where “ξ” presents the percentage of phase proportion, which can be expressed by the rela-
tive density of aggregates of titanium particles; “k” presents a kinetics constant dependent
on temperature (T); “t” presents time; and “n” presents Avrami index, which reflects kinet-
ics of the aggregation process of titanium particles. The evolution of Equation (1) yields
Equation (2), where “1 − ξ” can be expressed as the porosity of aggregates of particles.

ln(1/(1 − ξ)) = lnk + nlnt (2)

Figure 10 illustrates the porosity of titanium particles after aggregation at different
temperatures and different times in MgCl2:Mg (1:1). At room temperature, the bulk
density of raw titanium powder is 1.26 g/cm3, and the calculated porosity is 72.0%. After
aggregating in MgCl2:Mg (1:1) at 800 ◦C for 1 h, the porosity of titanium aggregates rapidly
decreases to 61.16%. At the same aggregation time, with the increase in temperature, the
wettability, reduction, and dissolution–precipitation effect of molten Mg are enhanced, and
the diffusion of Ti atoms is also strengthened, which promotes the aggregation process of
the titanium particles. After the titanium particles are aggregated at 900 ◦C for 1 h, the
porosity of the particles decreases to 60.61%. The porosity of the aggregates decreases with
the increase in temperature and time.

Figure 11 illustrates the fitting curves of the relationship between ln(1/(1 − ξ)) and
lnt at different temperatures, which are plotted according to the data in Figure 10. As can
be seen from Figure 11, the relationship between ln(1/(1 − ξ)) and lnt basically presents a
linear relationship at different temperatures. According to Equation (2), the Avrami index
“n” and the kinetics constant “k” can be calculated by the slope and intercept of the fitted
lines in the figure, respectively, and their values are shown in Table 1.

According to the kinetics equation, the corresponding kinetics curve is shown in
Figure 12. At room temperature, the bulk density of raw titanium powder is 1.26 g/cm3,
and its relative density is 28.0%. In this paper, it is considered that the initial relative
density in the kinetics curve is 28.0% (i.e., ξ = 0.28). Figure 12a shows that at the same
time, the higher the temperature, the higher the density of the titanium particle aggregates
and the lower the porosity. This is because as the temperature increases, the diffusion
of titanium atoms speeds up. Simultaneously, the wettability, reducibility, and solubility
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of molten Mg improve, promoting the diffusion of titanium atoms, accelerating particle
aggregation, and reducing aggregate porosity. However, when the temperature is low, the
activation energy for atomic diffusion is insufficient, and the density of the aggregates
remains close to 80% even after 400 h of aggregation. Figure 12b indicates that the porosity
of the aggregates increases rapidly from 0 to 3 h and then increases slowly with prolonged
time. This is because during the initial 0 to 3 h, molten Mg fully dissolves the titanium
in the concave–convex or angular parts of the surface, reaching dynamic equilibrium,
while also essentially completing the reduction of the oxide layer on the titanium particle
surfaces. Over time, the dissolution–precipitation effect significantly weakens the filling of
pores, thereby slowing down the aggregation rate of titanium particles. From the kinetics
curves, it can be observed that during the aggregation of titanium particles, increasing the
temperature from 800 ◦C to 900 ◦C results in only a slight increase in the relative density
of the aggregates at the same time. However, with prolonged time, the relative density
increases significantly. This indicates that time has a more significant effect on the relative
density and porosity of titanium sponge during the aggregation process.
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Table 1. The kinetics equation of the aggregation of titanium particles at different temperatures.

Temperature Kinetics Formulas
1 − ξ

1 h 2 h 3 h 4 h 5 h

800 ◦C ξ = 1 − exp(−0.4819t0.1878) 0.6116 0.5857 0.551 0.5342 0.5156

900 ◦C ξ = 1 − exp(−0.4966t0.1906) 0.6061 0.5820 0.5301 0.5266 0.5122
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3.3. Densification Behavior of Sponge Titanium

Figure 13 illustrates the densification behavior of titanium sponge in three different media.
In the metallographic diagrams, white area represents the titanium sponge skeleton, while black
area represents the pores. At 1100 ◦C, the wetting, dissolution, and reduction caused by molten
Mg accelerate the densification of titanium sponge. As a result, the area ratio of the titanium
sponge skeleton is the smallest in molten MgCl2 and the largest in molten Mg, measuring 36.2%
(in molten MgCl2, Figure 13(a1)) and 38.6% (in MgCl2:Mg (1:1), Figure 13(b1)), respectively. At
1200 ◦C, compared to the values at 1100 ◦C, the area proportion of the titanium sponge skeleton
increases to 38.9% (in molten MgCl2, Figure 13(a2)), 47.5% (in MgCl2:Mg (1:1), Figure 13(b2)),
and 52.5% (in molten Mg, Figure 13(c2)), respectively. At 1300 ◦C, the area proportion of the
titanium sponge skeleton further increases to 52.3% (in molten MgCl2, Figure 13(a3)), 60.0% (in
MgCl2:Mg (1:1), Figure 13(b3)), and 78.7% (in molten Mg, Figure 13(c3)).

The wettability and reducibility of molten Mg promote the diffusion of titanium atoms.
Simultaneously, titanium dissolves in molten Mg at high temperatures. The precipitation
of titanium clusters at the pores reduces the surface energy of the system due to the high
surface energy at the pores. This promotes the nucleation and precipitation of titanium
atoms at the pores, allowing for local filling of macropores and rapid reduction in the pore
area. In molten MgCl2, titanium cannot fill the pores through dissolution–precipitation,
hindering pore shrinkage. Consequently, the total pore area of the titanium sponge is larger
than that in the molten Mg medium (Figure 13d). At 1100 ◦C, the dissolution of titanium
particles in molten Mg causes their shape to become spheroidized. This change promotes
alterations in pore shape and increases the pore size between the skeleton structures,
resulting in the largest average pore diameter of the titanium sponge. As the temperature
rises, the solubility of titanium in molten Mg increases, leading to stronger precipitation
and filling of titanium atoms and a gradual decrease in the average pore size of the titanium
sponge. In molten MgCl2, the fine pores in the titanium sponge gradually shrink and
disappear, while molten MgCl2 tends to remain in the large pores of the titanium sponge,
hindering shrinkage and causing a continuous increase in the average pore size of the
titanium sponge (Figure 13e). At 1100 ◦C, the spheroidization of titanium particles in molten
Mg alters the pore shape between the skeleton structures and weakens the mechanical
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locking between particles, resulting in a high porosity of the titanium sponge. In molten
MgCl2, the titanium sponge continuously densifies through atomic diffusion, leading to
a continuous reduction in porosity. As the temperature rises, the diffusion of titanium
atoms becomes the dominant factor. Compared to molten MgCl2, the titanium sponge
exhibits higher density in molten Mg, with the lowest porosity, while the highest porosity
is observed in MgCl2.
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Figure 13. Densification behavior of sponge titanium in three different mediums and temperature:
(a1–a3) represent the metallographic diagrams of sponge titanium densified in molten MgCl2 at
1100 ◦C, 1200 ◦C, and 1300 ◦C, respectively; (b1–b3) represent the metallographic diagrams of sponge
titanium in MgCl2:Mg (1:1) densified at 1100 ◦C, 1200 ◦C, and 1300 ◦C, respectively; (c1–c3) represent
the metallographic diagrams of sponge titanium densified in molten Mg at 1100 ◦C, 1200 ◦C, and
1300 ◦C, respectively; the length of the scale in the photomicrograph represents 50 µm; (d–f) represent
the variations in total pore area, average pore size, and porosity of the titanium sponge samples.

Figure 14 illustrates the porosity variation of titanium sponge in MgCl2:Mg (1:1) after
densification at different temperatures and at different times. With the extension of time,
the mass transfer between solid titanium is more sufficient, and the number of titanium
clusters precipitated in molten Mg increases, enhancing the filling effect on the pores in the
skeleton and continuously reducing the porosity of the sponge titanium. The porosity of
titanium sponge decreased from 55.47% to 44.87% at 1000 ◦C and from 53.91% to 37.31% at
1100 ◦C. For the same time period, the porosity of titanium sponge at 1100 ◦C is lower than
that at 1000 ◦C. This is because, at higher temperatures, the diffusion of titanium atoms
and grain growth occur more rapidly, promoting the densification of the titanium sponge.
Additionally, the strengthened dissolution–precipitation effect of molten Mg on titanium
increases the filling effect on the pores, leading to a reduction in the porosity of the titanium
sponge skeleton.

The Avrami formula is also used to study the kinetics of sponge titanium skeleton
densification. The “ξ” in Equation (1) can be used to represent the relative density of the
titanium sponge skeleton. The curves for ln(1/(1 − ξ)) and lnt are fitted by using the
same method as in Section 3.2 and are shown in Figure 15. As can be seen from Figure 15,
the relationship between ln(1/(1 − ξ)) and lnt basically presents a linear relationship at
different temperatures. According to Equation (2), the Avrami index “n” and the kinetics
constant “k” are calculated and listed in Table 2.
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Figure 14. Porosity of titanium sponge after densification at different temperatures and different
times in MgCl2:Mg (1:1).
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Table 2. Kinetics formulas at different temperatures.

Temperature Kinetics Formulas
1 − ξ

1 h 2 h 3 h 4 h 5 h

1000 ◦C ξ = 1 − exp(−0.5769t0.1955) 0.5547 0.5271 0.4816 0.4693 0.4487

1100 ◦C ξ = 1 − exp(−0.6005t0.2893) 0.5391 0.4938 0.4452 0.4079 0.3731

Figure 16 shows the kinetics curve of the titanium sponge skeleton at different tem-
peratures in MgCl2:Mg (1:1). The kinetics curve exhibits a rapid rise from 0 h to 3 h, and
then shows a slow increase from 3 h to 80 h and continues to extend the time. The kinetics
curve essentially remains stable, indicating that the densification process has reached its
limit. In the early stage of densification, there are a lot of pores in the titanium sponge.
Through the diffusion of titanium atoms and the filling of the precipitated titanium atoms,
the pores in the titanium sponge shrink and close rapidly, leading to a rapid decrease in
porosity. In the latter stage of densification, as the number of pores decreases, it becomes
difficult for the remaining pores to continue shrinking without external force, resulting in
a slower decrease in porosity. With the increase in temperature, the diffusion of titanium
atoms is accelerated, and the solid-phase mass transfer rate of Ti is increased, resulting in
the increase in the limit value of the kinetics curve, indicating that the maximum degree of
densification is increased.
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Figure 16. Kinetics curve of the titanium sponge skeleton densification at different temperatures in
MgCl2:Mg (1:1): (a) in the range of 0~400 h and (b) partially enlarged detail in the range of 0~10 h.

From the kinetics curves of the densification process, it is evident that the trend of
relative density increase in the sponge titanium is similar over time. But at 1200 ◦C, the
sponge titanium exhibits a significantly higher relative density. This shows that during
the densification stage of the sponge titanium, temperature is the main factor affecting its
relative density and porosity.

4. Conclusions

This paper investigates the effects of the composition of a high-temperature liquid
medium (the molten Mg-MgCl2 system) on the aggregation–growth and densification
behavior of titanium particles, coming to the following conclusions:

1. Compared to molten MgCl2, molten Mg demonstrates superior reduction, dissolution,
and wetting effects, which promote the diffusion of titanium atoms, facilitate the
aggregation of titanium particles, and accelerate the formation of the titanium sponge
skeleton. In the molten MgCl2 medium, titanium particles aggregate and grow at
1100 ◦C, resulting in the formation of the titanium sponge skeleton. In the molten
Mg medium and MgCl2:Mg (1:1) medium, titanium particles aggregate and grow at
1000 ◦C, leading to the formation of the titanium sponge skeleton. With the increase in
temperature, the wettability, reducibility, and solubility of the molten medium are im-
proved, promoting the diffusion of titanium atoms, strengthening the capillary forces
between titanium particles, and accelerating the aggregation of titanium particles.

2. The Oswald ripening mechanism promotes the coarsening of titanium particles, and
the reduction in molten Mg accelerates the aggregation of particles, causing the
aggregates to grow rapidly in molten Mg. When aggregated in molten MgCl2, the
aggregate size increases through the gathering of small particles on the surface of
large particles, resulting in a slower growth rate.

3. With an increase in the relative content of molten Mg in the medium, the diffusion
of titanium atoms is promoted, and the solid titanium’s mass transfer is accelerated,
which benefits the densification of the titanium sponge. At different temperatures,
the area ratio of the titanium sponge skeleton is highest in molten Mg, while the total
pore area, average pore size, and porosity are lower compared to the other media.

4. Kinetics studies show that the porosity of titanium particle aggregates and the porosity
of the titanium sponge skeleton decrease with increasing temperature at the same
time, and the limiting value of the relative density increases. The aggregation rate of
titanium particles and the densification rate of titanium sponge were higher at 0~3
h. From 3 h to 80 h, the aggregation rate of titanium particles and the densification
rate of titanium sponge gradually decreased and continued to extend the time. The
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relative density basically remained unchanged, and the density of aggregates and
titanium sponge reached the limit.

In summary, increasing the Mg content in the melting medium and raising the tem-
perature will accelerate the aggregation–growth and densification of titanium particles,
resulting in low-quality sponge titanium with low porosity and high compactness. There-
fore, in industrial production, the aggregation–growth rate and densification degree of
titanium particles can be delayed by controlling the temperature (enhancing heat dissipa-
tion, etc.) and adjusting the composition of the melting medium (reducing the emission of
MgCl2, etc.) to obtain high-quality titanium sponge with a loose structure.
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